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Introduction

The manipulation of isolated and controlled quantum systems has been one key effort
in research over the last decades, assisted by very fast technological progress. Throughout
this period, a number of elementary quantum objects have been prepared and studied
in conditions close to “textbook situations”. This has allowed for practical tests of the
fundamental laws ruling their behaviour, which in turn deepened our understanding of
these systems. It also permitted to build from bottom up structures of higher and higher
degree of complexity, in which all parameters are very well controlled. These can then
be used to study complex phenomena, such as magnetism in crystals [1] and other phase
transitions, or more generally to design simulators to find the “answer” to a complex
many-body quantum problem that cannot be solved otherwise [2, 3].

In addition, these advances in quantum systems manipulation have formed a solid basis
for the development of quantum information processing, communication and computation
[4]. These fields rely on the fact that one can choose, among the many microscopic systems
whose behaviour is ruled by quantum mechanics, a particular elementary block in which
two quantum states can be isolated and coherently manipulated, to serve as a quantum
bit or qubit. Replacing a classical bit by a two-level quantum system opens new ways to
encode, store and process information. The potential advantages can be fundamentally
secure communications (quantum cryptography), as well as enhanced computation and
simulation capabilities [4].

The constraints on what is expected from a “good” qubit are strict enough [5] that no
general prevalence of a physical system over all others can be determined yet [4]. As a
result, even two decades after the emergence of the field, many candidates are still being
investigated as potential physical qubits.

Quantum information processing and communication with optical pho-
tons

When it comes to communicating quantum information over long distances and/or at
high speed, optical photons constitute a plain choice of support. On top of their obvious
advantages (low losses, propagation speed, simple fiber transmission ...), their relatively
numerous degrees of freedom allow for various choices of encoding methods, each best
adapted in different situations [6, 7]. Furthermore, a large number of simple operations
can be realized very easily on photons with standard linear optics devices.

On the other hand, in order to use them as qubits, two main long-lasting hurdles must
be taken. One is the deterministic on-demand generation of single-photon wavepackets
in a controlled electromagnetic field mode. The second is that some sort of interaction
or deterministic logical quantum operation on two photons is required in order to process
the information carried around by quantum light [8]. This is for example necessary in
quantum communications since for very long distances, photons are eventually submitted
to losses, reducing the transmission rate and annihilating the “quantum security” of the
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communications. The current widely acknowledged approach to solve this issue is to make
use of quantum repeaters, which allow to propagate efficiently a quantum state over long
distances using entanglement between distant photons [9, 10]. This scheme requires a
logical operation between the target photon and the relay ones to transfer its information.

A

B

|Ψ\

S S S

R R R

Figure 1: Principle of the quantum repeater scheme. The transmission channel is
split into several smaller parts. In the middle of each portion is a source of entangled pairs
of photons (S). Provided a logical operation can be realized between two photons within a
given repeater node (R), and after application of entanglement purification protocols be-
tween neighbouring nodes, entanglement can be transferred efficiently to the two extreme
nodes of the chain, so that finally a quantum state |ψ〉 arriving in A can be transmitted
to point B with high fidelity even for large distances.

To address these practical concerns, photons in vacuum are clearly not sufficient: they
are not naturally emitted in a suitable single-mode single photon state, and several photons
together do not behave any differently than each of them individually. An intermediate
material system is therefore necessary to enable the desired nonlinear evolutions.

More generally, the last decades of research in fields related to quantum information
processing (QIP) have shown that if efficient quantum communication and computation
can be achieved in a large-scale structure, it will involve a mixed architecture where
different types of qubits are used for different tasks (transport, storage, processing ...),
which must be able to connect to each other and exchange information in a coherent
manner [11]. Photons must therefore be interfaced with matter in a way that allows for
their efficient storage, processing and retrieval.

Few-photon level nonlinearities

Of very high impact for the previous matters (and many more) is the realization of
optical nonlinearities active at the level of only a few photons. Standard nonlinear ma-
terials have an optical response (susceptibility, or complex refractive index) that changes
under intense enough excitation, usually corresponding to large numbers of photons in
the medium. Engineering systems in which the optical response is changed by only a
single photon renders possible a large variety of applications, like deterministic generation
of nonclassical light states, or photon-photon quantum gates, of major importance for
photonic quantum information processing [12].

In the latter category, protocols are becoming experimentally realistic only recently, for
a logical control-Z gate for example. Its principle is to induce a π phase shift on a photon
pair’s state conditioned on the fact that both are in state |1〉, in a way that preserves their
overall coherence and mode properties. The physics of the process can be thought of as a
very large dispersive nonlinearity. Among other things, the ability to realize such a gate
is in principle a universal key to performing any quantum computation with photons [8].
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|00\ |01\ |10\ |11\

|00\ |01\ |10\ -|11\

Input 2-qubit states

Output 2-qubit states

Figure 2: Principle of a control-Z gate. The two input photons, once an encoding
is chosen, can be put in any superpositions of the input qubit states, and the gate should
perform deterministically and coherently the described selective phase-shift of state |11〉.

The solutions imagined to reach this goal have evolved a lot in the last years, and de-
veloped in various directions in communities that use different material systems as bases
for their purpose. Let us note at this general stage of the discussion that most often, in
systems that are nonlinear for few photons, the full theoretical treatment of light propa-
gation through the medium with effective photon-photon interactions is not yet available.
Additionally, in some cases one can show that photons propagating together within a
medium to dephase each other will exchange energy along the propagation, resulting in
undesired effects on top of the nonlinearity, such as wavepackets/mode distortion [13–15].
As a result, most schemes considered as promising now try to decouple propagation and
interactions, by sequentially storing the photons inside a medium, making them interact
in a stationary way, and retrieving them.

The problematics of storage, generation, and interactions of photons therefore clearly
overlap, and an interesting goal is to find a system that can combine efficiently solutions
to all of them.

Existing solutions to generate, store and process photons

Single-photon sources

Single-photon production has been an active field for a quite long period now. Two
types of avenues have mainly been explored: probabilistic heralded projection of entangled
photon pairs’ state, and controlled emission by a single quantum emitter.

In the first approach, atomic cascades were initially used to randomly generate corre-
lated pairs of photons that can be separated in two modes [16]. Spontaneous parametric
down-conversion in nonlinear crystals then became a widespread alternative to produce
such photon pairs. Their entanglement allows one to project the state of one mode by
measuring the presence of a photon in the second one, realizing an effective nonlinearity
that has been used for many photonic quantum state engineering experiments [17, 18].
Protocols can be implemented in cold atomic clouds using the same principles, that will
be discussed in details in this document [19–21]. The main issue with this kind of sources
is their low success rate and intrinsically probabilistic behaviour.

The second approach relies on the fact that if one isolates a single two-level quantum
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system, it can only emit a single photon after controlled excitation. A wide variety of
emitters has been studied for this purpose, such as single atoms [22, 23], single molecules
[24], Nitrogen-Vacancy centers in diamond [25, 26], or quantum dots in semiconductor
structures [27]. Control over the system’s properties is one of the main problems in these
cases: stability of the atom-resonator coupling, or reproducibility of the quantum dots’
properties due to the fabrication techniques, for example. Another recurrent issue is the
collection efficiency of a photon into a usable mode once it has been emitted. However, in
the field of semiconductor-based sources for example, extremely fast progress is being made
toward high degree of tunability and efficiency thanks to an ever-improving fabrication
technique and to the embedding of quantum dots in pillar microcavities [28].

Figure 3: Two possible schemes for single-photon generation. In one case (left) a
strong pump is sent into a nonlinear crystal and through frequency conversion generates
pairs of correlated photons. When one of them is detected in one arm, it projects the
second mode onto a single-photon state. In the second case (right) a single quantum
emitter like a two-level atom is strongly coupled to the mode of an optical cavity which
collects the only photon it can emit after excitation.

Quantum memories

In addition to generating photons, a versatile quantum light-matter interface must
ideally also allow for their coherent storage [29, 30]. This, among other applications,
would make the use of QIP schemes with limited success probabilities more realistic, as
one could store the product of a certain operation step while waiting for the other steps
to complete (for example in a quantum repeater). Quantum memories for light constitute
alone a vast field of research, in which the decoherence of the excitations once they are
stored is one of the crucial issues to be tackled. Several systems have proved interesting
candidates for this task, ranging from optical cavities to hot or cold atomic vapors [31–
34]. Techniques like photon echo have been developed that allow for long storage times in
systems like doped crystals, through controlled rephasing of the many inhomogeneously
dephased absorbers [35]. For classical light, memories with lifetimes up to a minute were
demonstrated in similar systems with more sophisticated strategies [36].

Another challenge in this field is to deterministically and coherently convert an incom-
ing few-photon quantum state into material excitations. This last point is experimentally
hard to achieve for the same reasons as the reverse problem of efficient generation and
collection of photons [37, 38]. The key requirement is to reach a very strong coupling
between photons in a given field mode and the chosen material support, in order for them
to exchange information in a coherent way.

Photon-photon interactions

Finally the last task is to realize few-photon nonlinearities and logical operations. A
scheme was proposed by Knill, Laflamme and Milburn using only linear optics, but it is
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probabilistic and relies on postselection of successful events, which are prohibitively rare
as soon as a large number of operations is needed [39]. The principle of the CNOT gate
they proposed, using projective measurements, was realized in 2003 [40].

In order to implement deterministic photon-photon interactions, the aforementioned
strong coupling is required again. The principle is to let one photon couple to a system
and modify its properties, so that the second one impinging on it experiences a different
response. One of the photons not being strongly coupled with the system would result in
the nonlinearity being either suppressed or probabilistic.

Using a single two-level system inside a high-finesse optical cavity has been known
to enable very strong nonlinearities, and was proposed as a realistic basis for scalable
photonic quantum computing [41]. In the strong-coupling regime, the eigenstates and
energies of the total system are significantly rearranged by the coupling, leading to strong
anharmonicity, and thus a completely different response for one or two excitations. The
study of this regime, known as cavity Quantum Electrodynamics (QED), is motivated
in the optical domain by the numerous demonstrations of quantum state manipulation
achieved in microwave cavity QED [42, 43]. Implementations of this scheme with optical
photons already lead to major results in the last decade, in very different physical systems.
Using a “bulk” high-finesse cavity and “real” atoms, the large nonlinearity of this system’s
spectrum was investigated and exploited to observe photon-photon blockade [44] or binding
[45], as well as very recently to deterministically entangle a photon with an atom or
with another photon [46]. An analogous system can be realized in solid state structures
with quantum dots as “artificial” atoms embedded in semiconductor microcavities. Very
similar phenomena lead in these systems to observe large phase modulations by few-
photon light pulses [47], generation of non-classical light [48] and all-optical switching of
the system’s behaviour by pulses at the single-photon level [49]. Finally, the requirement
to achieve strong atom-light coupling while keeping the photons modes under control
lead to an original approach using the mode confinement of an optical fiber, whose mode
can be directly coupled to a microresonator. The latter plays the role of the enhancing
cavity, in the evanescent field of which a single atom can be placed to generate strong
effective photon-photon interactions. This resulted in the recent observation of single-
photon switching [50] or large single-photon nonlinear phase-shifts [51].

Our roadmap

This thesis presents different experiments addressing more or less directly some of
the points raised in the above discussion. They were realized using a cold (but thermal)
trapped atomic cloud in a low-finesse optical cavity as a common experimental basis.
This system was chosen for its versatility and assets as an interface and processing tool for
photons: for both storage and generation of non-classical states of light, atomic ensembles
are known to have high-level capabilities. In addition, the recent developments around
Rydberg physics in many-atom clouds have made them a high-interest platform to study
large optical nonlinearities, in systems that are relatively easy to prepare and manipulate,
as will be discussed in this manuscript.

The experimental roadmap of our project is therefore based on the following elements:

• Atoms and cavity: Using cold atoms, one benefits from well established prepa-
ration techniques to generate a system that has stable, well defined and narrow optical
transitions around the visible spectrum, with relatively slow and understood decoherence
processes. This makes them a prime choice for interfacing with optical photons, as well as
for being the source of large nonlinearities.
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An optical cavity increases the effective atom-photon coupling by making them
interact a large number of times, and defines discrete modes that can be used to keep a
good control over the photons’ shape in the process. However, if one wants to strongly
couple light to a single atom in the cavity, it has to be done in very stringent conditions
(small mode volume, high cavity finesse), which we want to avoid.

• Polaritons and EIT: The alternative way to strongly couple a cavity-mode photon
to a cold atomic medium is to make use of collective interference effects that arise when
many atomic dipoles are excited or radiate together. A photon is then coupled to collective
excitations of the cloud, which are delocalized and can support a spatial phase pattern
covering many wavelengths [37]. Then, when for example many atoms radiate collectively
a single excitation, interferences between all the emitted fields can lead to an overall
highly directional or phase-matched emission, in a situation where a single atom would
have radiated isotropically [52]. A cloud of atoms can therefore be effectively coupled to
a specific field mode more efficiently than a single one.

From a different viewpoint, a photon propagating in the cloud can be described as a
delocalized collective pseudo-particle, usually called a polariton (or spin wave) [53]. This
excitation inherits properties partially from light and from the atoms. If light only couples
resonantly ground-state atoms to a short-lived excited state, the main effect will be that
the excitation acquires a finite lifetime, and will be scattered and lost rapidly.

However, using a lambda three-level atomic scheme, where Electromagnetically In-
duced Transparency is enabled by a strong coupling beam to a third long-lived state,
the situation is quite different [54]: the control beam transfers all excitation amplitudes
directly to the second ground state, which means the excitation can now survive in the
cloud for a long time in principle. The properties of the polaritons propagating through
the medium can be set via the control beam, especially their effective propagation speed.
Photons can then cross the atomic sample almost without losses, but at an extremely low
speed [55], and can also be entirely converted into motionless atomic excitations [37].

Control beam

|1Ú

|2Ú

|3Ú

Figure 4: Picture of the propagation of a photon inside a medium as an EIT-
polariton. A photon sent in the medium close to the |1〉 → |2〉 transition, in the presence
of the control beam coupling toward the long-lived state |3〉, is mapped onto a slow and
compressed excitation wave which propagates inside the medium partially carried by the
atomic coherences, before exiting it as a photon again.

Due to these various properties, the use of collective excitations in cold atomic clouds,
in schemes related to EIT, has been a very fruitful platform for studying light-matter
quantum interfaces [30]. However, one must remember that at all times, for the excitation
to behave as described, it must keep its collective phase coherence, which also makes it a
relatively fragile object, especially versus temperature and atomic motion.
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• Atomic nonlinearities in photonic evolution: The approach we (and others)
chose to follow is therefore to use the cavity to efficiently map photons in and out of the
cloud as atomic polaritons, and to take advantage of all the possibilities of cold atomic
physics to make them effectively act on photons. In particular, atomic nonlinearities can
in principle be mapped onto the state of light to realize photon-photon interactions.

One possibility is to use the intrinsic nonlinearity of the atomic response: the
behaviour of few-level atoms under carefully designed excitation conditions can induce
a very strong nonlinear optical response, which could be put to contribution in our
system [56]. However it does not really make the most of this system as it uses only
“single-atom” types of response, and after a considerable research effort in these directions
the achievement of few-photon level nonlinearities has remained elusive so far (outside
the cavity-QED regime).

• Rydberg atoms: An idea in constant expansion during these last years is to use
directly the interactions between atoms to generate interactions between photons. Making
neutral atoms interact can be done by temporarily exciting them from their ground state
(where their interactions are negligible in our range of parameters) into a highly excited
Rydberg state (with large principal number n). These atomic states can carry an extremely
large dipole moment, and thus exhibit strong dipole-dipole interactions [57]. After the
first direct observation of the effect of these interactions in thermal atoms [58] and in cold
atomic clouds [59, 60], the number of potential applications of such strong controllable
interactions has been quickly increasing. For short enough interatomic distances, the total
blockade of double excitation possibility by the interactions in atom pairs was proposed
[61] and later on demonstrated [62, 63] as a mean to realize a controlled two-qubit gate on
two individual atoms. This Rydberg excitation blockade mechanism and its consequences
have also been extensively studied in cold many-atoms systems: it has in particular the
effect of limiting the number of excitations a finite cloud can accommodate [64–66]. This
alone has strong consequences and allows in some regimes to use an entire cloud containing
Rydberg excitations as a support for quantum information processing [67].

|Φ,Φ\

|g,g\

|g,Φ\ , |Φ,g\

E

R

R
b
~5-10μm

ΔE

Figure 5: Rydberg blockade mechanism. In the two-atom basis, the system starts
from its ground state |g, g〉, and due to a laser excitation with a finite linewidth (green
arrows), each atom can be excited from |g〉 to a Rydberg state |Φ〉. However, from the
singly excited state, the interactions shift the doubly excited one |Φ,Φ〉 out of resonance
for interatomic distances R below a certain blockade radius Rb.

A more detailed overview of the possibilities of Rydberg atoms in quantum information
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is presented in this manuscript at the beginning of part V (or see [68]). Among the
proposals of broadest interest based on these, let us quote the implementation of efficient
deterministic quantum repeaters [69, 70], or the realization of a Rydberg-based quantum
simulator [71].

Besides the purely QIP motivations, Rydberg atoms provide a interesting way to probe
different aspects of many-body interacting systems, such as interaction-induced atomic
motion [72], collective behaviours [73], emergence of strong spatial correlations [74], or
sub-poissonian excitation statistics [75].

From a practical side, Rydberg states can be addressed using a two-photon coupling
scheme very close to the EIT situation, in a ladder configuration [76]. As these states are
also relatively long-lived, it is possible in this situation to map photons onto delocalized
Rydberg polaritons in the atomic cloud, which behave in a strongly nonlinear way. Using
such schemes and the peculiar properties of Rydberg polaritons, it was very recently
demonstrated that one could experimentally realize effective optical nonlinearities so
strong that they become efficient at the single-photon level [12, 77], as will be discussed
in details in the main text.

• Homodyne tomography: When trying to realize a quantum gate on two photons
for example, one should fully characterize their state to assess the quantum coherence
of the process: from two arbitrary qubit states it should retrieve photons in the corre-
sponding output entangled quantum state, and in subsequently usable optical modes [78].
Depending on the type of encoding, this full characterization may be difficult to implement
in practice. Based on the past experience of the group and the different members of the
team, our goal is to implement optical quantum state tomography as a characterization
technique. This, as will be described in the main text, allows one to reconstruct completely
the quantum state of light generated by a process, thereby giving access to all necessary
information. Due to its principle, the ability to detect efficiently the output photons with
this method also constitutes a direct proof of a very good control over their mode. In the
past, it has been for example extensively applied to parametric down-conversion sources
[17].
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Thesis layout

This manuscript is organized in the following manner:

• In Part I, we set the general framework, and introduce the theoretical tools use-
ful to describe our experiments. We discuss the effective susceptibility of the atoms in the
cavity mode, that summarizes the interactions between classical light and atomic medium
in the system. A particular interest is directed to reviewing the classical lowest-order
nonlinearities that can be induced by few-level atomic clouds, and their relative strengths.
In the low-light regime where we will be interested in describing the quantum state of
light interacting with the system, we recall briefly the fundamentals of quantum state
reconstruction by optical homodyne tomography.

• In Part II, we present the various parts of our experimental setup. The atom
trap and the necessary setup to load it and characterize it, together with the optical
cavity, constitute the physical basis of all our experiments. These elements are driven
and characterized by the laser sources and the control/acquisition system.

• In Part III, an experiment in the “quantum light” regime is described, with no
Rydberg interactions introduced in the system yet. We demonstrate how our setup can
be used to store photons as collective atomic excitations, and retrieve them later on in a
single free-propagating mode with high efficiency. The protocol used allows us to generate
high-quality single photons, as is evidenced by the full quantum state reconstruction
performed via homodyne detection.

• In Part IV, we turn to the investigation of the properties of a Rydberg cloud in
the cavity. Realized in the classical regime, this experiment explores the dispersive non-
linear effects at very low intensities that are induced by the interactions between Rydberg
atoms in the cloud. This allows to comment, in the dispersive regime, on a simple and
practical description of Rydberg excitations in cold gases as generating “blockade spheres”
inside which the medium’s behaviour is changed. These spheres can have very large in-
fluence on the overall response, which leads to the exaggerated nonlinearity of these media.

• In Part V, we discuss the last and still ongoing project we undertook, to bring
together the Rydberg interactions in cold atomic clouds and the capabilities of homodyne
tomography. Achieving large few-photon nonlinear effects is now known to be achievable
in Rydberg clouds, but requires to work in quite stringent experimental conditions. We
describe how we modified our system in order to reach this quantum nonlinear regime.
We also discuss some theoretical ideas to use Rydberg nonlinearities inside a cavity in
order to design quantum state processing protocols, to be characterized by tomographic
reconstruction.
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Matter-field coupling effects
in a many atoms-cavity system
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In this chapter we will set the general framework for the description of the coupling
between the cavity mode photons and the atoms, through different levels of analysis, as
summarized in table (1.1).

In a classical picture, the way to access the medium’s optical susceptibility will be dis-
cussed. Throughout this work, its experimental characterization or theoretical evaluation
will help us understand the medium’s properties and how useful they can be in different
regimes.

The full quantum treatment of the system will then be presented, via Bloch equations.
In the case of a classical feeding, it will be related to the classical description, and the
cooperativity C will be introduced to quantify the effective coupling of the atomic ensemble
to the cavity mode [79].
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Model System considered as ... Meaningful
quantity

Fully classical global homogeneous medium having an index effect Susceptibility
on the classical field’s propagation

Fully quantum N individual atoms with coherences coupled to Atomic
the cavity field’s quantum operator coherences

Semi-classical cavity field in a classical coherent state Effective
affected by the N atoms’ coherences susceptibility

Table 1.1: Different descriptions of the {cavity+atoms} system.

The quantum description also allows for the definition of the effective atomic suscepti-
bility, taking into account the spatial variations of the light modes and atomic density in
the system. It will be particularly important when characterizing the effects of a nonlinear
susceptibility, such as optical bistability [80, 81]. The aim is to propose a single uniform
definition for quantities that will be used in the rest of this manuscript, in particular to
quantify the strong dispersive nonlinearities we will be interested in.

Starting from the simplest example of two-level atoms in the cavity, the established
framework will then be used to briefly describe the linear behaviour of the system, and
the strength of the nonlinearity it can produce.

Finally, this work deals mostly with one specific atomic excitation scheme, with three-
level atoms and strong couplings inducing phenomena like Electromagnetically Induced
Transparency [54]. The description of its effects in our system –linear and nonlinear– is
the last part of this chapter.

Table (1.2) summarizes the different schemes that will be discussed, with their char-
acteristic linear features and mechanisms for dispersive nonlinearities.

Two-level atoms

linear regime dispersion and absorption, cooperativity

nonlinear regime off-resonant saturation of the transition

Multilevel atoms

linear regime electromagnetically induced transparency

nonlinear regime off-resonant saturation of the 2-photon transition
resonant schemes in 4-level atoms

Table 1.2: Different cases of atoms-cavity coupling schemes with their linear
characteristics and possibilities in terms of dispersive nonlinearities.

1.1 Classical description

We consider simply the linear optical cavity of length L containing an arbitrary atomic
medium, driven by a classical light field at frequency ω, corresponding to a wave vector
k = ω

c . The cavity has an eigenmode with frequency ωc close to resonance with the
incident light field.
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1.1.1 Classical matter-field interactions: susceptibility

The classical optical response of the medium is fully described by its complex suscep-
tibility χ [82], which links the average dielectric polarization ~P to the driving field ~E 1:
~P = ǫ0χ~E. The susceptibility in return describes the absorption and dephasing effects of
the medium on the light, through its refractive index (n2 = 1 +χ). Experimentally, it can
be accessed by measuring the transmission of a probe beam through the cavity.

T
2

T
1

L

χ,l

Figure 1.1: Configuration of the cavity and atomic medium..

The configuration we are interested in is an asymmetric cavity, with mirror transmis-
sions T1 (output mirror) and T2 (injection mirror), as depicted in figure (1.1). The one-way
propagation factor for light amplitude through the cavity is eik(L+(n−1)l) ≈ eikL+ik χ

2
l, l be-

ing the effective length of the medium. The cavity transmission in intensity is, under the
assumptions that k |χ| l, T1, T2 << 1 and T2 << T1 [79]:

Tcav =
T1T2

(T1
2 + kIm[χ]l)2 + 4 sin2(kL+ kRe[χ]

2 l)
≈ T0

(1 + 2k
T1
Im[χ]l)2 + (θ + 2k

T1
Re[χ]l)2

(1.1)

The second expression is obtained in the vicinity of a given resonance (ω ≈ ωc = pπc
L , p

integer, and |(ω−ωc)
L
c + kRe[χ]

2 l| << 1). The cavity detuning θ = ω−ωc
κ has been defined,

and κ = cT1
4L is the cavity field damping rate.

With no atoms in the cavity (χ = 0), one recognizes the approximate Lorentzian
expression of a transmission line of the Fabry-Pérot cavity around resonance:

Tnoatoms
cav =

T0

1 + θ2
(1.2)

Therefore, the general effect of an atomic susceptibility present in the cavity is to distort
a resonance line, in terms of its position in the variable θ (line shifted from θ = 0 because
the medium changes the cavity’s effective optical length) and in terms of its amplitude of
transmission (the medium absorbs and scatters some light from the cavity mode). Each
of these effects in turns give access to measurements of the real or imaginary parts of χ.

1.1.2 From classical to semi-classical: quantized atoms

If the medium is constituted of an atomic cloud of density µ, assuming homogeneous
conditions where each of them carries the same individual dipole ~d, the dielectric polar-
ization is:

~P = µ~d (1.3)

1. In this section the general convention is that a complex quantity Q (like ~P , ~E or ~d) corresponds to
a real measurable value written QR = Q + Q†.
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This induced dipole could very well be considered as a completely classical one. Here,
in a semi-classical point of view, the atomic states are considered as quantized, with a
given optical transition |1〉 → |2〉 of frequency ωa close to resonance with the driving field,
responsible for the value of the susceptibility.

On this transition, the dipole operator is:

~̂dR = ~̂d+ ~̂d † = d0~u(σ̂ + σ̂†) (1.4)

where σ̂ = |1〉 〈2|. The equivalent of the classical complex dipole is ~d = d0~u 〈σ̂〉, where
〈σ̂〉 is the average coherence between levels |1〉 and |2〉 created by the field, which must be
calculated quantum-mechanically.

The classical field ~ER = ~E + ~E∗ = E0~u(eiωt + e−iωt) (with E0 real) interacts with the
quantized atoms via the following Hamiltonian, introducing the Rabi frequency Ω 2, and
performing the rotating wave approximation [83]:

− ~̂dR. ~ER = −d0E0(e−iωtσ̂† + eiωtσ̂) =
~γΩ

2
(e−iωtσ̂† + eiωtσ̂) (1.5)

With these definitions, the susceptibility can be re-expressed as:

χ =
~P .~u

ǫ0 ~E.~u
= −µd2

0

ǫ0~

〈σ̂〉
γΩ/2

= −α0

k

〈σ̂〉
Ω/2

(1.6)

where in the last step we used the expressions of the dipole damping rate γ =
d2

0k3

6πǫ0~
, of

the effective resonant atomic cross-section σeff = 3λ2

2π = 6π
k2 , and α0 = µσeff .

The cavity transmission can therefore be put in the following form, to which we will
come back later, where the relevant quantity 〈σ̂〉

Ω/2 was isolated, that will be called “reduced
susceptibility”:

Tcav =
T0

(

1 − 2α0l
T1
Im[ 〈σ̂〉

Ω/2 ]
)2

+
(

θ − 2α0l
T1
Re[ 〈σ̂〉

Ω/2 ]
)2 (1.7)

The exact expression of the reduced susceptibility then depends on the details of the
excitation scheme, and can also depend on the light intensity itself. A more rigorous
description of these aspects requires a complete quantum model for both the field and the
atoms.

1.2 Quantum treatment of the many atoms-cavity system

Quantum-mechanically speaking, our system is made of a single quantized field mode
in the cavity, behaving as a harmonic oscillator, coupled to an assembly of many atoms
with several possible transitions and potentially complex dynamics, with various external
feedings. Its quantum description will depend on the exact excitation scheme used, but
relies on a basis model that will be expressed here in a stand-alone manner.

1.2.1 Notations and model for the quantum evolution of the system

Cavity mode

The quantum description will be restricted to photons sent to the cavity in its funda-
mental Gaussian TEM00 transverse mode [84], its axis being oriented along the z direction

2. Everywhere, for notation simplicity, the Rabi frequency is defined normalized by γ, the first excited
state decay rate.
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by definition. These photons excite close to resonance one specific high-order longitudinal
cavity mode. For this mode, the Schrödinger picture operator for the field polarized along
direction ~u, with wave vector kc = ωc

c , is defined as [85]:

~̂ER(~r) =

√

~ωc

2ǫ0Vg(z)
~u cos(kcz)e

− x2+y2

w(z)2 (â† + â) =

√

~ωc

2ǫ0Vg(0)
φ(~r)~u(â† + â) (1.8)

The â operator is the annihilation operator of a photon inside the cavity mode. The

spatial mode function φ(~r) = w0
w(z) cos(kcz)e

− x2+y2

w2 describes a radial Gaussian profile with

a z-dependent waist w(z) = w0

√

1 + z2

z2
R

where zR =
πw2

0
λ is the Rayleigh range, and

a longitudinal standing wave pattern along the cavity axis. The normalization is given
by the effective volume 3 Vg(z) = π

4Lw(z)2. In all the following we will consider atoms
localized within the Rayleigh range of the cavity mode, such that the field seen by the
atoms will be taken with w(z) ≈ w(0).

Hamiltonian

In a general approach, the systems described are made of an ensemble of N atoms,
indexed by k, with at least one interesting optical transition interacting with the only
relevant cavity mode. These atoms can have other transitions excited in an arbitrary
scheme by other beams, but the cavity mode interacts only with this isolated transition.
The Hamiltonian of this system therefore reads in the electric dipole approximation [83]:

Ĥ = ~ωcâ
†â+

∑

k

~ωaσ̂
†
kσ̂k −

∑

k

~̂dR,k. ~̂ER(~rk) + Ĥsup (1.9)

where Ĥsup contains the additional excitation scheme’s components, but in particular does
not involve â.

In the rotating wave approximation [83], this simplifies to:

Ĥ = ~ωcâ
†â+

∑

k

~ωaσ̂
†
kσ̂k −

∑

k

~gk(âσ̂†
k + â†σ̂k) + Ĥsup (1.10)

where the coupling coefficient for each atom is gk = g0φ(~rk) with g0 = d0

√

ωc
2ǫ0~V . V =

Vg(0) = π
4Lw

2
0 is the optimum effective mode volume.

Density matrix and master equation description

Due to the finite lifetime of the atomic excited state and to the cavity mirrors losses, the
system is not fully hamiltonian and closed. Its quantum state must therefore be described
by the density matrix ρ̂, whose evolution follows the master equation ˙̂ρ = L[ρ̂]. L is the

3. The normalization volume Vg(z) is found by imposing the value of the energy flux through a plane

at fixed z due to one of the propagating components of the field ~̂E+. It must be given by the quantized
energy in the mode and the time it takes one photon to achieve a full round trip in the cavity c

2L
. That

is to say with ~̂E+(~r) =
√

~ωc

2ǫ0Vg(z)
~u eikz

2
e

−
x2+y2

w(z)2 (â† + â):

Φ = ǫ0c

∫

d2
~r

〈

~̂E+(~r)2
〉

= ~ωc(
〈

â
†
â
〉

+
1

2
)

c

2L
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Liouvillian operator of the evolution [86, 87], containing non-hamiltonian loss terms in
addition to the hamiltonian component.

For the average value
〈

Â
〉

= Tr(Âρ̂) of any operator Â, the master equation translates
into:

d

dt

〈

Â
〉

= Tr( ˙̂ρÂ) = Tr(ÂL[ρ̂]) (1.11)

The hamiltonian part of the evolution is given by LH [ρ̂] = − i
~
[Ĥ, ρ̂] such that in the

purely hamiltonian case the evolution of
〈

Â
〉

is given by d
dt

〈

Â
〉

= − i
~

〈

[Â, Ĥ]
〉

.

Cavity and atomic decay terms

The intracavity field’s decay is described by the Liouvillian:

Lc[ρ̂] = κ(2âρ̂â† − â†âρ̂− ρ̂â†â) (1.12)

With this definition, κ describes the cavity field’s amplitude damping rate.
Along the same line, spontaneous emission from excited atoms is described by a sum

over all atoms of independent decay Liouvillians of the following form:

Lk
a[ρ̂] = γ(2σ̂kρ̂σ̂

†
k − σ̂†

kσ̂kρ̂− ρ̂σ̂†
kσ̂k) (1.13)

(1.14)

With these conventions, γ is well defined as the dipole damping rate of an individual
atom.

Complete Liouvillian of the system

Consider the evolution of the atoms coupled to the cavity mode, which is in turn fed
externally by a classical field at frequency ω. The corresponding Liouvillian operator is:

L[ρ̂] = − i

~
[~ωcâ

†â+
∑

k

~ωaσ̂
†
kσ̂k −

∑

k

~gk(âσ̂†
k + â†σ̂k) + ~λ(âeiωt + â†e−iωt) + Ĥsup, ρ̂]

+κ(2âρ̂â† − â†âρ̂− ρ̂â†â) + γ
∑

k

(2σ̂kρ̂σ̂
†
k − σ̂†

kσ̂kρ̂− ρ̂σ̂†
kσ̂k) (1.15)

where λ is related to the feeding light field’s amplitude.
After transforming the operators â and σ̂ into the frame rotating at frequency ω, the

Bloch equations resulting from this Liouvillian can be written as:















d
dt 〈â〉 = i (κ(θ + i) 〈â〉 − λ+

∑

k gk 〈σ̂k〉)
d
dt 〈σ̂k〉 = − i

~

〈

[σ̂k, Ĥsup]
〉

+ i (γ(∆ + i) 〈σ̂k〉 − gk 〈âσ̂z,k〉)
d
dt 〈σ̂z,k〉 = − i

~

〈

[σ̂z,k, Ĥsup]
〉

− 2γ(1 + 〈σ̂z,k〉) + 2igk

(〈

âσ̂†
k

〉

−
〈

â†σ̂k

〉)

(1.16)

where the normalized laser-atoms detuning ∆ = ω−ωa
γ has been defined. Here σ̂z,k =

|2〉k 〈2|k − |1〉k 〈1|k = 2σ̂†
kσ̂k − 1 is the population difference operator of atom k. Note that

the first equation does not contain Ĥsup because by construction it does not involve â and
thus commutes with it.
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1.2.2 From quantum to semi-classical: coherent field

Cavity transmission from Bloch equations

Under the assumption that the fields in and out of the cavity are classical, one can
set the cavity mode’s field operator to a classical coherent state â ≈ α. The first Bloch
equation above in steady state gives:

λ

κ
= (θ + i)α+

∑

k

gk

κ
〈σ̂k〉 (1.17)

As α is related to the intracavity field and λ to the incident one, an arbitrarily nor-

malized cavity transmission would be
∣

∣

∣

α
λ/κ

∣

∣

∣

2
. From the previous equation one gets:

α

λ/κ
=

1

θ + i+
∑

k
gk
κ

〈σ̂k〉
α

=
1

θ + i+
∑

k
g2

k
κγ

〈σ̂k〉
gkα/γ

(1.18)

This can be put in parallel with equation (1.7), as it is equivalent to:

Tcav =
T0

(

1 + Im[
∑

k
g2

k
κγ

〈σ̂k〉
gkα/γ ]

)2

+

(

θ +Re[
∑

k
g2

k
κγ

〈σ̂k〉
gkα/γ ]

)2 (1.19)

To complete the comparison, let us note that for â ≈ α, the atom-field coupling
Hamiltonian considered here is −∑k ~gkα(σ̂† + σ̂). This is completely equivalent to the
semi-classical description of section 1.1.2, defining an intracavity position-dependent Rabi
frequency Ω(~rk) = −2αgk/γ = Ω0φ(~rk).

Homogeneous case: cooperativity

Inside the cavity, each atom’s coherence 〈σ̂k〉 is driven locally by the Rabi frequency
Ω(~rk), and its steady state value is therefore function of Ω(~rk), linear in the lowest order.
Therefore in the case of a homogeneous system, but also in simple cases like the linear
regime in some excitation schemes, the quantity 〈σ̂k〉

Ω(~rk)/2 is the same for all atoms.

In these cases, equation (1.19) is equivalent to:

Tcav =
T0

(

1 − (
∑

k
g2

k
κγ )Im[ 〈σ̂〉

Ω/2 ]

)2

+

(

θ − (
∑

k
g2

k
κγ )Re[ 〈σ̂〉

Ω/2 ]

)2 (1.20)

Thus, under the same assumptions (classical field and homogeneous system), equa-
tions (1.7) and (1.20) obtained from different approaches give the same result, up to a
multiplying factor in the susceptibility. In the classical susceptibility description it is 2α0l

T1
,

whereas in the full quantum calculation it is

∑

k
g2

k

κγ . These two factors can be shown to
be equal: first note that in the approximation of a continuous medium of density µ and
length l,

∑

k g
2
k = g2

0µ
π
4 lw

2. From the expressions of g0, κ, γ and σeff , one easily shows

the following equality:
g2

0
κγ =

8σeff

πT1w2 , from which the identity of the two expressions follows.

The quantity α0l
T1

=

∑

k
g2

k

2κγ is defined as the cooperativity parameter C of the atomic
cloud in the cavity. It is a measurement of the collective coupling of the atoms to the
cavity mode [79]. As is visible here, it can take different interpretations: classically it
would be described as the ratio of the “coupling losses” (absorption of the cloud) to the
pure exit losses (transmission through the lossy mirror) in a single pass through the cavity.
Quantum-mechanically it shows as a ratio between the coupling coefficients of all the atoms
to the mode and the two damping rates of the system (atoms and cavity).
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General expression of the effective reduced susceptibility

In the general case, the cavity transmission can then be put in the form:

Tcav =
T0

(

1 − 2CIm[
〈

σ
Ω/2

〉

]
)2

+
(

θ − 2CRe[
〈

σ
Ω/2

〉

]
)2 (1.21)

In the classical approach, which implicitly assumes no spatial dependences of any

quantity,
〈

σ
Ω/2

〉

= 〈σ̂〉
Ω/2 is a single well-defined value. The quantum approach which treats

completely the possible variations of conditions from one atom to another, gives a general
expression of the effective reduced susceptibility:

〈

σ

Ω/2

〉

=

∑

k
g2

k
κγ

〈σ̂k〉
Ω(~rk)/2

∑

k
g2

k
κγ

=
∑

k

φ(~rk)2

∑

k φ(~rk)2

〈σ̂k〉
Ω(~rk)/2

(1.22)

For atoms interacting with a given cavity mode, the relevant quantity is therefore
the projection of the susceptibility on this spatial mode (Ω → Ω(~r) = Ω0φ(~r)). For a
sufficiently large and dense ensemble of atoms, one can then make a continuous medium
approximation with local density µ(~r) and express the effective reduced susceptibility as
[88, 89]:

∑

k

φ(~rk)2

∑

k φ(~rk)2

〈σ̂k〉
Ω(~rk)/2

=

∫

d3~r µ(~r)
〈σ̂(~r)〉
Ω(~r)/2

φn(~r)2 (1.23)

Where φn(~r) = φ(~r)
√

∫

d3~rµ(~r)φ(~r)2
is the normalized cavity mode function.

For a given excitation scheme, calculating from single-atom Bloch equations with no
cavity and a classical driving the value of 〈σ̂k〉

Ω(~rk)/2 for a given position is easier than taking
the complete problem from start. With this, solving the full problem then only requires
to perform the spatial integration written above.

1.2.3 Spatial inhomogeneities: case of nonlinear susceptibilities in cav-
ity, bistability

It is worth noting that so far (except for introducing the cooperativity), no hypothesis
was made on the driving conditions or the atomic excitation scheme. Equations (1.21),
(1.22) and (1.23) are therefore completely general.

In the specific case of the linear regime, the atomic response
〈

σ
Ω/2

〉

does not depend

on Ω. In this situation, although the exact expression of the effective susceptibility might
be complicated, the effect of the atoms always amounts to a shift and an attenuation of
the Lorentzian cavity transmission resonance.

However, the goal is to make use of highly nonlinear phenomena where ideally the
evolution of light should strongly depend on the number of photons it contains, down to
a single one. It is therefore useful to understand, and we want to show here, how such
strong nonlinearities appear on the transmission of the atoms-cavity system.

In the nonlinear regime, χ or
〈

σ
Ω/2

〉

depend on
∣

∣

∣

~E
∣

∣

∣ or Ω
2 . The medium can then be

characterized in lowest order by its effective third-order nonlinear susceptibility χ(3) (the
second order one vanishes for an atomic gas):
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χ(3) ∝
(

χ(Ω) − χ(0)

Ω2

)

Ω→0
(1.24)

As by definition in this regime 〈σ̂〉
Ω/2 depends on space in the cavity mode, the complete

quantum description developed above is necessary in order to characterize the effective
χ(3) for example.

In order to show more explicitly the effect of the nonlinearity on the cavity transmis-
sion, the following normalized variables will be used:

X =
Ω2

0

2
=

|α|2
γ2/2g2

0

Y =
(λ/κ)2

γ2/2g2
0

(1.25)

X is directly proportional to the intensity circulating inside the cavity (X = I
Isat

for the
maximum intracavity intensity), and Y is relative to the incident intensity. The previous
expressions of Tcav translate into:

X =
Y

(

1 − 2CIm[
〈

σ
Ω/2

〉

]
)2

+
(

θ − 2CRe[
〈

σ
Ω/2

〉

]
)2 (1.26)

Y is thus normalized to be the maximal value X can take, for a cavity on resonance
with no atoms inside.

The nonlinearity translates in the fact that
〈

σ
Ω/2

〉

is a function of the intracavity

intensity X that will be noted:

〈

σ

Ω/2

〉

= f(X) (1.27)

Equation (1.26), determining X for a given value of the input power Y , therefore
becomes self-consistent: to enter the cavity, the probe light must be resonant with the
cavity mode’s effective frequency. This frequency is shifted by the presence of the atoms,
by an amount that depends on the probe power. The consequence is a distortion of the
cavity transmission lines.

For large enough atomic nonlinearity, the cavity-atoms system can reach a bistable
state [80, 81]. In general, this can happen in two different ways: either the dispersive
nonlinearity (Re[f(X)]) makes the transmission as a function of θ multivalued, or the
absorptive nonlinearity (Im[f(X)]) makes the possibilities for X as a function of Y become
multiple. In both cases, the system acquires a memory, in the sense that its state at a
given time depends on its past history. It can then in principle be used as an optically
manipulated memory.

From this point on, we will always focus on dispersive bistability or nonlinearity, be-
cause the light’s phase is affected by its intensity, while losses can be kept low. The
qualitative picture of the emergence of bistability in this kind of system is sketched on
figure (1.2).

One of the main goals of our research is therefore to find conditions in which the
medium’s real part of susceptibility is highly nonlinear while the imaginary one stays
small. Depending on the excitation scheme used to couple light to the atoms, different
types of nonlinearities can be achieved. What will be of primary interest in the following is
the knowledge of the power necessary, for a given type of nonlinearity, to reach a situation
approaching bistability (see section 1.3.3).
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Figure 1.2: Normalized ratio X/Y for a nonlinear susceptibility, for values of
Y in different regimes. For high enough Y , ranges of θ where the transmission is
multivalued can exist (between the two dashed lines).

1.3 Two-level atoms

1.3.1 Linear regime

Let us first consider the simple case of two-level atoms coupled to the cavity. The
schematic of the system considered is shown on figure (1.3).

∆

Ω γ

|1Ú

|2Ú

Figure 1.3: Two-level system.

The steady-state value of the atomic coherence for one two-level atom driven with a
Rabi frequency Ω is [90]:

〈σ̂〉 =
Ω

2

∆ − i

1 + ∆2 + Ω2

2

(1.28)

When considered in the low-intensity range (Ω2

2 << 1 + ∆2), this is simply 〈σ̂〉
Ω/2 =

∆−i
1+∆2 and describes the usual behaviour of dispersion and absorption around an atomic
resonance, shown in figure (1.4).
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Figure 1.4: Real and imaginary parts of the reduced susceptibility 〈σ̂〉
Ω/2 for

two-level atoms in the linear regime.

This quantity only depends on atomic constants, so that f(X → 0) = 〈σ̂〉
Ω/2 for any

atom, and the linear cavity transmission is:

Tcav =
T0

(1 + 2C 1
1+∆2 )2 + (θ − 2C ∆

1+∆2 )2
(1.29)

The effect of the atoms and their cooperativity on the cavity transmission line is
illustrated in figure (1.5).
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C=100
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Figure 1.5: Cavity transmission line as observed when scanning its length,
for two-level atoms with different values of the cooperativity and an atomic
detuning fixed at ∆ = −20.

1.3.2 Two-level nonlinearities

One way to obtain optical bistability in our system is to make use of the natural
nonlinearity of the two-level susceptibility. The nonlinearity here originates in the fact
that a two-level atom is intrinsically limited in the amount of light it can interact with,
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and when it spends half of its time in the excited level it no longer sees the incident
light and its response saturates. This is of course the first scheme in which all kinds of
bistability were studied experimentally with cold atoms [91–93].

Starting again from equations (1.23) and (1.28), one can show that the effective reduced
susceptibility f(X) is, in the case of a uniform density:

f(X) =
4(∆ − i)

X
ln





1 +
√

1 + X
1+∆2

2



 (1.30)

In order to quantify the strength of this nonlinearity, one can estimate the intensity
Xmax necessary to produce a nonlinear resonance shift 2C |Re[f(Xmax) − f(0)]| on the
order of the atom-broadened resonance linewidth 1 + 2C

1+∆2 . For two-level atoms, the

critical value of X̃ = Xmax
1+∆2 satisfies:

1 +
2C

1 + ∆2
=

2C |∆|
1 + ∆2

[

1 − 4

X̃
ln

(

1 +
√

1 + X̃

2

)]

(1.31)

≈ 2C |∆|
1 + ∆2

∣

∣

∣0.33X̃ − 0.09X̃2 + 0.01X̃3
∣

∣

∣ (1.32)

where the last expression is an approximate description of the previous function, correct
for X̃ < 4.

In order to see dispersive nonlinearities without too much absorption with two-level
atoms, one must get reasonably far from resonance, where the atoms initially shift the line
position by 2CRe[f(0)] ≈ 2C

∆ . The effect of the nonlinearity is to bring the line position
back to θ = 0 with increasing power (f(X >> 1) → 0). As a result, in order for a nonlinear
shift of the line by its width to make sense, one must look at regimes where at least 2C

∆ > 1.
Together with the approximate condition of small absorption 2C

∆2 < 1, the overall range
of parameters for dispersive nonlinearities can be summarized in: ∆2 > 2C > ∆ > 1.
Physically this regime exists because dispersion decreases slower than absorption when
moving away from the resonance.
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Figure 1.6: Critical regime for bistability with two-level nonlinearity. With
C = 100 and ∆ = −20, the critical level for X is around 200, which is reached on resonance
when Y = 400. One sees on the curves that this indeed corresponds to a transmission
peak having shifted by half the width of the linear regime peak. Real bistability appears
slightly above this level.
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Under these conditions, the “close-to-bistability” situation is reached when:

∣

∣

∣0.33X̃ − 0.09X̃2 + 0.01X̃3
∣

∣

∣ =
1 + 2C + ∆2

2C |∆| = β (1.33)

An approximate solution to this equation, as long as β < 0.5, is X̃ ≈ 3β + 16β3. On
all the interesting range this solution is such that X̃ < 4. From this simple result one
can easily estimate, for given parameters {∆,C}, the intensity required to reach a large
dispersive nonlinearity. This is demonstrated on an example in figure (1.6).

Some additional physical meaning can be attached to this result by re-expressing X̃
as

nph

nsat(∆) , where nph is the steady-state number of photons inside the cavity. The imme-

diate expression of nsat(∆) from the definition of X is nsat(∆) = γ2(1+∆2)
2g2

0
. After some

manipulations, this can be written:

nsat(∆) = γ
L

c

πw2/4

3λ2/(2π(1 + ∆2))
= γtcav

Smode

σeff (∆)
(1.34)

Where tcav is the one-way travel time of light inside the cavity, Smode is the effective
transverse area of the cavity mode, and σeff (∆) is the absorption cross section for an
atom interacting with light at a detuning ∆.

Conclusion on the two-level atoms nonlinearity’s efficiency

The conclusion is that, in order to reach interesting dispersive nonlinear regimes, the
typical number of photons in the cavity is around nsat(∆) = γtcav

Smode
σeff (∆) (as X̃ is of

order 1). This is equivalent to saying that, with or without cavity, the nonlinearity shows
up when the two-level atomic system gets saturated, i.e. when each individual atom
sees photons coming at a rate larger than γ. To achieve this in free space means having
s = I/Isat

1+I/Isat+∆2 → 1. In the cavity the steady-state photon flux is set by the mode
geometry, and to saturate an atom with few photons one needs to focus the mode down
to very small Smode, and short tcav.

In the range of parameters where our experiment is carried out, we consider a cavity
mode waist of a few tens of microns, a light-atoms detuning of at least ten linewidths,
and the surface ratio in nsat is of the order of 105 − 106. With a cavity of few centimeters
length and a typical atomic linewidth of a few megahertz, the total comes to nsat of a few
thousands of photons.

In order to improve this, one would need to use much smaller cavities with large single
atom-field coupling, which is more challenging to realize and manipulate. It corresponds
to the cavity-QED regime, which is not the parameter range in which the present work is
carried out.

1.3.3 Note on the intensity criterion for the nonlinearity

Going to stronger types of nonlinearities seems to mean decreasing the steady-state
number of intracavity photons required to reach the bistability threshold. However this
criterion can be deceiving in practice when using more complicated schemes.

In practice we look for a system with a large enough nonlinearity that, while two pho-
tons are inside it (and only them), their quantum state gets significantly affected. However
while inside the system they can exist as photons, or as atomic excitations, which do not
have the same lifetime. Therefore, if the total lifetime of the excitations in the system is
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τtot, we must look for a situation where the nonlinearity is large for a quantity Φcτtot ap-
proaching one, where Φc is the external photon flux feeding the system’s excitations. Let
us picture the system as a box, containing excitations, in any possible form: their number
nexc would obey dynamics of the form dnexc

dt = −nexc
τtot

+ Φc. Characterizing the quantity
Φcτtot is then exactly the same as counting the total number of excitations, photonic or
atomic, present in the system in steady state nexc = nph + nat.

For two-level atoms, this does not make a large difference as most of the excitations
in the cavity are anyway photons. In fact, the bistability threshold is reached when each
atom’s optical transition is saturated by light, so that the excited state population is of
order 1

2 (calculating the population of this state for the maximal Rabi frequency Ω0 gives

exactly p2 = 1
2

X̃
1+X̃

, and the threshold is for X̃ of order 1). Therefore the total number of

atomic excitations in the system, if the total number of atoms is N = 2Cκγ
g2

0
, is of order

p2N ≈ N
2 = Cκγ

g2
0

= κ
γ

2C
1+∆2nsat. In the dispersive regime ∆2 > 2C, so this number is at

worst of the same order of magnitude as nsat.
Another way to put it is that at the threshold:

nexc = nat + nph ≈ N

2
+ nsat =

N

2
(1 +

(1 + ∆2)γ

2Cκ
) (1.35)

Among all excitations present in the system in steady state, a large part of them are
therefore photons in the usual parameter range. However this may not always be the case
when long-lived atomic excitations can exist, as will be shown next in three-level systems
for example. Atomic excitations must then be taken into account to compare the strength
of the nonlinearity in different systems.

1.4 Multilevel atoms

Different ways of enhancing the atomic nonlinearities can be envisioned. In multilevel
systems, schemes where Electromagnetically Induced Transparency cancels the medium’s
absorption in a narrow frequency window make it possible to work closer to resonance,
and thus largely enhance the atomic dispersion. Optical bistability in three- and four-level
system was also largely studied both theoretically and experimentally [94, 95].

The importance of three-level atomic excitation schemes and EIT in this work being
quite large, we want here to introduce some of their general characteristics.

1.4.1 Electromagnetically induced transparency

To improve on the two-level system results, we first consider atoms where a set of
three levels in a Λ scheme has been isolated, two long-lived and an excited one (see figure
(1.7)) 4. Target photons are sent on the probe transition (with a detuning ∆ and Rabi
frequency Ω), while on the other transition a continuous classical “control” beam is used,
with a detuning ∆′ and Rabi frequency Ωb.

4. The model system chosen can seem not very realistic from the spontaneous decays point of view.
However it leads to simple expressions on which we can illustrate easily our point here, and is equivalent,
once unfolded to a ladder configuration, to the two-photon Rydberg state excitation that will be used later
when neglecting the decay of the Rydberg state.
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Figure 1.7: Three-level system.

Close to two-photon resonance (∆ = ∆′), interferences between different excitation
paths lead to a cancellation of the probability to excite the decaying state. More precisely,
the system acquires a dark eigenstate in which the short-lived state |2〉 is not populated at
all, expressed in the resonant case as: |Ψd〉 ∝ Ωb |1〉 + Ω |3〉. This results, for ∆ = ∆′ = 0,
in a spectral window where the medium becomes transparent, precisely at the maximum of
the two-level absorption line. The properties of the medium are therefore greatly affected
by the presence of this additional coupling beam [54].

This phenomenon opens possibilities for excitation schemes with enhanced nonlinearity
and low absorption, which are of course very interesting for large loss-free nonlinearities
in a QIP context.

1.4.2 Linear regime susceptibility

Solving the single-atom Bloch equations in steady state for the system of figure (1.7)
with classical beams leads to the following expression of the reduced susceptibility on the
probe transition (δ = ∆ − ∆′ is the two-photon detuning):

〈σ̂〉
Ω/2

=
∆̃ − i

1 + ∆̃2 + Ω2

2 (1 + Xb
2δ2 ) + Ω4

16δ2

(1.36)

Where Xb =
Ω2

b
2 , and ∆̃ = ∆ − Xb

2δ is the effective detuning to resonance in the three-
level system including the effect of the control beam. In the linear regime, the susceptibility
is only:

〈σ̂〉
Ω/2

=
∆̃ − i

1 + ∆̃2
(1.37)

This is exactly the same as for the two-level system, with an effective detuning ∆̃.

Resonant case

If the control beam is exactly on resonance (∆′ = 0), the effective detuning is ∆̃ =
∆ − Xb

2∆ . It is approximately ∆ sufficiently far from the probe resonance, but at ∆ = 0 it
diverges and the system reacts as if light was not interacting with the atoms at all. The
absorption of the medium is zero exactly on the resonance, corresponding to EIT.

The absorption and dispersion curves as a function of ∆ in this case are shown on
figure (1.8).
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Figure 1.8: Real and imaginary parts of the reduced susceptibility 〈σ̂〉
Ω/2 for

three-level atoms in the linear regime. Case of a resonant coupling beam (∆′ = 0),
with Xb = 0.5 (full lines) and Xb = 10 (dashed lines).

On resonance the dispersion is modified by a sharp feature, making the slope of the
refraction index very large. This is the origin of very interesting and investigated effects
like slow light [55]. The EIT window’s width is controlled by the control beam power Xb.

Detuned case

For a far-detuned control beam, around resonance where ∆̃ ≈ ∆ the absorption line
from the two-level atom survives almost unaffected. When ∆ ≈ ∆′, the effective detuning
diverges and a secondary absorption line is crossed, which corresponds to the coherent
two-photon transition from one ground state directly to the other.

The susceptibility therefore exhibits two independent lines, the second one (the two-
photon resonance) being intrinsically very narrow in frequency and power-broadened by
the control beam for large Xb, as shown in figures (1.9) and (1.10).
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Figure 1.9: Real and imaginary parts of the reduced susceptibility 〈σ̂〉
Ω/2 for

three-level atoms in the linear regime. Case of a non resonant coupling beam (∆′ =
8), with Xb = 0.5 (full lines) and Xb = 10 (dashed lines).
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Figure 1.10: Zoom of figure (1.9) around the region of the two-photon reso-
nance.

The exact positions of the two resonances are given by the solutions of ∆̃ = 0, ∆ =
− Xb

2∆′ and ∆ = ∆′ + Xb
2∆′ . These are the one- and two-photon resonances, shifted by the

control beam-induced light shifts.

1.4.3 Three- and four-level nonlinearities using EIT

The influence of a third atomic level makes the system’s response more complex and
opens several possibilities to produce large dispersive non-linearities.

Saturation of the two-photon resonance

The detuned two-photon line is an effective resonance of the system which can be
much narrower than the plain two-level transition, and can be saturated faster. Based
on this, large nonlinearities were investigated in these systems, by characterizing directly
the nonlinear index of the medium [96] or more indirect effects related to the nonlinearity,
such as the possibility of observing quadrature squeezing on the light field [97–100].

If the parameters are adjusted in such a way that Ω2/2
4δ2+2Xb

<< 1, the fourth order term

in the space-dependent susceptibility in equation (1.36) can be neglected. Its expression
is then just the same as for the two-level system with rescaled parameters depending on
the control field intensity. As a result, the integration to obtain the effective reduced

susceptibility is the same and the result is, with X̃ = Ω2(1+Xb/2δ2)

2(1+∆̃2)
:

f(X) =
∆̃ − i

1 + ∆̃2

4

X̃
ln(

1 +
√

1 + X̃

2
) (1.38)

The conclusions from the two-level system also directly apply to this case. Therefore,
bistability can be observed for ∆̃ on the order of ten and X̃ of a few units. One distinctive
feature of this scheme is that the necessary value for X in the two-level case has been
rescaled by 1 + Xb

2δ2 in the definition of X̃, so that one needs fewer intracavity photons to
get the same nonlinearity.

However, the system can also contain atomic excitations in both states |2〉 and |3〉, so
that one should really look at the total number of excitations as pointed out in section 1.3.3.
Calculating the steady state populations corresponding to the maximum Rabi frequency
Ω0, the result is, under the same approximations as before:
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p2 =
1

2

X̃

(1 + X̃)(1 + Xb
2δ2 )

p3 =
1

2

X̃

1 + X̃

Xb
2δ2

1 + Xb
2δ2

(1.39)

Going from two to three levels can therefore reduce a lot the population of state |2〉
if Xb

2δ2 >> 1, but it is actually just transferred to state |3〉 where the population is again
on the order of 1

2 . As a result, by the same reasoning, one finds that the total number of
excitations in the system at the threshold is of order:

nexc ≈ nat,|3〉 + nph ≈ N

2
(1 +

(1 + ∆̃2)γ

2Cκ(1 + Xb
2δ2 )

) (1.40)

Compared to the two-level case, the photonic contribution has indeed been suppressed
by a factor 1+ Xb

2δ2 , but the atomic contribution is still of the order of the number of atoms
participating. For practical considerations (to get C >> 1 with a low finesse cavity) this
will always be much larger than one. Even though improving the nonlinearity’s efficiency
may be possible using this scheme, it is not enough unless one goes to a completely different
regime, working with a single atom strongly coupled to the cavity.

The existence of long-lived excitations in the system translates in the fact that the
high-nonlinearity regimes are also the ones where the bandwidth of the interesting effect
becomes very small, which has been a recurrent problem in these systems.

Resonant EIT-induced nonlinearities in a four-level system

As the resonant EIT susceptibility profile has a very sharp dispersion feature around
resonance, it has been thought that it could generate very strong dispersive nonlinearities.
However, exactly on resonance, the transparency is good, but the dispersion is always
exactly zero whatever the probe power.

∆''

ΩΩ
b

γ

Ω''

|1Ú

|2Ú

|3Ú

|4Ú

Figure 1.11: Four-level system for resonant crossed nonlinearities using EIT
and light shifts.

Schemes were then designed using an off-resonant coupling to an additional atomic
level in order to induce an intensity-dependent shift of the susceptibility profile, and thus
a large change in the dispersion seen by the resonant probe (see figure (1.11)) [56, 101].

Starting from a doubly resonant situation in the three-level system, a third beam
is applied with normalized intensity X ′′ on an additional transition with detuning ∆′′,
resulting in an effective detuning for the coupling beam’s transition ∆′ = X′′

2∆′′ . The

susceptibility seen by the probe is then given by the linear one with ∆̃ = Xb
2∆′ = Xb∆′′

X′′ :
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f(X ′′) =
Xb∆′′

X′′ − i

1 + (Xb∆′′

X′′ )2
(1.41)

This, in lowest order in X ′′, is simply f(X ′′) = X′′

Xb∆′′ , which clearly shows that absorp-
tion remains low even in the presence of the nonlinearity. From this very simple model it
seems like, using very small coupling beam power and detuning on the shifting transition,
arbitrarily large nonlinearities can be achieved.

This was used in several configurations to induce cross phase modulation between two
beams with very low power [55, 102], or to study self-induced nonlinearities (when the
dephasing beam and the probe are actually the same). Here also, although it was possible
to demonstrate extremely large nonlinear effects, the fast reduction of the bandwidth
accompanying the increase of nonlinearity made it impossible to reach the single-photon
regime in practice.

Another way of understanding this effect is that the photons interact for a long time in
the medium as they propagate very slowly, due to EIT [55]. However it is also the source
of problems, because the nonlinear propagation in the medium induces distortion of the
light’s wavepacket, or mismatch of propagation speed of the various beams. To overcome
these issues, more carefully designed free space schemes were proposed where one could
engineer the propagation speeds of all beams, which start to be quite involved experimen-
tally [103]. Different four-level schemes with resonant couplings were also studied, but
lead to the same kind of conclusions [104, 105].

Later on, theoretical investigations demonstrated using restricted hypotheses that
whatever scheme would be used, large nonlinear phase shifts at the single-photon level
with local Kerr nonlinearities are fundamentally unusable as such [13, 14, 106]. The gen-
eral reason is again that such nonlinearities have quite localized efficiency ranges both
spatially and spectrally, which leads to unavoidable distortion of the involved photons,
rendered unusable afterward.

1.4.4 EIT with interacting atoms – Qualitative picture

As we saw, EIT schemes can be used to produce large nonlinearities in a many atoms-
cavity setup, but the intrinsic properties of the atomic medium lead to practical limitations
that can hardly be avoided. It seems that a new external element is required to put the
system into a regime where the nonlinearities are really large even for few photons.

One can re-use the idea of a three-level system in EIT-like conditions, where the
nonlinearity comes from the intensity dependent shift of one level. The change will be in
the mechanism producing this shift, that should be much more efficient than light shifts.

Atoms excited to state |3〉 could exhibit strong long-range interactions: the population
in state |3〉, fixed by the probe intensity, would then effectively detune the control beam
for other atoms by shifting level |3〉, hence the nonlinearity. As we will see in more details
later, this kind of scheme can be implemented in a ladder (instead of Λ) configuration
with excitations to Rydberg states.

The phenomenon can also be interpreted as a temporary mapping of photons onto
atomic excitations that can efficiently interact with each other through dipole-dipole cou-
pling, thereby mediating strong photon-photon interactions. As one excitation influences
many atoms, the effect of a single photon sent in the medium is significantly enhanced.
One can get to a fully quantum regime where a few excitations in the system already make
it highly nonlinear, in which case the theoretical framework has to be re-thought to deal
with light in non-classical states.
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The susceptibility provides information about the action of a medium on a classical
field, and consequently about the physical processes at work inside it. However, when the
medium interacts with only a few photons, the classical field approximation fails and the
susceptibility does not really contain the interesting information anymore.

To set up the proper picture for some of the experiments presented here, one has to
reconsider the regime of description for the light field’s degrees of freedom. What is of
interest then is the modification of the light’s quantum state induced by the interaction
with the atoms.

As a result, we will discuss in this chapter the useful tools to characterize the quantum
state of a given “packet” of light, which could have been in contact with a nonlinear
medium.

2.1 Wigner function of a field mode’s quantum state

As introduced earlier, the quantum state of the light leaving the cavity is, in general,
described by a density matrix. This density matrix can be conveniently written in the
discrete Fock basis for example, in terms of number of photons [82, 85, 107].

On the other hand, light can also be considered as a wave. Its quantum state can there-
fore be described in phase space using an amplitude and a phase instead of a number of
photons, or any other pair of conjugated continuous variables like the Cartesian quadra-
tures x̂ and p̂. In this vision, the most useful tool to describe a quantum state is the
Wigner function W , which can be univoquely related to the density matrix [82, 85, 107].
It is explicitly defined by the following expression:

W (x, p) =
1

2π~

∫ 〈

x− q

2

∣

∣

∣
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〉

eipq/~dq (2.1)
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The field quadratures x̂ and p̂ are defined from the annihilation operator of the mode

by: x̂ =
√

~

2ω (â + â†) and p̂ = i
√

~ω
2 (â − â†). They are analogous to the position and

momentum of the quantum oscillator.

discrete variables continuous variables

Variables photon number quadratures

Operators â, â† x̂, p̂

State description 〈n| ρ̂ |m〉 W (x, p)

Coherent state poissonian distribution Gaussian with variance 1/2

Particular case diagonal density matrix phase-invariant Wigner function

Table 2.1: Two complementary descriptions of light’s quantum states.

The Wigner function, for a given quantum state, can be viewed as a pseudo-probability
distribution in phase space of the complex electric field (pseudo because, as x̂ and p̂ do not
commute, a real joint probability to get precise values x and p cannot be defined). The
main property of this function is that projecting it along a certain direction in phase space,
one obtains the probability distribution of the quadrature along the orthogonal axis, for
example:

∫

W (x, p)dp = Pr(x) (2.2)

The vacuum state |0〉 contains a field of zero average amplitude, but exhibits intrinsic
fluctuations, that are characterized by a Gaussian Wigner function. Other states, mostly
the ones that are closest to the classical fields (coherent states), have Gaussian Wigner
functions positive on the whole phase space, as displayed in figure (2.1).

XP

W( X,P )

Pr(X)
Pr(P)

Figure 2.1: Wigner function and projections for a quasi-classical (coherent)
state. The Wigner function is in this case a Gaussian of fixed size, off-centered on what
would be the classical complex field’s amplitude. The probability distributions for the
in-phase and out-of-phase quadratures of the field are obtained by projecting the Wigner
function on a given plane, as shown by the two Gaussian shadows here.

However, it is not the case of more “typically quantum” states, like the single photon
Fock state |1〉 (see figure(2.2)). Its Wigner function is negative around the center of phase
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space, direct manifestation of its non-classical properties.

Figure 2.2: Wigner functions and quadrature distributions of the vacuum |0〉
and single-photon |1〉 states.

Note that the Wigner function of the vacuum and single-photon states are phase-
invariant, i.e. rotational symmetric around the origin. This is true for all Fock states, and
therefore also for any statistical mixture of those.

There is a one-to-one relationship between density matrices and Wigner functions, so
that characterizing one or the other to study a quantum state is strictly equivalent in
theory.

2.2 Homodyne tomography – Principles

Reconstructing the Wigner function of a light mode requires to measure the quantum
statistics of the electric field, which can be done using optical homodyne tomography. Just
like medical 3D imaging reconstructs from several 2D images of a medium its full spatial
structure, the idea here is to use the quadrature probability distributions (projections of
the Wigner function on several different planes) to infer the most likely Wigner function
that can be at their origin [17, 107].

Performing quadrature measurements can be done using a homodyne detection setup
as depicted in figure (2.3).

Local
Oscillator

Signal

50/50
PD1

PD2

Figure 2.3: Principle scheme for homodyne detection of the field quadratures
of a signal state. PD1 and PD2 are two identical high quantum efficiency photodiodes.

In this scheme, the state to be characterized is brought to interfere with a strong classi-
cal coherent field called Local Oscillator (LO). On the difference of the two photocurrents
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I1 − I2, the average amplitude of the LO cancels out, to leave only noise which is sensitive
to the quantum fluctuations of the two quantum states interfering.

Based on the simple assumption that the LO’s amplitude fluctuations are negligible
compared to its average αLO, one can show that the difference photocurrent operator
is proportional to a quadrature operator of the signal field, magnified by the large LO
amplitude. This can be the quadrature q̂θ along an axis rotated by any arbitrary angle θ
in phase space (q̂θ=0 = x̂, q̂θ=π/2 = p̂) [17, 107]:

Î1 − Î2 ∝ |αLO| q̂θ (2.3)

The phase at which the quadratures are sampled in the complex plane in practice is
directly given by the optical phase difference θ between the local oscillator and the signal
beam, which can in principle be freely adjusted.

Theoretically, the way to measure a quantum state is then straightforward: sampling
the homodyne detector’s output current, one measures histograms of the quadratures of
the signal field. This can be done repeatedly for many different angles in phase space by
adjusting the LO phase, until the number of projections of the Wigner function obtained
is enough to infer it completely with a good degree of precision.

In practice, for technical reasons, the inversion from the quadrature distributions to the
Wigner function is not so straightforward [17]. The most direct possibility is to exploit
the linearity of the projection relation (2.2) to mathematically invert it. This method,
involving inverse Radon transforms or other similar integral inversions, in theory allows to
get directly from the measured quadratures the Wigner function, from which the density
matrix can be obtained if necessary. However it has the disadvantage of being very sensitive
to measurement noise, and can easily lead to seemingly unphysical features in the final
reconstructed state. An explanation of this problem is that one tries to directly constrain
from a finite number of noisy projection samples a full 2D function, which contains an
infinite number of degrees of freedom.

What is commonly done is rather to use reasonable experimental constraints in order
to limit the dimension of the research parameter space. This is particularly efficient if one
looks directly for the state’s density matrix in a restricted Fock basis: then the parameters
to be found are only discrete coefficients, and if one physically sets an upper limit to
the number of photons in the expected state, there can be only a few complex values to
extract. The search for the density matrix elements can be done using specific optimization
algorithms that iteratively look for the best match, among all possible physical density
matrices, given the sets of experimentally measured quadratures [17]. A nice feature
of these “Maximum Likelihood” algorithms is that one can, from the start, restrict the
research space to density matrices that are physically well behaved (trace of 1, hermitian),
which makes the number of parameters to determine even smaller, and overall makes these
algorithms relatively easy to implement, efficient and fast, as will be shown in more details
in the experiment description. When the density matrix has been estimated, obtaining
the Wigner function is immediate from its definition (2.1).

2.3 Practical measurement of transient modes’ states

One must take care that the simple reasoning underlying the result above is intrinsically
single mode. This means, in real experiments, that a homodyne detector is only sensitive to
the signal field in the mode of the local oscillator. The projection onto the spatiotemporal
mode of the LO takes place because the measurement relies on interferences between the
two beams.
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If the spatiotemporal shapes of the modes excited by the signal light to be characterized
and the LO are respectively described in the transverse plane of the detectors by us(x, y, t)
and uLO(x, y, t), then their overlap is given by (phase conventions are taken such that it
is real):

ξ =

∫

u∗
s(x, y, t).uLO(x, y, t) dx dy dt (2.4)

It is possible to show that for non-optimal mode-matching ξ < 1, the mode whose quadra-
tures are actually measured by the homodyne setup is a combination of the signal one and
vacuum modes [107]. This can be written as:

â = ξ âs +
√

1 − ξ2 â0 (2.5)

where â, âs and â0 are annihilation operators corresponding to the measured mode, the
signal mode, and a vacuum mode respectively. This is exactly equivalent to losses being
induced on the signal detected, corresponding to an intensity transmission of ξ2 (the
detector only sees the fraction of the signal that interferes with the LO, the rest is lost).
Overall, all losses experienced by the signal before being detected can be described through
a formulation like equation (2.5), by mixing the initial signal mode with vacuum [107].
As we will see in more details later, this leads to very fast degrading of the non-classical
states one can reconstruct via this technique, so that all types of losses must be minimized
by all means.

As a result, a large part of the difficulty in implementing homodyne tomography in
practice is that one must a priori know in advance the full spatiotemporal mode of the
signal to be characterized, and match the LO to the exact same mode. Getting sufficient
control and information about the transverse spatial mode and central frequency of a
signal is usually relatively easy (if the system was at least partially optimized for this
purpose). However when one wants to characterize a quantum state that is temporally
localized within an unknown pulse shape, as will be the case in our experiments, it can be
difficult to know exactly this shape or how to match the LO to it.

The immediate approach would require a LO physically shaped to match the signal’s
temporal envelope, and synchronized with it. This is doable only if one has good reasons
to expect the signal pulse to be fixed by some external reference shape which can also be
used for the LO, such as in parametric down-conversion schemes driven by short identical
laser pulses.

If the signal envelope is mostly set by intrinsic dynamics of an independent system,
like a cloud of atoms, there is a priori no easy way to give directly the right shape to the
LO, even though numerical simulations can help predicting the expected time behaviour
of the output field and try to adapt to it.

The solution can thus be to play with this mode-matching condition on the temporal
envelope: as such it appears because, to access a quadrature measurement inside a mode,
one must integrate in time over its duration, and if the signal and detection modes are not
well adapted this integration does not extract correctly the desired information. Then,
instead of trying to have this timeshape-matched integration done directly during the
measurement, one can on the contrary record time-resolved data affecting them as little
as possible, to realize the time integration afterward numerically. This can be done with a
continuous LO, on the condition that the time resolution of the acquisition is much shorter
than the typical timescale describing the signal pulse shape. It is then perfectly equivalent,
to obtain a signal quadrature sample from a given pulse, to integrate the signal obtained
with a temporally matched LO with field envelope f(t) over the pulse, or to acquire data
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with a constant LO field and afterward weigh numerically the signal with function f(t)
and integrate it.

This method has very nice advantages from the point of view of the experimental
implementation, such as the possibility to acquire homodyne data once only, on which
all possible virtual shapes of LO pulse can be tested in post-processing, but it also has
drawbacks, as will be discussed in details in the description of the experiments. In order
to find the right weighing function to apply to the raw data if the temporal mode is totally
unknown, efficient methods relying on the analysis of the signal’s autocorrelation function
have been proposed [108]. Another possibility is to first get partial information about
the mode using a different, less sensitive detection technique, and optimize the effective
mode used for homodyne detection around this rough guess. Note that in any case the
spatial mode-matching of the signal and LO beams is still absolutely crucial if one wants
to measure anything at all.

Let us emphasize here that this issue of quality and control of the mode in which
quantum states are produced is of prime importance if one wants to use them for further
QIP schemes, in particular for interfacing them with other material systems, or making
two of them interfere, which is a condition for several schemes [78]. The proper charac-
terization of a quantum state with homodyne detection guarantees, among other things,
that the optical field within the pulse oscillates with a clean single frequency and does not
present problematic nonlinear phase drifts, which would ruin the overlap and the detection
efficiency.



Part II

Experimental tools
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In our experiments, lasers are necessary for trapping, cooling, optically pumping, prob-
ing the atoms – which can be performed on many different atomic transitions – as well
as for quantum state analysis or cavity locking. As a result, the complete laser system is
constituted of six different laser sources. Since all of them have to be stable with respect
to some atomic resonance frequency, they are all stabilized on a common reference or
“transfer cavity”. The laser wavelengths are adapted to the use of rubidium 87 atoms, as
explained in chapter 5.

3.1 Master laser

The main reference in the laser assembly is a TA Pro system from Toptica working at
780 nm to address the D2 transition of 87Rb.

At the output of the tapered amplifier, approximately 1 W of light is split in different
arms to be used in the two atomic traps (main and source ones, see chapter 5), as well as
in various probe beams.

This laser is frequency-stabilized via saturated absorption on an atomic vapor cell
heated to ≈ 40 °C, to compensate for very slow frequency drifts by acting on a piezo
element inside the laser cavity.

For high frequency noise cancellation, the reference is given by the transfer cavity.

3.2 Transfer cavity

Most of the lasers are frequency-stabilized using the reflection of a sample beam onto
this common optical cavity. This ensures a good relative frequency stability.
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In practice we use a Z-shaped linear optical cavity with four mirrors mounted on Invar
steel mounts linked by three ULE glass rods making the cavity insensitive to temperature
variations, shown in figure (3.1). One of the Invar mounts provides the X and Y adjust-
ments required to align the cavity. One of the mirrors rests on a low-voltage piezo stack
used for low-frequency length stabilization.

Wiring and pump

connections Invar mounts

ULE glass rods

Input

window

Second

window

Vertical

adjustment

screw

Horizontal

adjustment

screw

Joint

Joint

Adjustment apertures

and vacuum plugs

Mirror

on piezo

Figure 3.1: Transfer cavity (full assembly). Expanded schematic of the full cavity
assembly and vacuum chamber. The whole Dural framing box can be hermetically sealed.
Mechanically isolated from it by joints in the baseplate, the cavity structure is made of
four mirrors mounted on Invar mounts hold together by ULE glass rods. On the right
end, each mirror has one-axis adjustment possibility to align the cavity via screws that
are accessible from outside through small apertures. On the left end the final mirror of
the cavity is mounted on a low-voltage piezo. Original image by André Guilbaud.

Humidity and temperature effects are minimized by placing the cavity inside a dedi-
cated sealed chamber, pumped under primary vacuum. The total expanded length of the
cavity is around 1.5 m, corresponding to a free spectral range of 110 MHz. The finesse,
wavelength-dependent, is approximately 103 at 780 nm. Once pumped under primary
vacuum, all the lasers can be locked on the exact same transfer cavity line every day for
over a year without having to readjust anything about it. The cavity linewidth itself was
measured to ≈ 150 kHz, and the laser linewidth when locked on it is < 50 kHz.

This reference resonator’s length is very stable with respect to high frequency noise,
but its offset has to be stabilized on an absolute reference. This is done using a two-ways
lock between the master laser at 780 nm and the transfer cavity. For high frequency
stabilization, the laser is locked on the cavity through retroaction on the diode’s current,
while at low frequencies it is the cavity length which is stabilized actively to follow the
laser frequency, which is fixed with respect to atomic transitions. All laser frequencies are



3.3. Titanium-Sapphire lasers 51

then stabilized with respect to the atomic resonances.

Figure 3.2: Transfer cavity (cavity structure alone). The beampath is represented
by the red solid line. Original image by André Guilbaud.

The schematic of the locking system for the full laser system is summarized on figure
(3.3). See also figure (4.1).
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Figure 3.3: Schematic of the “influence” of one device on the others in the
locking chain of the complete laser system.

3.3 Titanium-Sapphire lasers

We use two Coherent MBR-110 Titanium-Sapphire lasers, one at 795 nm to address
the D1 transition of 87Rb, and the second at 810 nm in order to be far away from all
atomic transitions and interact weakly with the atoms. Both are pumped by Verdi lasers
producing around 9 W of pump power, to produce in total an approximate 2 W of infrared
power.

The locking scheme for these two lasers is identical. The TiSa frequencies are stabilized
on an error signal coming from a built-in internal reference cavity. This cavity’s length
is adjusted to match the common atomic standard by following the error signal from a
locking beam on the transfer cavity. By choosing the transfer cavity resonance line and
adjusting the frequency of the Acousto-Optic Modulator (AOM) generating the locking
beam, the laser’s frequency can be locked to any interesting value, and have it stable
compared to atomic references.
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The interest of these two lasers is to deliver an important intensity at a very adjustable
wavelength, convenient to strongly excite one of the atomic transitions (for the 795 nm
TiSa) , or to realize a conservative optical dipole trap (for the 810 nm one).

3.4 Repumper, DL 795, blue laser

Three additional lasers are used in different ways in our various experiments.
Due to the multilevel structure of atoms, a repumper is necessary to avoid losing them

in dark states when exciting them on an open transition with the trap light. It is a DL
Pro laser from Toptica, giving an output power of approximately 30 mW, of which only
a few are generally used. As its frequency stability is not crucial, it is locked separately
from the others, with a plain saturated absorption signal from a dedicated hot vapor cell.

A similar laser, working at 795 nm, is used to interact with yet another atomic transi-
tion on which only little power is necessary. For reasons that will be explained later, it has
to be extremely stable with respect to the 795 nm TiSa, so that it is frequency stabilized
with respect to it by a phase locking loop.

Finally, in the experiments where atoms are excited to Rydberg levels, a specific laser
is required. It is a Toptica system where a 960 nm initial laser beam is frequency doubled
in a Second Harmonic Generation cavity to produce a beam around 480 nm, the so-called
blue laser. The laser itself is frequency-stabilized by sending a small part of the 960 nm
beam to the transfer cavity, through an AOM. This allows us to make use of approximately
400 mW of light at an arbitrarily chosen frequency around 480 nm.

Master laser 1.2 W at 780 nm

TiSa 1 2 W at 795 nm

TiSa 2 2W at 810 nm

DL795 30mW at 795 nm

Repumper 30mW at 780 nm

Blue laser 400mW at 480 nm

Transfer cavity FSR 110 MHz

Transfer cavity finesse (780 nm) 103

Table 3.1: Lasers and transfer cavity: summary.
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Cold atoms bring intrinsic timescale constraints to experiments. Loading the trap from
zero can take several seconds, while some of the pulses used to drive the atoms have to be
of duration close to the natural lifetime of some excited state, which can be of a few tens
of nanoseconds.

Therefore, for atom preparation or measurements, a complex sequence has to be finely
controlled over a large range of timescales. Data acquisition/processing also has to be inter-
faced in the sequence in a fast and efficient way. In addition to this, the control/acquisition
system has to be completely reconfigurable when going from one experiment to another.

Our computer-based input-output system is designed and optimized for the kind of
experiment described in this manuscript, and the point of this chapter is to give an idea
of its constituents and how it works.

4.1 Hardware

A large part of the necessary sequencing is controlling the frequencies and powers of
several laser beams. For that, each beampath is typically designed to pass twice through
a dedicated AOM (MT-80 or MT-110 from AA Opto-Electronic), before being injected
in a fiber to be transferred from the laser bench to the atomic setup, as shown in figure
(4.1). As a result, a set of RF signals sent to many different AOMs must be controlled in
frequency, analog power setting, and fast digital 0/1 operation.

For stability, repeatability and relative phase control, we use digital RF synthesizers
of two different kinds as sources, directly controlled by a dedicated computer. Two static
Novatech modules 409B, with 4 channels each, produce RF signals that do not require
fast active control. The dynamical ones are produced by four Acquitek Synth300 cards
(1 master and 3 slaves), each having two Direct Digital Synthesizer outputs (100 kHz-300
MHz, 0.233 Hz increments). Each of these DDSs can be programmed to memorize four
different generation profiles (values of frequency and phase), and switch upon external
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trigger from one to another, or to start and stop frequency ramps with predefined slopes.
This behaviour is controlled with two TTL inputs, corresponding to two logical control
bits, for each card. In order to control the RF power sent to the AOMs, each of the
Synth300 outputs is passing through a variable RF attenuator with a digital switch, before
supplying an AOM (see figure (4.1)).

TiSa
810

λ-meter

Cavity

lock beam
LVIS

Probe

TAPro

780

λ-meter

Saturated

absorption

Fiber collimator

AOM

EOM

Mirror

Beamsplitter

or dichroic mirror
TC

Synth300
0 1 2 3

A
B

MOT

VA

RF

PBS

Figure 4.1: Typical setup of beam preparation and control on the laser bench.
A typical example is given, restricted to the master laser (TAPro 780) and the 810 nm
TiSa, of the way the various beams are prepared, and the use made of RF synthesizers to
control AOMs. A locking beam from the 780 laser is used for saturated absorption and
locking on the transfer cavity (TC). Various beams (MOT, LVIS, Probe – see next chapter
for details) are prepared from the main laser beam, each going through a dedicated AOM.
From the 810 TiSa a beam is prepared, shifted by an AOM and modulated by an Electro-
Optic Modulator (EOM), then sent to the transfer cavity to lock the laser at an adjustable
frequency. The locking beam for the main science cavity (see chapter 6) is produced from
this laser, controlled by yet another dedicated AOM. All the AOMs are supplied by digital
RF synthesizers (only the Synth300 are shown for the example), which allows us if needed
to react dynamically on their frequency and efficiency (analog or digital control, using the
variable attenuators VA RF). PBS: Polarizing BeamSplitter.

All in all, most of the needs for the experimental control can be summarized in a large
number of analog and digital input and output channels, programmable in a sequence
to be perfectly synchronized. That is enabled by a custom made National Instruments
PXI controller, with a selection of input/output cards. Three analog output cards are
used to produce all the analog signals, for the active power control of some optical beams
for example (DAQ: 2x PXI-6713, 8x1MHz channels, 1x PXI-6722, 8x180kHz channels).
Slow analog signals, mostly for monitoring purposes, are acquired by a simple analog
input card (DAQ: PXI-6143, 8x250kHz analog inputs). Fast input/output operations are
handled by two modules working on FlexRIO FPGA PXIe-7962R bases. One fast digital
input/output module provides the numerous TTL controls (DIO NI 6581, 54x100MHz
input/output channels). Fast digital data (like the very short TTL pulses coming from
single photon counters) are also registered by this module. And finally a fast analog 4-
channels input module is absolutely crucial to record the kind of analog signals a fast
homodyne detector produces for example, on the timescale of a photon’s wavepacket (AI
NI 5761, 4x250MHz analog inputs, 14bits).

A summary of the overall structure of our hardware control/acquisition setup is shown
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in figure (4.2).
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Fast 0/I
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Various 0/I

controlsFast

digital data

Slow analog data

Fast analog data

To ampli!ers and AOMs

Figure 4.2: Schematic of the structure of our complete control and acquisition
system.

4.2 Software

What is expected from the software handling all these inputs and outputs is rather
demanding. It has to be able to generate loops and subloops of different experimental steps,
some of them containing very fast instructions (≈ 10 ns), while continuously streaming
some fast data acquisition, and adjust in real time (still on the timescale of few tens of
nanoseconds) parts of the sequence depending on the measurements results, all of this
while being completely reconfigurable between one experiment and the following one.

A complete Labview software was developed specifically for these purposes, in an
“event-based” type of programming 1, thanks to the expertise of M.-H. Pottier from Arcale.
The FPGA basis for the fast input/output was chosen to enable the fast logic and data
processing. The fast channels’ instructions and the sequence’s conditional logic are hard-
coded on the FPGA before running any experimental sequence, so that during the actual
execution all of it runs “on its own”, independent from all possible software-induced delays
etc ...

The reconfigurable part of the sequences is defined through the Graphic User Interface,
where three main levels of configuration are accessible:

1. The software is split in a few sub-modules, each handling one layer of the tasks to be dealt with
(graphic interface, channels behaviour encoding and execution, data processing ...). Each of these modules
has several profiles defined, corresponding to the kind of tasks it should be executing in given conditions (for
example streaming data, or reading a certain number of points and saving them into a dedicated memory).
The communication between modules and switching from one profile to another is done as follows: each
module registers to some particular channels of events, and can react to what happens on these channels.
On the other hand, each of them is also able to “publish” events on a channel upon particular conditions
(a button is pressed, or a task is finished), that can be detected by other modules.
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1. Selection of the digital/analog input/output channels involved in the sequence (see
figure (4.5)). The necessary channels are selected from all physically available I/O
ports of the different cards. They are identified by a name, which is linked to their
physical address in a “.ini” file, loaded at the opening of the software, that can be
modified by hand. When the sequence is loaded, only the useful physical addresses
are identified, activated and initialized.

2. Definition of the experimental sequence in terms of global steps of various durations
(see figure(4.6)). A typical sequence always contains steps of the form: trap load-
ing – cooling (optical molasses, see next chapter) – atom cloud preparation (optical
pumping, ...) – measurements. The totality of the sequence is repeated over rel-
atively long timescales, with possible shorter loops and subloops inside the main
sequence for time optimization, as shown in figure (4.3).

trap loading cooling preparation measurements

x10
x2

x10000

x1000

~1s ~20ms ~100 μs ~1μs

Figure 4.3: Typical sequence behaviour. The measurements themselves are made
of short periods (∼ 1µs) repeated a large number of times (∼ 1000) which have to be
alternated with preparation steps regularly, and maybe integrated into some larger loop of
re-cooling the atoms, before having to reload the trap. The generation and data acquisition
inside a measurement step must be resolved on ∼ 10 ns timescale.

The total number of independent steps is thus specified at this stage, as well as their
individual durations, and the loops structures. These parameters are passed on
to the module handling the actual execution, in order to control the synchronized
switching of all channels from one step to the next.

3. Definition of the detailed behaviour of each useful output channel, for each step of
the sequence. For a digital output, the behaviour inside each step is a series of pulses,
defined by three values (time low-time high-time low) and a number of iterations
(see figure (4.7)). For analog channels, the behaviour in a step is split in a variable
number of simple instructions with their durations: constant output value, ramp
from one value to another, or generation of a series of values defined in an external
file to create arbitrary waveforms (see figure (4.8)). The subdivision of a step can
be different from one channel to another.

All values defining the sequence steps and the channels’ behaviours are transmitted
to the FPGA code which can then execute, handling in parallel all channels with a 100
MHz update rate. The FPGA allows us to implement fast conditional logic among the
channels: one specific detection channel (typically an SPCM’s firing events) can be used
as a trigger to activate or deactivate other parts of the sequence in the subsequent steps.
This way, when for example a repeated low-probability excitation process has succeeded,
it can be suppressed in the following cycles, and a probing laser pulse can be sent instead.
Data saving can also be selectively activated during the probing, and at the same time
the trigger events can be ignored to avoid background re-triggering during measurements.
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Software gates can also be defined, that behave as virtual digital channels (“GateTrig” and
“GateAcq”), to perform logical gating of the acquired signals and determine when they
should be taken into account. This allows for an efficient noise reduction on the trigger
for example, by opening a gate only in the “region” where the excitation is realized and
“true” triggers are expected (see figure (4.4)).

Excitation

Probe

Trigger

Signal
acquisition

GateTrig

Figure 4.4: Example of conditional behaviour. The events on the trigger channel
are taken into account only if the GateTrig is high. When this happens, it enables the
acquisition of the interesting signal during the following probing, which in turns deactivates
the possible re-triggering for the duration of the acquisition.
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Figure 4.5: Channel selection. Channels are selected by name, associated with a
physical address on one of the cards and a channel type (AI/AO/DI/DO), and sent from
the list of available channels (left) into the list of chosen channels (right).
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Figure 4.6: Overall sequence configuration. On the left, the independent steps of the
sequence are defined by a name, an order, and a duration. An initial waiting time at the
beginning of each sequence can be defined. On the top right, one indicates if loops should
be performed, defined by their starting step, final step, and the number of times the steps
in between should be repeated. Subloops can also be performed inside each loop. Here
are also configured the general settings of the cards, like their total generation/acquisition
range and sampling rate.
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Figure 4.7: Digital channel configuration. For one channel selected in the list on
the right, the behaviour for a given step is displayed in a line on the left. It is made of
a repetition of time low (“dt”, third column), time high (“TH”, first column), time low
(“TB”, second column), a given number of times (“Nb fois”, fourth column). The channels
can be selectively enabled in different steps based on different criteria (see main text).
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Figure 4.8: Analog channel configuration. For one channel selected in the list on the
right, the behaviour for a given step is displayed in a line on the left. A variable number
of boxes in a line can be activated, each one containing one of the possible instructions
(constant, ramp, or waveform) and a total duration. The total of the durations of all
boxes on one line is normally equal to the duration of the corresponding step.
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Here we will describe the main elements of the experimental setup – the vacuum
chamber and the atom trap setup – and the typical properties of the clouds that can be
trapped.

Most of the important information about the atoms-cavity-vacuum chamber system is
summarized at the end of section 5.4 in figure (5.4).

5.1 Rubidium 87 structure

We work with one of the common isotopes of rubidium, 87Rb. Its atomic structure
is well known (see figure (5.2)), and its spectrum exhibits fundamental lines in the vis-
ible spectrum, with a rich fine, hyperfine and Zeeman substructure that can be used to
implement efficient trapping, cooling, and many different excitation schemes.

The fine fundamental doublet is made of the D1 and D2 lines, whose main properties
are summarized below.

All the level structure –and more– for rubidium is very well summarized in the docu-
ment by Daniel Adam Steck [109]. The structure of the D1 and D2 lines is also shown on
figure (5.2).
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D1 line 795 nm

D1 hyperfine components F = 1, 2 → F ′ = 1, 2

D2 line 780 nm

D2 hyperfine components F = 1, 2 → F ′ = 0, 1, 2, 3

Excited state decay time 27 ns

Population decay rate Γ = 2γ 2π.6 MHz

Table 5.1: 87Rb D1 and D2 lines: summary.

5.2 Experimental setup – Vacuum chamber

For a trapped cloud of cold atoms, ambient pressure means losses due to collisions
[110]. Our vacuum chamber, described in [111], is a cylinder with a 25cm radius and a
25cm height made of non-magnetic 316L stainless steel. The global volume of the chamber
(≈ 0.05 m3) is maintained at a pressure around 1 − 5.10−10 mBar in running conditions
by a large capacity ion pump (Varian VacIon Plus 300, model 919-2641, 240 L/s pumping
speed, with controller Dual 929-7004, occasionally helped by a Titanium Sublimation
Pump of the 916-0050 series).

Ion
Pump

MOT
collimator

MOT beams

MOT coils

mounts

Compensation

coils

LVIS

position

Figure 5.1: Practical configuration of the vacuum chamber and some of the
elements related to it. Original image by Florence Nogrette.

The coils that produce the magnetic field necessary for the atomic trap are inside the
chamber. The two coils are spiral shaped, flat, facing each other at a distance of 5 cm.
They are made of hollow-core copper wires connected through vacuum-compatible ceramic
connectors to the outside, cooled down by an air flow circulating inside them. The wire of
each coil is doing only 8 full revolutions around the center in order to keep the inductance
to a minimum and allow for a fast switching of the magnetic field at a sub-ms scale (∼
300 µs), using a custom-made current switch. The geometrical configuration used leads,
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in anti-Helmholtz configuration, to a gradient on axis at the center of approximately 0.5
G/cm per 1 A current.

Another crucial part of the setup being inside the vacuum is the optical cavity itself.
More details about it are given in the next chapter.

Connected to the main vacuum chamber is also a secondary one in which the atomic
source is setup. More details about that will be given in section 5.4.

5.3 Magneto-optical trap

The main trap in which the atom cloud is formed is made of a standard Magneto-
Optical Trap (MOT) [112, 113].

The six large independent trapping beams (∼ 1 cm diameter) are produced through
a Schäfter-Kirchhoff variable fibered splitter with two inputs and six outputs. One main
beam from the TA Pro laser and a second, weaker one, from the repumper diode are
mixed together and split equally between all six output fibers, mounted on collimators
fixed directly on the vacuum chamber. The MOT is therefore realized on the D2 line
at 780 nm: the main trap light is at an adjustable frequency close to the 5S1/2, F =
2 → 5P3/2, F = 3 transition, while the repumping light is set on resonance with the
5S1/2, F = 1 → 5P3/2, F = 2 to avoid losses of atoms to the 5S1/2, F = 1 state (see figure
(5.2)). This is achieved, in the case of the trap light, by locking the main 780 laser on the
crossover between the transitions from 5S1/2, F = 2 to 5P3/2, F = 1 and 5P3/2, F = 3, and
adjusting the frequency of the AOM controlling the beampath for the trapping light.

MOT

{
{

{

5P3/2

5P1/2

5S1/2
F=1

F=2

F=1

F=2

F=0

F=1

F=2

F=3

Figure 5.2: Level scheme of the magneto optical trap showing the level struc-
ture on the D1 and D2 lines of rubidium 87 and the levels coupled by the
MOT and repumping beams.

Compensation of constant stray magnetic field at the trap position is realized with
three orthogonal pairs of coils outside the chamber. Each pair is supplied by a bipolar
current source from High Finesse (BCS 2/25). After magnetic field compensation, the
two trap coils (inside the vacuum), in anti-Helmholtz configuration, produce the necessary
field gradient in all directions for the trap.

After experimental optimization of the number of atoms and their temperature, the
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configuration used is the following: the MOT beams are detuned by 18 MHz to the red
of the transition (-3Γ), each trapping beam has an intensity at its center of around 5
mW.cm−2, and the on-axis magnetic field gradient is usually between 5 and 10 G/cm
(corresponding to a current in the coils of 10 to 20 A). In this situation the number of
atoms loaded in steady state in the trap depends a lot on the regime of use of the atom
source (see following section), reaching at most the order of magnitude of 109 atoms,
for a cloud size varying from few hundreds of microns to almost a millimeter of radius.
We could verify the limitation of the temperature by Doppler processes in the MOT,
by measuring around 150 µK which corresponds to the rubidium Doppler temperature
(TD = ~γ

kB
= 146µK).

In order to get past the Doppler limit, the configuration is switched from full MOT
to optical molasses, by switching off the magnetic field gradient. In optical molasses,
the equilibrium temperature is proportional to the cooling light’s intensity and inversely
proportional to the detuning to the transition [114, 115]. Therefore once the magnetic
field is switched off, the optimal molasses step includes a progressive decrease of both
the trap beam intensity and of its frequency. In order not to lose too many atoms in the
process, the whole sequence was once again optimized. Lasting in total 6 ms, our standard
molasses phase contains during the first 3 ms a ramp of the detuning from -18 to -48 MHz,
which is then maintained until the end, while the intensity of the beams is divided by a
factor close to 10 linearly from the beginning to the end of these 6 ms. This molasses
phase leads to a decrease of the temperature of the atomic cloud to between 30 and 50
µK depending on the exact conditions.

In all these processes the repumper power is usually much above saturation level and
could be decreased by a factor 10 without seeing any effect on the loading.

5.4 Atom source LVIS

Loading of a magneto-optical trap can be realized in many different ways. Many
experiments make use of an oven where hot rubidium gas is prepared and then decelerated
in a Zeeman slower [116]. This is a bit space-consuming, and the slowing beam that has
to be sent precisely on axis with the MOT position itself can sometimes be a problem.

We use another type of rubidium source, called LVIS for Low Velocity Intense Source
[117, 118]. It works like a full MOT being made in a secondary chamber, with its own
setup of anti-Helmholtz coils and trapping beams (see figure (5.3)). This chamber is linked
to the main one by a small tube (∼ 2 mm diameter) through which differential pumping
can be established, maintaining the secondary chamber at a pressure ∼ 100 times higher
than the main one. On the axis of this differential tube, oriented toward the center of the
main chamber, one trapping beam is sent and reflected on itself by a mirror with a hole
in the middle coinciding with the entrance of the tube. As a result, everywhere in this
secondary chamber the atoms are trapped and cooled like in a full MOT configuration,
except on the tube’s axis where the total force exerted on them by the beams is unbalanced
and pushes them through the differential pumping link toward the main MOT’s trapping
region. Figure (5.3) shows an overall schematic of the configuration used in the LVIS.
The trap in the LVIS is operated in parameter ranges very similar to the ones of the main
MOT.

The interest of this configuration is that due to the differential pumping, the ambient
pressure in the LVIS chamber can be much higher than in the main one (∼ 5.10−8 mBar)
without increasing too much the loss rate of the main MOT. On the other hand inside
the LVIS itself the trapping lifetime is less important because the atoms trapped are very
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quickly pushed out of the chamber through the tube. The trap in the LVIS is then filled
efficiently from the ambient rubidium vapor at relatively high pressure, produced by a
reserve of solid rubidium contained in a small cell. The cell is heated around 37°C to
establish a certain equilibrium between solid and vapor that fills the LVIS chamber.

Trap Coil

Trap

Beams

Pushing Beam MOT

Mirror

+hole

Di!erential

pumping

tube

LVIS

chamber

wall

Atomic "ow

λ/4

+hole

Fiber

output

collimator

Figure 5.3: Schematic structure of the LVIS (left) and picture of it before being
mounted on the main chamber (right). The beam setup counts three laser inputs,
among which two are split on cubes to realize the transverse pairs of trapping beams, and
one is the pushing beam. All the optics are held in a metallic cage structure fixed around
the LVIS vacuum chamber. The pierced mirror and quarter-wave plate necessary to close
the trapping scheme around the hole are inside the vacuum chamber, but the trap coils
are outside, wrapped around two of the viewports of the chamber. They were not set up
yet when the picture was taken.

Using the LVIS, the atomic flow sent toward the main MOT is dense, collimated,
cold and slow. The distance between the LVIS chamber and the center of the main one
(∼ 30 cm) is enough for the atoms to fall out of the pushing beam during their flight
(the pushing beam does not contain any repumping light, so that atoms exiting the LVIS
are immediately pumped into a dark state and fly in free fall afterward). As a result,
the pushing beam passes ∼ 1 cm above the main trap region and does not disturb it
in any way. Moving the whole LVIS chamber’s assembly, mounted on the main vacuum
chamber through a flexible bellow, one can optimize the aiming of the flow of atoms into
the trapping region of the main MOT.

The loading capacity of this source is controlled quite intuitively by the density of
atoms in front of the connecting tube. If the LVIS cloud forms not exactly on axis with
the tube, the transfer efficiency is very low. It is therefore important to have the necessary
degrees of freedom to adjust the cloud’s position. In our case it can be done by changing the
power balance of two transverse counterpropagating trapping beams, as they are produced
by splitting a single beam on a cube depending on its polarization. At the same time,
changing the loading of the main trap without affecting its own parameters is made quite
easy by changing the field gradient in the LVIS, and thus the source’s efficiency.

Depending on the parameters of the LVIS and the main trap, the LVIS flux is able
to load it at a rate of ∼ 0 − 3.108 atoms per seconds, allowing us to reach a steady state
number of atoms in the MOT up to ∼ 109 with a characteristic time of ∼ 4 seconds. The
average speed of atoms flying from the LVIS to the MOT was measured to 9 m.s−1.
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Figure 5.4: Overview of the atomic setup.

Main chamber pressure 1-5.10−10mBar

Magnetic field gradient on axis 5-10 G/cm

Trapping beam intensity ∼ 5 mW.cm−2

Trapping light detuning -18 MHz

LVIS chamber pressure 5.10−8mBar

LVIS trap to main trap distance 30 cm

atoms propagation speed from LVIS to main trap 9 m.s−1

Characteristic trap loading time ∼ 4s

Steady state loading 0-109 atoms

Cloud size Rc 0.1-1 mm

Temperature (after molasses) 30-50 µK

Table 5.2: Typical operating parameters of the atomic system: summary.

5.5 Atom cloud diagnostics

Getting precise in situ information about the atomic cloud, like its size and density,
can be crucial, especially when studying effects due to interactions between atoms. We
mostly use direct fluorescence imaging as a diagnostic tool, but absorption measurements
are also possible.

5.5.1 Fluorescence imaging

The fluorescence from the atoms can be collected when they are illuminated with the
MOT beams, with a geometrical collection efficiency ηcoll ≈ 0.1% (limited by the size of the
collection lense and the viewport through which we image, 30 cm away from the MOT).
We use a Princeton Instruments CCD camera PIXIS 400BR connected to a computer, to
which it sends images on external trigger. It works ideally when cooled down to -70°C,
with a very high sensitivity and low noise (dark current < 0.1 electron/pixel/second at
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-70°C). The array is 400*1340 pixels of 20 µm size. The quantum efficiency at 780 nm
is ηCCD = 94%. Because we initially had no mechanical shutter, and in order to make
the image acquisition cleaner, the camera is used in a specific mode (Kinetics) where on
trigger it realizes two exposure periods, separated by a fast shifting of the CCD array by
half its size (without readout, taking 640 µs). This was meant to provide within a quick
response time a fresh CCD array that was not spoilt by stray light collected before the
intended exposure (the total readout time of the camera’s array is 274 ms which is much
too long for taking pictures at atomic timescales). Hence the aspect of a typical MOT
image captured by the camera in figure (5.5).

Unused part of the screen for shifting/preparation

spoilt by pre-imaging exposure

Figure 5.5: Typical MOT image taken by the camera.

From an image taken on the camera, the size of the cloud can be estimated by taking
into account the magnifying ratio of the imaging system (depending on the version of the
imaging setup, it was between 0.5 and 2). The scattering rate of one atom illuminated

by a total intensity I with a detuning ∆ (normalized by γ) is given by I/Isat

1+∆2+I/Isat
γ. The

total number of atoms in the cloud Nat is thus estimated from the total number of “digital
units” detected by the camera Ndet by using the following relation:

Nat =
1

ηcoll

g

ηCCD

1

T

1 + ∆2 + I/Isat

γ(I/Isat)

1

texp
Ndet (5.1)

where g is a variable gain that the camera itself applies when counting its “digital units”,
and T is the optical transmission of the imaging path.

Collection efficiency ηcoll ∼ 10−3

Quantum efficiency ηCCD (780 nm) 0.94

Dark current at -70°C <0.1e−/pix/s

Array size 400x1340 pixels

Pixel size 20x20 µm

Magnifying ratio 0.5-2

Table 5.3: Imaging system’s technical properties: summary.

When not limited by diffraction and aberrations in the imaging system, the determi-
nation of the number of atoms and effective size of the cloud is quite straightforward. In
order to infer from that the atomic density in the cloud, a model for the 3D density distri-
bution is necessary. It is usually close to Gaussian for low loadings, but for high number
of atoms multiple scattering of photons in the cloud limits the density, which becomes
uniform in most of the cloud [119]. This has to be taken into account when analyzing
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carefully the images, which are projections along one direction of these density distribu-
tions. Experimentally, the transition between Gaussian profiles for low MOT loading to
quadratic ones (resulting from the integration of a sphere of constant density along two
dimensions) when the density saturates is visible, as shown in figure (5.6).
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Figure 5.6: Integrated density profiles of a MOT in different regimes. Low
loading and approximately Gaussian shape (left), and high loading and inverted parabola
shape (right).

Temperature measurements can be carried out by time of flight methods, measuring
the free expansion of the cloud due to its equilibrium velocity spread [120]. When released
in free fall, after a time t the one-dimensional rms size Rc of the atomic density distri-
bution (corresponding to µ(~r) ∝ e−~r2/2R2

c for Gaussian profiles) grows according to the
following expression, where ∆p2

0 is the initial one-dimensional variance of the momentum
distribution and m the atomic mass:

Rc(t) =

√

Rc(t = 0)2 +
∆p2

0

m2
t2 (5.2)

Since for a cloud initially in thermal equilibrium
∆p2

0
m = kBT , one can extract the

temperature from the variation of its measured size with time (example on figure (5.7)).
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Figure 5.7: Time of flight measurement. Radius of the cloud as a function of the

time of free evolution, fitted by Rc(t) =
√

Rc(t = 0)2 + kBT
m t2 with T ≈ 30µK.
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5.5.2 Absorption

A complementary approach to measuring the density and size of the cloud is to probe
its optical density, by sending a probe focused through its center and looking at the
transmission as a function of the probe frequency when scanning through a resonance.
The result in this case depends on the product of density and effective size. The expected
variation of transmission with detuning is ∝ e−α0l/(1+∆2), where α0l is the optical density
on resonance, which can be extracted from the fit of the full variations of the transmission
with ∆, as in figure (5.8).
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Figure 5.8: Absorption of a weak probe through the MOT in continuous
regime, as a function of the detuning to atomic resonance. The sharp feature
on the left of the resonance as well as the shift toward the blue of the line are due to
the presence of the MOT beams interacting with the cloud at the same time (detuned by
around -18 MHz) [121]. In this particular case the measurement yields α0l = 35 for l ≈ 3
mm, measured on the MOT transition.

All in all, the estimated value of the density at saturation in our MOT is of ∼ 0.05
atoms/µm3.

5.5.3 Cooperativity measurement

An additional useful way of characterizing the cloud is its cooperativity in the cavity
mode, most directly related to the expected performances of the system when studying
“single-atom” effects (without interactions). It depends on the transition on which it is
measured, and ideally to make sense it should be characterized in a closed two-level system.
For this reason, when it must be measured directly, the stretched transition of the D2 line
at 780 nm is used, which is closed in the dipole approximation: 5S1/2, F = 2,mF = +2 →
5P3/2, F = 3,mF = +3. This is possible only when the cloud to be characterized has been
optically pumped to the extreme Zeeman sublevel first.

In practice, the measurement can be realized by sending a weak off-resonant probe (in
the linear regime) on the stretched transition, and looking at its transmission through the
cavity as its length is scanned. In order to reach the linear regime and still get measurable
transmission, we were lead to do the probing with injection through the upper, high-
reflectivity mirror, and look at the outcoming light through the output coupling mirror.
From equation (1.29), one sees that the atoms shift the transmission line’s position by
∼ 2C

∆ (in units of κ), and attenuate it by a factor 1 + 2C
∆2 . This therefore allows very

conveniently to estimate the cooperativity.
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Figure 5.9: Example of transmission curves for cooperativity measurements.
Cavity transmission versus θ, with (green) and without (blue) atoms, and Lorentzian fits
(dashed red). Knowing the detuning ∆ = −25, the only fit parameter is the cooperativity,
whose value here is C = 239.

The cooperativity is usually adjusted according to the needs by keeping all parameters
of the main MOT constant, and changing only the current sent in the LVIS trapping coils.
When loading more and more atoms in the trap, as the cooperativity scales like the optical
depth, it first increases by a joint density-size effect, and then continues increasing when
the MOT density saturates by a pure size effect. In standard conditions, the obtainable
range is between 0 and ∼ 1000 for the cooperativity on this stretched transition (limited
by the current the LVIS coils can support, up to ∼ 6 − 7 A). Its value on other transitions
can then be deduced from the theoretical ratio of coupling coefficients.

Property Low-loading regime High-loading regime

Number of atoms ∼ 5.107 ∼ 109

Effective radius Rc ∼ 0.5 mm ≈ 1.1 mm

Density ∼ 0.03 atoms/µm3 ≈ 0.05 atoms/µm3

Cooperativity (stretched transition) ∼ 100 ∼ 1000

Optical density (stretched transition) ∼ 5 ∼ 50

Table 5.4: Typical atom clouds characteristics: summary.
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The optical cavity in which the MOT is formed plays a key role in defining a proper
spatial mode to the photons interacting with the cloud. Its characteristics also completely
define their interaction strength, both by the volume of its mode and by its finesse. Si-
multaneously, some of its properties can be very constrained, for example by resonance
conditions with some of the light beams whose frequencies are set by the atomic lines.
Additionally, requirements like the centering of the MOT on the cavity mode put strong
geometrical constraints on the system. Here we will describe how the actual design of the
cavity gave us some possibilities to address these concerns.

6.1 Physical properties

The optical cavity is made of two 15mm-diameter mirrors held in a metallic structure
hanging vertically from the top lid of the vacuum chamber between the two MOT coils
(see figure (5.4)). The two mirrors have 780 nm coatings, high reflectivity for the top one
(R > 99.9%, T ∼ 0.5 − 1 .10−5), 5% transmitting for the lower one. Photons inside the
cavity mode therefore leave through the lower mirror with probability > 98%, to later on
exit the chamber through a viewport at its bottom. The resulting cavity finesse is ≈ 120,
and the cavity resonances’ Half Width at Half Maximum (HWHM) is κ ≈ 2π.10 MHz.

The mirrors have a 60 mm curvature radius, and the fundamental transverse mode of
the cavity has a waist at the center of 86 µm at 780 nm. The free spectral range is ≈ 2.3
GHz, and as it is not confocal the transverse modes are split by ≈ 110 MHz ≫ κ [84]. This
conveniently allows to optimize the mode-matching of beams to the fundamental transverse
mode in practice, and ensures the coupling to other modes can then be neglected.

The cavity was designed to be fully adjustable from outside even in vacuum, and
initially setup to a length of ≈ 6.6 cm. Three long screws allow for movement of one part
of the metallic structure with respect to the other, which moves the upper mirror only
and enables a coarse tuning of the cavity length and alignment. The whole upper mirror
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assembly is also resting on three piezos, that are used to realize the fine adjustments of
the cavity length (see figure (6.1)).

Length ∼6.6 cm

Finesse (IR) 120

FSR 2.3 GHz

HWHM (IR) 10 MHz

Mode waist (780 nm) 86 µm

Lower mirror output probability > 98 %

Transverse mode splitting ∼110 MHz

Table 6.1: Cavity’s physical properties: summary.

The entire cavity structure is connected to the vacuum chamber by a flexible metal
bellow, and rests on the top lid supported by three thick adjustable screws. These settings
allow to move the cavity in its entirety, in order to center its mode on the precise spot
where the atom cloud is formed. The reason for the cavity length to be ≈ 6.6 cm is to have
two resonant frequencies separated by the ground state hyperfine splitting of rubidium (≈
6.8 GHz), which is crucial for some of our experiments. Simultaneously, as these two
frequencies resonate in the cavity with different standing wave patterns, the atomic cloud
must be placed at a given position (1/3 of the cavity length) along the cavity axis so that
it couples efficiently to both (both modes are in phase at this position).

The structure of the cavity assembly is sketched on figure (6.1).

S1 S1

S2 S2

PZ PZ
VP

M1

M2

VP

S2
S1

M2

M1

VP

PZ

~6.6cm

Figure 6.1: Left: Simplified structure of the cavity in the chamber and various
degrees of freedom. Solid lines are vacuum-proof surfaces, dashed lines are metal
structures with apertures or not hermetic. Right: Technical drawing of the cavity
structure. S1 are the screws setting the global position of the entire cavity. S2 are
cavity length tuning screws. PZ are the piezos (in air) moving the upper mirror. VP are
viewports for light input/output. M1 and M2 are the two cavity mirrors.
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6.2 Length locking

Due to the sensitivity of the cavity’s architecture to acoustic noise, as well as thermal
effects, its length spontaneously experiences particularly large vibrations and long-term
drifts. In order to lock the cavity length during any experiment, a dedicated light beam
is continuously sent to the cavity and its reflection on it is monitored. To be of very little
influence on the atoms, around 100 µW of light from the 810 nm TiSa laser are used. The
cavity is locked on a resonance with this beam using the Pound-Drever-Hall method [122]:
the beam is phase-modulated at 100 MHz in an Electro-Optic Modulator before being
sent to the cavity, so that its spectrum contains two sidebands in addition to the carrier
frequency. When the carrier resonates inside the cavity, the sidebands do not, and their
relative phases get shifted, which is the basic mechanism at the origin of the error signal
that can be obtained when demodulating the signal obtained from the reflection of that
beam on the cavity with a local reference at 100 MHz.

When the cavity must be locked on resonance with a particular beam, the frequency
of the 810 nm beam is adjusted (its precise frequency does not matter for the atoms) so
as to get a coinciding cavity resonance of the two. The 810 locking beam’s frequency can
be adjusted by setting the frequency of its dedicated AOM, or by changing the locking
point of the laser. The difference of spacing between two cavity resonances in length for
the 810 beam and for the 780 light for example is large enough that by tuning the cavity
length in a reasonable range it is always possible to find a joint resonance.

Despite the time and efforts spent on trying to optimize the quality of the cavity
length stabilization, the structure’s various very sharp mechanical resonances made it
quite difficult to have a really useful backaction above 50 Hz frequency. The cavity length
is therefore set on average to a desired value, but randomly moving around it within a
typical frequency range of ±2 MHz.

Lock beam wavelength 810 nm

Lock beam power ∼ 100 µW

PDH modulation frequency 100 MHz

Cavity frequency stability ± 2 MHz

Table 6.2: Cavity length locking: summary.

As will be described in more details later, for some experiments (and for cooperativity
measurements for example), the locking stability issue was circumvented by doing the
measurements while the cavity length was scanned, and keeping track in the meantime of
the 810 nm error signal to serve as a reference scale.
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Introduction

In this part, we describe the characterization of photons emitted from the cold atomic
cloud in the low-finesse cavity. The experiment is based on a now well-known and already
thoroughly studied protocol, that was part of a series of innovative proposals for building
optical quantum communication systems with atomic ensembles and linear optics by Duan,
Lukin, Cirac and Zoller in 2001 [123].

On one hand the protocol, consisting in the sequential storage and readout of an ex-
citation in the cloud, is known to be usable for coherent storage of excitations [31, 32]
and high-quality single-photon production [19–21, 124, 125]. This experiment can there-
fore be considered as related to the photonic QIP problematics of controlled production
and storage of single qubits. This kind of sources were previously mostly characterized
by photon-counting techniques, giving access to purely intensity-dependent measurements
and global characteristics of the photon-number distribution, like the g(2) or other cor-
relation functions. With homodyne tomography, a deeper and complementary charac-
terization of this source can be given, confirming that it can produce photons with high
probability, good indistinguishability, very low level of parasitic multi-excitation compo-
nents, and that the mechanisms limiting the storage time and production efficiency are
understood and controlled.

On the other hand, in the framework of this thesis, the implementation of this protocol
is also a test bench for dealing with a slightly different problematic. Finding configurations
in which photon-photon interactions are observed was already an outstanding challenge
until recently. In atomic systems, one can now use properties like the Rydberg-Rydberg
interactions to mediate nonlinear photonic state evolutions. It is then also important,
in order to prove their practical interest and applicability, to answer the following gen-
eral question: assuming one manages to store and process the quantum state of some
excitations in an atomic cloud somehow, is it possible to then re-extract them with high
efficiency in the form of photons that have well enough controlled properties to be reusable
in a subsequent complex QIP process ? In this respect, photon-counting tools gave some
partial answers, but in a way that is rather restricted to the particular DLCZ protocol
[20, 124, 126]. As is shown in the Results section of this part, homodyne tomography allows
us to probe directly the right properties (quantum state, spatio-temporal mode, collec-
tion efficiency) to answer this question in general and to show, temporarily putting aside
the Rydberg component of the system, that our setup in principle has suitable coherent
excitation conversion abilities.

In comparable systems, homodyne tomography was applied to the generated photons
in the group of A. Lvovsky in Calgary [127], where the authors were using hot vapor in free
space and a different excitation scheme, as will be discussed (continuous excitation with
no Zeeman pumping). A similar scheme was also investigated in the group of J. Laurat in
Paris. Their results also confirm the interest and validity of ours.

A short version of the description of this experiment is available in the publication
[128]. It is also directly related to the previous theoretical publication [129].
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As previously suggested, a multilevel atomic cloud offers very rich possibilities of in-
teraction processes with light. In Λ three-level atoms, even without any control beam,
the probe light can randomly eject atoms from the two probe-coupled levels into the third
one, creating an isolated long-lived excitation.

We will describe here the basic aspects of the so-called DLCZ protocol, that makes use
of these processes not only to store the quantum state of light in cold atoms as polaritons
and retrieve it, but also to effectively process it so as to build a semi-deterministic 1 single-
photon source [123].

7.1 Principle and properties of the scheme

7.1.1 Two-step protocol and measurement-induced nonlinearities

The protocol, sketched on figure (7.1), generates photons in a manner close to the
heralded parametric down-conversion sources [130], with a controllable delay between the
heralding and the signal photon emission.

It consists, in an optically pumped medium, of a first (Write) step of very weak off-
resonant driving that can lead to a Raman transition of an atom from one ground state
|g〉 to the other |f〉. The detection of the Raman-scattered photon (Write photon) heralds
the creation of an atomic excitation, which happens with intentionally low probability, in
order to avoid multiple excitation processes. A strong Read field can afterward be applied

1. Here semi means non-deterministic loading but fully deterministic readout.
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on the reverse transition to re-transfer the unique atomic excitation, therefore emitting
on-demand a second single Raman photon (Read photon).

∆'

ΩR

γ

|fÚ

|eÚ

|gÚ

∆

γ

|fÚ

|eÚ

|gÚ

ΩW

Figure 7.1: Schematic of the DLCZ protocol. Left: Write step. Right: Read step.

An interesting feature of this process is the effective nonlinearity induced by the mea-
surement of the first Raman photon, which projects the atomic state on the excited sub-
space. This system therefore acts as a highly nonlinear material at the few-photons level,
only with a probabilistic action: a successful Write step simultaneously processes and
stores the quantum state [18, 39, 123]. Note that this step of the protocol could in princi-
ple be made deterministic using the Rydberg blockade mechanism (see for example [131]).
On another line of ideas, if the storage time in this system can be of the same order as
the typical time between two heralding events, the generation of a single photon is then
close to deterministic.

The main challenge to be addressed here however is more the high-efficiency read-
out of the stored excitation back into a usable propagating photon, with well controlled
characteristics. This can be realized under carefully controlled conditions as we will show.

7.1.2 How to achieve efficient and controlled readout of a stored exci-
tation

In principle the protocol can be realized in a number of configurations: with any
number of atoms, in free space [125], in an optical lattice [32] or in a cavity [21], with any
temporal shape of the driving fields, even continuous [127]. Our system’s features aim at
optimizing its implementation in the cavity, using well-defined time-separated pulses of
the Write and Read fields.

The high-efficiency conversion of an atomic excitation into a photon in a fixed mode
requires strong coupling between the atoms and the field in this specific mode. Although
a cavity helps in this sense, using a too high-finesse or too confined one together with very
few atoms (down to a single one) makes it very difficult in practice to control well enough
all the properties of the system to achieve large extraction and collection efficiency out of
the cavity [132].

Using a low-finesse, relatively large cavity, the small single atom-cavity field coupling
can be compensated for by using many atoms participating collectively in the process
[123, 133]. As the detection of a Write photon in the cavity mode does not allow to
distinguish which atom it was emitted from, the excitation created is a so-called ground-
state polariton involving all atoms [53]. As will be discussed in details later, this delocalized
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excitation has a phase coherence over the whole cloud that leads to an increased effective
coupling to the cavity field during readout. The conversion into a cavity mode photon
can then still be efficient, and the extraction out of the cavity is still easy thanks to the
relatively large mirror transmission.

As will be extensively discussed thereafter, the interesting and distinctive properties
of the Write and Read steps can be summarized and compared as in table (7.1).

Write Read

Type of process Single-atom process Collective process

Driving Weak Strong

Cavity mode emission Very low probability High probability

Initial atomic state All in ground state Delocalized excitation

Final atomic state Projection on delocalized excitations All in ground state

Table 7.1: Comparison of the characteristics of the two steps of the protocol.

Besides retrieval and collection efficiency matters, our implementation features advan-
tages in the control of the emitted photon’s mode in particular. The cavity provides the
definition of the spatial shape and frequency of its eigenmodes (which have to be resonant
with the Raman photons of course). Additionally, as the photon is emitted in response to
the coherent driving of the atomic excitation by the Read field, its temporal shape can be
partially controlled by shaping the Read pulse.

7.2 Excitation conversion efficiency with a single atom

We first consider the case of a single atom in the cavity submitted to the protocol, to
point out the important quantities at stake and the general behaviour of the system.

7.2.1 Competition between two processes

For a single three-level atom in the cavity excited by a Raman field, the Write and Read
steps are equivalent. The problem of the extraction efficiency in the cavity is then a matter
of competition between processes with scales given by three quantities: the atom-cavity
coupling g, the atomic decay rate γ and the cavity decay rate κ.

If the coupling to the cavity mode is not extremely high, the excited atom will still
see a continuum of other field modes in which it can incoherently decay at a rate γ,
corresponding to a loss of the excitation. For too large γ the photon will therefore leave
the system in a random mode before being able to “feel” the coupling to the cavity. On
the other hand, if κ is too large, the cavity does not really play the role of selecting a
preferential mode in which excitations can be coherently exchanged back and forth with
the atom. The coherent buildup of the cavity field extracting energy from the atom will
be spoilt by its too fast leakage toward the outside.

Therefore we expect that the behaviour of the system should be ruled by the previously
defined cooperativity C (which is for a single atom g2/2κγ).

7.2.2 Lowest-order emission rates and efficiency

To estimate the probability that a scattered photon would be inside the cavity mode,
the system that must be described is made of the atom and the cavity field, resonant on
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the Raman transition (see figure (7.2)). It has three interesting quantum states and two
different possible decay processes: starting from |g, 0〉, it reaches after excitation of the
atom |e, 0〉, and can be coupled via excitation transfer with the cavity mode to |f, 1〉, with
coupling strength g. State |e, 0〉 decays at rate γ, while |f, 1〉 is subject to cavity losses at
rate κ.

∆
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∆
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|e,0Ú
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κ

g

Figure 7.2: {Atom+cavity field} states considered in the treatment of the
single three-level atom case. On the left picture, the cavity mode frequency is figured
in green, resonant with the Raman photon.

In presence of a driving field with Rabi frequency Ω and detuning ∆ on the |g〉 →
|e〉 transition, one can calculate the steady-state populations of states |e, 0〉 and |f, 1〉,
considering that after a decay process the system gets reinitialized to its original state
(decays γ and κ bring it back to |g, 0〉). In the lowest order in excitation power Ω2, they
are:

Pe0 ≈ γ2Ω2κ2/4

(g2 + κγ)2 + (κγ)2∆2
=

Ω2

4

1

(1 + g2

κγ )2 + ∆2
(7.1)

Pf1 ≈ γ2Ω2g2/4

(g2 + κγ)2 + (κγ)2∆2
=
γΩ2

4κ

g2

κγ

(1 + g2

κγ )2 + ∆2
(7.2)

This treatment gives the rates at which the first excitation coming out of this system
is emitted from the “useful” state |f, 1〉 or as pure losses from |e, 0〉:

Pe0 2γ ≈ Ω2

2

1

(1 + g2

κγ )2 + ∆2
γ (7.3)

Pf1 2κ ≈ Ω2

2

g2

κγ

(1 + g2

κγ )2 + ∆2
γ (7.4)

One therefore has: Pf1 2κ = g2

κγ Pe0 2γ. The probability that the first scattered
photon is in the cavity mode is purely governed by the cooperativity, and in particular is
independent of the excitation detuning:

Pf1 2κ

Pe0 2γ + Pf1 2κ
≈

g2

κγ

1 + g2

κγ

(7.5)
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It is important to note that for the experiments presented here, as the single-atom
coupling coefficient g is small compared to κ or γ (g/2π ∼ 0.2 MHz on the stretched 780
nm transition, while γ/2π = 3 MHz and κ/2π = 10 MHz), this is always very small, so
that when exciting one atom in our cavity, the collection of a photon in the mode is very
unlikely. Before this happens, many other photons will first have been scattered in free
space. In particular, we are not at all in the “Purcell” regime where the cavity has the
effect of forcing spontaneous emission to happen faster than the natural rate and only
through the cavity mode [134].

In other words, the presence of the cavity does enhance the emission probability of one
single atom in its mode as compared to if it was not here, but it is still much smaller than
the total emission in all other modes.

The single-atom picture is already very instructive because, as will be discussed there-
after, the N-atom Write and Read steps can in some cases be modeled as in an equivalent
single-atom scheme, with scaled coupling parameters that depend on the number of atoms.
This last point is what makes all the richness of this system.
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It is observed that in an atomic cloud, although during the Write step all atoms act
independently and the cavity emission probability simply scales with their total number
N , the readout can give rise to coherent enhancement, with very large cavity retrieval
probabilities achievable (N2-scaling phase-matched behaviour). The physical reason for
the difference between the two steps will be discussed here.

This chapter will also detail how cooperative effects, taking place during a delocalized
excitation’s readout, can be theoretically taken into account in a realistic imperfect system.
The first step is to find the most practical formulation of the origin of these effects, to be
able to manipulate a model where they play a role. After using it to express the achievable
retrieval efficiency in the “perfect system” case, the effect of the main practical defects on
the efficiency will be estimated.
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As the conditional probability of retrieving a photon in the cavity mode during a
Read step is a crucial figure of merit for this source, this physical understanding of its
cooperative enhancement and of the various limiting processes is very important.

Some of the description detailed here was initially inspired by the ideas presented in
J. Simon’s PhD thesis [135].

8.1 Write step (in the uniform-coupling case)

The single-atom case is an interesting starting point because the Write step of the
DLCZ protocol can be described as a “single-atom process”, were all atoms act indepen-
dently.

To show this more explicitly, let us consider for simplicity N atoms equally coupled
both to the Write field with Rabi frequency ΩW and to the cavity mode with coupling
gW , corresponding to the following coupling Hamiltonian (â†

W is the Write cavity mode
creation operator):

ĤW =
N
∑

k=1

~γΩW

2
|e〉k 〈g|k +

N
∑

k=1

~gW |f〉k 〈e|k â†
W + h.c. (8.1)

Starting from state |G〉 =
[

⊗N
k=1 |g〉k

]

|0〉 = |Ψ0〉 |0〉, and restricting the evolution

subspace to a single atomic excitation, the states reached by the system are found by
applying ĤW to |G〉:

|E〉 =





1√
N

N
∑

k=1





⊗

j 6=k

|g〉j



 |ek〉


 |0〉 = |Ψexc〉 |0〉 (8.2)

|F 〉 =





1√
N

N
∑

k=1





⊗

j 6=k

|g〉j



 |fk〉


 |1〉 = |Ψint〉 |1〉 (8.3)

These states are the simplest examples of perfectly symmetric delocalized atomic ex-
citations, involving coherent superpositions of all possible states where one atom among
all has left its initial state.

One can show easily that 〈F | ĤW |E〉 = gW . In this sense the cavity photon emission
in this system will be the same as for each individual atom, and there is no collective effect
that would particularly favour the emission in the cavity mode.

The only influence of N here is in the fact that, to keep the maximum number of
excitations in the cloud around 1, it is

√
N~γΩW = 2 〈E| ĤW |G〉 that should remain

small enough 1 instead of just ~γΩW , which is also obvious from the consideration of N
independent atoms independently driven by ΩW .

The full system during the Write step can therefore be treated, within these approxi-
mations, in the same way as the single-atom case with the excitation structure shown in
figure (8.1).

However at the end of a successful Write step, the detection of the Write photon leaves
the atomic system into the following intermediate collective state (polariton), that will
lead to coherent enhancement of the efficiency during the readout:

1. From equation (7.3), this collective Rabi frequency must remain small as compared to ~γ
√

1 + ∆2.
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|Ψint〉 =
1√
N

N
∑

k=1





⊗

j 6=k

|g〉j



 |fk〉 (8.4)

∆
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κ
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Figure 8.1: {N atoms+cavity field} states considered in the treatment of the
Write step.

8.2 Description of cooperative effects during the Read step

As was just shown, the Write step is simply the juxtaposition of many single-atom
processes independent from each other, leading to incoherent summation of the emission
probabilities of all N atoms. However, because of the nature of this preliminary prepara-
tion of the system and heralded projective measurement, the Read step has a qualitatively
different behaviour. We present thereafter different ways of understanding the fact that
the conditional excitation readout can be of very high retrieval efficiency in the cavity
mode. For reference, characteristics of these different viewpoints are summarized in table
(8.1).

Viewpoint Steps considered Mechanism

Atom-by-atom Write+Read Interferences between N possible paths
where one atom is excited and

brought back to its ground state

N-atom states Read only Excitation by the Read beam of a precise
phased-matched N-atom state that has a

collectively enhanced coupling to the cavity field

Table 8.1: Different interpretations of the cooperative readout.

8.2.1 Coherent 4-photon closed loop processes

One possible interpretation is in terms of possible excitation paths of each atom in the
sample, as proposed for example in [136] (in the free-space case).

Considered in its entirety, the DLCZ protocol involves 4-photons processes: Write
excitation - emission of Write photon - Read excitation - emission of Read photon. Among
all processes that can take place in these four steps, there are “loops” where only one given
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atom among all goes through a closed path to come back to its original state. All these
loops (for all possible choices of the excited atom) start and end in exactly the same
quantum state for the whole system (see figure (8.2)).

|fÚ

|eÚ

|gÚ
|fÚ

|eÚ

|gÚ

Figure 8.2: Indistinguishable 4-photons loops interfering during the complete
protocol.

When calculating the probability of observing a given pair of Raman-scattered pho-
tons during the protocol, the contributions of these processes are therefore summed in
amplitude. If they all interfere in phase, the result can be greatly enhanced and dominate
over all other processes. As will be discussed in more details later, this is precisely what
happens when phase-matching conditions are fulfilled (the combination of all optical ex-
citations phases is the same for all atoms). Put another way, it means that after having
observed a Write photon in a given mode (cavity one for example), the Read photon’s
emission will be preferentially oriented by these “loops” processes into the mode that
respects the phase-matching conditions (which is also the cavity one in this case).

Unfortunately, thinking in terms of 4-photons loops for individual atoms leads to a
quite heavy ab initio theoretical treatment of the problem which is not very straight-
forwardly adapted to our specific case. Thus, in order to model the system in realistic
conditions, a different point of view is adopted.

8.2.2 N-atom states description

For simplicity, considering separately the Write and Read steps in the theoretical
treatment of the protocol would be preferable. This may seem incompatible with the
previous description of the Read cooperative effects as due to those 4-photons loops.
Fortunately, this preponderance of certain transitions that are part of indistinguishable
closed loops can take a different form if one considers the N-atom states of the system.
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After detection of the Write photon, the atomic cloud is projected onto a given interme-
diate state (|Ψint〉 in the uniform-coupling case). During the Read step, the Hamiltonian
is in the general case (with possible non-uniform couplings, and Read cavity mode creation

operator â†
R):

ĤR =
N
∑

k=1

~γΩR
k

2
|e〉k 〈f |k +

N
∑

k=1

~gR
k |g〉k 〈e|k â†

R + h.c. (8.5)

The Read pulse coupling Hamiltonian (first part of ĤR) is first applied to the inter-
mediate state. Taking into account the couplings’ optical phase variations only for now,

the resulting atomic state is of the form: 1√
N

∑N
k=1 e

iφk

(

⊗

j 6=k |g〉j

)

|ek〉.
Each of the components of this state is individually coupled by the Read photon

emission Hamiltonian (second part of ĤR) to the initial atomic state |Ψ0〉 (same for all

components): 〈1| 〈Ψ0| ĤR

(

⊗

j 6=k |g〉j

)

|ek〉 |0〉 = ~gR
k . Now the indistinguishability comes

into play because the coupling of the total coherent superposition state to |Ψ0〉 is:

〈1| 〈Ψ0| ĤR
1√
N

N
∑

k=1

eiφk





⊗

j 6=k

|g〉j



 |ek〉 |0〉 =
1√
N

N
∑

k=1

eiφk~gR
k (8.6)

If the gR
k ’s are such that arg(gR

k ) = −φk (phase-matching condition), this is of order√
N larger than a typical single-atom coupling. Thus in this description the readout is

dominated by one specific very large coupling to the initial state of the system, which is
similar to the previous observation about single-atom loops.

8.2.3 Maximally coupled state and condition for collective enhancement
of the efficiency

This formulation of the cooperative coupling’s origin allows us to take it into account
in a quite general and efficient form, even in the presence of imperfections in the system
and the process.

Looking back on the previous considerations, the conclusion, independent from the
presence of imperfections, is that high efficiency during readout can be achieved only
when making use of the very large Read photon coupling associated with a system coming
back to its initial N-atom state. Considering the last step of the readout backwards,
there is only one well-defined N-atom quantum state containing one excitation that can
be coupled at all to the initial state |Ψ0〉. This optimal atomic state is obtained by acting
on |Ψ0〉 with the Read photon emission Hamiltonian:

|Ψexc,opt〉 =





√

√

√

√

N
∑

k=1

∣

∣gR
k

∣

∣

2





−1
N
∑

k=1

(gR
k )∗





⊗

j 6=k

|g〉j



 |ek〉 (8.7)

Note that it of course satisfies perfectly the previous condition for phase-matching
(arg(gR

k ) = −φk). The fact that this is the only state coupled to |Ψ0〉 means that in
order to efficiently readout the excitation in the cavity mode, it must be prepared and
maintained in a state of precise phase and amplitude coherence over all atoms. This state’s
structure can easily be spoilt by many practical imperfections as we will see.

If the system ends up somehow in a state orthogonal to |Ψexc,opt〉 it can be considered
as lost in terms of Read retrieval efficiency. On the other hand, if because of some defects
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|Ψexc,opt〉 is also coupled to some other state than |Ψ0〉, it will necessarily be with a non-
cooperative coupling. Thus, for large N , we can neglect in the lowest order all other
couplings.

Taking this reasoning one step further, the only part of the state created after the
Write step that has any chance to participate in the retrieval efficiency is the one that,
once excited by the Read classical field, falls exactly onto |Ψexc,opt〉. This state can be
written, in lowest-order approximation, as:

|Ψint,opt〉 =





√

√

√

√

N
∑

k=1

∣

∣

∣

∣

∣

gR
k

ΩR
k

∣

∣

∣

∣

∣

2




−1
N
∑

k=1

(gR
k )∗

ΩR
k





⊗

j 6=k

|g〉j



 |fk〉 (8.8)

The readout process starting from state |Ψint,opt〉 can be considered in the subspace of
the {atoms + Read photon field} system spanned by {|Ψint,opt〉 |0〉 = |Fopt〉 , |Ψexc,opt〉 |0〉 =
|Eopt〉 , |Ψ0〉 |1〉 = |G′〉}. They are coupled to each other by ĤR with coupling strengths:

〈Eopt| ĤR |Fopt〉 =
~γ

2

√

√

√

√

∑N
k=1

∣

∣gR
k

∣

∣

2

∑N
k=1

∣

∣gR
k /Ω

R
k

∣

∣

2 =
~γΩR

eff

2
(8.9)

〈

G′∣
∣ ĤR |Eopt〉 = ~

√

√

√

√

N
∑

k=1

∣

∣gR
k

∣

∣

2
= ~

√
NgR

eff (8.10)
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Figure 8.3: {N atoms+cavity field} states considered in the treatment of the
Read step from the optimally coupled state.

Therefore, singling out these precise states and restricting the description to their sub-
space, the Read can also be described as in the single-atom case, except that the coupling
of the cavity emission process can be very large due to the cooperative enhancement, as
shown in figure (8.3). The quantity ruling the retrieval efficiency here will then be the

equivalent of g2

κγ in the single-atom case:
(
√

NgR
eff )2

κγ =

∑N

k=1|gR
k |2

κγ = 2C where C is precisely
the cooperativity defined earlier in a different context when looking at susceptibilities.
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8.3 Efficiency limits without defects

Similarly to what was done before in the single-atom case, let us define rates at which
a system in state |Fopt〉 emits through the cavity mode Γcav or in free space Γfs. These
rates depend on ΩR

eff (t)2 during the readout, linearly in the lowest order.
The total cavity retrieval efficiency for a system in state |Ψ(t)〉 will thus be written as:

P =

∫

|〈Ψ(t)|Fopt〉|2 Γcav(t)dt (8.11)

The meaning of this expression is that between times t and t+dt, the probability for
emitting a photon in the cavity is the probability for the system to be in state |Fopt〉 times
the probability that this state emits in the cavity Γcav(t)dt.

Now |〈Ψ(t)|Fopt〉|2 can be split in two contributions: P 0
opt, the probability to occupy

state |Fopt〉 at the end of the Write step, before the Read has begun; and Popt(t), the
probability for the system to still be in |Fopt〉 at time t knowing that it was at time 0
(before the Read starts). Hence:

P = P 0
opt

∫

pulse
Popt(t)Γcav(t)dt (8.12)

Popt(t) itself will necessarily decrease with time as the excitation is extracted from the
atoms. It can be decomposed into the probability for the excitation to have stayed into
the cloud until time t, and the probability that the atomic state is still |Fopt〉 knowing

that the excitation stayed in the cloud, Pnojump
opt (t).

P = P 0
opt

∫

pulse
Pnojump

opt (t)e−
∫ t

(Γcav(t′)+Γfs(t′))dt′

Γcav(t)dt (8.13)

In the case of a perfectly prepared system that does not suffer from any deformations
during readout, one would have P 0

opt = Pnojump
opt (t) = 1. Any defect in the preparation

or loss of coherence of the collective excitation during the process will have the effect of
decreasing one of these two values.

8.3.1 First approach of efficiency limits

To first consider the simplest case, let us take P 0
opt = Pnojump

opt (t) = 1 and assume

ΩR
eff (t) constant, so that Γcav(t) and Γfs(t) are also constant:

P =

∫

Γcave
−(Γcav+Γfs)tdt =

Γcav

Γcav + Γfs
(8.14)

From the parallel with the single-atom result established above, we get:

Γcav =
(ΩR

eff )2

2

2C

(1 + 2C)2 + ∆2
γ (8.15)

Γfs =
(ΩR

eff )2

2

1

(1 + 2C)2 + ∆2
γ =

Γcav

2C
(8.16)

And the efficiency is:

P =
2C

1 + 2C
(8.17)

which is exactly symmetric to the single-atom case but can be made much closer to 1
by having many atoms. This, as will be discussed, is the upper efficiency bound for the
retrieval, as also shown in [129, 137].
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8.3.2 Time-dependent photon extraction stimulated by the Read pulse

The extraction efficiency directly depends on the Read power sent on the atoms to
convert the excitation, which is not visible in the previous simple result. Taking into
account the time-dependence of ΩR

eff (t), and keeping relation Γfs(t) = Γcav(t)/2C at all
times we can write:

P =

∫

Γcav(t)e−
∫ t

(Γcav(t′)+Γfs(t′))dt′

dt =

∫

Γcav(t)e−ξ
∫ t

Γcav(t′)dt′

dt (8.18)

where ξ = 1+2C
2C . This integrates to:

P =
2C

1 + 2C

(

1 − e−ξ
∫∞

Γcav(t′)dt′
)

(8.19)

This expression, with equation (8.15), gives the explicit dependence of the efficiency
for a “perfect” system, in the lowest-order approximation in Ω2 for Γcav and for long pulses
(quasi-steady state). It depends only on C, ∆ and ΩR

eff , and tends to the upper limit
2C

1+2C for large enough integrated Read power.
We showed in [129] that using a different approach, writing Langevin equations for

the different excitation operators in the system, the same conclusions are reached (both
the Rabi frequency and the cooperativity definitions differ by a factor 2 in this article
compared to the present document). Using the same kind of approximations (long pulses,
large collective coupling), an approximate expression for the intracavity field amplitude
E(t) is also found in this article (equation 30).

The expression of the extraction efficiency obtained from 2κ
∫

|E(t)|2 dt can then be
compared to the present result. Using equation 30 of [129] and re-expressing parameters
in terms of the ones used here, this is:

P =
2κNgR2

γ2 |w|

∫

(ΩR(t)/2)2

|w + (ΩR(t)/2)2| exp

[

−
∫ t

Re

(

2κ(ΩR(t′)/2)2

w + (ΩR(t′)/2)2

)

dt′
]

dt (8.20)

w = (NgR2 + κγ(1 + i∆))/γ2 (8.21)

Taking the low Read power expansion corresponding to (γΩR/2)2 << NgR2 + κγ),
this gives:

P =

∫

ΩR(t)2γ

2

2C

(1 + 2C)2 + ∆2
exp

[

−
∫ t ΩR(t′)2γ

2

1 + 2C

(1 + 2C)2 + ∆2
dt′
]

dt (8.22)

This corresponds exactly to the combination of equations (8.18) and (8.15), found
with the “emission rates” approach. It therefore validates this approach, and gives an
estimate of the range of validity of the lowest-order expansion in ΩR

eff (t)2 performed here.

In practice, we should therefore check that (γΩR
eff/2)2 < NgR2

eff +κγ = κγ(1+2C), which
is made easier by the fact that C >> 1.

8.4 Analytical expressions of the inefficiencies due to defects

The goal here is to use the previous description and progressively include in it the main
defects of the experimental system in order to estimate the realistic Read photon retrieval
efficiency, while keeping the form of the result to a manageable level of complexity.



8.4. Analytical expressions of the inefficiencies due to defects 95

8.4.1 Inhomogeneous Read beam light shifts

During the Read pulse, the large single-atom Rabi frequency induces non negligible
light shifts on the atomic coherence’s evolution frequency. Due to the inhomogeneity of
the Read power in a realistic beam, this leads to differential dephasing of the atoms that
distorts the collective excitation away from the perfectly phase-matched state, eventually
causing a decrease of Pnojump

opt (t).
The evolution frequency of the g− f coherence of an atom exposed to Rabi frequency

ΩR is shifted by the amount (ΩR)2γ
4∆ . Even in a perfect situation with initial state |Ψint,opt〉

(equation (8.8)), the state will then dynamically evolve during the Read pulse into |Ψ(t)〉,
where each component with atom k excited has acquired a phase

∫ t (ΩR
k (t′))2γ

4∆ dt′. The
overlap of this time-evolved state with |Ψint,opt〉 is:

〈Ψint,opt|Ψ(t)〉 =

∑N
k=1

∣

∣

∣gR
k /Ω

R
k

∣

∣

∣

2
exp

[

i
∫ t (ΩR

k (t′))2γ

4∆ dt′
]

∑N
k=1

∣

∣gR
k /Ω

R
k

∣

∣

2 (8.23)

For simplicity, we drop the amplitude variations to focus on the phase for now, con-
sider the atomic cloud as a continuous medium of Gaussian density profile, and make the
reasonable approximation that the Read field is uniform along its propagation direction
(x) and Gaussian in the transverse plane (y, z), of waist wb. As a good efficiency re-
quires a Read beam much larger than the atomic distribution (almost homogeneous), the
intensity’s spatial variations can be developed in lowest order to get:

〈Ψint,opt|Ψ(t)〉 ≈ 1

2πR2
c

∫

exp

[

−y2 + z2

2R2
c

+ i

∫ t (ΩR(0, t′))2γ

4∆

(

1 − 2(y2 + z2)

w2
b

)

dt′
]

dydz

=

[

1 + i
4R2

c

w2
b

∫ t (ΩR(0, t′))2γ

4∆
dt′
]−1

exp

[

i

∫ t (ΩR(0, t′))2γ

4∆
dt′
]

(8.24)

As Pnojump
opt (t) = |〈Ψint,opt|Ψ(t)〉|2 and since under the approximations made so far

Γcav ∝ (ΩR)2, the total efficiency coming back to equation (8.13) can be written as:

P =
2C

1 + 2C

∫ [

1 + (
β

ξ
)2(

∫ t

ξΓcav(t′)dt′)2
]−1

ξΓcav(t)e−
∫ t

ξΓcav(t′)dt′

dt (8.25)

where β = (Rc/wb)2(ΩR)2γ/∆
Γcav

is a constant measuring the importance of the inhomogeneity.
For small inhomogeneity, the denominator in the integral should be close to 1, so that

the first order correction comes from its lowest-order expansion in β. The result exactly
integrates to:

P ≈ 2C

1 + 2C

(

1 − e−h − (
β

ξ
)2
[

2 − (h2 + 2h+ 2)e−h
]

)

(8.26)

where h =
∫∞ ξΓcav(t)dt ∝

∫

(ΩR(t))2dt is a normalized integrated weight of the Read
pulse’s power.

This general form includes all the dynamical effects caused by the Read pulse it-
self, showing in particular the already discussed two first terms, that are maximized
for maximum h. The light shifts term of course disappears for a uniform Read beam
(wb/Rc → ∞, β → 0). Otherwise, it depends directly on h as shown in figure (8.4), in a
way that makes the inhomogeneity effect worse for larger integrated power.
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10
h

1

2

Figure 8.4: Weight of the light shifts term in the efficiency (2 − (h2 + 2h+ 2)e−h)
as a function of h.

This therefore leads in practice to an optimum to be found as one does not always win
by increasing the Read power or the cooperativity. For realistic experimental parameters,
the total efficiency given by equation (8.26) is plotted on figure (8.5) as a function of the
cooperativity for different effective Read pulse power.
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Figure 8.5: Efficiency given by equation (8.26) for realistic parameters. As-
suming ∆ = 15, taking Rc/wb = 1/8 for C = 8 and assuming (Rc/wb)

2 ∝ C (see section
9.2.3 for justification), the efficiency is plotted as a function of C for different values of
XR =

∫

(ΩR
eff )2γ/2dt. This shows that one does not always win by increasing the Read

power or the cooperativity.

The reason of this behaviour is qualitatively the following: when increasing the coop-
erativity, the size of the cloud increases, and a larger Rabi frequency is also required to
efficiently extract the excitation (Γcav decreases with C when it is large enough). Both
make the inhomogeneous light shift effect worse and decrease the efficiency.

8.4.2 Initial state and optimally coupled intermediate state for non-ideal
optical pumping

One of the important experimental defects is the imperfect optical pumping of the
atoms. Instead of being confined properly in a three-level system, they start the protocol
in a mixed state between at least two ground states |g1〉 and |g2〉, described by the following
initial density matrix for atom k:
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ρ̂0
k = p |g1〉k 〈g1|k + (1 − p) |g2〉k 〈g2|k (8.27)

The situation for the Write step from a single-atom point of view would therefore be
described as in figure (8.6) (couplings are also indexed by 1 or 2 as the Clebsch-Gordan
coefficients will differ on the different transitions).
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Figure 8.6: Simplified atomic level scheme in the Write step for an imperfect
optical pumping into state |g1〉.

The initial N -atom density matrix would therefore be:

ρ̂0 =
N
⊗

k=1

ρ̂0
k

= ρ̂1:N,2:0 + ρ̂1:N−1,2:1 + ...+ ρ̂1:0,2:N (8.28)

where ρ̂1:n,2:N−n is a (not normalized) N -atom density matrix with n atoms in the |g1〉
state, the rest being in |g2〉. When developing the first line of the previous equation, each
ρ̂1:n,2:N−n is a sum of (N

n ) terms, with an overall weight pn(1 − p)N−n. For large N , the
expression of ρ̂0 is therefore dominated by one specific configuration where n = Np with
small relative fluctuations:

ρ̂0 ≈ ρ̂1:Np,2:N(1−p) (8.29)

The density matrix ρ̂1:Np,2:N(1−p) itself is a statistical mixture of all possible quantum
states where among the N atoms, Np are in the |g1〉 state. When calculating the result of
a physical measurement based on ρ̂1:Np,2:N(1−p), all of these quantum states may behave
differently depending on how the Np atoms in |g1〉 and the N(1 − p) atoms in |g2〉 are
spatially distributed, what couplings they see and so on. However once again one can
argue that statistically the result will be largely dominated by the contribution of “typical”
states. These states are the ones where both the Np atoms and the other N(1 − p) form
ensembles randomly distributed over the whole sample, sampling on average always the
same ensemble of values of couplings.

As a conclusion, we will consider the initial pure atomic quantum state:

|Ψ0〉 =
Np
⊗

k=1

|g1〉k

N
⊗

k=Np+1

|g2〉k (8.30)

Under the condition that the two sub-ensembles of atoms have spatial distributions
covering similarly the entire cloud, calculating the result of a physical process based on
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this quantum state will give a good approximation of the result starting from ρ̂0, for large
enough N .

If the couplings on the Read photon transition are respectively gR
1 and gR

2 for atoms
of type 1 and 2, the excited state optimally coupled to |Ψ0〉 is:

|Ψexc,opt〉 ∝
Np
∑

k=1

(gR
1k)∗

Np
⊗

i6=k=1

|g1〉i

N
⊗

j=Np

|g2〉j |e1〉k +
N
∑

k=Np

(gR
2k)∗

Np
⊗

i=1

|g1〉i

N
⊗

j 6=k=Np

|g2〉j |e2〉k

(8.31)
This state is reached by the Read field classical coupling (ΩR indexed by 1 or 2 may

depend on the atom type again) if we start the readout from state:

|Ψint,opt〉 = (8.32)



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8.4.3 Optical pumping defects

The inefficiency due to optical pumping corresponds to a P 0
opt 6= 1 in equation (8.13),

as the state after the Write process will differ from |Ψint,opt〉. To quantify it, the actual
state prepared after detection of a Write photon must be expressed. It is in a good
approximation (as the Write is a very weakly-driven, linear process):

|Ψint〉 = (8.33)




Np
∑
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gW
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To write the overlap of these two states, let us use the hypothesis that the two types
of atoms 1 and 2 have similar, large and dense distributions in space to write for example:
∑Np

k=1

∣

∣

∣gW
1k

∣

∣

∣

2 ∣
∣

∣ΩW
1k

∣

∣
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2
= Np
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∣gW
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2 ∣
∣ΩW

1
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2
and similarly for all other sums, where quantities

like
∣

∣gW
1

∣

∣

2 ∣
∣ΩW

1

∣

∣

2
will be appropriately weighted spatial averages of the mode functions

defining the various couplings. Then the overlap 〈Ψint,opt|Ψint〉 is:

Np gW
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(8.34)

Now the difference between couplings for atoms of type 1 or 2 may come from different
Clebsch-Gordan coefficient, but their spatial dependences will be exactly the same, so
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that they can be written gR
2 /Ω

R
2 (~r) = ǫ1 g

R
1 /Ω

R
1 (~r) and gW

2 ΩW
2 (~r) = ǫ2 g

W
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result splits into:

〈Ψint,opt|Ψint〉 =
gW

1 ΩW
1 gR

1 /Ω
R∗
1

√

(

∣

∣gR
1

∣

∣

2
/
∣

∣ΩR
1

∣

∣

2
)(

∣

∣gW
1

∣

∣

2 ∣
∣ΩW

1

∣

∣

2
)

p+ (1 − p)ǫ1ǫ2
√

(

p+ (1 − p)ǫ21
) (

p+ (1 − p)ǫ22
)

= C(gW
1 ΩW

1 ,
gR∗

1

ΩR
1

)
p+ (1 − p)ǫ1ǫ2

√

(

p+ (1 − p)ǫ21
) (

p+ (1 − p)ǫ22
)

(8.35)

The first part of the result measures the correlations of the Write and Read coupling
functions in space, and it is therefore exactly what describes all the phase and amplitude
matching issues in the retrieval, and will be discussed in more details after this section.

The second term is, properly speaking, what describes the negative effect of an im-
perfect optical pumping. It shows once again that what really matters is whether the
different atoms are distinguishable from one another when they undergo the full Write-
Read process: if p 6= 1 and ǫ1 6= ǫ2, then the two populations of atoms existing in the
cloud can be distinguished by their couplings to the fields, so that the efficiency drops. In
the opposite case (p = 1, or ǫ1 = ǫ2), the optical pumping term is 1, because all atoms are
again indistinguishable from the point of view of the protocol.

To give an example we take the experimental values of ǫ1 = 3
2
√

2
and ǫ2 = 1

2
√

2
(see

section 9.1.1) and plot the square of the pumping term in the overlap in figure (8.7).
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Figure 8.7: Optical pumping efficiency term (p+(1−p)ǫ1ǫ2)2

(p+(1−p)ǫ2
1)(p+(1−p)ǫ2

2)
as a function

of p (ǫ1 = 3
2
√

2
and ǫ2 = 1

2
√

2
).

In real multilevel atoms, this whole model only makes sense for an optical pumping
efficiency p not too far from 1 (otherwise even more states would be populated). With the
numbers given above, the efficiency would for example drop to 0.95 for p = 0.9, only due
to this optical pumping term.

8.4.4 Mode overlap efficiency

The remaining factor in the efficiency, C(gW
1 ΩW

1 ,
gR∗

1

ΩR
1

) depends on the geometry of the

modes of the Write and Read beams, and of the two Raman photons. These have to com-
bine together nicely both in phase and amplitude for the retrieval process to be efficient.
The mode overlap part of the efficiency is expressed in the continuous approximation as:
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Pmode =
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(8.36)
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Now some information about the experimental geometry must be specified (see figure
(8.8)). To be consistent with the actual experimental setup we will take the following
definitions:

gR
1 (~r) = gR

10 cos(k
R
p (z − z0)) e− x2+y2

w2 (8.38)

gW
1 (~r) = gW

10 cos(k
W
p (z − z0)) e− x2+y2

w2 (8.39)

ΩW
1 (~r) = ΩW

10 e
ikW

f x e
− y2

w2
W y

− z2

w2
W z (8.40)

ΩR
1 (~r) = ΩR

10 e
ikR

f x e
− y2

w2
Ry

− z2

w2
Rz (8.41)

µ(~r) = µ0 e
− ~r2

2R2
c (8.42)

z

x y

Write

Read

Figure 8.8: Sketch of the geometry for our DLCZ experimental setup.

The cavity axis is still z. The two Raman photons are emitted into the fundamental
transverse mode of the cavity, but with two different frequencies, both resonant on one
longitudinal mode, so they have different wave vectors kR

p and kW
p . As a result their two

standing waves are not everywhere in phase, and the position z0 of the cloud relative to
the point where they are in phase is important. The Write and Read beams are counter-
propagating along the x axis with different wave vectors kR

f and kW
f , and an adjustable

and different aspect ratio in the (y, z) plane. Indeed, in this geometry the atomic sample



8.4. Analytical expressions of the inefficiencies due to defects 101

participating in the process has a size defined by Rc along z, but by w the cavity mode
waist in x and y dimensions. It can therefore be very asymmetric.

Then the mode overlap can be calculated and gives:

Pmode ≈
(

1 − 2(a2
Rz + a2

W z)2
)

(

1 −
(a2

Ry + a2
W y)2

8

)

(8.43)
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2
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2
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1 + 2(a2
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Rz)

)]

cos2(∆kz0)

In the first two terms, a lowest-order expansion has been performed in aW/Rz = Rc
wW/Rz

and aW/Ry = w
wW/Ry

, quantifying the homogeneity of the beams on the useful section of

the cloud. ∆k =
∣

∣
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∣ is the wave vector mismatch. It is responsible

for an exponential term measuring how much the phases of the Write and Read can differ
over the size of the useful sample, thus really an unavoidable phase-matching term. It also
comes into play if the cloud is not centered where the two cavity modes are in phase z0 = 0
(last term), so that this will be an important criterion for setting up the experiment.

8.4.5 Atomic motion

The last important effect that will be considered here is related to the “memory” aspect
of the protocol: the previous considerations give the memory’s retrieval efficiency, when
nothing spontaneously degrades the overlap with the perfectly matched collective state
during storage. In practice, due to the atoms’ finite temperature, they randomly move
and carry their coherence’s phase with them in space. After some time, the phase pattern
defining the proper collective excitation mode will thus be washed out.

To account for this, each atom is considered to move for a time t with its velocity ~vk

between the Write and Read steps. Motion during the Read itself is neglected, so that this
effect behaves as an “initial preparation defect” (described by a P 0

opt) and not a dynamic
one. Now the atomic intermediate state is still described by equation (8.33), but after each
atom has moved from ~rk to ~rk + ~vkt, the optimal state for readout is given by a modified
version of equation (8.32), with the Read field coupling applied at these new positions.
Therefore when calculating the overlap, the result still splits just like in equation (8.35),
but the pure mode-matching term is now:
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(8.44)

In the continuous approximation for the atomic distributions, this involves two inde-
pendent averages, one on the position distribution of the atoms with weight µ(~r), and one
on the velocity distribution in order to process the phase term. As the two distributions
are independent in a thermal cloud, the two terms split to give back exactly the mode

overlap Pmode, multiplied by the average of the phase term ei~kR
f .~vkt over the atomic veloc-

ity distribution. Under the hypothesis that this distribution is a Maxwell-Boltzmann one,
characterized by a temperature T , this velocity average is calculated to give:

PDoppler(t) = e−t2/2τ2
D (8.45)

where τD = 1
2kR

f

√

m
kBT is the Doppler-limited decoherence time of the collective excitation,

for atoms of mass m (specific to our geometry). The result of the random thermal motion
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of the atoms is therefore a progressive loss of phase-matching while the excitation stays
in the cloud, and thus a limitation on the storage time, described by a Gaussian decay as
one waits before retrieving the excitation. For rubidium 87 at 50 µK, this time is 900 ns.

8.4.6 Summary and expression of the retrieval efficiency

To summarize, under the approximations made here, for an excitation that has been
stored for a time t in a cloud of cooperativity C optically pumped with efficiency p, readout
with a Read pulse whose parameters are summarized in h, the total retrieval efficiency
can be written as:

P = PDoppler(t) PC PRead(h) Ppump(p) Pmode (8.46)

Where:

PDoppler(t) = e−t2/2τ2
D
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The numerical values achieved for these different terms in our actual experimental
configuration will be discussed in details in section 9.5.1. Their dependence on the relevant
parameters is illustrated in figures (8.4), (8.5) and (8.7).
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This chapter will describe how the DLCZ protocol was implemented in practice, and
the way the parameter range was chosen and optimized for optimal retrieval efficiency.
The results of two types of measurements on the retrieved light will be presented, pure
intensity and correlation (g(2)) analysis as a first step, and homodyne tomography as a
more precise and complete characterization of all its degrees of freedom.
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9.1 Experimental setup

9.1.1 General properties of the photon source’s constituents

The protocol as such is so versatile that it can theoretically be adapted in many differ-
ent geometries, on any kind of transitions, for example using only the hyperfine structure
of the rubidium level scheme in the absence of magnetic field, with no differentiation of the
Zeeman sublevels [127]. In our case, the optical accesses on the vacuum chamber forced
the Write and Read beams to be sent orthogonally to the cavity axis, which in turns puts
some constraints on the exact level scheme to be used in the Write and Read transitions.

Excitation scheme and optical pumping

We chose to work on Zeeman-selective transitions with Zeeman optical pumping. The
final excitation scheme implemented, sketched on figure (9.1), uses the D1 line at 795 nm
as support. The atoms are initially optically pumped in the extreme Zeeman sublevel
∣

∣

∣5S1/2, F = 2,mF = +2
〉

by a dedicated σ+-polarized beam matched to the fundamental

transverse mode of the cavity, which defines the quantization axis. The Zeeman pumping
is realized on the 5S1/2, F = 2 → 5P1/2, F = 2 transition in the presence of the MOT
hyperfine repumper.
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Figure 9.1: Sketch of the basic properties of our practical implementation of
the DLCZ scheme.

Write and Read beams

The Write and Read excitation fields are both π-polarized: this is easy to achieve as
they propagate orthogonally to the quantization axis, makes the Write photon’s polariza-
tion uniquely determined, and allows the two Raman photons to get emitted along the
cavity axis with opposite circular polarizations, which makes them easier to separate than
only by their frequency (see figure (9.1)). For that we use a different state as relay for
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the Write and Read transitions, which does not change anything to the physics of the
protocol.

As can be seen from figure (9.1), the Write and Read beams must be separated in fre-
quency by the ∼6.8 GHz hyperfine splitting of the fundamental state, and their frequency
stability is crucial for the phase-matching efficiency of the readout. The 795 TiSa is used
to produce the high-power Read beam, and the 795 diode which is phase-locked on it to
produce the Write. An external oscillator (Rohde & Schwarz SMB100A + SMB-B112L
100kHZ to 12.75GHz generator, frequency precision better than 10−6) gives the reference
on which the beatnote signal between the two lasers is locked, using an mFALC110 mod-
ule from Toptica (Mixing Fast Analog Linewidth Control) with electronic bandwidth 100
MHz.

The Write and Read beams are asymmetrically shaped using cylindrical lenses to match
the elongated shape of the “useful” part of the cloud. They are designed symmetric to
each other, with waists at the level of the atomic cloud wy ≈ 325µm and wz ≈ 3100µm
and aligned by checking that the Write beam is coupled into the Read fiber, in order to
start from the best phase-matching condition possible.

The power used in these two beams was subject first to an estimation using numerical
simulations, then to experimental optimization to study the effect on the efficiency, as will
be explained in section 9.2.2. The optimal values depend in particular on the cooperativity
of the cloud.

Atomic cloud and cooperativity range

As will be explained in details in section 9.2, the choice of the cooperativity is of great
importance for the protocol, and it is interdependent of many other parameters. The
experimental optimization of the source’s efficiency lead to a regime where it is typically
7-8 on the Read photon transition. This situation is the default reference in which all the
numbers are given hereafter, unless stated explicitly otherwise.

Because of the Clebsch-Gordan coefficients ratio, the cooperativity on the Read tran-
sition is 6 times smaller than what would be measured on the reference closed transition
at 780 nm. Such cooperativity is reached rather easily (see section 5.5.3), for a cloud with
a typical effective number of coupled atoms of 5 - 7 .104, and a size of Rc ∼ 350µm.

9.1.2 Optical and technical layout

Most of the important technical data concerning the photons’ detection setup (Write
and Read), and the setup of other beams coupled to the cavity, are given thereafter in
relation with figure (9.2).

The Write and Read photons are separated at the output of the cavity on a polariz-
ing beamsplitter, after passing through a quarter-wave plate, defining two optical arms
(Trigger and Detection). The question of losses in the different arms will be discussed in
details as part of each section concerning photon counting and homodyne detection.

Optical pumping path and lock beam

Because it is matched to the cavity mode, close in frequency to the Read photon, and
due to its polarization, the optical pumping beam must be sent to the cavity from the
Detection arm itself. In order to minimize the losses introduced on this arm by doing this,
we use an AOM (called Switch AOM) to switch sequentially between a configuration (On)
where optical pumping is sent through order 1 diffraction to the cavity, and another (Off)
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where the Read photon goes through from the cavity to the detection setup. To avoid
cutting the beam with the AOM’s aperture, the mode of the Detection path is focused to
a waist of 350 µm in the AOM.

The locking beam also has to be sent to the cavity mode. Being at 810 nm, it is
reflected towards the cavity on tilted a Semrock LL01-808 filter (IF1), transmitting 795
nm light up to 97-98 %, without measurable distortion of the mode.
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Figure 9.2: Optical layout at the input/output of the cavity. BS is a 50:50
beamsplitter. IF are interference filters whose use is detailed in the text. Among the
detectors: HD is the Homodyne Detector, PD1 is used to get the locking signal of the
science cavity, PD2 has a similar use but for the lock of the filter cavity, PD3 is used during
alignments to match the Write path into the filter cavity, PD4 is used when optimizing the
mode-matching between the Read photon’s mode and the LO, the Avalanche PhotoDiode
APD is used to monitor low-power classical light transmitted through the cavity from top,
in particular to lock the intensity of the transmitted alignment beam that can be used to
mode-match the LO.

Trigger path, single-photon counters and filtering

The Write photon in principle only needs to be sent to a detector to herald the success
of the Write step. This heralding is done by a Single Photon Counting Module (SPCM1)
from Perkin-Elmer SPCM-AQRH-15, that generates a 20 ns long TTL pulse for each
photon detected. It has a specified intrinsic dark count rate of 50 Hz, a quantum efficiency
around 800 nm estimated to 65 %, a dead time after detection of ∼ 30 ns and a maximum
usable incident photon rate of 30 MHz (but above 5 MHz the detected countrate starts
being quite nonlinear with the incident photon rate).
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Compared to this, the setup contains several beams of intensity above the µW level
(1 µW corresponding to a 4.106 MHz photon countrate) matched on purpose to the exact
same mode as the Write photon. As a result, a progressively strengthened filtering is
applied to the Trigger arm, to protect the counter and avoid too large background coun-
trate during the detection of the Write photons (signal corresponding to a typical rate of
∼ 1 kHz). The protection from stray light and continuous sources of light in the mode
(like the locking beam) is ensured by a black box built around the counter and two tilted
interference filters IF2 and 3 (LL01-808) piled up in the path (each one with transmission
< 10−5 at 810 or 780 nm). The Zeeman optical pumping light, though sent in a separate
time-window from the measurements, is entirely reflected from the cavity on the counter
and can generate long-lived charges that disturb the readout. A double-pass order 1 AOM
(called Protection AOM) is switched off outside measurement periods to temporally pro-
tect SPCM1 (the fraction of optical leaking when Off is < 10−8). Finally, when using the
homodyne detection’s local oscillator (several mW of power) together with the counter,
the strong back-reflections of the LO on the detector disturb the functioning of the Trigger
SPCM, and lead to the implementation of spatial filtering with a 2 m long single-mode
fiber, as well as spectral filtering with a custom Fabry-Pérot cavity (that must be locked
to transmit the Write photons and reflect LO light typically 6.8 GHz away). This will be
described in more details in the homodyne detection section.

The SPCMs’ TTL-drivable gate input are also used to switch off the high voltage gen-
erating the single-photon avalanches outside measurement steps, to increase the counters’
safety with respect to high-power beams.

Detection path

The setup contains two complete detection apparatus, and the possibility to reversibly
switch from one to the other. A flippable mirror in the Detection path directs light towards
the photon-counting setup when it is in, or to the homodyne detection setup when it is
out.

Intensity correlation measurements are realized with two SPCMs (SPCM2 and
SPCM3), that are the fibered-input version of SPCM1 (model SPCM-AQRH-15-FC). As
this part of the setup is never used together with the homodyne detection LO, and the
optical pumping light is by construction not directed towards it, the necessary filtering for
these SPCMs is restricted to two interference filters IF4 and 5 (LL01-808). Light coming
from the cavity is shaped to fiber-compatible mode with two lenses, and split in two halves
injected in the two SPCMs’ single-mode fibers by an adjustable PBS-halfwaveplate-PBS
setup.

For homodyne detection, the signal light is mixed with a mode-matched LO beam on
the 50:50 beamsplitter from Layertec (part number 110895 – its angle with respect to the
beams, as well as the incident polarization, have to be adjusted to make it precisely 50:50).
The plate itself is wedged (angle of 30 arcmin) to minimize backreflections in the same
mode. The two arms of the mixed homodyne beam are then focused with concave mirrors
(radius of curvature 20 cm) onto the photodiodes of the homodyne detector. The detector
we use is a customized version of HCA-S model from Femto with S3883 photodiodes(1.5
mm active diameter, quantum efficiency 91%). It has a specified intrinsic bandwidth of
100 MHz, and electronic noise described in figure (9.12) corresponding in practice to a
noise standard deviation of ≈ 7 mV.



108 Chapter 9. Experiment

Reference beam

A reference beam(Ref), for alignment purposes, can be sent backwards from the Trig-
ger arm, and can propagate after reflection on the cavity towards any arm of the setup
by changing the angles of waveplates. This “reference” channel can be fed by light corre-
sponding to either of the Write or Read frequencies.

It is used, once mode-matched to the cavity, to align all the mode-sensitive parts of
the setup on a common reference, supposed to simulate the Raman photons’ mode: the
filtering Fabry-Pérot cavity and the single-mode fiber in the Trigger arm, the SPCMs’ fiber
inputs in the photon-counting part of the Detection arm, and the alignment of the LO on
the signal for the homodyne detection. It also gives the frequency reference on which is
set the lock position of the main cavity as well as the filter one, so that they respectively
satisfy the right resonance conditions (see section 9.2.1) or transmit efficiently the Write
photons.

Although this alignment method is practical and simple to implement, it has the
disadvantage that a mismatch between this reference beam and the Raman photons’ mode
reflects on all the alignment. Therefore a second technique is used to generate a beam in the
cavity’s fundamental transverse mode, mostly for the critical LO-signal mode-matching,
by making the locked cavity itself act as a mode-filter on a resonant beam sent from the
top. The technical details will be given in the homodyne detection section.

9.1.3 Experimental sequence

After the initial trapping and cooling stages (already described in section 5.3), the
atoms are optically pumped before measurements can start. The optical pumping’s lifetime
was found of the order of 1 ms. The way this was estimated is presented in figure (9.3).

0 1 2 3 4 t (ms)

Average countrate

Offset

Background (no Write)

Write + Optical pumping

Write + no Optical pumping

Figure 9.3: Zeeman pumping quality lifetime measurement. The average coun-
trate on one of the Detection counters is measured (counting σ− photons, as opposed
to the Trigger counter). When the atoms are not correctly pumped (some are in state
F = 2,mF 6= +2), some σ− photons can be emitted when Write pulses are sent to the
cloud. For ideal optical pumping, no σ− photons should be emitted in response to Write
pulses, as on the red curve during the first ∼ 1 ms, before the counts rise again with time.
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This observation determines the time structure of the typical experimental sequences,
summarized in figure (9.4).

MOT Molasses
Optical
Pumping

Write/Read

MOT B gradient

MOT beams intensity

MOT beams frequency

Optical Pumping

(dedicated AOM & Switch)

Write command

Read command

SPCMs gate input

& Protection AOM

120ms 6ms 200μs 1500ns

x666
x7

Write optical pulse

Read optical pulse

100μs

Write software gate

Read software gate

300ns

300ns

STEP

CHANNEL
1500ns

300ns

Figure 9.4: Experimental sequence. The temporal proportions of the different steps
are not at scale. During the measurements, series of 666 Write-Read cycles are generated,
forming “useful” windows of 1 ms length. The first 1500 ns cycle is shown separately
because it is singular due to the production delays of the optical pulses (it does not contain
any Read pulse). These measurement windows are alternated with optical pumping pulses
until the cooperativity is too low and the full cycle restarts.

The measurement step is split into windows of 1 ms separated by 200 µs interruptions
during which a 100 µs optical pumping pulse is sent to the cavity (its power is adjusted
as described in section 9.2.2). During each of these 1 ms measurement windows, alternate
pulses of Write and Read beams are repeatedly sent to the atoms. Because of incompress-
ible delays between the command and the actual pulse generation, the total repetition
period of this Write-Read cycle is 1500 ns, which defines the shortest elementary step in
the software conditional logic (see next paragraph). One measurement window therefore
contains 666 trials of the protocol. The pulses’ shapes are designed by sending one single
arch of a sine function at 2.5 MHz to the analog RF power control of the AOMs sending the
Write and Read beams to the experiment. The sine arches are produced by two externally
triggered function generators (TTI TG4001), and transformed by the AOM’s nonlinear
response into an output optical pulse that is approximately Gaussian with 1/e half width
≈ 80 ns, as can be seen on figure (9.5). Due to different electronic and acoustic delays in
the two channels, when the trigger is sent to both simultaneously the optical pulses come
out in the configuration of figure (9.5) where the Read happens just after the Write.
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Figure 9.5: Measured intensity profiles of the Write (red) and Read (blue)
driving pulses (open circles), and Gaussian fits (solid lines). The trigger is sent
at time t = 0 for both channels. The fitted 1/e half-width is 72 ns for the Write and 90
ns for the Read. The settings of the Write and Read pulses were not yet optimized at the
time these data were acquired.

After ∼ 7 repetitions of this pumping-measurement, the cloud’s expansion starts to
make the cooperativity decrease too much, and a complete cycle starts again by loading
atoms. In the overall regime of these sequences, to optimize the duty cycle of the mea-
surements, the MOT is never fully loaded, but is in a quasi-steady state alternately being
partially loaded by the trapping step (120 ms) and partially emptied during the rest of
the sequence cycle (∼ 15 ms).

Software gating and conditional behaviour

In order to optimize the selectivity of the photons detection, software gating is applied
to the counters detections: once the time slot in which the Write photons arrive on the
Trigger SPCM is located, a 300 ns range is defined around it where the impacts detected are
taken into account, otherwise they are discarded. The same can be done on the Detection
counters when using them. This allows to minimize the false detection events due to
background counts or remaining detection of Write photons on the Detection counters for
example.

By placing in time the Write and Read photons one on each side of the limit between
two software-defined 1500 ns Write-Read cycles (as in figure (9.4)), we can also do condi-
tional adjustments of the software behaviour: the reading of the Detection setup is taken
into account only during Read pulses preceded by a successful Write trial. This can save
a large amount of disk space when saving analog homodyne detection data, and it also
allows for monitoring in real time of quantities like the conditional retrieval efficiency.
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9.2 Finding the optimum parameter range

9.2.1 Cavity resonance conditions

For the protocol to be efficient, the cavity must be resonant for both the Write and
Read photons. For given Write and Read frequencies, there is only one reachable cavity
length that can satisfy the double resonance condition: the two photons being separated
by roughly 6.8 GHz, the wavelength of the beatnote between the two is ∼4.4 cm, so that
when the cavity (with length ∼6.6 cm) is properly adjusted they can only resonate in
modes that are 3 free spectral ranges (FSR) apart. The optimal position for the MOT is
thus at 1/3 of the cavity length, as the two standing waves are in phase at this position.

Large-scale tuning of the cavity length using the external screws being unpractical,
it is done once and for all based on rough estimates and sets the value of the FSR to
∼ 2300 MHz (the length can still be finely tuned in a range of ∼10 λ’s afterward with the
piezos). The Write photon must have a frequency corresponding to one of the cavity modes
ν0. On the Read transition, when the photon is emitted, the cloud contributes with its
cooperativity to the effective cavity resonance frequency, that has to match the photon’s
one. The Read photon’s frequency must therefore match ν0 −3FSR+ 2C

∆′ κ. Consequently,
taking into account the bare 6.835 GHz hyperfine splitting, the Read beam detuning must
satisfy a precise relation, that we experimentally checked to be: γ(∆−∆′) = 64MHz−2C

∆′ κ.

The cavity length, the Write and Read frequencies, and the cooperativity therefore have
to be chosen consistently. Once this is done there is no degree of freedom left to adjust for
example the resonance of the optical pumping beam in the cavity. To be efficient it should
be close to atomic resonance, which means ∆′γ − 2C

∆′ κ away from the cavity resonance.
An experimental compromise must therefore be found, as discussed in the next section.

9.2.2 Detunings and powers

In the theoretical protocol, very few constraints are put on the detunings and only
slightly more on the powers of the Write or Read beams. The optimum settings depend
on the cooperativity in particular. The parameters to be used were initially estimated
using simulations and assuming a cooperativity of 50, but the subsequent experimental
optimization lead to the readjustment of many parameters (see section 9.2.3).

Write parameters

First, a combination of Write power and detuning was determined, based on the fol-
lowing considerations: knowing the repetition rate of the Write pulses in a measurement
window (one every 1500 ns), the Write photon detection rate on the Trigger SPCM must be
much higher than the background countrate, which fixes a minimum reasonable probabil-
ity of producing a Write photon per pulse. The aim was fixed at having on average around
one Write photon detected per millisecond window of Write trials (corresponding to an
effective average countrate around the kHz level). This low probability of trigger per pulse
(∼ 1/666) ensures automatically that multiple excitations contributing to degradation of
the single photon produced are very unlikely.

At the same time, one should avoid depumping too much the cloud with the failed
Write trials, so that the number of atoms having scattered photons in free space during a
full 1 ms window should remain small compared to the total number of atoms in the cavity
mode. Numerical simulations were carried out, using the previously established models for
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the Write step and an approximate Write temporal envelope, to look for a regime where
these two criteria are satisfied.

Finally the settings used are a Write detuning ∆ of 28 MHz, and a peak single-atom
Rabi frequency of order γΩW /2π ≈ 260 kHz at the optimum.

Read parameters

To determine the appropriate settings of the Read pulses, the result of simulations in
presence of defects was also taken into account, in particular polarization misalignment of
the Write and Read beams. This defect was not described here in the theoretical model
because it is not estimated as one of the main sources of inefficiencies in our case, but it
has the specific effect of degrading the efficiency when one goes close to resonance with
the Read beam, so this should be avoided.

On the other hand, as described in the section 9.2.1, for a given cooperativity the Read
frequency is fixed by the cavity resonance frequency and the Write detuning. In practice it
means that when changing the cooperativity to optimize the efficiency, the Read frequency
must be readjusted accordingly, while making sure not to go too close to resonance.

In optimum conditions, the detuning ∆′ is of -45 MHz, which works with a coopera-
tivity C ≈ 7.5, and the peak Read Rabi frequency is γΩR/2π ≈ 34 MHz.

Optical pumping parameters

The optical pumping is kept close to atomic resonance (7 MHz red-detuned), which
makes it around 30 MHz ≈ 3κ detuned from the closest cavity resonance. Its power
has to be adjusted to compensate for this, and is experimentally optimized to 3 µW. It
was tested by measurements similar to what is explained in figure (9.3), as well as by
measuring the cooperativity of the optically pumped cloud with two probes of opposite
circular polarization, and maximizing the ratio of C seen by σ+ light to C seen by σ−.
The optical pumping efficiency estimated from this is ∼ 92 %.

9.2.3 Practical parameter range optimization

Without a complete model of the various dependences of the retrieval efficiency, it is
tempting to go to relatively high cooperativity (C ∼ 50) to maximize it. However for
higher cooperativities, the cloud size grows and one also needs a higher Read power for
efficient extraction, so that the Read inhomogeneous light shifts spoil the efficiency (this
is a balance between the two efficiency terms PC and PRead of equation (8.46)). Taking
into account the experimental parameters of the Read beam (size, detuning, power), one
can plot the expected efficiency dependence on the cooperativity, to find that it has an
optimal plateau around 10, as shown in figure (9.6).

Iteratively optimizing the retrieval efficiency therefore lead us to decrease the coop-
erativity to reach an optimum around 7-8, while each time having to readjust the Read
frequency to match the cavity resonance condition on the Read transition. At each iter-
ation the Read power was progressively increased until reaching the plateau of efficiency.
The experimental efficiency variations with the Read power are presented in details in
section 9.5.3.

The cavity was also translated along its axis, to optimize the MOT position with
respect to the point of phase synchronization of the Write and Read photons’ modes are.
Finally, as it seemed that in the best configuration the inhomogeneity of the Read beam
was still one of the limiting factors, its size was increased to improve the efficiency.
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Figure 9.6: Cooperativity dependence of the efficiency. Terms PC ∗PRead of section
8.4.6 using the experimental parameters (with an effective homogeneity ratio at C = 8 of
Rc/wb = 1/8 in both directions) and taking into account the first-order variation of the
cloud size with the cooperativity (this in practice only affects the homogeneity along the
cavity axis z, so we take an approximate scaling (Rc/wb)

2 ∝ C). Dashed line: efficiency
for the same parameters but perfectly homogeneous Read beam. For too large difference
between the two the estimation of the inhomogeneity effect is anyway not valid anymore,
but the qualitative effect of optimum is visible.

The overall relevant parameters of the experiment used in standard configuration are
summarized in table (9.1).

Optical pumping power and detuning 3 µW at -7 MHz

Optical pumping pulse shape Square pulse of 100 µs

Write Rabi frequency and detuning 260 kHz at +28 MHz

Write pulse shape Gaussian of 1/e half width 80 ns

Write beam waists 325 µm x 3.1 mm

Read Rabi frequency and detuning 34 MHz at -45 MHz

Read pulse shape Gaussian of 1/e half width 80 ns

Read beam waists 325 µm x 3.1 mm, then x2

Write-Read peak to peak pulse delay 250 ns

Number of Write-Read trials in 1 ms 666

Write success in 1 ms ≈ 1

Cooperativity 7-8

Table 9.1: Summary of the parameters in the default optimized configuration.

9.3 Photon-counting and correlation measurements

Light extracted from the atoms during the Read pulse is first sent to the SPCM-based
part of the detection setup for pure photon-counting characterization. The experiment is
exactly similar to what was done in [21] (apart from the incidence angles of the Write and
Read beams), and its principle is summarized in a schematic way in figure (9.7).
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Figure 9.7: Simplified scheme of the experiment in the photon-counting
regime.

9.3.1 Experiment and retrieval efficiency

Using the conditional software gates on the Trigger and Detection counters, only the
useful data (located in the selected 300 ns window, and heralded by a Write success) are
saved, in the form of timestamps at which a pulse produced by each counter is detected,
with a resolution of 10 ns.

In this functioning mode, the conditional retrieval efficiency is measured directly by the
ratio of the total number of clicks of the Detection SPCMs n2∪3 = n2 + n3 to the number
of clicks of the Trigger counter n1 (assuming we never produce more than one photon
at once). This quantity can easily be calculated in real time on a reasonable number
of running samples and is displayed by the software while the experimental sequence
is running, which allows for on-the-run optimization of some parameters (powers and
orientations of the Write and Read beams, cavity length).

The low transmission of the trigger path, estimated to ≈ 27 % is not so much of a
problem as long as it does not bring the number of successful events detected down to
the background noise level of the counter: it mostly reduces the rate at which the state is
prepared and at which we can accumulate data to characterize it. However the total losses
in the Detection path (including SPCM efficiency) are of course directly reflected on the
measured conditional efficiency. The typical working regime corresponds to the following
numbers: during one full experimental cycle (7*666 Write trials), the number of triggers
detected without Write beam is around 0.1-0.2, while the Write pulses produce a total of
∼ 7-8 Write photons detected, and ∼ 2 photons in total are detected in the conditioned
gated windows of the Detection counters, corresponding to a raw retrieval efficiency of
≈ 30%.

Taking into account the total detection probability of a photon in the Detection arm
once it has left the cavity of 37.5 ± 2% (optical transmission from cavity to counters 72%,
coupling into the SPCMs’ fibers 80% and detection efficiency of 65%), we measure light
extraction efficiency from the cavity up to 79 ± 3%.

In order to reach such high efficiency at the optimum, the data are sorted out: the first
10 s of acquisition on each run are not considered because the MOT takes time to settle to
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its quasi-steady state loading, and we systematically discard data acquired during the first
1ms measurement window of each cycle as these were consistently giving lower efficiency,
whatever the settings (this is attributed to charges accumulating on the Trigger SPCM
during the preparation steps that are readout the first time the counter is switched on and
leads to increased uncorrelated Write clicks).

The background countrate of the Trigger SPCM leads to a certain amount of false
triggers, decreasing the conditional efficiency. This correction is of the order of 2% and is
impossible to isolate from the functioning of the photon source itself for further applica-
tions, so we do not correct for it. Background on the Detection counters is negligible once
we take into account only the heralded and gated clicks.

9.3.2 Histogram reconstruction

As the Write and Read pulses are temporally wider than the 10ns resolution of the
photon-counting setup, this system can be used to get information on the modes of the
Raman photons: plotting histograms of the arrival times inside a 1500 ns Write-Read cycle,
one obtains a direct picture of the temporal intensity profile of the photon’s wavepacket.

The results, superimposed with the temporal shapes of the Write and Read pulses
themselves, are shown in figure (9.8).
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Figure 9.8: Histograms of arrival times for the Write and Read photons, su-
perimposed with the Write and Read pulse profiles.

The consistency of this measurement can clearly be seen on the Write pulse/Write
photon couple: the two profiles are identical within experimental precision, which is what
is expected for a very weakly driven process like the Write one (the excitation probability
is proportional to the driving intensity in the lowest order).

On the Read profile, it is interestingly not the case anymore. Being a high-efficiency
process, this is expected, and was also predicted in [129]. Note that the linearity of the
emission rates (equations (8.15) and (8.16)) with the Read power does not imply the
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linearity of the excitation retrieval probability, because the system’s behaviour is given by
equations like (8.18). The shape of the Read photon’s intensity profile can be qualitatively
explained from this simple form, as shown by the comparison in figure (9.9).

100 200 300 400 500
t (ns)

Read photon intensity (a.u.)

Figure 9.9: Histogram of arrival times of the Read photons (blue squares),

superimposed with the form Γcav(t)e−
∫ t

ξΓcav(t′)dt′

for approximate experimental
parameters (solid red) and corresponding Read pulse profile (dashed black).

In optimized conditions, the Read photons histogram is approximately Gaussian-
shaped with a 1/e half width of 40 ns.

9.3.3 Autocorrelation/antibunching measurement

In order to probe the single-photon nature of the light pulses emitted by the cloud
during the Read process with the counters, intensity correlations measurements are then
performed.

The g(2) function of the pulse’s quantum state is a simple indicator of the nature of its
photon number distribution, revealing interesting effects like photon bunching (g(2) > 1)
or antibunching (g(2) < 1), and taking the distinctive value of 1 for classical light. It also
has the interesting property that it is theoretically insensitive to linear losses introduced
on the quantum state in the Detection arm.

In general the g(2) of the emitted quantum state would be measured by the quantity
〈N̂2N̂3〉

〈N̂2〉〈N̂3〉 , where the N̂i are the photon-number operators in the modes before counters

2 and 3, whose measured value can be larger than 1. To measure the g(2) the detectors
should therefore be able to evaluate these operators, but in reality the SPCMs can only
distinguish between “zero” and “one or more” photons. The double SPCM setup would
thus be measuring the g(2) only in the limit case of large detection losses where there are
never two or more photons hitting the same counter simultaneously, so that the SPCMs
tend to behave as number-resolving detectors [138].

For not too low detection efficiency, as is the experimental case, what is measured is the
normalized double click probability p(2∩3|1)

p(2|1)p(3|1) , by counting among the n1 Write-heralded
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cycles the number of clicks on each counter n2 and n3, the number of events where both
fire in the same pulse n2∩3, and calculating n2∩3n1

n2n3
. This quantity is different from the

g(2) but has similar properties (it goes to 0 for a single photon, and to 1 for uncorrelated
light).

To be able to compare the pair probability inside one single heralded pulse to the ex-
pected decorrelation of photons in separated pulses, a circular permutation of the times-
tamps of counter 3 with respect to counter 2 is performed to measure the equivalent of a
“non-zero time” g(2). The argument of the correlation function however here is not really
a time but rather a number of successful Write events, as explained in more details in
figure (9.10).
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Figure 9.10: Definition of the normalized pair probability for events in arbi-
trary pulses. The {xi} are the randomly distributed indices of the Write-Read cycles
in which a Write photon was detected. By shifting the list of 3-1 coincidence markers
with respect to the 2-1 coincidences, we look for correlations between SPCMs 2 and 3 in
completely distinct pulses.

The results for the normalized pair detection probability, calculated from an ensemble
of ≈ 30000 Write trigger events, shown in figure (9.11), show clearly that it is very close
to zero (0.04 ± 0.01) when counting photons within a single pulse. This therefore proves
that what is detected when the Write and Read are successful is far below the classical
pair-to-single proportion of photons. The characterized quantity also goes to 1 as expected
for uncorrelated events. The remaining 0.04 measured in a single pulse can be explained
by the small but non-negligible two-photon component remaining in the state, plus small
contributions from technical noise leading to uncorrelated clicks, and low statistics in the
counting of these rare coincidences.
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Figure 9.11: Normalized pair detection probability as a function of the pulses
separation, in number of successful Write step.

9.4 Homodyne detection of the quantum state retrieved
from the ensemble

From photon-counting measurements, one can get an idea of the Read photon’s tem-
poral mode but only in intensity, so that it is insensitive to the field’s possible phase drifts
within the pulse. Simultaneously, the g(2) gives information about one global character-
istic of the photon number distribution, but it does not depend on the amount of losses
between the cavity and the detectors. We will show here how homodyne detection gives
access to the exact spatio-temporal mode and full quantum state of the light emitted,
direct probe of how useful it could be for realistic QIP.

Photon counting Homodyne detection

Efficiency estimation ratio of counts single photon component

Temporal mode intensity envelope full temporal mode

Frequency/phase sensitivity none total

Spatial mode sensitivity partial (fiber) total

Info about quantum state photon distribution g(2) full density matrix

Detection efficiency sensitivity partial (none on g(2)) direct effect

Table 9.2: Compared characteristics (type of information and sensitivities) of
homodyne detection versus correlation measurements with photon counters.

9.4.1 Homodyne detection in practice

For practical homodyne detection implementation, the Local Oscillator’s intensity must
be large enough (at least around 5 mW in our case) for the signal’s quadrature noise
amplified by the LO field to be much larger than the detector’s purely electronic noise
(typically 20 dB above). The use of this bright beam (compared to single photons) that
must be finely controlled (in frequency, mode, dynamic power balance ...) gives rise to
a number of experimental challenges. The solutions used in the present experiment are
summarized here.
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The two halves of the LO beam are sent on the detector’s photodiodes by concave
mirrors, at an angle with the surfaces (∼ 30°) to limit back reflections. The polarization-
dependent transmission of the glass windows before the photodiodes (∼ 2% total modula-
tion amplitude) allows for fine balancing to 0 of the detector’s DC level (with a half-wave
plate placed in one of the arms). In order to properly measure the signal’s quadratures,
the detector’s spectral response must be balanced over the whole useful frequency range
(100 MHz here). The photodiodes are placed away from the beamwaists (of typical size
50µm) to be reasonably well covered by the beams. As different spot sizes on the two
photodiodes lead to asymmetric dynamical response, the precise position of the detector
is then adjusted while looking at the spectrum to minimize parasitic high frequency com-
ponents. In our case, a small amplitude modulation of the LO by its dedicated AOM leads
to a peak at the AOM’s frequency when the dynamical balance is off. See figure (9.12) for
the noise spectrum of the detector.
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Figure 9.12: Left: noise spectrum of the homodyne detector’s signal without
LO (red) and with 7 mW of LO (blue) in a balanced configuration. Right:
integrated noise (0 to 80 MHz) as a function of the LO power. In normal regime
the noise variance is proportional to the LO power, as shown by the fit. For 7 mW, the
integrated vacuum noise created by the LO is ∼ 15 dB above the electronic noise.

Filtering of LO light in the Trigger path

For reasons explained in the next section, this experiment uses a continuous LO to
record data. However, during periods where the Trigger counter is working, even a mi-
crowatt of LO initially produces enough backreflections on the optics and the detector
to cover completely the signal at the level of SPCM1. The filtering of these LO photons
unavoidably leads to losses, which implies it should be implemented on the Trigger path
rather than on the Detection one (losses wash out very quickly the state’s nonclassical
features reconstructed from homodyne detection and should be minimized).

We tried several solutions to get around this problem, among which:

– The simplest solution was to use a Faraday isolator to block the LO light backprop-
agating, but it had to be set up in the Detection arm and introduced losses on the
signal.

– Different trials amounting to spatially filtering the photons reaching SPCM1 (like
setting up the single-mode fiber before it) did not solve the problem. The parasitic
photons seen by SPCM1 are scattered by the detector’s surfaces exactly in the right
spatial mode.



120 Chapter 9. Experiment

– Switching Off the LO when it is not useful in the sequence, the dynamical response
of the detector during the switch-on leads to an offset transient on the signal, so this
method was abandoned.

– Spectral filtering is also a possibility. However the Write photons are separated from
the LO ones only by the ∼ 6.8 GHz of the fundamental hyperfine splitting. Selective
absorption by a vapor cell of hot Rb atoms optically pumped into 5S1/2, F = 2 could
in principle be a solution [139, 140]. The quality of those we could test at that time
did not allow us to reach good enough filtering.

Finally, a simple custom Fabry-Pérot cavity was designed, as sketched on figure (9.13):
it is made of two HR mirrors (R∼99.9 %) mounted in a Thorlabs 1” tube, separated
by a steel spacer and a rubber joint on which one mirror is pressed by a tubular piezo
element. The spacers give the cavity a length ≈ 1.1 cm, so that its free spectral range
is approximately 2*6.8 GHz . Its linewidth (FWHM) is 6.8 MHz, allowing for optimum
selectivity among the Write (transmission 76 %) and LO (∼ 10−4) photons. It is locked
using an auxiliary 810 nm beam, on resonance with the Write photons.

Mirror Mirror

Steel
spacer

Piezo

Rubber

Threaded SM1 tube

Figure 9.13: Schematic of the filter cavity. Elements shown are the two mirrors,
the hollow steel spacer (1 cm thick), the circular rubber joint (≈ 1 mm thick) and the
hollow tubular piezo. The totality is held together in an SM1 tube from Thorlabs with a
tightenable end on a threading to adjust the length.

LO-signal mode matching

Once the presence of the LO in the system is no longer a problem in itself, it remains
to be matched to the signal mode as precisely as possible. As the measurement involves
interferences with the LO field, the squared LO-signal overlap enters directly into the
detection efficiency, as if it were pure losses (see section 2.3) [17].

In practice the LO is mode-matched on an alignment beam by adjusting mirrors and
beam-shaping lenses while maximizing the contrast of their interferences, observed on
a photodiode (PD4 on figure (9.2)). The alignment beam can be the “Reference” one
but, being reflected on the science cavity, it is not necessarily exactly in its fundamental
transverse mode. We therefore use an auxiliary beam sent from the top of the cavity,
matched to the mode. The cavity is temporarily locked on its main transmission line, and
acts then as a mode filter leaving only the resonant mode component at the output. Due
to cavity lock noise, in order to get stable interferences of this transmitted beam with the
LO, we also have to actively stabilize its intensity, by monitoring a fraction of it with the
APD (see figure (9.2)).
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The frequency stability of the LO with respect to the Read photon is ensured by the
phase-lock between the two 795 nm lasers. The last important part of mode-matching
between signal and LO is the temporal envelope, which is handled in a particular way
described thereafter.

9.4.2 Data acquisition and processing system with a continuous local
oscillator

In running conditions, we typically use 7 mW of continuous Local Oscillator. The data
produced by the detector (analog voltage, with a time resolution of 4 ns) are continuously
streamed by the fast AI card during an experiment. Only in the case of a trigger from
SPCM1, an adjustable batch of datapoints (550 points, 2.2 µs long in practice), with a
controllable amount of pre-trigger points, is saved to be processed later on.

The advantage of this CW LO configuration, discussed in section 2.3, is that it spares
the necessity to physically shape the LO to the same temporal envelope as the signal
one. The data obtained with a continuous LO are instead processed with an adjustable
numerical weighting function f(t) (see figure(9.14)). From each data batch with voltage
dbj(t), a sample of signal quadrature is calculated as xj =

∫

dbj(t)f(t)dt. This is strictly
equivalent to having done the measurement with a LO whose field varies as f(t), up to a
normalization.

1000 2000

t (ns)

1000 2000
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Figure 9.14: Example of homodyne signal for one 2.2 µs batch of data. A
Gaussian envelope is applied to the raw signal (left) and the resulting weighted signal
(right) will be integrated to give one quadrature sample.

The photon-counting experiment showed Read photon histograms that were roughly
Gaussian with a 1/e half width of 40 ns. A Gaussian with width

√
2 ∗ 40 ns (for the field’s

width instead of the intensity) is therefore taken as an initial guess for f(t), and positioned
at the estimated place of the Read photon. The quantum state in this arbitrary field mode
can then be reconstructed using the method described thereafter, and the position and
width of the Gaussian envelope are adjusted to find the optimum of the reconstructed
single-photon component (see the illustration of this in figure (9.15)).

Upon each trigger, much more data are saved than actually useful to see the Read
photon. With an envelope function voluntarily shifted far away from the Read photon’s
position, the quadrature extraction procedure can thus be applied to all samples, char-
acterizing a quasi-orthogonal field mode which is in principle in the vacuum state. From
each acquisition, the same number of vacuum quadratures and signal ones is therefore
obtained, in the same conditions. The vacuum quadrature histogram (which is Gaussian,
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as shown on figure (9.16)) is then used to calculate the right normalization for all the
quadratures (the vacuum variance is theoretically 1

2 by definition).

44080 260 t
0
 (ns)

0

Quadrature value (a.u.)

Figure 9.15: Visualization of the modification of the quadrature statistics with
the time position in the acquisition. A Gaussian envelope of width ≈

√
2 ∗ 40 ns is

applied to the datasets, centered on a variable time t0, to extract quadratures in a mode
with a variable time delay. The density of quadrature values is represented by the color
scale. The dashed line represents the “right” position of the envelope: a cut of the density
profile along this line would give a histogram like the second one in figure (9.16), with a
dip at the center and a wider distribution. A cut along a line far away from this one would
give a Gaussian vacuum histogram like the first one in figure (9.16).

With an approximate idea of the mode f(t) and of the normalization, one can easily
implement on-the-run calculation of the signal quadratures variance for example, on 1000
running samples, to be displayed while the sequence is running. It is easy to show that for
the kind of state we expect to produce (inefficient single photon) p |1〉 〈1| + (1 − p) |0〉 〈0|,
the variance is 1

2 +p [17], so that maximizing its value is a good first-order guide to realize
real-time optimization of parameters such as the LO frequency. This is true only once a
reasonable parameter range is reached at least (no multiple excitations in particular).

9.4.3 Density matrix and Wigner function reconstruction

In order to reconstruct an arbitrary state, one theoretically needs to sample its quadra-
ture histograms for several known values of the relative signal-LO phase. Here, a single
photon is expected to be produced, or a statistical mixture of Fock states (produced by
incoherent loss of the photon due to optics’ transmission, or by occasional multiple exci-
tations). These have phase-insensitive Wigner functions, or equivalently diagonal density
matrices in Fock space. The important assumption is thus made from the start that the
state to reconstruct is diagonal or phase-invariant. This makes the reconstruction proce-
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dure faster and easier, and allows us experimentally not to control at all the relative optical
phase, which is simply left to fluctuate freely (its fluctuations are mechanical/thermal ones,
much slower than the duration of our photon pulse).

From the measurements, after having done the same selection as in the photon-counting
experiment (dropping the first 10s of a run, and the first 1ms of each cycle), one single
quadrature histogram is therefore obtained for the signal, and one for the vacuum. Once
correctly normalized, an example of results is shown in figure (9.16).
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Figure 9.16: Quadrature histograms of the vacuum state and of our signal
state. The histogram is fitted by a Gaussian for the vacuum, and by the combination of
Hermite-Gauss functions corresponding to state p |1〉 〈1| + (1 − p) |0〉 〈0| for the signal.

From the signal histogram, a Maximum Likelihood algorithm iteratively converges to
the density matrix in truncated Fock basis that is the most likely to be at the origin of
the observed quadratures [17]. With the phase-invariance assumption, it takes a relatively

simple form. The state at step i is described by its diagonal elements ρ
(i)
n = 〈n| ρ̂(i) |n〉.

Starting from any initial diagonal density matrix, these elements are given by the following
iterative formula, depending on the value of the measured quadratures {qk}:

ρ(i)
n =

1

Nq
ρ(i−1)

n

∑

k

|〈qk|n〉|2
∑

m |〈qk|m〉|2 ρ(i−1)
m

(9.1)

where Nq is the total number of quadratures measured, and 〈qk|n〉 is the wave function of
Fock state |n〉 at the point of the measured qk.

This procedure offers the possibility to correct the state for detection losses [17].
For that, one simply uses as a basis for the iteration decomposition the states |n〉 pro-
cessed through a loss channel with transmission t: in the algorithm, 〈qk|n〉 → 〈qk|Ψn〉 =
∑

m (n
m) tm(1 − t)n−m 〈qk|n〉. This allows for correction of the transmission losses between

the cavity and the detector (82 ± 1 %), the mode-matching efficiency ((96.5 ± 1 %)2),
and the efficiency of the photodiodes (91 %). One can also, as described in [141], correct
for the ≈ 1% contribution of the electronic noise in the measured quadrature histograms.

The algorithm converges on what can be considered as the best estimate for the diag-
onal elements of the state’s density matrix, when it comes out of the cavity. As will be
shown in the following section, the reconstructed state is with very good approximation
composed of only zero-photon and one-photon components.

In this context, due to the state reconstruction method and hypotheses used, when a
state ≈ p |1〉 〈1| + (1 − p) |0〉 〈0| is reconstructed, it could in reality be, in the worst case, a
coherent

√
p |1〉 +

√
1 − p |0〉 as the phase-randomization of the state does not change the
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populations. This phase-invariance hypothesis could thus only lead to underestimate the
state’s purity. However there is no physical reason to expect that the process could be
producing such fixed-phase coherent superposition state.

9.4.4 Results

Under optimal conditions, with the settings described in table (9.1), the quantum
state of the Read photon is reconstructed using a total of ≈ 105 quadrature samples. The
optimal Gaussian temporal mode f(t) has a width ≈ 55 ns ≈

√
2.40 ns, in agreement with

what had been estimated from the photon-counting measurements.

Depending on the exact parameters used for the reconstruction (position selected for
the “vacuum” envelope, size of the truncated Fock basis etc), the state always contains a
negligible amount of components for n > 2 photons (< 10−6), and a variable amount of
2-photon component, always below 1% even after correction for losses.

Using uncorrected data, the one-photon component of the reconstructed density matrix
is 55 ± 2 %. After correction for all losses, it reaches 80 ± 2 %. The associated Wigner
functions are represented on figure (9.17).

Figure 9.17: Wigner functions of the reconstructed state. Raw state without
corrections in red (left), state after correction for inefficiencies in orange (right), and for
comparison pure single photon in transparent blue.

Even before correcting for losses, the state exhibits a clearly negative Wigner function,
proof of its non-classicality. This observation is made possible by the minimization of
losses in the detection path. As this feature, measured by homodyne detection, is very
sensitive to all inefficiencies, its direct observation is a clear indication of the efficiency
and potential use of this state in realistic QIP.

The efficiency observed after correction for detection losses is in very good agreement
with the one estimated from the counting measurements. This indicates both the consis-
tency of the two measurements, and the fact that all photons “seen” by the counters are
also characterized by homodyne detection. This observation means that the full mode of
the produced photons is clean enough to be completely captured by our simple LO mode
(single frequency, Gaussian envelope, simple transverse mode).

As the Write and Read pulses are unavoidably time separated by an average amount
(≈ 250 ns) not negligible compared to the Doppler decoherence time (= 900 ns), the
efficiency can also be improved by post-selecting only the events where the Write photon
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arrived in the second part of the Write pulse, thus decreasing the effective Write-Read
delay. This usually gives an improvement of the order of 1 %, though it is also dividing
by ∼ 2 the number of quadratures and decreasing the precision.

Finally, to decrease the negative effect of the Read inhomogeneity, a x2 telescope lens
configuration is added on the beam. The power in the beam must be increased accordingly,
and this leads to maximum efficiencies of 82 ± 2 %. The corresponding density matrices
are shown in figure (9.18).
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Figure 9.18: Reconstructed density matrix in the best configuration achieved.
Raw state in blue with ρ11 ≈ 57%, and corrected state with ρ11 ≈ 82%.

9.5 Efficiency dependences

9.5.1 Maximum observed efficiency and interpretation

Altogether, we observed efficiencies of retrieval of the Read photon at the cavity output
up to 80± 2 % (in standard configuration, before doubling the Read size). This value can
be explained by taking into account the various terms of section 8.4.6 with the values of
the experimental parameters.

Even with the Write and Read pulses as close as possible to each other, the best
achievable is to have a ≈ 250 ns delay between their two maxima. With this as the average
delay during which the excitation can decohere, PDoppler ≈ 0.96. For the estimated values
of all other parameters, the other contributions are PC ≈ 0.94, PRead ≈ 0.98, Ppump ≈ 0.96
(with ǫ1 = 3

2
√

2
, ǫ2 = 1√

2
and p = 0.92). For Rc = 350µm and the beam sizes given

previously, estimating that we can not be more precise when setting the MOT at the
position where the two photons’ modes are in phase (z0 = 0) than 0.5 mm, the mode
overlap is Pmode ≈ 0.99.

The total comes to 0.84. The maximum achieved efficiency is therefore well understood,
and if additional small effects are taken into account, like the cavity jittering around the
Read photon resonance, which decreases further by 1 or 2 % the average efficiency, the
combination of all these small inefficiencies can definitely explain what is observed.

In order to show better where the experimental parameters are located with respect
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to the maximum efficiency along different directions in parameter space, the theoretical
expressions of various pieces of the efficiency are plotted around the experimental range
in figure (9.19).
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Figure 9.19: Estimated efficiency dependences around the working conditions.
Upper left: term containing the effect of the cooperativity, the Read power and in-
homogeneity. The different solid cures are plotted in similar conditions as before, for
different integrated Read powers XR around the experimental one (XR ≈ 150), and the
totally homogeneous case for high Read power is given for reference (dashed line). Up-
per right: Doppler term as a function of the Write-Read delay (the experimental value
between the maxima of the pulses is 250 ns). Lower left: optical pumping efficiency with
ǫ1 = 3

2
√

2
, ǫ2 = 1√

2
. Lower right: mode amplitude and phase matching term, assuming

aW y = aRy ≈ 0.25, aW z = aRz = Rc/(3.1 mm) and neglecting w2/2 before 2R2
c in the in-

teresting region, plotted as a function of Rc for z0 = 0. All notations are defined in section
8.4.6. On all graphs the circle indicates the approximate parameters of the experiment.

The conclusion is that the total efficiency is limited by a collection of several relatively
small effects. Among them the most meaningful are the cooperativity/Read parameters
issue, the optical pumping efficiency and the Doppler decoherence. The last two could
theoretically be made arbitrarily close to 1, but this is hard to achieve experimentally,
as it requires improving on an already relatively good pumping efficiency, or using pulses
closer to each other to limit decoherence. In the present case, when moved closer the two
pulses would start overlapping which would lead to technical issues. Making them much
shorter could on the other hand lead to distortions in the phase profile of the retrieved
pulse as predicted by the theory. Another possibility would be to increase the coherence
time by using colder atoms (but the gain would be marginal unless the temperature is
decreased a lot), or a completely different cavity and excitation geometry to get closer to
the Doppler-free case (our experimental configuration, with the Write and Read at 90◦
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from the cavity is actually the worst in that respect). As for the first term, one sees that by
adjusting only slightly the parameters around our experimental configuration (Read power
and size, cooperativity), we could probably win 1-2 %. Theoretically, making the Read
beam really much more homogeneous and readjusting the Read power and cooperativity,
one could in principle go from PC ∗ PRead ≈ 0.92 − 0.93 to ≈ 1, but this would require
very large laser powers in the Read beam and large cooperativities.

9.5.2 Doppler decoherence

The stored excitation’s lifetime can then easily be investigated: on figure (9.20), the
single-photon component reconstructed via homodyne tomography is plotted versus the
time delay between the maxima of the Write and Read pulses. The efficiency is clearly
following the e−t2/2τ2

D expected, with τD ≈ 900 ns, corresponding to the Doppler time for
rubidium at 50 µK.
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Figure 9.20: Delay dependence of the retrieval efficiency, showing the expected
Gaussian Doppler decay.

9.5.3 Other dependences

Systematic studies of the efficiency variations with the cooperativity or the Read
beam’s size for example were not carried out, but the few discrete experimental obser-
vations are in qualitative agreement with the previous models of the efficiency limits. The
relative flatness of the efficiency with cooperativity, optimum around 10, and the decrease
observed for higher values of C, are consistent with the effect of Read inhomogeneities.
The ≈ 2 % improvement obtained by multiplying by 2 the Read size and increasing the
Read power is also well reproduced by the model.

Around the optimum parameter settings, the variations of the efficiency with the Read
power are presented on figure (9.21), together with the prediction of the model given the
experimental parameters. The agreement is good, indicating again that the mechanisms
behind these results are understood.
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Figure 9.21: Read power dependence of the retrieval efficiency, superimposed
with the result of the complete model using experimental parameters.

Finally, the experiments were intentionally carried out in a regime of low probability for
multiple excitations, but by increasing the Write power several excitations can be stored
in the cloud. This is characterized by the normalized double-click probability: when the
usual value of the Write power is multiplied by 5, and again by 3, the number of Write
photons detected approximately follows these factors, and the coincidence probability in
the correlation measurement increases, indicating that more excitations are created in the
cloud with each Write pulse.

Write power Coincidence probability

x1 0.04

x5 0.2

x15 0.75

Table 9.3: Evolution of the pair detection probability with excitation power.

These results can be compared to the value of the normalized coincidence probability as
calculated from the density matrix reconstructed via homodyne measurements in the same
conditions, showing qualitative agreement. However, the reconstruction of this quantity
from the density matrix requires a very good precision on the small 2-photon component
in the reconstructed state, which is achievable only with very large amounts of data. Also,
as the detection efficiency is not so small, the value of this quantity in our setup still
depends on the exact losses, which are different in the SPCMs path or the Homodyne
detector path.



Conclusion

These experimental results show that collective phase-matched excitations stored in an
atomic cloud can, in the right conditions, be extracted as photons both with high efficiency
and good control on their degrees of freedom. The fact that the retrieved photons interfere
efficiently with the effective Local Oscillator which has a single Gaussian spatial mode,
a coherent Gaussian temporal envelope (longer than cavity or atomic decay timescales),
and purely linear phase variations with time, makes them very likely to be readily usable
for any further processing or coupling to another system.

As compared to the closest comparable experimental results in [127], the present prac-
tical implementation of the protocol benefits from different features: using pulsed rather
than continuous excitation allows us to separate clearly the Write and Read photon and
gain some control over the retrieved temporal mode. The delay dependence of the ef-
ficiency (or storage time of the memory) can also be measured. The Zeeman-pumped
scheme allows for a better control of the detunings and coupling coefficients, as well as
easier separation of the Write and Read photons by their polarization. In terms of pure
performances, this experiment demonstrates higher uncorrected single-photon production
efficiency, as well as better single-photon quality (g(2)), although this goes with a lower
production rate. In [21], on a very similar setup, an excitation conversion efficiency of 0.84
was reported, but only after correcting for the probability that a photon in the cavity exits
it through the expected port (0.175), which decreases by as much the “useful efficiency”.
Here, similar single-photon production efficiency is obtained without having to correct for
the probability of extraction of the photon from the cavity. It therefore really corresponds
to the probability of getting a photon that is readily usable in practice.

On the other hand, this experiment also demonstrates the general applicability of
homodyne detection to the light states coming out of the cavity. Looking for nonlinear
modifications of the quantum state of a few photons in this system, homodyne tomography
should in particular allow us to reconstruct any coherent combination of Fock states that
could be produced, not only single photons (on the condition that the LO-signal phase
should be locked for arbitrary state reconstruction).
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Introduction

Three years ago, efficient and deterministic nonlinear effects acting at the level of
a single photon had never been observed in the optical regime. The search for strong
optical nonlinearities had led several research groups to investigate schemes where the
target photons are coupled into an atomic cloud under EIT conditions for example (see
Part I). In order to further enhance the strength of the nonlinearity, a proposed idea was
to map the photons onto atomic polaritons involving highly excited Rydberg states, that
exhibit dipole-dipole interactions. In particular a very interesting series of experiments
was carried out during the years 2008-2011 in the group of Charles Adams in Durham,
where the classical resonant susceptibility of a Rydberg-EIT medium was probed. The
transparency window was modified depending on the probe intensity, corresponding to
unprecedented absorptive optical nonlinearities at such a low level of intensity [142].

In this context, our group had the goal to study dispersive nonlinear effects where the
photons are not lost after interaction, but which are weaker and thus harder to charac-
terize. The presence of an optical cavity has the advantage of multiplying the effect of
a small phase-shift on a light beam, and of transforming it into intensity variations on
the transmitted light. However at that time, the setup did not contain yet a homodyne
tomography apparatus or the full multichannel control system. Therefore, before turning
to quantum state analysis on few photons coupled to the Rydberg-EIT medium, we set
out with a simpler setup for an introductory step to the behaviour of this system: to
characterize the classical susceptibility of the medium in a dispersive regime, at very low
light level.

As it turned out, the observations did not exactly match our expectations at the
beginning, but we surely learnt a lot about what can (and can not) be done in this
system. This proved very valuable when trying to combine the properties of this setup
with more complex and precise excitation schemes and measurements.

The results are described in the experimental publication [143], followed by a theoret-
ical analysis in [144].
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In this chapter we will give a general overview of “prerequisites” and context elements,
that form the required basis to investigate the intracavity atomic cloud’s behaviour in
the presence of Rydberg excitations. Their strong mutual interactions and the qualitative
expected effect in EIT conditions will be discussed.

10.1 Interactions between Rydberg atoms, blockade

10.1.1 Simplified description of the Rydberg-Rydberg interactions and
blockade mechanism

As described in appendix A, the important properties of Rydberg atoms can be deduced
from a hydrogenoid model with an effective principal quantum number n∗. Of particular
interest here is the Rydberg wavefunctions’ typical radius, scaling as (n∗)2, that explains
the extremely large dipole moments available from these states (n∗ >> 1), and thereby
the strong interactions they can experience.

In the relevant range of interatomic distances for the present experiments, the main
contribution to the interaction between atoms A and B at a distance R is described using
the dipole-dipole coupling hamiltonian (see appendix A):

Ĥdd =
1

4πǫ0

~̂dA. ~̂dB − 3( ~̂dA.~u)( ~̂dB.~u)

R3
(10.1)
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where ~u is a unit vector pointing from A towards B (see figure (10.1)).

u

A

B

R

Figure 10.1: Configuration of two Rydberg atoms interacting with each other.

The resulting lowest-order energy shift ∆E of a given two-atom state |Φ〉 ⊗ |Φ〉 is ob-
tained, in the absence of quasi-Förster resonances 1, by applying second-order perturbation
theory to Ĥdd:

∆E =
∑

|Φ′〉,|Φ′′〉

∣

∣

∣〈Φ′| ⊗ 〈Φ′′| Ĥdd |Φ〉 ⊗ |Φ〉
∣

∣

∣

2

(2EΦ − EΦ′ −EΦ′′)
(10.2)

where the sum runs over all possible combinations of states as shown in figure (10.2) (it is
simplified in practice as the few levels with large dipole coupling to |Φ〉 and small energy
defects 2EΦ −EΦ′ −EΦ′′ contribute for most of the shift) [145]. See appendix A for more
details.

H
dd

H
dd

|Φ\ |Φ\

|Φ''\

|Φ'\

Figure 10.2: Principle of the couplings involved in the second-order van der
Waals energy shift.

Once the sum over the relevant two-atom states has been calculated, the total in-
teraction energy between the two atoms in state |Φ〉 would then described by a single
term, proportional to squared matrix elements of Ĥdd, usually written as ∆E ∝ − C6

R6 ,
characteristic of the van der Waals interaction.

The precise form of the interaction was recently measured in a very direct way using
two single atoms trapped at a controlled distance from each other [146]. It leads to the now
well-known Rydberg excitation blockade: when two atoms are close enough to each other,
the doubly excited Rydberg state can be pushed by the interactions out of the frequency-
resolved laser-driven excitation resonance, so that one atom prevents the second one from

1. These happen if for a given two-atom state |Φ〉 ⊗ |Φ〉, the atomic structure is such that another
particular combination of states |Φ′〉 ⊗ |Φ′′〉 is almost resonant in energy with |Φ〉 ⊗ |Φ〉.
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getting excited (see figure (10.3)). Due to the long range and strength of the van der Waals
interactions, this can happen up to distances conveniently accessible experimentally (∼
10 µm), creating a remarkably large influence sphere called blockade sphere around an
excited atom.

|Φ,Φ\

|g,g\

|g,Φ\ , |Φ,g\

E

R

R
b
 ~ 5-10 µm

ΔE

Figure 10.3: Rydberg blockade mechanism. In the two-atom basis, the system starts
from its ground state |g, g〉, and due to a laser excitation with a finite linewidth (green
arrows), each atom can be excited from |g〉 to a Rydberg state |Φ〉. However, from the
singly excited state, when one tries to reach the doubly excited one |Φ,Φ〉, the interactions
shift it out of resonance for interatomic distances R below a certain blockade radius Rb.

First hints of this mechanism were observed in atomic gases at the end of the 1990s
(see for example [59]). It was then demonstrated experimentally between two single atoms
in 2009 [147, 148], and was already at that time proposed theoretically as a basis for a
wide variety of quantum information protocols, in particular making use of it in cold
atomic ensembles [52, 67, 68, 149]. For a more complete overview of the use of Rydberg
interactions and blockade in quantum information, see section 13.1. This combination
of possibilities lead many groups to study systems of cold atomic clouds with Rydberg
excitations, including ours in which we started by considering the response of such a
complex system to a classical off-resonant excitation.

10.1.2 Practical case – angular dependence, degeneracy and effective
potential

In practical configurations, complications arise due to the anisotropy of the interac-
tions: Ĥdd in general involves dependences on the angle between the quantization axis
and the interatomic axis θ. A direct experimental measurement of this anisotropy on two
isolated atoms is reported in [150]. In a cloud of cold atoms, all possible values of θ can
be realized simultaneously.

Jointly, the problem arises that the Rydberg states in rubidium, described in the fine
structure basis (n, l, j,mj)

2, are all degenerate at least twice in mj. This simple fact
makes the treatment of second order perturbations in equation (10.2) wrong as such:

2. Hyperfine coupling can be neglected to a good approximation for high enough Rydberg states.
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the different
∣

∣

∣mj;m
′
j

〉

states of a given two-atom level |n, l, j;n, l, j〉 are mixed by the

action to second order of the dipole interaction, and degenerate perturbations theory is
required for a proper description. One should then proceed by looking for the (2j + 1)2

eigenstates and eigenvalues of the interaction matrix in this subspace, each of them defining
a proper interaction potential with its associated strength. The eigenstates, combinations

of
∣

∣

∣mj,m
′
j

〉

’s for a given j, have expressions that depend on θ [151–153].

As a result, apart from S states (l = 0) that have isotropic wavefunctions and for
which the overall interaction potential is roughly isotropic [152, 153], in the general case
the angular dependence of the interactions is complex, so that it should be treated with
care.

In the experiments, the excitation scheme will address states
∣

∣

∣nD5/2,mj = +5/2
〉

, as

defined in the fixed frame of the lasers and cavity setup (for practical reasons, that will
be discussed later). For a given pair of atoms, this state will almost never correspond
to an mj = +5/2 with respect to the random interatomic axis, and neither to any of
the eigenstates of the interaction at this given angle. To understand the experiments, it
is therefore necessary that an averaging is carried out over all values of θ, and over the
different eigen molecular potentials onto which the chosen state can be projected, with
weights depending on θ. What quantity exactly must be averaged depends on the purpose,
as will be discussed in more details later.

The experiment will look at global properties of the cloud like its susceptibility, in a
regime where we voluntarily avoid getting close to resonance with any two-atom state. In
that case, it is safe to consider that this averaging procedure will provide us in the end with
an effective Ceff

6 coefficient, and that the results can be interpreted as if all interactions

were given only by −Ceff
6
R6 [144].

10.2 EIT on a Rydberg level – Qualitative classical aspects

The long lifetime of Rydberg states allows EIT to be achieved in a ladder scheme, like
(5S → 5P → Rydberg state) in rubidium as shown in figure (10.4), as well as it can be in
a standard Λ scheme [154, 155], and to look for a nonlinear response of the atoms to the
probe light in this configuration.

Ω

Ω
b

|5SÚ

|5PÚ

|ΦÚ

Figure 10.4: EIT in rubidium in a ladder scheme with Rydberg states.
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This means that the complete picture of a transparency window in the susceptibility,
in which photons are converted into mixed light-atoms excitations that propagate through
the medium at reduced speed and with low losses can be reused directly in this context.
The Rydberg excitations created by this two-photon scheme will however interact with
each other, which comes as an additional modification to this usual EIT picture.

10.2.1 Qualitative expectations for the cloud’s behaviour in Rydberg
EIT conditions

The properties of the medium under EIT conditions are due to the coherent driving
of the system into a long-lived dark state, which is only possible under very controlled
conditions. In particular, both transparency in the resonant regime and coherent two-
photon transitions in the detuned one can only be achieved under the right two-photon
resonance condition. From the two-atom Rydberg blockade picture, it is clear that, in
an atomic cloud, Rydberg interactions mean that the excited population created by a
photon entering the cloud will significantly affect the EIT resonance condition for the
atoms nearby. In the resonant regime for example, this perturbation of the EIT resonance
will lead to a loss of the transparency, and more generally to a change in the susceptibility
[155]. As will be shown in details, relatively simple models based on blockade mechanisms
permit a good understanding of the overall behaviour of the cloud’s susceptibility.

The interesting mechanism here is that the Rydberg population modifying the
medium’s optical response is itself created by light propagating in the cloud, so that this
corresponds to a nonlinear susceptibility in the classical regime. This nonlinearity can
be particularly strong because a single excited atom can modify the behaviour of many
others around in the cloud, thereby amplifying the sensitivity of the medium to light.

From the point of view of the atoms, light coupled into the cloud should in principle be
considered as exciting delocalized superposition states of all atoms. Distinctive features
of this delocalized nature of the excitations have already been studied in similar systems
[156]. This may seem hardly compatible with a pure atom-atom blockade sphere picture
to interpret the effect of interactions, which is easier to visualize for localized Rydberg
atoms. However, due to interactions themselves, multiple excitations sent into a cloud will
spontaneously dephase each other and tend to localize at least partially, on a timescale
that can be quite short compared to the Rydberg lifetime [157–159]. Therefore, when
doing experiments like the one presented here, in the classical regime for the driving light
and working on timescales much longer than the dephasing time, the picture of individual
localized Rydberg excitations can be relevant.

10.2.2 Resonant Rydberg EIT

Using resonant EIT schemes in a cold atomic cloud, the clear signature of Rydberg
interactions was first observed in 2008 in Charles Adams’ group [155]. As the full system
consists of N three-level atoms with long-range interactions and is analytically impossible
to describe in the general case, the first experiments were interpreted on the basis of
phenomenological models [155]. In the few following years, more precise measurements
of absorption spectra exhibiting strong nonlinear response on resonance were realized
for repulsive or attractive interactions [142, 160]. A full theoretical interpretation could
be proposed only in the regime of low enough density, via ab initio resolution of the
Hamiltonian for the typical number of atoms in the Rydberg influence sphere (≈ 3).
The interpretation in terms of an effective susceptibility for the cloud modified by the
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interactions came shortly afterward with the lowest-order calculation of the Rydberg χ(3)

nonlinearity on resonance [161].
In these experiments, the observation of a transparency window around resonance

filled up by absorption growing very quickly as one increases the probe power, without
line broadening, clearly indicated the interest and strength of the nonlinearity reachable in
Rydberg EIT systems. With systems working in not yet optimized conditions, third-order
nonlinearities were measured or predicted in the classical probe regime that were much
larger than what had been achieved before in similar conditions [160, 161].

This resonant case leads in the quantum regime to what one could see as a photon
blockade effect: taking the effect to the few-photon level, it was demonstrated recently 3

in different systems that the transmission of a particular photon through the cloud can be
controlled by the presence of a second one [131, 162–165]. It was also shown theoretically
that this effect of two photons not being able to propagate too close to each other could
lead to the spontaneous appearance of spatial ordering – crystallization – of photons in a
beam propagating in this medium [161].

10.2.3 Going to the dispersive regime

The goal of achieving coherent unitary gates between photons lead us to look for
regimes where the interactions between Rydberg polaritons could lead to lossless phase-
shifts rather than transmission modulations. Based on the blockade interpretation, it
seems natural that Rydberg interactions in the cloud should lead to a nonlinear dispersion
as well as the observed absorption. It is then “only” a matter of finding the right parameter
range to observe it.

Despite the usual efficiency loss when moving off resonances to limit the absorption, one
can look for a nonlinear modification of the wings of the two-photon line in this detuned
case. The difficulty then is that, in the classical regime, measuring small phase-shifts on
small amounts of light can be more challenging than measuring absorption. In this sense
putting the medium in an interferometer like the cavity that multiplies the effect and
translates phase-shifts into transmitted intensity variations proves very helpful.

3. After the experiment presented in this part was carried out.
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Here we will discuss useful and efficient ways to theoretically characterize the disper-
sive Rydberg susceptibility, based either on Bloch equations or on a phenomenological
“universal scaling” model. In practice, the behaviour of the system was significantly influ-
enced by technical aspects like dynamics or spatial inhomogeneities, that will be discussed
in the next chapter.

11.1 χ(3) expansion

11.1.1 Complexity of the general problem

For simplicity, let us consider first the general situation of N 3-level atoms excited
in free space with homogeneous probe and coupling Rabi frequencies Ω and Ωb as repre-
sented in figure (11.1), corresponding to the following Hamiltonian (in the rotating wave
approximation and interaction picture):

Ĥ0 =
N
∑

k=1

−~γ∆σ̂k
22 − ~γδσ̂k

33 +
~γΩ

2
(σ̂k

12 + σ̂k
21) +

~γΩb

2
(σ̂k

23 + σ̂k
32) (11.1)

where σ̂k
ij = |i〉k 〈j|k and, for consistency with Part I, we will note σ̂k = σ̂k

12.



142 Chapter 11. Theoretical ideas on the Rydberg susceptibility

Ω

Ω
b

|1Ú

|2Ú

|3Ú

∆

δ

γ

Figure 11.1: 3-level scheme considered for each single atom to write the evo-
lution equations. In practice state |1〉 will be one of the 5S1/2 states of rubidium, state
|2〉 will belong to the 5P3/2 manifold, and |3〉 is the Rydberg level we aim for, which will
be of the form nD5/2 with variable n.

The Rydberg-Rydberg interactions are described by the additional Hamiltonian:

Ĥint =
N
∑

k=1

k−1
∑

l=1

~γCklσ̂
k
33σ̂

l
33 (11.2)

where ~γCkl is the interaction energy of atoms k and l when both are in Rydberg state
(the van der Waals interaction will correspond to γCkl = − C6

|~rk−~rl|6
).

With the complete Hamiltonian Ĥ = Ĥ0 + Ĥint, a selection of the evolution equations
for operators σ̂ij is:


















d
dt σ̂k = iγ

(

(∆ + i)σ̂k + Ω
2 (σ̂k

22 − σ̂k
11) − Ωb

2 σ̂
k
13

)

+ F̂ k
12

d
dt σ̂

k
13 = iγ

(

(δ + iγ13)σ̂k
13 + Ω

2 σ̂
k
23 − Ωb

2 σ̂k −∑

l 6=k Cklσ̂
k
13σ̂

l
33

)

+ F̂ k
13

d
dt σ̂

k
23 = iγ

(

((δ − ∆) + iγ23)σ̂k
23 + Ω

2 σ̂
k
13 + Ωb

2 (σ̂k
33 − σ̂k

22) −∑

l 6=k Cklσ̂
k
23σ̂

l
33

)

+ F̂ k
23

(11.3)
where the F̂ij ’s are Langevin forces for each of the coherences, and γ13 and γ23 are decay
rates of the corresponding coherences (normalized by γ). As several processes can lead
to fast dephasing of the Rydberg coherence, these two rates are considered different from
(and a priori larger than) γ33, where 2γ33 is the Rydberg population decay rate. The
purely radiative population lifetimes of Rydberg states are typically of several tens of
microseconds, corresponding to γ33 of a few kHz [68].

Calculating the steady state susceptibility 〈σ̂〉
Ω/2 , the interaction terms make it depend

on 2-body correlators of the form
〈

σ̂k
ij σ̂

l
33

〉

. The evolution equations for these two-operator

averages will depend on 3-body correlations and so on. This infinite hierarchy of correlation
functions due to interactions must be truncated somehow in order to extract a closed form
of the susceptibility.

One way around this problem consists, in the low probe power regime, in expanding
all quantities in powers of Ω

2 . As higher-order correlators will also correspond to higher
degrees in probe intensity, solving these equations for each degree allows to separate in-
dependent equation systems. This exactly corresponds to looking for an expansion of the
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susceptibility in terms, in lowest order, of a linear one and a χ(3) [144]. Keeping only order
1 in Ω first, the previous equations of course show that the interactions do not change
anything, and the obtained linear susceptibility is exactly the one from equation (1.37).

11.1.2 Rydberg χ(3) susceptibility

In the lowest order, interactions therefore come into play in the form of a χ(3). In the
interesting regime where the interaction-induced nonlinearity appears for very low light
level, this χ(3) will give information about this nonlinearity’s characteristics and scaling
laws. Note that in the lowest-order dependence on Ω2 in the equations, even in the absence
of interactions, there is a natural χ(3) term induced by saturation behaviour. In the general

case, the third-order susceptibility can then be written: χ = χ(1) + χ
(3)
natΩ

2 + χ
(3)
intΩ

2. In

practice, we want only to characterize χ
(3)
int, and ideally to work in a regime where it is

much larger than χ
(3)
nat, so that the latter could be neglected.

Removing index k for a homogeneous sample, and replacing 〈σ̂〉 by σ, the equations
obtained for the operator averages in steady state are:















(∆ + i)σ + Ω
2 (σ22 − σ11) − Ωb

2 σ13 = 0

(δ + iγ13)σ13 + Ω
2 σ23 − Ωb

2 σ −∑

l Ckl

〈

σ̂13σ̂
l
33

〉

= 0

((δ − ∆) + iγ23)σ23 + Ω
2 σ13 + Ωb

2 (σ33 − σ22) −∑

l Ckl

〈

σ̂23σ̂
l
33

〉

= 0

(11.4)

Let us then make two approximations: from the third equation, σ23 is known to be at
least of order 2 in Ω, and could be neglected in the evolution of σ13 (second equation).
Simultaneously, if the population remains mostly in the ground state, the lowest-order
approximation gives σ22 − σ11 ≈ −1 in the first equation. These two approximations are
exactly equivalent to neglecting the “natural” nonlinearity of the system to focus on the
interaction-induced one at the χ(3) order. The two terms neglected would indeed precisely

be at the origin of the χ
(3)
nat.

At this order of approximation the first two equations are:

{

(∆ + i)σ − Ω
2 − Ωb

2 σ13 = 0

(δ + iγ13)σ13 − Ωb
2 σ −∑

l Ckl

〈

σ̂13σ̂
l
33

〉

= 0
(11.5)

Leaving the interaction term as it is for now, the following form for the reduced sus-
ceptibility can be “artificially” extracted from the above equations:

σ

Ω/2
=






∆ + i− (Ωb/2)2

δ + iγ13 −∑

l Ckl
〈σ̂13σ̂l

33〉
σ13







−1

(11.6)

Without interactions (Ckl = 0) and neglecting γ13, this is exactly the linear three-
level susceptibility of equation (1.37). Forgetting about correlations, the interaction term
would be proportional to σ33, and is therefore expected to be at least of order 2 in Ω. In
order to keep a consistent χ(3) approach, this susceptibility must be expanded to get the
lowest-order in the interaction term.

The term that must be calculated and contains the physics of the interactions here is

the correlation function
〈

σ̂13σ̂
l
33

〉

. Within the approximations made here, its expression to

third order in Ω is required. One possibility is to use the approximate expression found by
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J. Stanojevic in [144], which is rather an ansatz based on numerical simulations, checked
in the detuned regime 1 + ∆2 >> Ω2

b/4:
〈

σ̂13σ̂
l
33

〉(3)
≈ σ

(1)
13 σ

(2)
33

T

T − Ckl
(11.7)

where σ
(1)
13 and σ

(2)
33 are taken at their lowest-order dependence on Ω, and T is defined as:

T = δ + iγ13 − (Ωb/2)2

∆ + i
(11.8)

A more general expression can be derived by taking the full Bloch equations for prod-
ucts of two operators and keeping only the terms of relevant order in the expansion in Ω.
When no additional dephasing of the Rydberg coherence is considered, i.e. γ13 = γ33, the
expression can be put in the relatively simple form:

〈

σ̂13σ̂
l
33

〉(3)
≈ σ

(1)
13 σ

(2)
33

T

T − Ckl

[

1 − Ω2
b
/4

(∆+i)(∆+i+δ+iγ13)

] (11.9)

This corresponds to the ansatz of equation (11.7) in the detuned regime.
For simplicity, in the following the first simplest form for the correlator will be used.

This leads to the following expression of the third-order probe transition’s coherence:

σ

Ω/2
≈ 1

∆ + i− (Ωb/2)2

δ+iγ13

(

1 − (Ωb/2)2

(∆ + i)(δ + iγ13)

∑

l

Ckl

Ckl − T
σ

(2)
33

)

(11.10)

Making explicitly the approximation of homogeneous and continuous medium, with
atomic density µ, the interaction sum can be replaced by:

∑

l

Ckl

Ckl − T
≈ µ

∫

4πR2dR

1 + γTR6/C6
= µ

2π2

3

√

C6

γT
≡ nb (11.11)

which defines the complex dimensionless constant nb (independent of probe power), that
will be interpreted in more details later. As expected, the reduced susceptibility is therefore

split into a linear part and a χ(3) part due only to interaction terms: σ
Ω/2 ≈

(

σ
Ω/2

)(1)
+

(

σ
Ω/2

)(3)
where:

(

σ

Ω/2

)(1)

=
1

∆ + i− (Ωb/2)2

δ+iγ13

(11.12)

(

σ

Ω/2

)(3)

= − 1

∆ + i

(Ωb/2)2

(∆ + i)(δ + iγ13) − (Ωb/2)2
nbσ

(2)
33 (11.13)

In the lowest order in Ω, the Rydberg population σ33 will not be modified by the

interactions: as it is already at least ∝ Ω2 naturally, the expression for σ
(2)
33 can be taken

from the no-interaction case to calculate the χ(3).
To give a complete example in a particular situation, under the assumptions that δ = 0

and ∆ >> 1 >> γ13, γ33, an effective two-level model gives the following form:

σ
(2)
33 ≈ Ω2Ω2

b

16∆2

1

(γ13 +
Ω2

b
4∆2 )2 + (

Ω2
b

4∆)2

γ13 +
Ω2

b
4∆2

γ33 +
Ω2

b
4∆2

(11.14)

The obtained form of the χ(3) (combination of equations (11.13) and (11.14)) is con-
sistent with what was derived and used in various regimes in [143, 144, 161, 166–168].
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11.2 “Universal scaling” model

To give further physical interpretation of the result, starting back from equation
(11.10), the reduced susceptibility can be put in the following form:

σ

Ω/2
= (1 − nbσ

(2)
33 )

(

σ

Ω/2

)

3lev

+ nbσ
(2)
33

(

σ

Ω/2

)

2lev

(11.15)

where
(

σ
Ω/2

)

3lev
and

(

σ
Ω/2

)

2lev
are the linear susceptibilities for a three-level atom without

interactions, or for a pure two-level one, given by:

(

σ

Ω/2

)

3lev

=
1

∆ + i− (Ωb/2)2

δ+iγ13

(11.16)

(

σ

Ω/2

)

2lev

=
1

∆ + i
(11.17)

Under the approximations made so far, atoms without interactions would behave lin-

early with respect to Ω, with a susceptibility given by
(

σ
Ω/2

)

3lev
. The result above tells us

that the effect of interactions is to mix the three-level susceptibility with some component

of two-level one, with a weight given by nbσ
(2)
33 . This last term summarizes the effect of

the interactions, and the nonlinearity comes entirely through the first-order dependence

of σ
(2)
33 on the probe intensity.
Though so far nb can be complex and was just introduced for convenience, the general

form of the result can also be obtained from a phenomenological model of the effect of
interactions, that will be called “universal scaling” model. Based on Rydberg blockade
effects, it interprets nb as a number of atoms in a blockade sphere. This alternative model
will be discussed thereafter.

11.2.1 Physical reasoning in the dispersive case

To formulate a simple model that effectively takes into account the effect of interac-
tions in a large sample, a convenient way is to follow the suggestion of [169]. Under the
approximation that simultaneous multiple excitations of several atoms from ground to Ry-
dberg states can be neglected with respect to lower-order processes, the effect of Rydberg
interactions on the dynamics of one specific atom k can be summarized as a shift of its
Rydberg level energy by the amount

~∆int = ~

∑

l excited

Ckl (11.18)

This quantity corresponds to the total energy shift induced by its interactions with all
its excited neighbours.

This is the basis of the qualitative picture behind the Rydberg blockade mechanism,
and it can be used quantitatively to estimate the effect of a single Rydberg atom on the
susceptibility of its neighbours in the cloud.

Starting with a simple case that will also correspond to the experimental situation,
let us consider the dispersive regime where both transitions are off-resonance (∆ >> 1,
δ >> γ13). The reduced susceptibility of an atom is then mostly real, and if one assumes a
Rydberg atom is present at a distance R of the “test” one, using the effective δ → δ+ C6

γR6

resulting from the previous remark, one finds:
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(

σ

Ω/2

)

test

=
1

∆ − (Ωb/2)2

δ+
C6

γR6

(11.19)

For our models and approximations to make sense, and if one wants to keep
absorption at a low level, the signs of δ,∆ and C6 must be chosen carefully not to
hit a dressed resonance of the system (due to interactions or light shifts), that would

correspond to a divergence of
(

σ
Ω/2

)

test
(this will be discussed in details in the description

of the experiment). This effective susceptibility is plotted versus the distance to the
excited atom R on figure (11.2), with a choice of parameters close to our experimental ones.
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Figure 11.2: Value of the reduced susceptibility of a test atom as a function
of its distance to an excited atom. Parameters are ∆ = −25, δ = 0.3, Ωb

2 = 4 and
C6
γ = 36000µm6.

In this simple case, the susceptibility smoothly transits from
(

σ
Ω/2

)

3lev
to
(

σ
Ω/2

)

2lev
as

the excited atom is brought closer, since its presence effectively detunes more and more
the upper transition for the test atom. The effect of an excited atom somewhere in the
cloud is then to produce blockade for all its close enough neighbours, by switching their
contribution to the susceptibility back to the two-level one. As the transition in figure
(11.2) is not so broad, the volume in which this happens has a quite well-defined blockade
radius Rb that can be extracted from equation (11.19). The simplest definition of it is
obtained by taking the radius at half-width of the curve on figure (11.2):

Rb =





C6

γ(δ − (Ω2
b
/2)2

∆ )





1/6

(11.20)

Calculating the average number of atoms contained inside a blockade sphere of such
radius, one finds, up to a factor π

2 , nb in the limit ∆ >> 1, δ >> γ13.
The physical picture in this simple case, from the remarks just above and from equation

(11.15), is thus quite simple: starting from atoms behaving with
(

σ
Ω/2

)

3lev
, when one

increases the probe power, some of them start to get excited to the Rydberg level with an

average population σ
(2)
33 proportional to Ω2, and each excited atom switches the control

beam off for nb of its neighbours, that go back to a two-level susceptibility. This is
illustrated in figure (11.3).
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R
b

Figure 11.3: Representation of a localized Rydberg excitation and its effect
on the cloud in the dispersive regime. The excited atom in red creates a blockade
sphere of radius Rb around it inside which atoms behave as two-level ones (in yellow),
while atoms outside the sphere (in blue) see the three-level susceptibility.

11.2.2 General forms of the model

The derivation of equation (11.15) from first principles and its consistency with the
simple blockade model above mean that, at least in the right range of parameters, this
result and the physical interpretation proposed are really catching the basis of the physics
happening in the system.

In the dispersive regime where the physical meaning is clear, this equation an also be
interpreted in a slightly different way:

σ

Ω/2
= (1 − pb)

(

σ

Ω/2

)

3lev

+ pb

(

σ

Ω/2

)

2lev

(11.21)

where pb = nbσ
(2)
33 . The quantity pb can be viewed as the probability, for atom taken at

random, that at least one of its nb neighbours is excited and blockades it. This formulation
is well suited for extrapolations, even to higher orders of probe power dependence.

However equation (11.15) should also be valid even for not completely dispersive
regimes and complex nb. Interestingly, even in this case, the structure of the equation
can still be understood with the same “universal scaling” kind of physical argument: the
full susceptibility should be a weighted average of the two- and three-level ones. To calcu-
late the appropriate weight in the absence of a clear blockade volume defined by a single
real quantity, nb must be defined as a complex parameter measuring the effective change
of complex susceptibility induced by a Rydberg excitation known to exist at R = 0, in
units of the difference between two-level and three-level susceptibilities (still using the
δ → δ + C6

γR6 effective law):

∫

[〈σ̂(R)〉 − 〈σ̂(∞)〉]µ4πR2dR = nb [σ̂(0) − 〈σ̂(∞)〉] (11.22)

From the expression of the linear susceptibility, one gets:

nb =

∫

µ
4πR2dR

1 +
[

δ + iγ13 − (Ωb/2)2

∆+i

]

γR6/C6

(11.23)

This is exactly the same full definition of complex nb as directly from the Bloch equa-
tions, which validates its physical interpretation. Values of this complex number of atoms
per blockade sphere in the experimental conditions are given in section 12.3.2.
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The basic principle of this “universal scaling” vision of the Rydberg susceptibility was
first introduced in the resonant case in [161, 166, 167], and as is shown here it is backed
up in the general case by the possible rigorous derivation of expressions like (11.15).

The qualitative effect of blockade for the two most relevant extreme cases here (all
resonant or dispersive) is described in figure (11.4).
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Figure 11.4: Qualitative effect of the blockade predicted by the universal scal-
ing model in two different situations. Left: imaginary part of the susceptibility for
resonant Rydberg-coupling beam. EIT renders the absorption very low on resonance, and
blockade destroys this transparency. Right: real part of the susceptibility for a coupling
beam detuned by 5γ from the upper transition. The coupling beam creates a change in
dispersion in the wings of the two-photon line, which will be canceled by the blockade.

Overall, this suggests a really general approach: such a parameter as nb in the sense of
equation (11.15) can always be defined, especially even for higher orders of the nonlinearity,
only it may not be a unique constant or have a very simple physical meaning in all cases.
We showed in [144] that if one can evaluate by an independent method the susceptibility
in presence of interactions, equation (11.15) can be used to find the value of the effective
nb in different parameter ranges.

11.2.3 Conclusion: expected behaviour of the susceptibility

In the dispersive regime, from equation (11.21), the susceptibility’s behaviour is easily
interpreted when progressively increasing the probe power. As long as the “natural”
level of nonlinearity of the three-level susceptibility is not reached, the nonlinearity in
equation (11.21) will only come from the blockade probability pb, whose behaviour can be
extrapolated on reasonable physical arguments.

While increasing the number of excitations, the dispersion will progressively change
from its three-level value towards the two-level one, with pb initially linear in probe power.
It is then easy to imagine that at some point Rydberg “bubbles” will stop having the
possibility to be created without interacting with other excitations, and a saturation be-
haviour should appear. In the extreme case, if the whole cloud is entirely contained in the
joint volume of all the blockade spheres of excited atoms, then pb should tend to 1 for all
atoms, and the susceptibility will be completely back to its two-level state (if a Rydberg
sphere contains a large number of atoms). This will be called the fully blockaded regime.

In the more general case, instead of moving continuously from
(

σ
Ω/2

)

3lev
to
(

σ
Ω/2

)

2lev
along a line in the complex plane for real nb, it is expected that absorption and dispersion

could be mixed by a complex nb when moving away from
(

σ
Ω/2

)

3lev
.
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This chapter will describe how measurements of the dispersive nonlinear response of the
cloud containing Rydberg atoms were performed, in the classical regime. This experiment
was carried out before the DLCZ one described in the previous part, with a preliminary
version of our overall experimental setup. In particular, at that time we did not have
yet the complete control-acquisition system described in Part II, and had to do with the
partially restrained properties of the system.

12.1 Experimental setup and measurement method

12.1.1 Preliminary considerations: how to measure linear two-level sus-
ceptibility

The goal here is to experimentally look for large nonlinear dispersion in the scheme
described in figure (11.1), with a large single-photon detuning and a relatively small but
non-zero two-photon detuning, to work in the wings of the two-photon transition and avoid
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absorption (see figure (11.4)). For this, as discussed in Part I, one can characterize the
modifications of the probe’s cavity transmission line. Two basic experimental requirements
have to be fulfilled for this objective:

– to realize measurements of the transmission for precisely known cavity detunings,
within a restricted time slot inside an experimental sequence

– the measurement must be achievable even with low enough light levels to get into
the linear regime of the known two- and three-level susceptibilities, as what we want
to characterize is only the interaction-induced nonlinearity

Before even adding the Rydberg-coupling beam to the system, the possibilities of the
system are thus tested, with two-level atoms in the cavity.

Cavity length scan for susceptibility measurements

The first requirement above is not trivial in practice. Due to difficulties locking the
cavity, its length can not be precisely set at a given point – on the side of the resonance
line for example – to then study the variation of the transmission with intensity. An
alternative solution is to voluntarily scan the cavity across the resonance to measure
the full lineshape. However, to satisfy various resonance conditions necessary for the
cloud preparation, the cavity length must be kept fixed during most of the experimental
sequence before measurements. Scanning the cavity is therefore useful only if it can be
done controllably and fast enough to observe the full line after the preparation, before the
atomic variables (density, cooperativity ...) have time to evolve. The “coherent” driving
of our cavity’s length by applying a ramp to the setpoint of the piezos’ PID could only be
done very slowly and would be noisy as the locking loop has a bandwidth < 50 Hz. This
is therefore not satisfying either.

Preparation Cavity scan

Piezos setpoint signal

Cavity length

1

θ
0

X/Y

Empty

cavity

With

atoms

Error

signal

~1ms

"100 MHz"

Figure 12.1: Scanning the cavity length to access the resonance lineshape.
After the preparation (trap loading, cooling ...), a sine arch is sent to the piezos, which
oscillate with a large amplitude, passing through resonance. During the scan we can
monitor and register the error signal from the locking loop as a reference, and the probe
transmission lines in different situations to measure its deformations. After some time the
lock overcomes the oscillations and the cavity gets back to its initial state.

The adopted method uses the low “rigidity” of our cavity lock: once the system prepa-
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ration is done, a period of a sine with frequency ≈ 1 kHz is sent to the piezos, approximately
matching one of the mechanical resonances. This results in large amplitude oscillations
of the cavity length for some time, which does not make the lock straightaway jump or
saturate, but slowly recovers to its original state (see figure (12.1)). The first oscillation
makes the cavity pass rapidly through its initial resonant setpoint, which allows for a
measurement of the probe transmission during a close-to-linear cavity length scan after
less than a millisecond (the full transmission line is crossed in ≈ 20 µs). This effective
cavity line scan is quite reproducible, and the 810 locking beam’s error signal can also be
recorded simultaneously to serve as a detuning scale during a scan, giving access both to
the zero-position and the frequency scale, since the sidebands are known to be 100 MHz
away from the carrier (see figure (12.1)).

Observing the linear regime

Once the resonance lineshape and position can be accessed to measure the susceptibil-
ity, a regime must be reached where, without interactions, the cloud’s behaviour should be
completely linear. This corresponds to intracavity intensities much below Isat. In order to
monitor the transmission of the cavity, the probe light is first coupled into it through the
high-transmission mirror (T = 5%, lower mirror in practice), which means the transmitted
intensity is measured through the upper, high-reflectivity mirror.

1 10 20 30

0.1

0.5

1
Transmission (X/Y)

θ

No atoms

Scan for decreasing θ

Scan for increasing θ

Figure 12.2: Two-level bistability. When the probe is sent in the cavity from the
bottom and the normalized transmission X/Y is measured, the intensity regime is always
such that the two-level saturation nonlinearity makes the transmission line bistable. Here
the Lorentzian-shaped line (in black) is observed when scanning the cavity in the absence
of atoms. The probe is detuned 11 γ below the transition. With atoms in the cavity,
depending on which way the cavity is scanned (increasing or decreasing θ), the two lines
exhibiting intensity jumps at different levels are observed (green and blue). In red is
plotted the corresponding theoretical intensity transmission from equations (1.26) and
(1.30), with Y = 55000 and C = 280.

For intensities below Isat in the cavity, this means signals down to < 10−5 nW power
must be measured with relatively high bandwidth (> 100 kHz to resolve correctly the



152 Chapter 12. Experiment

lineshape), which proves quite challenging. In order to measure the transmission with
the available detectors, the intensity is in practice always high enough that even the two-
level nonlinearity is very marked. Two-level saturation bistability of the {atoms+cavity}
system without coupling field can therefore be observed, as shown in figure (12.2), but not
the linear regime in this configuration.

For reasons that will be explained later, the probe used is circularly polarized on

the stretched 780 nm transition
∣

∣

∣5S1/2, F = 2,mF = +2
〉

→
∣

∣

∣5P3/2, F = 3,mF = +3
〉

. In

the regime of high probe power, dynamical Zeeman pumping of the atoms by the probe
itself during the measurements can then affect the susceptibility, and lead to another kind
of bistability. This effect tends to bend the transmission line in a way opposite to the
saturation nonlinearity (the effective cooperativity increases with the probe power as it
pumps atoms into states with higher coupling coefficients), as sketched in figure (12.3).
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Figure 12.3: Saturation and optical pumping nonlinearities, qualitative pic-
ture. The cavity transmission line is shifted in the linear dispersive regime by an amount
θ0 proportional to the cooperativity. When increasing the probe power, the natural two-
level behaviour is a saturation of the atoms’ susceptibility which brings the line back
towards its zero position. On the contrary, if optical pumping can happen due to the
probe, the effective coupling coefficient of the atoms increases as the atoms are pumped
towards extreme Zeeman sublevels, and the line bends in the other direction.

This gives an easy criterion for discriminating which phenomenon is responsible for
some of the experimental observations. This is illustrated in figure (12.4), where the
behaviour of the transmitted intensity as a function of the input intensity is shown for
different configurations, exhibiting hysteresis cycles characteristics of bistable regimes.

Finally, in order to reach much lower intracavity power and still be able to measure
the cavity transmission, the probe injection is switched to the top of the cavity, through
the high-reflectivity mirror. This leads, for the same intracavity power, to much higher
injected and output power (Y = 1, corresponding to Isat at the maximum in the cavity,
gives 2.4 nW out), and conveniently allows us to reach the linear regime. This allows for
cooperativity measurements, and for optimization of the Zeeman optical pumping in the
cloud, as its effect is an increase in the cooperativity.
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Figure 12.4: Different behaviours of intensity hysteresis on the cavity trans-
mission. The MOT is loaded with a variable cooperativity, the cavity length is fixed
and we send a ramp of input probe power on the system. By monitoring both input
and output powers, the transmission’s hysteresis cycles are reconstructed. From left to
right on both lines the MOT loading is increased. All axes are in arbitrary but identical
units. On the top line no optical pumping is performed before probing, so that the main
effect is pumping bistability, with critical jump positions moving lower in intensity as the
cooperativity is increased. On the bottom line however, the atoms are optically pumped
beforehand, and the two-level saturation bistability is observed, with increasing critical
intensities as the cooperativity increases. The overshoot when jumping from the lower
branch to the upper one is attributed to the dynamical establishment of the saturation.
The overall behaviour of the system in this kind of measurement is in general complex
as it mixes several effects, and very sensitive to the exact parameter range, but can be
qualitatively understood in some regimes.

12.1.2 Three-level excitation scheme, Rydberg-coupling beam

In the two-photon Rydberg excitation scheme, the detunings must be chosen carefully
to avoid any possible direct resonant excitation. The effective resonance for a given atom
can be shifted due to Rydberg interactions (in a direction that depends on the sign of the
C6), and also due to light shifts in the Rydberg level position induced by the coupling
beam (depending on the sign of its detuning), as shown in figure (12.5). The consistent
parameters are finally chosen based on the following considerations:

– The probe on the lowest transition is preferably red-detuned because, though it may
be low power, its remaining mechanical or temperature-driving effect on the atoms
would then be in the “good” direction (trapping and cooling, rather than repulsive
action for a blue-detuned probe).

– As the probe detuning must be large, the Rydberg coupling beam’s detuning is
necessarily of sign opposite to it (close to two-photon resonance), which fixes the
sign of the light shifts on the upper level.

– To maximize the reachable values of C6, Rydberg states of the form nD5/2 are chosen
(rather than S states), despite the anisotropy of the interactions [145]. These states,
for n > 43, have attractive interactions, which means the interaction-induced shift
of the upper level will go in the same direction as the light shifts.
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The selected configuration therefore uses a large negative detuning on the lower tran-
sition, and a small positive two-photon detuning, which avoids exciting directly any of the
resonances in the system, sketched in figure (12.5).
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Figure 12.5: Two-photon excitation scheme towards Rydberg states. The detun-
ings are chosen such that both the Rydberg-coupling beam’s light shifts and the attractive
interactions between D states shift the upper state away from two-photon resonance. The
stretched scheme is made accessible by Zeeman optical pumping and use of circularly po-
larized beams on cavity axis, to take advantage of the maximum coupling coefficients. The
two beams are injected together in their own transverse fundamental mode in the cavity
using a dichroic mirror.

As suggested in the theoretical description of the Rydberg nonlinearity, interac-
tions should progressively cancel the effect of the EIT coupling beam on the dispersion

(
(

σ
Ω/2

)

3lev
→
(

σ
Ω/2

)

2lev
), as in figure (11.4). It seems then qualitatively understandable

that, in order to observe a large interaction-induced nonlinear dispersion, the effect of the
coupling beam in the linear regime must first be maximized. This means, to some extent,
that the coupling Rabi frequency seen by all the atoms coupled to the mode should be
maximized (see figure (12.6)). In practice, only a limited laser power is available, and
the details of the excitation scheme (geometry, polarization ...) must be chosen in order
to optimize its effect. This is crucial because for a given excitation power, as one goes
up in the addressed Rydberg level n in order to get larger interaction effects, the Rabi
frequency on the coupling transition decreases, with a scaling ∝ (n∗)−3/2. The strength of
the nonlinearity accessible is therefore conditioned by how the blue beam power is used.

There are mostly two options to choose from. One is to send the blue coupling beam
perpendicular to the cavity axis. This has two main disadvantages: one is that, to be
compatible with a quantization axis along the cavity one, the only proper polarization
usable is π, which does not allow to use stretched transitions with maximal coupling
strengths; the other is that, shining light from the side, the beam must cover the whole
cloud size at least in one direction (along the cavity) so that all participating atoms see
the blue light, which makes it spread over a large area (∼ 100 µm * 1 mm) and decreases
a lot the intensity.
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Figure 12.6: Effect of the blue Rabi frequency. The real part of the linear sus-
ceptibility (without interactions) is plotted around the two-photon resonance for typical
experimental parameters, the probe detuning ∆ being scanned from -28 to -23 γ. The
two-level susceptibility in red looks flat far away from the resonance. In green and orange
are shown the three-level susceptibility for a coupling beam detuned by 25.3 γ from the
upper transition, with (Ωb

2 )2 = 3 and (Ωb
2 )2 = 9 respectively. The blue-induced dispersion

change (difference between the two-level and three-level curves at ∆ = −25) increases with
the blue Rabi frequency, and therefore it is expected that the interaction nonlinear effect
should be larger, as it should correspond to a cancellation of this difference.

The other option is to send the blue light on axis in the cavity mode. In contrast to the
previous one, light can be concentrated on the cavity mode’s size in two directions (100
µm * 100 µm, factor ∼10 gain), so the intensity is higher, and the coupling beam can be
circularly polarized, as described in figure (12.5). Unfortunately this configuration does
not have only advantages. Sending blue light on the cavity axis means it crosses several
optical surfaces that were initially not designed for that purpose, and are therefore not
coated for blue light. Namely, the viewport through which light enters the vacuum cham-
bers reflects a large amount of light (and as none of the two surfaces is coated, it acts as
an interferometer whose reflection depends on the exact blue frequency, measured between
15 and 40 %). The cavity mirrors are also not anti-reflection coated in the blue, so that
the back of the first mirror produces a non-negligible amount of losses (≈ 20%), and the
inside of the mirrors act as a very low finesse cavity for the blue. This leads in particular
to a standing wave pattern on the coupling beam, which makes the Rabi frequency on the
upper transition extremely inhomogeneous among the atoms of the cloud (with a contrast
close to 1). Despite these practical issues, this second option is chosen, and the blue beam
is injected in the fundamental mode of the cavity from the top of the chamber (for 480
nm light it has a waist of 67 µm smaller than the red one, which adds to the inhomo-
geneity). This common-axis configuration allows both probe and coupling beam to be in

σ+ polarization, and after having optically pumped the atoms in
∣

∣

∣5S1/2, F = 2,mF = +2
〉

this results in a theoretically closed system with maximum Clebsch-Gordan coefficients

on the
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〉

transition (see figure (12.5)).
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12.1.3 Final setup and experimental sequence

Resonance positions, optical pumping and cavity locking point

In order to work in an interesting cooperativity range, the cavity length is locked
between 16 and 20 half-widths κ away from the resonance line of the probe in the empty
cavity. The probe being detuned by 25γ from the atomic transition, the locking position
falls on the transmission resonance when the (two-level) atoms have a cooperativity of 200
to 250 (2C

∆ = 16−20). The Zeeman pumping of the atoms is realized at 795 nm on the D1
line, with a σ+ polarized beam on resonance with the atoms, injected from the bottom of
the cavity. The locking point is chosen so that the optical pumping is close to resonant
with the cavity.

Before an experiment, the cooperativity is adjusted in such a way that, after optical
pumping, the two-level dispersion shifts the transmission line close to the locking point.
Then the interesting lines observed during the cavity scan are in a region where the scan
is the closest to linear and the fastest.

Practical setup and beampaths
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Figure 12.7: Optical layout. Left: Beampaths below the vacuum chamber. The
cavity locking beam (810 nm) and the optical pumping (795 nm) are injected through
the bottom mirror. A circulator is realized with the PBS and the quarter-wave plate so
that light coming out of the cavity is directed towards a different arm. Output light is
sorted out by filters, to extract the 810 beam for locking, and the 780 probe transmitted
through the cavity to be sent on the APD. The transmitted blue beam is filtered out with
a dichroic mirror, and its power can be monitored. Right: Setup on the breadboard,
above the cavity and vacuum chamber. The probe and blue beams are mixed together
on a dichroic mirror before being injected in the cavity by a broadband mirror (BB1-E02
from Thorlabs) at 45◦, through a hole in the breadboard. The blue light reflected by the
input viewport of the chamber is sent on a photodiode for monitoring purposes.

On the top of the vacuum chamber, a 45*45 cm breadboard is set up with the injection
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optics of the probe and blue beams. Both are output from fibers, mode-matched to
the cavity with an adapted telescope, set in circular polarization with waveplates, and
superimposed together on a dichroic mirror (from Edmund Optics) before being sent to
the cavity.

The number of optics on the blue beam’s path is kept to a minimum to minimize
losses. At the output of the laser it simply goes through a single-pass AOM, before being
injected in the fiber that takes it to the vacuum chamber. Even then we get only around
200 mW of blue power out on top of the chamber, for approximately 400 mW at the
output of the laser. The effective blue power in the cavity is then further reduced by the
frequency-dependent losses induced by the viewport and the back of the upper mirror.

The probe is separated from the blue at the bottom of the cavity on a second dichroic
mirror, and sent to a fast avalanche photodiode (Laser Components LCG-LCSA500-01,
bandwidth DC-1MHz, responsivity ∼ 0.4 V/nW).

Experimental sequence

As the full control-acquisition system was not set up yet when doing these measure-
ments, the sequences were controlled from a standard trial version of LabView Signal
Express, controlling a single National Instruments card (PCI 6115), which allows for sim-
ple sequence generation on a restricted number of channels (8).

MOT Molasses Optical
Pumping
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MOT B gradient

MOT beams intensity

MOT beams frequency

Optical Pumping

Cavity setpoint

2s 6ms 200μs

Probe

100μs

Blue beam 200μs

STEP

CHANNEL 1-2ms

Figure 12.8: Experimental sequence. After trapping the atoms for a few seconds
and cooling down to ≈ 40 µK with optical molasses, they are optically pumped with a
100 µs long pulse of intracavity 795 nm light, before the cavity is sent to oscillate. During
the first cavity oscillation, in the ≈ 200µs window in which the transmission line can be
observed, the blue beam is shone onto the atoms.

A large atom cloud is prepared in the cavity using the standard steps (MOT trapping
for ≈2s + molasses cooling for 6 ms). The Zeeman pumping is then sent in the cavity: an
optimization of its effect on the observed cooperativity leads in these conditions to a 100
µs long optical pumping step with ≈ 30µW power. This leads to an increase of a factor
∼2 of the effective cooperativity of the cloud, which in the end is C ∼200-250.
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After that, in standard measurement conditions, the probe with or without the blue
beam are sent to the cavity while scanning its length, the transmitted line shapes are
measured on the APD, and saved on a fast oscilloscope (LeCroy WaveRunner 104MXi
1GHz, usually used with a bandwidth limit of 20 MHz and a noise filter on 2 bits because
of the low signal-to-noise ratio of our raw measurements). In order to limit the possible
negative effects of the strong blue beam (ionization in particular), its presence is restricted
to the time window in which the transmission line is observed when scanning the cavity
(200µs). The probe can be kept on without much effect, and we make sure that the
transmission line is always entirely contained into this useful window (as it moves due
to the change of dispersion induced by the blue beam itself). The typical sequence is
described in figure (12.8).

12.1.4 Finding and calibrating the two-photon transition

Before investigating nonlinearities on the off-resonant two-photon excitation of high-n
Rydberg states, two preliminary experimental steps are useful/necessary to understand
correctly the behaviour of the system.

Localization of the two-photon resonance

First, once a particular Rydberg level has been chosen, the exact frequencies of the
probe and coupling beam must be adjusted to locate the two-photon resonance. For a
given probe frequency, the resonant coupling beam frequency can be estimated using the
Rydberg states’ energies calculated with quantum defects theory 1. When the blue is
sent with the right frequency into the MOT in continuous regime, two-photon resonance
between the trapping beams and the blue light lead to continuous excitation of Rydberg
atoms that collide and ionize, thereby emptying the trap. This is used as a first easily
visible signal to detect the presence of a Rydberg transition. The fine tuning of the blue
frequency is then done by switching to special sequences: the probe and cavity are kept
at fixed frequencies while the blue one is scanned with the AOM 2. If the cavity is initially
locked on resonance with the probe in presence of the atoms, the crossing of the two-photon
resonance creates a dip in the transmission, due to a blue-induced change in absorption or
dispersion indistinctly. This is used to locate the frequency of the two-photon resonance
with the probe, as shown in figure (12.9). As the resonance’s width is naturally very
narrow, it is mainly given by the blue power-broadening in practice. To avoid imprecision
(and light shift of the measured position), we therefore decrease the blue power as much
as we can to accurately measure the properties of the bare resonance.

After having searched the positions of two-photon resonances for different Rydberg
states, the frequencies calculated from the Rydberg formula with quantum defects, based
on [170, 171], are found to give the right position up to less than 15 MHz when comparing
with the direct reading of our wavelength-meter, and to better than 4 MHz in relative
(when going from one state where we know the resonance frequency to another one).

1. See appendix (A). For our states of interest (nD5/2 with n = 37 to 61), the quantum defect can be
taken constant ≈ 1.34 to a good approximation.

2. As the AOM generating the blue beam is in single pass we can not scan much its frequency without
losing completely the fiber-coupling efficiency afterward, but a ∼ 10 MHz scan can be implemented with
reasonable intensity variations at the output of the fiber (less than 50 %).
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Figure 12.9: Finding the position of the two-photon resonance. Probe transmis-
sion, normalized to its value without blue beam, during a frequency scan of the blue. The
probe detuning is ∆ = −25 and the two-photon detuning (in units of γ) is plotted on the
horizontal axis. The blue power is 3 % of the maximum available (6 mW). The asymmetry
of the line is due to the non optimized parameters (in particular scan speed which was too
slow), leading to some ionization during the scan. The line fitted to the data in red has
a halfwidth at half maximum of 0.13 γ, which gives an estimate of our effective Rydberg
dephasing rate, and allows us to pinpoint the position of the bare resonance.

Parameters calibration on low-power susceptibility measurements

Before turning to Rydberg nonlinearities measurements, our system being quite com-
plex, and several parameters of importance not being controlled in practice (like electric
fields), some characteristics of the linear three-level response must first be calibrated. Be-
cause of the blue standing wave in the cloud, it is not characterized by a single Rabi
frequency but rather by a wide probability distribution, with a maximum value Ωb0. The
other important parameter is the two-photon linewidth (or effective Rydberg coherence
dephasing rate γ13), which is mainly limited by technical constraints (laser noise, Doppler
broadening, field fluctuations). These parameters can be extracted from measurements of
the three-level susceptibility in the linear regime, on a state that is low enough in n to
neglect the effect of interactions.

To take into account the blue Rabi frequency’s inhomogeneity, recall that the effective
susceptibility is given in the continuous medium approximation by (1.23):

〈

σ

Ω/2

〉

=

∫

d3~r µ(~r)
〈σ̂(~r)〉
Ω(~r)/2

φn(~r)2 (12.1)

The spatial averaging weighted by the probe mode can also be viewed as an averaging
over an effective probability distribution for blue Rabi frequencies. For a uniform atomic
density, this effective distribution of the blue intensity in the probe mode can be calculated
exactly (considering the blue standing wave has a high contrast), to give:

Pr(x) =
2w2

b

πw2
r

√

1 − x

x
2F1(1, 1 − w2

b

w2
r

,
3

2
, x) (12.2)

where wb and wr are the blue and red waists respectively (86 and 67 µm), x is the
normalized blue intensity (x = (Ωb/Ωb0)2), and 2F1 is a hypergeometric function. The
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result is plotted on figure (12.10). The effective reduced susceptibility is then obtained
by averaging its local expression as a function of Ω2

b over this distribution. It can then
be used to fit the experimentally observed profiles (more details about this averaging in
section 12.3.1).

0 0.5 1

1

5

x

Pr(x)

Figure 12.10: Normalized blue intensity distribution as seen by the probe
mode. The function Pr(x) defined by equation (12.2) is plotted versus x. The variable
x is the blue intensity normalized to its maximal value in the cavity, on axis and at an
antinode of the standing wave, or x = (Ωb/Ωb0)2.

The probe is coupled to the Rydberg state n = 50, where for low enough power the
Rydberg nonlinearity is expected to play a negligible role. Typical transmission scans are
represented on figure (12.11), where the line is mostly shifted when atoms are added in
the cavity, and again when the blue beam is applied off-resonance.
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with blue

Atoms

without blue

Δθ

Figure 12.11: Typical cavity scan transmission signal in the linear regime.
The empty cavity line is used as a reference. The addition of atoms far detuned from the
probe (with C ≈ 240 and ∆ = −25 here) produces mainly a shift of the line (by an amount
≈ 2C/∆ in variable θ). When the blue beam is added, here with two-photon detuning ≈
1.2 MHz, the line gets shifted again by an amount ∆θ.

The position and height of the observed transmission line is measured as a function of
the two-photon detuning, and compared with the averaged susceptibility, using the above
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defined blue intensity distribution (see figure (12.12)). From the consistent fit of several
such curves for different blue powers, the experimentally estimated values of the maximum
Rabi frequency and the dephasing rate are extracted.
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Figure 12.12: Attenuation and shift of the resonance line due to the blue
coupling beam. Measurements realized on the 50D5/2 state, with low enough power
to see no effect of interactions. Left column: blue-induced shift of the resonance line,
in units of cavity linewidth, ∆θ (the scales of the 3 graphs are not the same). Right
column: peak transmission of the cavity line, normalized by its value without blue. From
top to bottom the blue power is progressively increased to its maximum. All curves are
plotted as a function of the two-photon detuning δ, with fixed probe detuning ∆ = −25.
The consistent fit of all these curves together (red solid curves), taking into account all
known variations of parameters, gives a blue Rabi frequency of Ωb0/2 = 1.2, 2.8, 5.5 for
the first, second and third row respectively, and an effective Rydberg dephasing rate of
0.13γ.

As an additional consistency check, the blue-induced shift of the line position ∆θ is
also measured, for a fixed two-photon detuning, as a function of the blue intensity. The
results are shown on figure (12.13).



162 Chapter 12. Experiment

o

o

o

o
o

o
o o o

10 20 30

-4

-2

(Ω
b
max/2)2

Δθ

Figure 12.13: Blue-induced shift of the line position as a function of the power.
The two-photon detuning is fixed at δ = 0.33. The blue power is progressively increased
to its maximum and the shift of the line is measured from its position without blue, in
units of empty cavity linewidth, ∆θ. The solid line is the theoretical value, calculated with
averaging over the blue inhomogeneity, with all parameters fixed by previous measurements
(the maximum power is taken to correspond to Ωb0/2 = 5.5).

12.2 Observation of Rydberg-induced dispersive nonlinear-
ities

Here, the direct experimental measurements, performed using the method and setup
described above, will be presented. As their complete understanding and description
turned out to be quite involved due to technical considerations, we will first focus on
simply describing the observations and the way information was extracted from them. The
details of the proposed explanation for the observed behaviour will be given afterward.

12.2.1 Dispersive nonlinearity observation

In order to extract the nonlinear susceptibility, the same kind of transmission curves as
shown in figure (12.11) are measured for increasing probe power. As will be described in the
next section, the nonlinearity was measured for several different Rydberg states. For each
series of measurements, the exact value of the two-photon detuning and of the effective
maximal blue Rabi frequency in the cavity are extracted from curves acquired at low
power, taking into consideration the independently known information about the system
(measured losses on the blue for each configuration, known scaling of the Rabi frequency
with n when we change state ...). The exact detuning of the blue beam is chosen such
that its addition produces mostly a shift of the line and not too much absorption (from
the typical results of figure (12.12), one sees that a small positive two-photon detuning
meets these criteria). It is therefore usually taken around δ ≈ 0.3 (≈ 1MHz), after having
experimentally located the resonance at low power.

State 61D5/2 is the highest reached in the Rydberg ladder, before the too low effective
blue Rabi frequency prevents any precise observation. It therefore corresponds to the
dataset in which the observed Rydberg nonlinearity is the strongest.

The main interesting effect observed is the transmission line’s position moving closer
to its position in absence of blue coupling beam, when the probe power is increased.
Qualitatively, this is due to the blockade mechanisms discussed previously, which makes
the effect of the blue beam on the dispersion progressively disappear.
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The typical transmission lines we observe for a few different values of Y are shown in
figure (12.14).
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Figure 12.14: Example of nonlinear shift of the cavity resonance position. On
n = 61, a particular sign of cavity scan is chosen and the probe power is progressively
increased. Each graph shows the transmission lines with (green) and without (red) blue
beam for values of Y indicated. As the level of signal compared to noise on the detector
varies a lot among these acquisitions, an adapted moving average was carried out on each
of them, in order to get visually comparable pictures. The number of points used for the
moving average is, in the order of Y values: 1500, 1000, 600, 300, 300, 150.

In principle, in presence of large dispersive nonlinearities, it would make sense to
look for appearance of bistability above a certain intensity, manifested by “jumps” in the
transmission, and different response depending on the sign of the cavity detuning scan.
The sign of the cavity length scan can be changed in practice by flipping the phase of the
sinusoidal signal sent to the piezos, which allows for observation of two different situations
(scan with increasing or decreasing θ). However, bistable behaviour as such was never
observed in our system. A difference is nevertheless visible in the lineshape depending
on the scan sign (difference in position and in width). These differences are mainly due
to the strong influence of the Rydberg population dynamics on the observations, which
happens at a timescale comparable to the line scan. This will be discussed in details in
the following sections.

As the observed lines are never far from Lorentzian, the simplest way to extract mean-
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ingful information from the data is to fit the lines to estimate the center position and how
it evolves with the probe power. In practice, the position shift between the lines with and
without blue beam for a given normalized probe power Y is measured, ∆θ(Y ). Because
of dynamical effects it can differ when the cavity scan sign is flipped. For simplicity, the
average of the shift ∆θ for the two possible scan signs will first be considered.

The measurements of figure (12.14) were taken at very low power with a small step in
Y in order to make sure the lowest-order dependence on the probe power was correctly
captured. More measurements at higher powers were also carried out, and all the results
for state n = 61 are summarized in figure (12.15), where the normalized blue-induced line
shift ∆θ(Y )/∆θ(0) is plotted as a function of Y .
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Figure 12.15: Normalized blue-induced line shift ∆θ(Y )
∆θ(0) as a function of Y on

n = 61. The data from two different acquisition sets are combined (one with small Y step
up to Y ≈ 1.5, the other with larger Y steps until Y ≈ 4.5. Here, for practical reasons, the
normalization is done on the value of the shift for the lowest probe power used (Y = 0.07
and Y = 0.2 respectively for the two datasets). The graph presents the values of the shifts
for increasing θ scan (orange diamonds), decreasing θ (green squares), and average of both
(blue circles). Inset: one example of the difference between observed lines for scans with
increasing or decreasing θ, for Y = 0.7.

The overall trend to extract from figure (12.15) is that the blue-induced shift is reduced
by the nonlinearity, with a measurable strong initial slope, and a clear saturation behaviour
for Y > 1.5. This can be understood qualitatively by noticing that, from a simple model
like equation (11.21) in a uniform system, the value we measure would just directly be:
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= 1 − pb (12.3)

The difference to 1 on the measurements would in this case directly inform us on the
blockaded fraction of the cloud pb. As discussed earlier, this quantity is supposed to have
a lowest-order linear dependence on the probe intensity, and a saturation at high powers,
which corresponds to what is observed.



12.2. Observation of Rydberg-induced dispersive nonlinearities 165

12.2.2 Proof of the Rydberg origin of the non-linearity

The interpretation of the acquired transmission curves being not completely straight-
forward, several tests can be carried out to verify that what is observed is really due to
Rydberg interactions effects in the cloud, and that it can be interpreted as was proposed
in the previous chapter.

Dependence on the Rydberg level

First, as an effect of the van der Waals interactions between Rydberg atoms, the
observed nonlinearity should strongly depend on the addressed Rydberg level. This is
verified by repeating the same measurements for states n = 56, 50, 46, 37. The results
are plotted in figure (12.16), showing that by increasing the Rydberg principal quantum
number, the nonlinearity gets stronger and stronger.
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Figure 12.16: Normalized blue-induced line shift ∆θ(Y )
∆θ(0) as a function of Y on

n = 37, 46, 50, 56, 61. The average shift (increasing and decreasing θ scans) is plotted,
normalized by the extrapolated value in Y = 0. For each state the line corresponding to
the estimated lowest-order (χ(3)) behaviour is also shown for low power.

From the low-power transmission curves, the values of the two-photon detuning, the
maximum blue Rabi frequency in the cavity, and the Rydberg damping rate are estimated
for each state. Table (12.1) summarizes the estimated consistent values for all acquisitions.

State n δ Ωb0/2 Rydberg dephasing rate (in γ)

37 0.3 8 0.15

46 0.25 5.9 0.15

50 0.28 5.2 0.15

56 0.35 3.8 0.15

61 0.3 3.2 0.15

Table 12.1: Parameters of the acquisitions for each Rydberg state.
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The values in this table are, within our precision, compatible with the preliminary
measurements of section 12.1.4. The differences come from the precision of the procedure
used to extract the parameters from the low-power curves (we try to get consistent agree-
ment for all the relevant curves together with a small number of free parameters, knowing
the scaling of Ωb with n for example), and from a long time between the two measure-
ments, during which parameters drifted (e.g. the blue laser power) or were changed (e.g.
the exact cavity resonance used, which changes the blue resonance inside it).

Equations (12.3) and (11.15) show that the initial slopes of the graphs in figure (12.16)
directly measures the χ(3), which here should be proportional to nb as defined in equation
(11.11). The quantitative interpretation of these slopes will be proposed in the following
section. To start with, the dependence of these slopes on n can simply be verified, as
predicted by the fact that nb ∝

√
C6 ∝ (n∗)5.5. The contribution of the natural three-

level nonlinearity is however not completely negligible here, but can be calculated rather
precisely with the known information on the system (table (12.1)), to correct the observed
slopes for it. The theoretical slopes in absence of interactions are calculated by averaging
over the blue intensity distribution (Pr(x)) the χ(3) expansion of the three-level coherence.
For consistency the dynamics are also taken into account, as described in section 12.3.2.
This shows that the natural nonlinearity would lead to much smaller slopes than the ones
observed here, and with opposite sign.

State n Measured slope Calculated without interactions

46 -0.08 ± 0.02 0.008

50 -0.125 ± 0.03 0.011

56 -0.23 ± 0.05 0.025

61 -0.52 ± 0.04 0.04

Table 12.2: Observed initial slopes of the normalized shift versus Y for the
different states, and calculated contribution of the three-level non interacting
system for the same parameters.

When changing from one Rydberg state to another, not only the C6 changes but also
the blue Rabi frequency, which perturbs the scaling of nb with (n∗)5.5. The measured
slopes are thus also corrected for this small effect 3. Once these two corrections have been
applied, the slope is plotted versus n∗ in log-log scale in figure (12.17).

On the full range of Rydberg levels studied, the behaviour varies widely from quali-
tatively nothing really resolvable happening on n = 37 to a slope of ∆θ(Y )

∆θ(0) versus Y of
≈ 0.5 for n = 61. Due to the noisiness and nature of the measurements, these slopes
can not be measured with very high precision, but on a large enough range like in figure
(12.17), the overall scaling is clear. The small positive slope found for n = 37 is not really
meaningful (it is to our precision close to 0, which is explained by a compensation of a
weak Rydberg nonlinearity by the natural χ(3)), and it is therefore discarded from the
data in figure (12.17) to avoid contamination. The result is a fitted scaling with a slope
of 5.7±0.5, compatible with a power-law of exponent 5.5.

3. The value of the observed slopes are renormalized by the known dependence of nb on Ωb, for a value
of the blue Rabi frequency taken as the average of its distribution for each state. The modification is
by less than 10 % relatively from one state to another. The additional change induced on the Rydberg
population (which also appears in the value of the slopes) has only very weak effect after averaging over
the probe mode, and it is thus neglected here.
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Figure 12.17: Dependence of the corrected initial slope of the graphs of nor-
malized blue-induced shift with n. The initial slope of the graphs ∆θ(Y )

∆θ(0) is plotted
in log-log scale for the states n = 46, 50, 56, 61 to extract the power law. The line is a fit,
giving a slope of ≈ 5.7.

Dependence on the density

A critical check to ensure that the observed effect is really due to two-body interactions
and not to single-atom behaviour is to probe its dependence on the atomic density. The
slopes measured here, being theoretically proportional to nb, should be proportional to
the density.
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Figure 12.18: Variation of the normalized blue-induced shift with Y for two
different values of the density. The measurements of line position versus Y are re-
peated with two different configurations. One is with a MOT obtained with low-loading,
immediately after molasses, and the second one obtained with high loading is prepared
and measured only after 9.5 ms time of flight. The densities in the two cases are estimated
to 0.04 (blue circles) and 0.02 (orange squares) atoms/µm3 respectively.

In practice, modifying the density of the cloud is not immediate, because by default
the MOT is loaded in a saturated density regime, so that tuning the parameters of the
atom source does not really affect the cloud’s density. What is done instead is to let
the cloud expand for a 9.5 ms time of flight after preparation, before the measurements.
This decreases the density by a factor estimated to ∼ 2 (from cloud imaging in the two
configurations), but also changes the cooperativity. Starting from a trap loaded with much
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more atoms, but that has initially approximately the same density, the loading is adjusted
so that after time of flight the cooperativity remains ≈ 230, with lower density.

The results of this comparison, on n = 61, on measurements with Y < 1.5, are shown
on figure (12.18). The measured change of slope is compatible with a factor 2, which
confirms the direct dependence on the density of the characterized χ(3).

Other verifications to rule out ions

An important issue when exciting atoms to Rydberg states, especially the ones with
attractive interactions, is that they can undergo ionizing collisions, leading to cascades
where a non negligible fraction of the cloud is ionized [172]. The presence of ions in the
cloud can have comparable effects to the one of Rydbergs. In order to make sure that this
is not a trouble in our experimental configurations, several checks are performed.

Firstly, for high enough probe power a qualitative change is clearly observable in the
shape of the transmission lines in presence of the blue beam (presence of sudden “jumps”
in the transmission) that is attributed to ionization cascades after investigations. All the
measurements presented here are performed with probe power lower than this threshold.

Secondly, ions have irreversible effects. Contrary to Rydberg atoms that decay back
to the ground state, when ions are created their effect on the cloud is a long-term one.
This leads to strong asymmetry in the absorption during the resonance crossing that is
observed in some configurations, but not the useful ones. To monitor the creation of ions,
the blue beam can also be switched off in the middle of a line scan, and the transmission
measured afterward compared to the one obtained without using the blue beam at all.
A discrepancy can only originate from long-term irreversible effects induced by the blue
beam in the beginning of the scan, which we relate to ionic excitations.

Finally, from a physical point of view, one can estimate the timescales at which ion-
ization cascades can happen and compare it with our scan rate [173]. Experimentally,
crossing completely the probe resonance takes around 20 µs. Scanning much slower (∼100
µs instead of 20), ionization avalanches are clearly triggered, leading to jumps in the trans-
mission and irreversible modification of the effective cooperativity. It is clearly not the
case at the scan speed used for the measurements. These observations are also consistent
with the estimated ionization times from [173]. The scan can also be made faster to see
that there is no big qualitative difference. However as the observed nonlinearity is largely
determined by the Rydberg excitation dynamics during the line scan (as discussed in the
following section), scanning faster is supposed to have a non-zero effect even in the absence
of ion, so that this does not really constitutes a good criterion.

12.3 Quantitative interpretation of our observations

The description of the observed transmission curves is made difficult by at least two
main effects, the blue power inhomogeneity and the dynamics of the Rydberg state, and
the interplay between the two. We developed a model to approximately take into account
these two effects and compare the observed nonlinearities to theoretical predictions.

In order to understand the values of the initial slopes of the graphs ∆θ(Y )/∆θ(0),
the system must be considered in the χ(3) limit. As the natural nonlinearity (without
interactions) of the three-level system is likely to be small but not completely negligible,
its contribution must be taken into account. A careful adiabatic elimination of the inter-
mediate level in the Bloch equations without interactions (see Appendix B) leads to the
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following approximate expression of the local time-dependent atomic coherence:
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expansion in probe intensity:
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where σ
(2)
33 is the first-order dependence of the excited level population, proportional to

the intensity.
These two expressions are only valid after several approximations that rely on the

parameter range of the experiments (values of detunings, Rabi frequencies, dampings),
and on the timescale at which the dynamics will be described (here we effectively made
the approximation that the slowest quantity in the various Bloch equations is the Rydberg
population and that all others follow it). More details are given in Appendix B.

The first term in equation (12.5) is the usual linear three-level susceptibility, the second
is the nonlinearity due to the intrinsic structure of the three-level system, and the third is
a “pumping” nonlinearity coming from the buildup of the long-lived Rydberg population
that removes atoms from the lowest level where they interact with the probe. Numerical
estimates of the two nonlinear terms with our range of parameters show that the first one
is very small compared to the pumping one (factor ≈ 100), and can therefore be neglected.

As a result, the natural χ(3) is described by a term proportional to σ
(2)
33 in the dy-

namical regime, and the same is actually expected for the Rydberg nonlinearity, for
which equation (11.15) shows that the nonlinear part of the reduced susceptibility is

nbσ
(2)
33

[(

σ
Ω/2

)

2lev
−
(

σ
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)

3lev

]

. The total nonlinear susceptibility to be considered in this

regime is thus:
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(12.6)
The overall behaviour of the system in this regime is therefore entirely determined by

the Rydberg population and its dynamics. The latter can be relatively slow compared to
the timescales of the experiments, and depends on the blue and probe powers. This is
what makes the description of the system difficult.

12.3.1 Blue inhomogeneity and susceptibility response time

As was already introduced, the mode of the blue beam being highly inhomogeneous
leads to a necessary averaging of all quantities, even without interactions between atoms.
Before even looking at the nonlinearity, to describe properly the linear regime, the first
term of equation (12.5) must be averaged over the mode, as was done for the results of
section 12.1.4. For quantities having a local dependence on the blue power 4, it is equivalent

4. As discussed at the end of section 12.3.2 and in Appendix B, it is in principle more complicated for
the interaction term as even its local value involves a long-range spatial average.
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to spatially average them in the probe mode, or to use the relative blue power distribution
Pr(x) given in section 12.1.4. This allows therefore, for a given time, or for the steady
state, to get the effective value of the natural nonlinearity of the system in the cavity for
example.

However, as the line must be scanned fast enough not to ionize the medium, what
is observed is not the lineshape resulting from a given constant nonlinear susceptibility,
but rather the transmission due to a susceptibility that adapts with its own dynamics
while the probe progressively enters the cavity. The response time of the system can
be estimated and depends strongly on the blue power, which rules the dynamics of the
Rydberg population.

In a simplified model, this response time τ in a given configuration is estimated from
the steady-state value of the Rydberg population σ∞

33, and its initial slope in response to
a sudden application of the beams at t = 0:

τ =
σ∞

33
dσ33

dt (t = 0)
(12.7)

As the creation rate of Rydberg population is calculated at initial time where there are
by definition no excited atoms, it can in any case be calculated without interactions (it does
not depend on the strength of the interactions). The steady-state population, however,
will be affected by the blockade effects for strong interactions. However in the χ(3) regime,
as the population without interactions is already proportional to the probe intensity in
the lowest order, it is not modified by interactions at this order, and the response time
of the dynamical susceptibility can be calculated by forgetting about interactions. In the
lowest order where it does not depend on the red intensity, it is easy to show that it is
given locally by the blue-power enhanced decay rate:

τloc =

(

2γ(γ33 +
Ω2

b/4

∆2
)

)−1

(12.8)

0.2 0.4 0.6 0.8 1.0

0.010

z(μm)

σ
33

∞, τ
loc

 (*2.105*(2γ)-1)

Figure 12.19: Spatial variations of the Rydberg population (calculated without
interactions), and its settling time. Neglecting interactions, the Rydberg population
is plotted on the cavity axis as a function of z, as well as the response time given by (12.8).
The detunings and damping rates are the ones of the experiment, the maximum blue Rabi
frequency is Ωb0 = 8, and the maximum red one is Ω0 = 0.3. The peaks of the response
time correspond to the nodes of the blue standing wave, separated by 480/2 = 240 nm.
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In the cavity, this local time changes a lot along the blue standing wave, so that the
cloud exhibits strong short-range modulations of both the steady-state Rydberg population
and its settling time, as illustrated qualitatively in figure (12.19).

The important quantity is then the effective rising time of the average susceptibility
in the mode τeff , given by:

τeff =
〈σ∞

33〉
〈

dσ33
dt (t = 0)

〉 =
〈σ∞

33〉
〈

σ∞
33

τloc

〉 (12.9)

where 〈〉 means here the spatial averaging over the probe mode.

An approximate expression for this time can be derived within the same level of ap-
proximation as for equations (12.5) and (12.6), in the lowest order in probe power (see
Appendix B):
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(12.10)

The evolution of this average response time of the susceptibility with the maximum
blue Rabi frequency is illustrated in figure (12.20). It is therefore on the order of a few
microseconds in the experimental conditions.
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Figure 12.20: Effective susceptibility response time as a function of the blue
Rabi frequency. The expression of τeff from equation (12.10) is plotted as a function of
Ωb0

2 for realistic parameters ∆ = −25, δ = 0.3, γ13 = 0.15 and γ33 = 0.0005 (corresponding
to a ≈ 55 µs population lifetime).
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12.3.2 Realistic model of the lowest-order nonlinear response

When the probe intensity increases in the cavity, the nonlinear effective reduced sus-

ceptibility
〈

σ
Ω/2

〉(3)
will therefore evolve towards a certain steady-state value

〈

σ
Ω/2

〉(3)

∞
,

with dynamics given by the response time calculated above. The simplest way to take
into account its dynamics in a model would therefore be to write the following differential
equation:

d

dt

〈
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〉(3)

= − 1

τeff

(

〈

σ

Ω/2

〉(3)

−
〈
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Ω/2

〉(3)

∞

)

(12.11)

The value of
〈

σ
Ω/2

〉(3)

∞
can be calculated from the previous models, after integration

over the probe mode, to give a complicated expression (given in totality in Appendix

B) which can simply be written as
〈

σ
Ω/2

〉(3)

∞
= aX, as the lowest-order nonlinearity is

proportional to the intracavity probe power X.

During the actual experiments, the cavity detuning is scanned with time at a constant
rate dθ

dt = 1
R (R is the time it takes to scan one cavity linewidth, which is ≈ 3.8µs in our

case). In order to model the observations, one must then look at the time evolution of the
solution of the following coupled equations:

d

dθ
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(12.12)
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Here
〈

σ
Ω/2

〉

3lev
is the linear part of the susceptibility, which is constant. The signs +

and - correspond to the case of cavity detuning increasing and decreasing with time respec-
tively. Solving numerically these equations to find X(θ) allows to reproduce directly the
observed transmission during the experimental scans. The behaviour obviously depends
on the ratio τeff/R: for very slow scan, the susceptibility will always be at its steady-state
value for the current power and the usual nonlinear deformation of the lineshape will be
observable. If the cavity is scanned much too fast on the other hand, the Rydberg pop-
ulation will have no time to adapt to the intracavity power and thus we will just always
see the linear lineshape. However, when the two timescales become comparable, as it is
the case in the experiment (see figure (12.20)), a different behaviour is observed, that fits
qualitatively with the experimental observations.

It is in particular possible to explain qualitatively the observed difference between the
two configurations with opposite cavity scan signs. As the susceptibility takes some time
to adapt to the probe power entering the cavity, and in turns modify the effective position
of the resonance, the line is delayed and smoothed, “lagging” behind the shape it would
have had if the nonlinearity was fast. See figure (12.21) for examples of the different
regimes in the solution of these equations.

This also explains why no real bistable behaviour can be obtained, as this by definition
requires a very fast adaptation of the susceptibility to the probe power.
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Figure 12.21: Dynamical results of the model for the experimental cavity scans.
The parameters are the ones estimated on state n = 61. In red, centered on zero on all
graphs, is the cavity line with atoms but no blue beam, with center position θ0 taken as a
reference. In blue the cavity line with linear three-level susceptibility (with blue). Upper
left corner: real experimental conditions of scan, with Y = 0.2. The dashed line is what
would be obtained by neglecting the dynamics (steady-state response). In green the scan
at real speed (up is for increasing θ), and in purple the reverse scan. Upper right: same
conditions, with Y = 0.05. Lower left: scan 100 times faster, for Y = 0.2 (both scans
are superimposed on the linear one). Lower right: scan 100 times slower, Y = 0.2 (both
scans are almost on the steady-state one).

Quantitative estimation of the slopes

To evaluate quantitatively the initial slopes of the graphs ∆θ(Y )/∆θ(0), the experi-
mental procedure used to measure the line shift must be taken into account: the two lines
(up and down scans) are fitted to Lorentzians to determine their center position, and the
average is taken. Interestingly, it is possible to derive an analytical formula for the slope
of such quantities versus Y in the theoretical model developed above (see Appendix B).

The theoretical slopes, sup and sdown for increasing and decreasing θ, are:

sup = S
Re[a](2β5 + 9β3 + 20β1 + 5β−1) + 2Im[a](β4 + 4β2 + 7β0)
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sdown = S
Re[a](2β5 + 9β3 + 20β1 + 5β−1) − 2Im[a](β4 + 4β2 + 7β0)
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where the βn’s are special Meijer functions depending only on S.
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τeff
(12.17)

S corresponds to the ratio of the time it takes to scan the cavity across the line (in
presence of atoms and blue beam) to the system’s response time.

In order to evaluate numerically the average slope
sup+sdown

2 , the value of the parameter

a is required. This quantity gives the relation between the total averaged χ(3) and the
intracavity power X, and depends on all experimental parameters. It is evaluated for
the different states using the values of the parameters from table (12.1), the measured
cooperativity (C = 230 ± 5 for all cases), the population decay rate γ33 = 0.0005 5, and
the estimated density µ ≈ 0.04 atoms/µm3.

The effective C6 coefficients for all states are also required to evaluate the Rydberg
nonlinearity. As already discussed, the effective C6 is obtained after an averaging over
the angles and various molecular potentials for D states. Here, as the measured quantity

scales with nb ∝
√
C6, the

√

Ci
6 are averaged to find an effective

√
C6, instead of averaging

directly the Ci
6. The obtained values for the states of interest are summarized in table

(12.3). The numerical coefficients agree with the ones calculated in [145] within 20 % (due
to the difference in the averaged quantity).

State n Effective C6/γ (µm6)

46 2430

50 4980

56 14790

61 35700

Table 12.3: Effective C6 coefficients, obtained by averaging
√

Ci
6.

Given all the parameters, a can in principle be evaluated. However, the spatial av-
eraging that this involves requires particular care. The natural part of the nonlinearity
(without interactions) is local, and thus has a single well-defined value after averaging over
the blue power distribution. The interaction part is more problematic: in the equations
of section 11.1.2, the calculation of the third-order nonlinearity to define nb implicitly
assumes that all atoms inside a Rydberg sphere see the same blue Rabi frequency.

State n nb

46 17.5-2.7 i

50 25.7-4.1 i

56 45.1-7.3 i

61 76.5-14.9 i

Table 12.4: Values of nb for the average blue power.

5. the resulting calculated slopes change by ∼ 10% if this approximate value is changed by a factor 2.



12.3. Quantitative interpretation of our observations 175

For orders of magnitude, the values of nb corresponding to the average blue Rabi
frequency for the different states characterized are given in table (12.4). However for
precise numerical evaluations, the spatial integral with a highly inhomogeneous blue is
therefore not so simple, and the way to proceed with this averaging of the interaction χ(3)

can lead to different levels of approximations (see Appendix B). Using the most precise
way of estimating a, the numerical values of the theoretical slopes are summarized in table
(12.5) and compared to the experimentally measured ones.

State n Calculated
sup+sdown

2 Measured slope

46 -0.08 -0.08

50 -0.12 -0.125

56 -0.27 -0.23

61 -0.57 -0.52

Table 12.5: Comparison between the experimentally measured slopes of the
graphs ∆θ(Y )

∆θ(0) and the most accurate theoretical evaluation, taking into account
blue inhomogeneity, Rydberg population dynamics, and the natural three-level
nonlinearity.

The agreement with the experiment is very satisfactory, as there is anyway at least of
the order of 10 % imprecision on the estimated values. This confirms that, in order to
understand the main features of our observations for low-power nonlinear dispersion, it is
necessary, and sufficient, to take into account the dynamical response of the medium (here
with the simple “response time” model), the effect of the inhomogeneity of the blue mode
(leading to an averaging of all quantities), and the contribution of the non-interaction
induced nonlinearity.

12.3.3 Saturation behaviour

Investigating the very low-power nonlinearities in the Rydberg cloud, the χ(3) range was
the most relevant. In the higher-order excitation range, Rydberg spheres start to interact
with each others and spatial correlations develop in the cloud, making its behaviour more
complex. As is visible in figure (12.16), the nonlinear shift saturates very quickly beyond
the initial linear decrease. Few tentative ideas are proposed here about the behaviour in
the saturated regime.

In the dispersive regime, the interpretation of the nonlinearity given in section 11.2.2
has a simple physical meaning, described by a single crucial parameter pb, the probability
for an atom to be Rydberg-blockaded by one of its neighbours. We may assume that this
interpretation could still hold for higher orders of the nonlinearity. One would therefore
naively expect that for strong enough excitation, blockade spheres would pack up densely
to fill all the volume, the susceptibility would return to the two-level value, so that the
normalized shift should tend to zero.

However on the experimental data, the observed shift seems to saturate before reaching
zero. Though this behaviour is not perfectly certain with our precision, different mecha-
nisms can be thought of, which could explain that the experimentally measured position
of the line is indeed not expected to come back completely to its two-level value.

Even in the strong excitation regime, the Rydberg population can be quite slow to
establish, especially in some places in the cloud, so that the full blockade can take some
time to be achieved. The already discussed dynamical effects could be one reason why the
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observed lines would never fully come back to the position they have without blue.

Another possible reason for which the blockade effect on the observed shift could not
be perfect is the nature of the blockade spheres. In the low-power regime, nb was defined
as the number of atoms blockaded by one of these spheres. In the saturated regime, it
should rather be considered as the number of atoms potentially able to blockade a single
specific one. The average blockade probability for an atom would then be the probability
that at least one atom among the nb around it is excited:

pb = 1 − (1 − σ33)nb ≈ 1 − e−nbσ33 (12.18)

where σ33 is the excitation probability in the cloud, in presence of interactions (considered
as uniform for simplicity here). The second expression is approximate for σ33 << 1, which
is ensured spontaneously by the blockade for strong excitation (for high enough density).

Now what we observe is the effect of the excited population on the coherence of the
atoms around, but the excitation blockade takes place directly between the populations
of the atoms. The same way nb was physically defined in equation (11.22), one can
define another number n′

b, quantifying the effect of a Rydberg excitation on the atomic
populations of its neighbours directly:

∫

[〈σ̂33(R)〉 − 〈σ̂33(∞)〉]µ4πR2dR = n′
b [〈σ̂33(0)〉 − 〈σ̂33(∞)〉] (12.19)

= −n′
b 〈σ̂33(∞)〉 (12.20)

where R is the distance to the excited atom. Assuming that 〈σ̂33(R)〉 ≈ (σ33)3lev (δ +
C6/γR

6), where the population in the right-hand side of this equation is calculated without
interactions, and in the lowest order in probe power. The result is:

n′
b = µ

∫ ∞

0
4πR2

(

1 − (σ33)3lev (δ + C6/γR
6)

(σ33)3lev (δ)

)

dR (12.21)

Calculating this value with the lowest-order expression of the population obtained after
adiabatic elimination of the intermediate state, one finds in the dispersive regime that:

n′
b ≈ 3

2
nb (12.22)

When starting to excite the cloud, a Rydberg atom prevents the excitation of n′
b others

around it, but among them only nb are blockaded from the point of view of the coherence.
In the full blockade regime, two Rydberg excitations will be separated by the minimal

allowed distance Rb = 3
4π (

n′
b

µ )1/3, which means the average Rydberg population will be

σsat
33 = 2

n′
b

≈ 4
3nb

. The blockade probability would then be pb = 1 − e−4/3 ≈ 0.74, and the

normalized shift would saturate at 1 − pb ≈ 0.26. This is quantitatively compatible with
the measurements, as seen in figure (12.16).

Independently from the exact “toy model” proposed here, the simple remark that the
blockade effect can be different on populations and coherences could be a reason for a
saturation at a non-zero normalized blue-induced shift.

In [144], a different way of parameterizing the behaviour of the system in the higher-
order nonlinear regime was proposed, and approximate methods are introduced and used
to evaluate the normalized shifts we measured, neglecting the problems of inhomogeneities
and dynamics. The results reproduce qualitatively our observations, especially the fast
departure from the initial χ(3) behaviour.
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12.3.4 Values of dephasing rate and blue Rabi frequencies

To finish with the quantitative analysis of the measurements, let us briefly discuss
the value of the parameters that were directly estimated from the data: the blue Rabi
frequency on the various Rydberg states, and the Rydberg dephasing rate γ13.

The latter was estimated of the order of 0.13-0.15 γ, which is ∼ 400 kHz. The natural
radiative rate for Rydberg states is known to be much smaller than this, and the absence
of variations in this value for all states is a strong evidence that it is technically limited.
Among the most likely contributions to this linewidth, the laser noise itself on the Rydberg
transition has an estimated upper bound of ∼ 50 kHz. Doppler broadening is not negligible
in the experiment, as both co- and counter- propagating two-photon excitation can happen
in the cavity. The worst case (co-propagating excitation) gives for rubidium atoms at 40µK
a halfwidth at half maximum of ≈ 250 kHz, which could then explain a large part of the
observed linewidth. An additional contribution could com from the sensitivity of the
Rydberg states to ambient fields (AC fields not compensated, or inhomogeneous DC fields
in the cloud, leading to inhomogeneous broadening). We unfortunately have no way of
measuring these at the position of the atoms, but it seems possible that the remaining
broadening could be due to such effects.

Justifying from ab initio calculations the values we observe for the Rabi frequencies
on the different Rydberg states is difficult, because the actual blue power that reaches the
inside of the cavity is known with very little precision. The power sent to the chamber
can easily be measured (usually around 210 mW), but a very variable fraction of it is
reflected by the upper viewport (from 30 to 70 mW depending on the frequency), and
the reflection coefficients of the two faces of the cavity mirrors were also only roughly
estimated (the back of the mirrors reflects an estimated 20 % of the intensity, the inside
face has a reflection estimated to ≈ 4.5% for the upper mirror, and ≈ 33% for the lower
one). Then, depending on the chosen Rydberg state, the blue is never resonant in exactly
the same way in the cavity, and the maximum intensity (at an antinode on axis) can vary
by a factor ≈ 1.65 due to this. Taking into account all available information on the system
and trying to estimate the maximum Rabi frequency Ωb0 for each state based on the dipole
moments measured in [174], the obtained values are in agreement with the ones extracted
from the fits by ≈ 25%. The difference (calculated values are systematically higher than
fitted ones) could be explained by the uncertainty on the blue polarization. It may not be
very well preserved when crossing the optics that are not blue AR-coated, so that all the
power sent in could not couple to the desired σ+ transition.

12.4 Conclusion on the strength of the nonlinearity

Being able to observe bistability induced by the Rydberg nonlinearity would have
allowed us to quantify how few photons were necessary to reach this regime. As we saw,
such a simple conclusion is not possible from the experiments, but the strength of the
apparent nonlinearity can still be quantified. In particular, the required intensity (or
number of excitations) for the cavity resonance to shift by its linewidth can be estimated
from the measurements. This criterion is equivalent to having an effective nonlinear phase-
shift induced by the medium of order π (taking into account the cavity enhancement).

On the data for n = 61, this shift of the transmission peak by κ is observed for Y ≈ 0.5.
This corresponds to a number of photons inside the cavity in steady state of ≈ 30. However,
the number of atomic excitations is far from being negligible. In the χ(3) regime, the total
Rydberg population can be estimated by neglecting the interactions, and for our typical
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parameters on n = 61 for Y = 0.5 it results in a few thousands (≈ 5000) of atoms being
in the Rydberg state. This is relatively small compared to the few 105 atoms in total
coupled to the mode. As shown in section 1.4.3, the dispersive nonlinearity obtained from
the pure saturation of the two-photon line without interactions would require a number
of excitations of the order of the number of atoms to reach the same situation. The
nonlinearity observed here is thus already much more efficient.

Another way of placing the observed nonlinearity in context is simply to put the
numbers on the equivalent χ(3) in standard units corresponding to the shifts we measured.
The initial slope of the shift in θ as a function of Y can be related to the effective χ(3).
Assuming the nonlinear response of the medium is written as χ(3)E2

0 where E0 is the
amplitude of the complex field at the maximum of intensity in the cavity (see conventions
in part I), we get χ(3) ≈ 4.10−9 m2.V−2. This dispersive nonlinearity is only two orders
of magnitude smaller than the absorptive one measured in the resonant case in similar
systems in [160]. As stated above, it is also much larger than the nonlinearity that could
be obtained by saturating the off-resonant EIT without interactions. It constitutes the
first measurement of such a large dispersive nonlinear susceptibility in Rydberg gases. One
should also remember that in our system this value of the susceptibility is multiplied by
the cavity finesse (∼ 100) when thinking of an accumulated phase shift.



Conclusion

In this experiment, which was chronologically the first one carried out on the setup,
we characterized the dispersive nonlinear response of the atomic cloud in the presence of
Rydberg excitations. The measurements show an intensity-dependent shift of the cavity
transmission resonance, corresponding to a nonlinear phase shift imprinted on the beam
by the atoms. The regime of intensity in which this experiment was realized is such that all
other atomic nonlinearities (three-level, without interactions) are known to be very weak.
The observed effect shows all required dependences to be attributed to the interactions
between Rydberg atoms in the cloud, excited by the probe photons. It was also shown
that, taking into account the main experimental “perturbations” (inhomogeneities and
dynamics), this nonlinear effect can be reproduced theoretically with a good quantitative
agreement. The models used to interpret the observations are based on Bloch equations,
consistent with a more physical and general model based on the Rydberg blockade picture.
This confirms that, with all due precautions (complex nb, ...), the physical picture of
excited atoms generating Rydberg influence spheres can be very helpful to understand the
behaviour of these media.

In the range of parameters investigated, the number of atoms affected by a single
excited one can be of the order of 100. That is the main reason why this cooperative effect
can be more efficient than, for example, non-interacting EIT nonlinearities. With Rydberg
spheres of up to ≈ 8µm radius in the experiment and given the other dimensions of the
cloud, the system is still in a regime where it can accommodate many of these spheres
together before reaching saturation. Simultaneously, the effect of a single blockade sphere
on the susceptibility is relatively small in the parameter range used here. These two
reasons explain why large nonlinearities were observed in the classical excitation regime
only, where there are still several tens of photons in the cavity. As such, it also allowed us to
characterize the nonlinearity using simple classical tools, and to show that the equivalent
dispersive χ(3) that fits with our observations is already among the largest observed with
similar systems [77], and could be scaled up in a number of ways, for example just using
higher Rydberg levels.

Together with the experiment described in the previous part, the conclusion at this
point is that the path should now be open to start looking for an effect of the Rydberg
nonlinearity directly on the quantum state of a few photons in the system. From the
quantum optics point of view, the setup was shown to be well suited for the conversion
of atomic excitations into free-propagating photons, that can be characterized completely.
From the Rydberg point of view, there is some room to improve the efficiency of the
nonlinear effect and make it efficient on a few photons (cavity finesse, mode size, cloud
size, density, Rydberg state), as will be discussed in the following part. The experiment
presented here also taught us that some experimental improvements would be necessary
in order to carry on with a cleaner system, and avoid some difficulties (like in particular
the blue power inhomogeneities). This will also be discussed in the next part.
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Introduction

One interesting information to extract from the experiment described in the previous
part is that the Rydberg cloud’s nonlinear response depends directly on nb, the effective
number of atoms on which a Rydberg excitation has a significant effect. This, to some
extent, gives additional physical content to the already commonly used picture of Rydberg
spheres or “bubbles”, created by the excitations in these systems. More than just inter-
excluding regions playing a role during in the cloud’s excitation dynamics, they contain the
physics of the medium’s response and of its interactions with external fields and objects.

These Rydberg bubbles and their collectively enhanced capabilities in cold atomic
clouds have been the subject of very active research, both for theoretical proposals and
experimental investigations, over the last 15 years. Their interest comes not only from
their optical response, but also from the point of view of the atomic ensemble itself: the
excitation of Rydberg atoms inside it involves very particular collective quantum states
[67], and can generate strong spatial correlations in the cloud [74, 175].

Regarding optics, the very large classical nonlinearities observed in various situations
raised good hopes that further improvements would lead to decisive achievements. In-
creasing the effect of a single Rydberg sphere until it macroscopically changes the system’s
behaviour would in principle enable ground-breaking realizations in terms of coherent ma-
nipulation, preparation and quantum logic on few-photon quantum states [77]. In this
situation, the characterization of a classical susceptibility, which was a guideline to un-
derstand and optimize the nonlinear response, must be abandoned for a fully quantum
description. Reaching this regime and finding the corresponding appropriate descriptions
has been a goal for many research groups along the past few years. As will be summarized
at the beginning of this part, it is only very recently that the experimental conditions
were put together to observe strong Rydberg-induced nonlinear effects at the level of few
photons, in free space [131, 162, 163, 176].

In our case, the specificity of using a cavity around the atomic cloud has an impor-
tance both in the experiment, enhancing the atom-field coupling but also determining the
quantities that can be measured in practice, and for the theory, where the interactions
between the photons and the atomic cloud must be treated within a particular framework.

Using the knowledge and experimental implementations accumulated during the first
experiments, the goal is to generate in our system strong few-photon level nonlinearities
via Rydberg-EIT coupling, and analyze the outcome in a complete way with tomographic
quantum state reconstruction. However, before being able to reach it, the experimental
setup required yet a few more substantial upgrades and improvements.

This part will therefore describe our recent efforts in progressing towards this quantum
regime.
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This chapter will give an overview of the extremely rich possibilities offered by Rydberg
atoms for quantum information in general. In the relevant context here of trying to use
them to engineer photonic quantum gates with atomic ensembles, the current status of
what was achieved in other experiments will be presented. In our particular case, the
nature of the gap that must be crossed to go from classical-regime nonlinearities to a
quantum regime will be discussed. Some of the multiple ways in which the setup could
allow us to probe these quantum nonlinearities will also be presented.

13.1 State of the art

The exaggerated interaction capacities of Rydberg atoms with photons and with each
other have made them the center of many investigations and proposals for quantum infor-
mation processing, in a wide variety of systems, schemes and protocols (a detailed review
has been made by M. Saffman, T. G. Walker and K. Mølmer [68]).

13.1.1 Rydberg atoms for quantum information

One of the first observation of effects attributed to direct Rydberg-Rydberg interactions
in atomic gases was reported in the early 80’s by J.-M. Raimond, G. Vitrant and S.
Haroche in Paris [58]. The same research group later took a leading part in exploring
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the possibilities of Rydberg atoms in the strongly coupled regime of cavity QED, leading
to several well-known results in the coherent manipulation of microwave photonic qubits.
The large coupling of circular Rydberg atoms with the microwave field is in that case
crucial to allow a single atom crossing the cavity to “read” or modify the field it contains.
With this system, experiments on qubit state preparation, non-destructive measurement
and stabilization, as well as entanglement were performed [42, 43].

With the fast development of the cold atoms community during the 80’s and 90’s,
greater and greater potential was expected from using atoms and optical photons as qubits.
At the beginning of the 21st century, Rydberg interactions and the blockade phenomenon
were put forward in theoretical proposals to realize quantum gates between two neutral
atoms by D. Jaksch and coworkers [61]. Quickly afterward, the principle was generalized
by M. D. Lukin and coworkers as a mean to produce a usable effective qubit from an
atomic ensemble, in which quantum information can be manipulated [67]. The qubit in
this case is made of all the atoms in a blockade sphere, as illustrated in figure (13.1).

R
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+ ...

Figure 13.1: Blockaded ensemble acting as an effective two-level system. In the
extreme case of an ensemble entirely contained in a blockade sphere of radius Rb, the only
two states accessible to the system are the ones where all atoms are in ground state |g〉,
and the singly-excited state where one Rydberg excitation |r〉 is shared between all atoms,
which keeps a precise phase-matching pattern, allowing for directional light emission.

The development of single-atom trapping techniques lead in 2009-2010 to the first
demonstrations of the Rydberg blockade between isolated neutral atoms, simultaneously
in the group of M. Saffman at the University of Wisconsin and in our group in Institut
d’Optique [147, 148]. The two groups also demonstrated its use to generate entanglement
and perform quantum gates in these systems [62, 63].

In parallel, different kinds of “many-atoms” systems were progressively developed with
the aim to make use of Rydberg interactions in various situations. One example is the
loading of atoms in 2D optical lattices, which constitutes an ideal basis for a scalable
network of atomic qubits. It is also a very nice tool to study the statistics and spatial
distribution of excitations, as in the recent observation of Rydberg blockade and its con-
sequences by P. Schauß and coworkers, in the group of I. Bloch [74]. These statistical
properties of Rydberg excitations have also been studied in Bose-Einstein condensates by
the groups of T. Pfau in Stuttgart and E. Arimondo in Pisa [177, 178].

The coherent dynamics of the Rydberg excitations also constitute a wide an active
experimental research axis. In room temperature atomic vapors, coherent Rabi oscillations
towards Rydberg states were observed, with signatures of interactions on large enough
energy scales to suggest blockade and collective behaviours could be possible in these
systems (also in Stuttgart) [179, 180]. In cold atomic gases, the ability to drive coherent
Rabi oscillations of the collective qubit made of a Rydberg sphere has been a challenge
for a long time, as attested by the relatively recent dates of the progressing experimental
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demonstrations in the groups of T. Pfau, M.Weidemüller and A. Kuzmich [73, 181, 182].

On the theory side, a very large number of proposals were made by different groups
during the last decade to use Rydberg-coupled atomic ensembles as a basis to process quan-
tum information [183], to engineer efficient quantum repeaters [69, 70], or as deterministic
sources of single atoms or single photons [52, 149].

13.1.2 Few-photon processing with Rydbergs in atomic clouds

Rydberg blockade can allow a large assembly of atoms to act as a single two-level sys-
tem, while keeping strong phase-matching properties. This makes cold Rydberg ensembles
an ideal platform for interfacing matter and light qubits [149]. From the quantum optics
point of view, another large interest of these systems is that they can serve as intermediates
to realize effective interactions between photons during their propagation [77].

Single-photon storage, filtering and switches

The possibility to use Rydberg interactions as a “filter” to voluntarily induce losses
on multiple stored phase-matched excitations was demonstrated in 2012 by Y. O. Dudin
and A. Kuzmich [131]. In a free-space scheme, they showed that samples of density 0.3
atoms/µm3 can efficiently induce strong photon-photon interactions when a Rydberg-
coupled probe is sent to excite a region of the cloud of transverse dimension approaching
10 µm. For high enough addressed Rydberg level, the phase-matched readout of the
excitations demonstrated a strong antibunching, resulting in a medium that also acts as
an interesting single-photon source.

Exploiting more directly the resonant Rydberg-EIT nonlinearity first observed in the
classical regime [142], T. Peyronel and coworkers in MIT also demonstrated, in an even
more stringent geometry (with densities up to 2 atoms/µm3 and transverse beam size
smaller than the blockade radius), that the steady-state excitation of a Rydberg cloud can
lead to a transmitted stream of antibunched photons [162]. Two excitations are in this
case totally excluding each other while propagating through the cloud. The nonlinearity
is such that within a time slot corresponding to the blockade range, all photons but one
are scattered and can not cross the medium.

Rydberg-EIT coupling beam

Probe

photons
Blockade sphere

Figure 13.2: Principle of the experiments on absorptive single-photon nonlin-
earities. When the transverse size of the cloud, or the one of the probe beam, is made
smaller than a blockade radius, propagation through the medium or storage and retrieval
allows only single excitations to pass through at a time.
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A slightly different path was followed by the group of C. S. Adams in Durham with
similar geometry, where the authors studied the possibility to actively control with a
microwave field the interactions between excitations while they are stored in the cloud
[163, 184]. By turning on an active coupling between the Rydberg state used for EIT
and a second one, the interactions between atoms can be brought to a regime of 1/R3

behaviour, and their strength and efficiency length scale can be tuned between different
regimes of dipoles driving and dephasing. This also lead to the demonstration of an
additional way to control the antibunching of light retrieved from a Rydberg cloud.

Finally, single-photon all optical switching of the transmission of a medium (or single-
photon transistor) has also been demonstrated very recently in two similar experiments
by the groups of G. Rempe and S. Hofferberth by storing a gate photon as a Rydberg
excitation into the medium through which the target photons are propagating in EIT
conditions [164, 165]. Such devices could have direct applications in optical computers,
and could in principle be used to engineer two-photon quantum gates.

Dispersive interactions

These first demonstrations of what could be called absorptive photon-photon interac-
tions opened the way to experimental search for dispersive nonlinearities at this level. On
the theoretical side, building on the recent experimental achievements, a realistic proposal
was made for a protocol to realize a photon-photon control-Z gate [185], using dual-rail
qubits coded on photonic modes stored in spatially distinct regions of a Rydberg cloud,
processed using microwave dressing.

Evidence for strong dispersive interactions between photons was experimentally
demonstrated in 2013 by O. Firstenberg and coworkers in MIT [176], using a similar
scheme as in [162] with off-resonant excitation. The authors study the propagation of the
two-excitation amplitude through the medium and find evidence for macroscopic nonlin-
ear phase-shifts. These can be seen as due to an effective attractive interaction potential
between photons propagating through the medium.

Where do we go from here ?

One possible way to summarize the current status of what has been done with cold
Rydberg gases in the many different possible schemes, and their potential use to realize
photon-photon quantum gates is as shown in table (13.1).

Type of nonlinearity Experiment Remarks

Losses+propagating T. Peyronel et al. [162] Photons not recovered
single-mode (non unitary)

Losses+storage Y.O. Dudin and A. Kuzmich [131] Photons not recovered
single-mode D. Maxwell et al. [184] (non unitary)

Losses+storage D. Tiarks et al. [165] Photons not recovered
separated control/target H. Gorniaczyk et al. [164] (non unitary)

Dispersive+propagating Temporal mode
single-mode O. Firstenberg et al. [176] and photon-number

postselection

Table 13.1: Few-photon nonlinearities schemes.
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Our aim in this context is to look for alternative ways of producing and using few-
photon dispersive nonlinearities, using the specificities of our setup to minimize the ab-
sorption losses and reach a good degree of control on the modes of the output photons,
as well as the ability to fully characterize an arbitrary quantum state generated by such a
process.

13.2 Improving performances towards few-photon level
nonlinearity

Extrapolating the meaning of the susceptibility to its limits, the regime of few-photon
nonlinearities would correspond, in the configuration of part IV, to a single excitation
being able to switch the cavity from resonant to off-resonant. Such an effect would lead,
depending on the scheme, to a single photon being able to control the transmission or the
phase of a second one. Note that this does not necessarily imply that we must reach the
situation where the whole cloud is contained inside a single blockade sphere in principle.
One of the general ideas we follow is that making use of the specificities of our system,
like the presence of the cavity, the interesting regime should be reachable with increased
flexibility on the parameter range of the atomic cloud (density, size ...).

Regarding the experimental setup, the experiment described in the previous part
showed that in the configuration used, much more than one excitation in the system
are still necessary to reach a “macroscopic” level of nonlinearity. This is due both to the
fact that an excited atom does not influence enough of its neighbours, and that the amount
by which the blockaded atoms see their susceptibility changed is too weak. In order to
progress in the right direction, several improvements can be thought of.

To increase the effect produced by a single blockaded atom, one possibility is to move
closer to atomic resonances where the atomic response will be much amplified, while
keeping the losses to a reasonable level with EIT conditions or other tricks. Another way
is to increase the cavity finesse, which further amplifies the effect of a given change in the
susceptibility on the extracted field.

A different category of upgrades consists in increasing the number of atoms that are
blockaded by a single Rydberg excitation. This simply means the radius of a blockade
sphere, and/or the atomic density must be increased. Increasing the blockade radius can
in principle be realized easily by coupling to Rydberg states with higher principal number
(we stopped at n = 61 in the classical regime experiment). The issue in this case is the
limited blue Rabi frequency achievable with a given laser power, that decreases quickly
with n. One therefore needs as high and focused blue power as possible to reach very large
blockade radii. At the same time, if the goal is for a single blockade sphere to have a large
effect, there is no use for a very large cloud, which would only add atoms in the mode,
potentially acting as parasitic absorbers. The previously discussed blue inhomogeneity
issue should also be avoided, as it can lead to complications and losses due to atoms that
do not see enough blue. The conclusion is therefore that an optimal configuration would
require a very small and dense cloud 1, on which the largest blue power achievable can
be focused, in such a way that all the atoms can homogeneously be coupled to very high
Rydberg levels.

1. But without necessarily going to the extreme of a few microns size.
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13.3 Several possible schemes to exploit

Once the right parameter range is experimentally accessible, there is in principle a
number of ways to look for nonlinear modifications of a few-photon quantum state in the
system, as is illustrated in the different categories of schemes in table (13.1) for example.
Here, a few different schemes will be discussed, in which the possibilities of our setup
were theoretically investigated. The specific theoretical treatment developed for each case
is mainly the work of Jovica Stanojevic, Andrey Grankin and Etienne Brion, and is the
subject of several articles, published or to be published. The results obtained on the
different schemes will therefore be only shortly reviewed here.

13.3.1 Storage-Retrieval experiments

General idea

A first class of protocols makes use of the sequential storage of excitations in the cloud
as Rydberg polaritons, followed by a period of free evolution, and readout. Sending a
short coherent probe pulse in the medium, an initial coherent superposition of phase-
matched Rydberg polariton states can be created in the cloud. Left to evolve freely, the
interactions between excitations then perturb the collective quantum state. This situation
is close to the one where the emergence of spatial correlations between excitations was
studied in free space [158], or to the experimental free-space realization of Y. O. Dudin
and A. Kuzmich [131]. It is also analogous to the atomic-ensemble counterpart of the
“dephasing gate” proposed for two single atoms [61], where multiple excitations are not
prevented by blockade, but dephase each other after some time. Only with the spatial
disorder and phase-matching issues in an ensemble, the outcome of the “gate” is different.

F. Bariani and coworkers theoretically studied this scheme in a phase-matched free-
space configuration, assuming microwave coupling was used between Rydberg states to
induce strong interactions [186]. Using numerical simulations and an effective model re-
stricted to two excitations, they showed that the readout excitations exhibit an auto-
correlation function g(2) decreasing with the storage time, sign of the alteration of their
statistics. The possibility to use this scheme to produce single photons was thus suggested.

In a cavity or other equivalent phase-matched schemes, the effect can be described
qualitatively as follows: for the stored excitations, the retrieval acts as a filter, efficient
only if they are sufficiently well phase-matched to be collectively emitted by all atoms.
For a single delocalized excitation, the efficient retrieval is limited only by atomic motion,
as was shown in the experiment of part III. On the other hand, when several excitations
involving Rydberg states are written into the cloud, the phase coherence of all the collective
state’s components is quickly randomized by the additional phase shift due to Rydberg
interactions, which depends on the widely distributed distance between interacting atoms.
Thus, after some time, multiple-excitation components lose their collective phase-matched
properties and are irreversibly lost from the point of view of the retrieval. This principle
is illustrated for van der Waals interactions in figure (13.3).

Retrieved quantum state evolution

In [159], based on calculations by Jovica Stanojevic, the time evolution of the retriev-
able excitations’ full quantum state is studied in our cavity scheme, with pure van der
Waals interactions. In particular a simple scaling law is found that describes with a good
accuracy the evolution of any number of excitations.
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More precisely, the excitation of the cloud is described as coupling the ground state
to only phase-matched Dicke states of the ensemble, as shown in figure (13.3) for the first
three states. On the contrary, Rydberg interactions disperse a given n-excitation phase-
matched Dicke state towards the large number of non-phase-matched Dicke states with
the same number of excitations. To describe the retrieved quantum state, what must be
calculated is how much the state with n excitations can still be recoupled to the perfectly
phase-matched one |n〉 after having evolved during a time t in the cloud. If Û(t) is the
total evolution operator describing the dynamics of dephasing during the storage time in
the cloud, this “survival probability” is given by 〈n| Û(t) |n〉.
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Figure 13.3: Illustration of the “quantum scissors” effect by letting the polari-
tons dephase before readout. When photonic quantum states |0〉 or |1〉 are stored,
interactions have no effect, the state remains phase-matched and can be readout. However
when two excitations are stored initially, each component of the state where atoms j and
k, separated by a distance Rjk, are excited acquires a phase C6t/R

6
jk, which quickly ruins

the phase-matching and prevents the excitations from being readout.

Interestingly, a good approximation of the result (otherwise obtained from complete
numerical simulations or higher-order approximations, see [159]) is that the survival prob-
ability of state |n〉 can be expressed as a simple power of the 2-excitation one:

〈n| Û(t) |n〉 ≈ 〈2| Û(t) |2〉n(n−1)/2 (13.1)

The physical reason is that the evolution is mostly due to two-body interactions, so that
the action of the evolution operator on state |n〉 can be split down to terms describing
only the dephasing of pairs of excited atoms, of which it contains a total of n(n − 1)/2,
and all these terms are equivalent after averaging over the random positions of atoms.

The timescale for efficient complete dephasing in this protocol can be estimated as
follows: for state |2〉 that is the longest to dephase, the complete loss of phase-matching
requires all possible pairs of excited atoms to have accumulated a non-negligible phase,
even those that are the most separated in the cloud. If the typical overall size of the
cloud is R, and if |ψ〉 is the state of two excited atoms separated by R, the phase they
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will accumulate is given by 〈ψ| Û(t) |ψ〉 = eiC6t/R6
. The total time for this process to be

efficient is thus of the order of a few TR = R6/C6, which for typical accessible parameters
is of the microsecond scale. The full time-dependent expression for state |2〉 given in [159]
together with the scaling law (13.1) allow one to know, at any intermediate time during
the evolution, the quantum state of the retrieved excitations. This state progressively
evolves from a coherent state |α〉 to a truncated state ∝ |0〉 + α |1〉.

This scheme can in principle be used as deterministic quantum scissors to prepare at
will qubit states, superpositions of zero and one photon in a given mode. Intermediate
timescales, where the state has not been completely cut yet, can also be studied.

13.3.2 Continuous excitation

General idea

The steady-state response of the system can also be characterized, sending a continuous
weak probe on the cavity. Even in the absence of a well-defined temporal mode, this
configuration allows to look for evidences of few photon nonlinearities, for example by
studying the statistics of the output light, just as it was done to show the antibunching
of light due to nonlinear absorption in free space [162]. As already pointed out, intrinsic
dynamics of the excitation can have an important role in the observed nonlinearity of
these systems. Characterizing steady-state quantities can therefore be more practical, at
the same time as being easier to investigate theoretically, than using pulsed schemes.
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Figure 13.4: Making the system’s spectrum anharmonic by coupling a two-
level atom to the cavity. Left: harmonic energy eigenstates of the cavity. Right:
two levels of the single atom. Center: if the two are resonantly coupled, the resulting
spectrum exhibits, in addition to its ground state, pairs of levels with a fixed number n
of excitations –which can be photons or atomic excitation– split by an amount increasing
as

√
n. The global system is therefore anharmonic, and the creation of single or pairs of

excitations are two completely distinguishable processes.
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The principle here is to render the cavity resonance photon-number sensitive, and
thus significantly different for photons arriving in pairs sufficiently close to each other, as
compared to photons coming one by one. For this, the general and well-known idea is to
couple the harmonic oscillator of the cavity mode to a system sufficiently anharmonic to
disturb the equal energy splitting of the states containing given numbers of excitations.

In the optical domain, proposals making use of 4-level EIT nonlinearities in atomic
gases raised a large interest by showing that it could potentially induce very large anhar-
monicity in the cavity spectrum [56, 104]. Experimentally, the groups of H. J. Kimble and
G. Rempe followed a different approach: in the strong coupling regime of a single atom to
a high finesse cavity, they observe the anharmonic level splitting at the few-photon level
[44, 45] (see figure (13.4). Finally, a mix of the two approaches was realized in V. Vuletić’s
group: using a single “gate” collective excitation in an atomic cloud in the strong coupling
regime, the transmission of a separate probe beam through the cavity can be switched,
and the gate photon can still be re-extracted from the cloud in a phase-matched way [187].

In all these cases, the properties of the cavity resonance can be made very different
for a given photon depending on the presence of a second one in the system. Using
Rydberg nonlinearities and applying the same principle, it is expected that such large
effects could be observed without having to reach the (single atom) strong coupling regime,
and with ensembles rather than single atoms, which are easier to prepare. As discussed for
example in [183] and [188], a simplified vision of the effect of interactions is the creation of
“superatoms” corresponding to collective excitations of the Rydberg bubbles. These can
act as two-level systems strongly coupled to the cavity mode, and therefore give access to
the same kind of possibilities as single atoms (see figure (13.5)).
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Figure 13.5: Making the system’s spectrum anharmonic by coupling a Rydberg
medium to the cavity. Left: harmonic energy eigenstates of the cavity. Right:
approximate collective states of the ensemble (only symmetric states are considered, and
in the lowest-order approximation the interactions just shift the doubly-excited state by
κ̄ – see main text). Center: Spectrum of the coupled system. If κ̄ = 0, all states inside a
given excitation-number subspace are initially degenerate and the coupled system remains
linear, containing harmonic ladders of states. If κ̄ is large, the coupling to state |0, 2〉
for example is off-resonant, and in the extreme case this state can be eliminated and the
system is equivalent to the two-level atom and cavity one.
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To describe this situation, a quantum treatment of the full system is necessary, includ-
ing the evolution equations for the quantum mode of the cavity, coupled to all the atoms.
In free-space, one must describe the propagation and the evolution of the polariton, as
was done with two-excitation amplitude propagation equations for the MIT experiment
[162, 176], or by D. Petrosyan and coworkers [188] for example. In contrast, the cavity
case allows by hypothesis to restrict oneself to a given field mode to study.

Cavity transmission statistics in off-resonant excitation scheme

As an interesting example, we first briefly discuss the off-resonant excitation scheme
used in the experiment of part IV (see figure (13.6)). In this configuration, the g(2) of
transmitted light was calculated by Andrey Grankin with Etienne Brion, by adjusting
some of the experimental parameters to get to a “quantum regime” [168].
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Figure 13.6: Principle of the proposed scheme. Probe light is sent to be transmitted
through the cavity at a rate of a few photons per lifetime. It is coupled inside the cavity
to the Rydberg-EIT medium in an off-resonant scheme. The interactions are considered
as splitting the medium into spheres that act as two-level superatoms, which are coupled
to the collective Rydberg state by the probe and the control beam. The statistics of the
transmitted light can be analyzed with correlation measurements.

In the far detuned and weakly excited regime, the first theoretical step to simplify
the system is to adiabatically eliminate the intermediate atomic state, and to neglect
the natural nonlinearity of the three-level atomic system. As a result, in the absence of
interactions, an assembly of effective two-level atoms is considered in their linear regime.

In a first approximation, interactions act as a pure blockade that splits the medium into
Nb distinct Rydberg spheres (each containing nb atoms) that can each accommodate at
most one excitation, and the additional long-range dephasing between separate spheres is
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neglected. In this case, the atomic system can be described as a large spin Ĵ corresponding
to the assembly of spin-1/2 Rydberg bubbles, which acts as the anharmonic system coupled
to the cavity mode â [168]. The resulting Hamiltonian for this system is:

Ĥ = −~γθeâ
†â+ ~α(â+ â†) − ~γδe(

Nb

2
+
Ĵz

~
) +

√
nbge(âĴ+ + â†Ĵ−) (13.2)

where α is the cavity mode feeding, and θe, δe and ge are the effective parameters obtained
from the effective two-level model:

θe ≈ θ − Ng2

γ2∆
(13.3)

δe ≈ δ − Ω2
b

4∆
(13.4)

ge =
gΩb

2∆
(13.5)

Here g and ∆ are the usual initial parameters valid for all of theN atoms. The Hamiltonian
of equation (13.2) describes the total effective spin Ĵ and the cavity mode â evolving
with effective detunings δe and θe respectively, and interacting through the last excitation
exchange term, which shows a coupling collectively increased inside each Rydberg sphere
by

√
nb. Due to the nature of the collective spin however, only Nb excitations can be

stored in the atomic degrees of freedom.

This approximation allows to write the coupled evolution equations of the cavity mode
and the Rydberg excitation field, and to calculate numerically the autocorrelation function
of the transmitted field g(2)(τ). An example is shown in figure (13.7).
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Figure 13.7: Statistics of the transmitted light in the off-resonant excitation
scheme as a function of the cavity detuning. Left: The autocorrelation function
of the transmitted light exhibits different bunching and antibunching features, depending
on the number of excitations in the states favored by the cavity resonance. Right: Res-

onances for the output intensity ∝
〈

â†â
〉

(solid line) and for the higher-order
〈

â†â†ââ
〉

(dashed line), exhibiting a relative shift in position (both vertical scales are arbitrary).
Qualitatively, the main resonance is centered on the right structure in the g(2), with the
antibunching dip centered on the point where single-excitation states resonate, and the
bunching peak on the multi-excitation resonance. The additional features on the left in
the g(2) happen when the overall cavity transmission is extremely low. The parameters
chosen here are κ = 0.3γ, Rydberg level n = 95, µ =0.1 atoms/µm3, C = 300, Ωb ≈ 8,
∆ = −16, δ = 0.5. The calculations are carried out assuming γ13 = γ33.
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The physics of the system can be well understood in its main features from an in-
teresting limit case: when the medium is large enough to accommodate several blockade
spheres and the number of excitations is small, the Rydberg excitation field can be shown
to behave approximately like a nonlinear oscillator field b̂ = Ĵ−/~

√
Nb coupled to the

cavity. Its own Hamiltonian is:

− ~γδe b̂
†b̂− ~κ̄

2
b̂†b̂†b̂b̂ (13.6)

where κ̄ = 2γδe/Nb is an effective measurement of the interaction-induced nonlinearity.
Within these approximations, the excitation from single to doubly-excited state is

effectively detuned by κ̄ compared to the zero to one excitation transition, due to the
interactions as expected. The system can thus be tuned on resonance with the single-
excitation subspace or with the two-excitation one selectively, as they are not degenerate
anymore. This will favor in the transmitted field either single photons relatively to pairs
or the opposite (see figures (13.5) and (13.4)). The numerical calculations carried out in
[168] indeed clearly show that, depending on the choice of the cavity resonance frequency,
the output field can exhibit strong bunching or antibunching features (see figure (13.7)).

Interestingly, this regime can be reached even if the medium is larger than a blockade
volume: as long as κ̄ and the coupling between photons and collective atomic excitations
can be made large enough, the second atomic excitation will be far enough detuned to
induce large nonlinearities in the total transmission. From our experimental parameters,
an “easy” way 2 to reach a regime of nonclassical statistics would be to increase the cav-
ity finesse by at least a factor 10, as well as the density by a factor 2 to 3. This is
experimentally within reach with reasonable technical improvements.

Resonant regime and cavity reflection

To avoid changing the cavity mirrors to increase the finesse, which is an important effort
as the cavity is in the vacuum chamber, other ways to enhance the system’s response can
be designed. Going to an all-resonant case is an easy way to get larger nonlinearities.
However this a priori implies looking only at large nonlinear losses. Still, the cavity allows
pure losses in the cloud to be turned into a possible phase-shift on the field. The principle
is well-known and was already used with a single atom coupled to a cavity to implement
atom-photon quantum gates [46]. It can in principle be investigated in our system too.

Using the single-ended cavity in reflection, on resonance with the probe light, two
extreme regimes exist: if the losses are much lower than the input mirror’s transmission,
the incident field enters the cavity and is overall reflected with a certain phase. If the
cloud induces much more losses than the input mirror’s transmission, light just does not
see the cavity and gets reflected off the first mirror, with a phase-shift of π compared
to the previous case. In between, in principle, if only the losses of the cloud (and not
the dispersion) are changed continuously, the reflected field goes from one phase to the
other following the real axis in complex plane, passing through zero when the so-called
impedance matching condition is met.

This is summarized in the following approximate expression of the resonant cavity
reflection coefficient, for a single-end cavity with coupling mirror reflectivity r1, and a
lossy medium inside which applies to the field amplitude a factor tc for a double-pass
propagation:

rcav =
tc − r1

1 − tcr1
(13.7)

2. In terms of number of parameters to change.
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The value of this reflection coefficient is plotted on figure (13.8), where one clearly sees
the impedance matching condition, corresponding to tc = r1.

0.85 0.90 0.95 1.00

- 1

- 0.5

0.5

1 r
cav

t
c

Figure 13.8: Amplitude reflection coefficient of the cavity as a function of
cloud transmission. With an input coupling mirror that transmits 5 % of intensity, the
total reflection coefficient of the resonant cavity is plotted as a function of the double-pass
transmission of the cloud tc. By changing only by a small amount the cloud losses around
the right value (impedance matching, tc =

√
0.95), the reflected field can get a phase flip

with reasonably low losses.

The idea is then to use this impedance matching and strong nonlinear losses to ap-
ply different reflection coefficients, especially in phase, to the different components of a
quantum state. If the nonlinearity is such that a single excitation can enter the cavity
under resonant EIT conditions with very low losses, but at the same time when two come
together the interactions change so much the transparency that they see high losses, then
a selective phase flip can in principle be applied to multiple-excitation states.
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Figure 13.9: Principle of the number-selective application of a phase shift with
nonlinear losses. At very low power if no Rydberg excitation is present in the cloud, its
transmission can be made very high with EIT, so that light enters normally the cavity. For
higher number of excitations in the input field, excitations start to interact which creates
a strong decrease of the EIT efficiency, and light can not enter the cavity anymore.

Based on this idea, A. Grankin and E. Brion also started investigating theoretically the
fully resonant regime, both with the cavity in transmission or in reflection. The models
and calculations have not been published yet, but the results qualitatively show that both
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transmitted and reflected light can present bunched or antibunched statistics as expected.
In reflection, the statistics can be modified because, for example, the two-photon

component of light could precisely meet the impedance matching condition due to an
interaction-reduced EIT, and would therefore be entirely scattered out of the mode, while
the single-photon component would be nicely reflected.

This scheme could therefore lead, depending on the regime, to selective two-photon
phase-flip or absorption, and many interesting open questions could be investigated by
characterizing the full quantum state of the reflected light.
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This chapter describes the last evolutions of the experimental setup. For several rea-
sons, in order to access the regime where a single excitation has a large controlled effect on
the system’s behaviour, working with a large atomic cloud is unnecessary and can even be
a disadvantage. It forces for example the blue coupling beam to cover a much larger area
and thereby reduces strongly the achievable intensity. Trapping of a small atomic cloud of
dimensions of few tens of microns is therefore implemented, using in particular dipole trap
beams to select only a small loading region. To characterize this small cloud, the imaging
system is then redesigned carefully to access good enough resolution. This being done, the
blue coupling beam can be focused to small sizes matching the cloud’s ones. In order to
gain even more range in reachable Rydberg states, a secondary horizontal buildup cavity
is set up, in which the blue resonates. With this improved setup, promising high-quality
intracavity EIT features are demonstrated, which form the basis of the next generation of
experiments in the quantum regime.



200 Chapter 14. Experimental advances towards the quantum regime

14.1 Trapping a small cloud in the cavity mode

14.1.1 Dipole traps setup and loading

Cavity and side dipole traps

In order to generate clouds of few microns to tens of microns from a MOT, a very
common method is to load conservative optical dipole traps, made of far red-detuned
tightly focused beams, defining a trapping potential at their intensity maximum [189].
Because the intensity maximum of a focused beam is in general much less tight along its
propagation direction than in the two transverse ones, a pair of crossed dipole traps is well
suited to define a small volume in 3D where the atoms will be trapped.

In practice, the 810 nm beam used to lock the main cavity also serves as one of the
dipole traps, by simply increasing its power. However, to avoid inhomogeneous light shifts
of the EIT transitions during the actual measurements, it must be switched On and Off
without losing the cavity lock. For this, two controls are simultaneously switched: the RF
power sent to the AOM producing the cavity lock beam, which changes its optical power,
and the amplitude of the modulation signal imprinting sidebands on the beam to generate
the Pound-Drever-Hall error signal. This results in two different configurations, one with
high optical power and low modulation, the other with low power and large modulation,
adjusted to allow switching from one to the other without changing the amplitude of the
cavity lock’s error signal.

In “lock” position ≈ 100 µW of 810 nm light goes to the cavity and has negligible effect
on the atoms inside, while in “trap” position 8 to 10 mW of light realize an intracavity
dipole trap. The resulting trap, vertical, has the waist ≈ 88 µm of the fundamental cavity
mode at 810 nm, and presents a longitudinal standing-wave pattern with periodic maxima
of intensity separated by 405 nm. At an antinode of the standing wave, the effective
maximum trap depth (taking into account the fact that it is σ+-polarized, for atoms in
state F = 2,mF ) is estimated to [189]:

U cav
max ≈ kB ∗ 320µK ∗ (1 − mF

8
) (14.1)

The second trap is realized by a separate single-pass 810 nm beam sent horizontally
through the vacuum chamber to focus at the level of the atoms. The horizontal trap (also
called “side dipole trap”) is formed by expanding an incident beam with a telescope as
much as is permitted with standard 1” optics, which is then focused at the level of the
atoms by a 500 mm lens, to a waist of ≈ 40 µm. At the most, up to 500 mW of light are
used in this trap, leading to a trap depth for π-polarization:

U side
max ≈ kB ∗ 260µK (14.2)

This trap can also be switched On and Off at will thanks to a dedicated AOM.

The overall configuration of the two traps, together with other information, is shown
in figure (14.1).

Traps loading and cloud preparation

In order to load the traps during the atomic preparation sequence, we follow the
common use: the traps are switched on during the trapping and cooling steps, and the
repumper power is decreased during the molasses step in order to allow accumulation
of atoms in the traps without hitting density limits due to strong multiple scattering of
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cooling light photons. At the end of the standard molasses phase, the traps can optionally
be kept On for some time, so that the untrapped atoms fall away to enable imaging of the
trapped ones (see following).
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Figure 14.1: Configuration of the optical dipole traps and other beams used
to generate a small cloud from the MOT. The side trap and side repumper have
the same spatial mode and are sent horizontally to focus in the center of the cloud. The
depumper hits all the atoms from a separate optical path. Depumper and side repumper
are used to prepare the cloud (see text). Both traps are at 810 nm, the depumper is at
795 nm, and the side repumper is at 780 nm. On the left figure no real scale for lengths
is represented, especially on the vertical axis (cavity length, cloud size and standing-wave
pattern are at much more different scales). On the right the frequencies are also not to
scale.

Loading these dipole traps from the MOT generates a cross-like structure of atoms,
while only the small intersection of the two traps is of interest. In particular the cavity trap
standing wave prevents the atoms from moving along the z direction, and many atoms are
thus trapped and fixed inside the cavity mode, but outside the small intersection volume
(see figure (14.1)). In order to solve this problem, spatial selection of atoms is performed
with a hyperfine depumping-repumping sequence: after the loading, all repumping beams
are switched off, and a pulse of a large depumping beam at 795 nm is sent on all atoms,
tuned to the F = 2 → F ′ = 2 transition. At the end of the molasses, due to the low
power of the repumper, a large fraction of the atoms is already depumped in the state
5S1/2, F = 1, and this additional depumping pulse ensures that the remaining fraction of
atoms in F = 2 is really negligible. A short pulse of repumper is then sent on the D2 line,
using a beam in the same spatial mode as the side dipole trap (see figure (14.1)). That
way, atoms in the cavity mode are repumped only in a small region around its intersection
with the side trap. The fraction of atoms repumped in F = 2 in that region, and the size
of the effective small cloud created by this sequence is completely controlled by the power
of this so-called “side repumper” pulse. A tradeoff is necessary since, when increasing its
power to increase the effective atomic density in F = 2, the size of the repumped region
also increases at some point.

This preparation method allows us to increase the duty cycle of the experiment, as the
“useless” atoms are just depumped instead of being physically lost.
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Cooperativity measurement and side trap alignment

The resulting small cloud can be characterized by its cooperativity. As the number of
atoms used here is much lower compared to the previous cases, measuring the cooperativity
via the dispersive shift of a detuned probe’s transmission line through the cavity is not
precise enough. An alternative way is to use a resonant probe. A very weak probe beam is
sent from top through the cavity, tuned around resonance with the D2 (F = 2 → F ′ = 3)
transition of the atoms, while the cavity length is resonant with the atomic frequency.
The transmission of the probe is detected on the same LaserComponents APD as before.
When scanning the probe frequency around resonance, the atoms now induce a normal-
mode splitting of the cavity resonance, as illustrated in figure (14.2). The fitting of this
split resonance profile gives access to the cooperativity, and the frequency splitting between
the two normal modes is

√
8Cκγ.

0

0.5

1
Transmission

θ1-1

C=0

C=8.5

√8Cγ/κ

Figure 14.2: Cooperativity measurement with the resonant probe transmis-
sion. Example of transmission profiles measured when scanning the probe frequency
around resonance, while the cavity is fixed and also on atomic resonance. Without atoms,
C = 0, one sees the usual cavity transmission line, and with atoms the mode splits in two
normal modes separated by

√

8Cγ/κ in units of κ, as illustrated here for a cooperativity
C ≈ 8.5. The smooth solid lines are fits using the known form of the transmission, to find
the normalizations and the cooperativity.

Performing a frequency scan of this probe and monitoring the cavity transmission in
the sequence after the preparation of the atoms allows us, for example, to make sure that
the depumping pulse puts the effective cooperativity to 0.

It also proves very useful when aligning the side dipole trap: the cavity trap is by
definition automatically well placed compared to the cavity mode, but the side one must
be aligned to a few tens of microns of precision with a mirror that is 40 cm away from the
cloud, to exactly cross the cavity mode in the center of the cloud. This is done, after having
depumped all the atoms with the depumper, by optimizing the cooperativity created by
the side repumper pulse (which is in the same mode as the side trap). Starting from a
badly aligned configuration where the cooperativity is zero, the side repumper power is
increased until the repumped region reaches the cavity mode (which normally always ends
up happening at some point). From there, monitoring the measured cooperativity, the
position of the side trap and repumper can be optimized. Progressively reducing the side
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repumper power, a situation is reached where the cooperativity quickly drops to zero if
the beam is slightly moved horizontally for example, which assesses a good alignment.

14.1.2 Imaging of clouds of few tens of microns

Imaging system setup and characterization

Before trying to image the atoms in the dipole traps, a first non-optimized imaging
setup was used, which was fairly adapted to work with the complete MOT at the millimeter
scale, but was limiting us in short-scale resolution to objects of size (waist) about 80 µm.
An imaging system suitable for clouds in the 10 µm range therefore had to be designed.

The configuration of this system is constrained by technical aspects (see appendix C).
The viewport of the vacuum chamber used to image is ≈ 2 cm in radius, 30 cm away from
the cloud, and it is not orthogonal to the optical axis (see figure (14.4)). Additionally, a
lower limit on the acceptable magnification must be set, as the camera we use has square
pixels of 20 µm size. In order to deal with these different constraints while minimizing
aberrations, the optical system used is sketched in figure (14.3).
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Figure 14.3: Schematic of the imaging system. The two positive doublets placed
together 30 cm away from the object O act as a single low-aberration lens to produce the
1:1 intermediate image I1, which is then magnified by the negative doublet to form the
final image I, approximately 45 cm away from the chamber. Care was taken that only
the viewport limits the optical aperture, and all collected light goes through the negative
doublet of diameter 1”.

Light collection is realized by two 300 mm focal length doublets of 2” diameter (Thor-
labs AC508-300) placed close together facing each other to work in optimal conjugation.
This system realizes a virtually aberration-free (for our purpose) image of the cloud at
1:1 scale outside the vacuum chamber. The magnification (of the order of 3) is then real-
ized by a diverging doublet (ACN254-075), whose precise position along the optical axis
determines the final position and size of the image. This implements in a compact way a
system that meets our requirements.

The resulting collection solid angle of ≈ 0.012 steradians (corresponding to a collection
efficiency of ≈ 10−3) fixes the diffraction limit, given by the Airy spot’s radius in the
object plane of ≈ 8 µm. In configurations where the magnifying ratio is close to 3, the
aberrations were theoretically estimated to contribute to a blurring of the order of 5-10
µm of the image, which is acceptable. For more details, see appendix C.

In the final experimental configuration (see figure (14.4)), the magnifying ratio was
measured to 2.74±0.05. The resolution limit was also estimated in practice to ≈ 20 µm
(standard deviation in the image plane), though not exactly in the useful experimental
configuration. Experimental methods are described in appendix C.
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Figure 14.4: Real configuration of the imaging setup. The camera is installed on a
breadboard on the side of the chamber, at the same height as the cloud itself. The optics
to shape and inject the side dipole trap in the cloud are on the same breadboard, but
not shown here. The trap is produced and injected in a single horizontal plane, through
a viewport at the height of the atoms. On the contrary, the viewport through which we
image is offset in height, so that the beampath must be bent with mirrors to direct it
towards the camera. A mechanical shutter is also installed just before the camera on the
imaging beampath, which is represented by the black line.

Finally, details in the object plane of size down to ≈ 10 µm are expected to be reason-
ably well resolvable, which was the goal.

Small cloud characterization

Using only the cavity trap and waiting for all the atoms around to fall, the resulting
atomic distribution can be imaged. As it is close to orthogonal to the imaging axis (see
figure (14.4)), all the points of the trap are well on focus in the CCD plane, leading to a
clean image.

Using the side trap however, as its axis only makes a small angle with the imaging axis
(see figure (14.4)), the image of an elongated cloud is obtained, of which only the center is
well focused on the camera, as shown in figure (14.5). This makes measurements of sizes
in the side dipole trap less easy.

Using the full preparation sequence, the cloud is loaded in the two dipole traps and
subsequently only repumped in the mode of the side one. As there are still atoms around
which could be repumped into bright transitions by the imaging light, the interesting small
cloud can not be imaged with standard techniques. It can be done, to some extent, using
as imaging light a probe in the cavity mode, in the absence of repumper. The (weak)
signal collected then comes from the atoms that are in the cavity mode, and that have
been repumped by the side repumper, i.e. the ones we are interested in.

The exact geometry of the trapping potential for the atoms is complicated as there
are two traps overlapped, one of which has a strong longitudinal standing wave. The
imaging with the cavity probe allows for accurate measurement of the size along the
vertical direction, along which the atoms can not move due to this standing wave.

The minimal standard deviation of the atomic distribution is measured around 35
µm along the z axis. The measurement along the orthogonal axis is technically more
complicated but the typical size is estimated to ≈ 25 µm.
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Figure 14.5: Images of the different possible configurations of traps. Upper
left: Atoms trapped in the side dipole trap. Upper right: Atoms trapped in the cavity
dipole trap. Lower left: Image of the full MOT without dipole traps. Lower right:
Atoms resulting of our preparation sequence, imaged with a probe in the cavity mode.
All images are at the same scale. The traps appear at an arbitrary angle because of the
imaging beampath’s geometry.

Together with the measurement of the cooperativity, the sizes allow us to estimate the
atomic density of the small cloud. For typical values given above, the resulting effective
density is 0.06 atoms/µm3. This is only slightly higher than what was estimated in the
MOT, because the side repumper power must be kept quite low for the cloud to remain
small. This is necessary to limit inhomogeneity issues with the blue beam. What is
observed is then the effective density of F = 2 atoms, which is lower than the total
physical number density in the medium.

14.2 Increasing the effective blue power

Now that a cloud with small dimensions can be produced, the blue beam can be focused
on it from the side to gain intensity. A carefully designed buildup cavity is also set up to
increase the total power available. The aim is to get a large homogeneous blue intensity
to address high Rydberg levels.

14.2.1 Description of the blue cavity

The idea is to build a cavity around the atoms in which the blue can resonate, which
should be a running-wave cavity to avoid inhomogeneities. Because they are the only free
optical accesses and anti-reflection coated for the blue, the beam must be sent through
the horizontal viewports (the same as the side dipole trap ones). To avoid opening the
vacuum chamber and installing new mechanical supports inside, this cavity is set up
outside the chamber, so that the viewports are inside the cavity. For space optimization
with the simultaneous injection of the blue and the dipole trap, only two concave mirrors
are used, like in a linear cavity setup. Even then, there are several possibilities to avoid
the standing wave inhomogeneities in the cavity. The one adopted in practice is described
in the following.

The mirrors for the cavity (from Layertec, one input coupler with T = 2.9% and
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R = 97.1% at 480 nm, and a high reflectivity back mirror with R > 99.8%) are chosen
with curvature radius of 1000 ± 5 mm, and are placed at 50 cm on each side of the atoms,
adjusted so that the cavity is confocal. A beam can then be matched inside in a mode
that is focused at the center in one direction, and collimated on the return trip. This
configuration is permitted by the confocal cavity and allows for an adjustable size of the
waist at the center, depending on the size of the beam injected at the mirrors’ position
(see figures (14.6) and (14.7)). As the cavity is quite long and the aim is to produce a
small waist, the two fields propagating in different directions have very different sizes and
thus very different intensities at the level of the atoms. This produces relatively low level
of intensity modulations due to the interferences between the two (for numbers in real
experimental configuration, see section 14.3).

Side trap

Viewport

Cavity trap

Blue cavity

back mirror

Blue cavity

input mirror

Figure 14.6: Setup of the blue cavity. The blue beam is injected centered on the
viewport through which the side trap passes too. A symmetric viewport is present on the
other side of the chamber, not represented here. The two mirrors are each ≈ 20 cm away
from the viewports. The beam is injected through one of the mirrors to focus with an
adjustable waist in the center, where the MOT lies, and the reflected field has a collimated
mode represented here by the solid lines.

14.2.2 Length stabilization

The cavity being 1 m long, part of which is in open air outside the chamber, with the
two mirrors mounted on two mechanically independent breadboards, each around 25 cm
above the level of the optical table, stabilizing its length requires particular care.

Due to this structure of the cavity, compensation is necessary for slow but large length
drifts due to mechanical vibrations of the breadboards’ legs and fluctuations in the optical
path length in air, on top of the higher frequency noise which is usually the main concern.
In order to decouple the different contributions and keep a good reactivity in both domains,
the active correction of the cavity length is split between the two mirrors: on one side the
whole mirror mount (in practice a lens mount from Thorlabs to minimize the weight) is
fixed on a slow piezo translation stage with a large range (PI Ceramic P-611.1, 120 µm
range), while on the other one the mirror itself is fixed on a short range but fast tubular
piezo (PICA P-025.10H, 15 µm range). The fast mirror+piezo assembly is mounted on a
standard manual translation stage to allow for adjustments of the cavity length, which is
then tightened by clamps to avoid mechanical vibrations. This allows efficient drift and
noise compensation without too much crosstalk between the two piezos. Both piezos are
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driven by an E-503 voltage amplifier. For cavity alignments, the two mirror mounts also
include a four-point XZ adjustable stage.

After several difficulties inherent to locking such a cavity (see appendix C), the efficient
method is the following: the cavity is locked with an auxiliary weak and far-detuned beam
at 480 nm, phase-modulated at 20 MHz by an EOM and used in a Pound-Drever-Hall
scheme. To separate the locking beam from the actual beam used for the experiment, it is
injected in a completely different spatial mode (bowtie kind of mode) which still resonates
in the cavity (with half the free spectral range of the main beam) because of its confocality,
as shown in figure (14.7).

R > 99.8 %

R = 97.1 %

T = 2.9 %

Viewports

Side trap

Main

blue

Lock In

Lock Out

Figure 14.7: View from top of the blue cavity setup with the lock beam. Both
the main blue beam and the locking beam are injected from the same side, through the
“transmissive” mirror. The main blue is represented by the filled blue zones, focused
when going from right to left and collimated on the reverse direction. The locking beam
is injected, small and collimated, voluntarily offset from the optical axis. Its path in the
cavity travels 4 times the cavity length and the exit beam is spatially separated from the
others to be detected.

14.2.3 Performances

In order to assess the performances of the blue cavity, the intracavity power is moni-
tored via a weak off-axis parasitic reflection of the intracavity beam on one of the windows.
It is used while scanning the cavity length to match the cavity mode to the incident blue
beam or vice versa. The procedure to align the cavity mode on the right spot in the
atomic cloud, and the choice of the exact waist to be used inside the cavity, are described
in section 14.3.

One remaining issue with the cavity is the birefringence of the windows on the blue
beam, which is not negligible and uncontrolled (most likely due to the strain exerted on
them by the difference in pressure). This on one hand makes the exact blue polarization
at the level of the atoms relatively unknown, and on the other hand also forces us to use
one of the polarization eigenstates that exists to inject the cavity.

Once the mode-matching and polarization have been optimized to maximize the in-
tracavity blue power, the effective gain in power due to the cavity is estimated to a factor
≈ 16 on the one-way focused field’s intensity. The corresponding finesse is of the order of
90, decreased by intracavity losses (viewports ...).

The cavity length has to be adjusted to be exactly confocal. This is done with the
translation stage on which the fast mirror is mounted, while looking at the lineshape of
the intracavity resonance while scanning the length. When the cavity is close to confocal,
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several transverse modes tend to spectrally merge together, which gives a single resonance
line with asymmetric shape. When the length is precisely adjusted, the lineshape is unique
and symmetric. The resulting halfwidth at half maximum of the cavity is ≈ 0.8 MHz.

14.3 Rydberg EIT with a small cloud in the cavity

Finally, we expect to create a small dense cloud trapped at the intersection of the two
dipole traps, on which the blue is focused in a relatively homogeneous manner with high
power. The validation test is to observe the transmission of a resonant probe through
the main cavity. It should normally be strongly attenuated by the addition of atoms
without blue coupling beam, and made close to maximum again if we send the blue beam
to produce resonant EIT on a low-lying Rydberg level (to avoid effects of interactions
and nonlinearities so far). Any defect –blue power not high enough, cloud too large or
beam too small, ... – would be directly visible on the transmission of the probe when it is
scanned around resonance, as will be shown later.

14.3.1 Experimental sequence

The cloud is prepared with the usual MOT trapping step, followed by standard mo-
lasses, except that the repumper power is decreased, and the traps are On to load. After
the molasses, approximately 0.4 mW of depumper is applied during 200 µs, optimized to
set the observed cooperativity to negligible. Then during 100 µs a variable amount of side
repumper is sent to the cloud (of the order of a few tens of nW) to create a population in
F = 2.

The main cavity is locked on resonance with the atomic transition (F = 2 → F ′ = 3).
We then realize a scan of the probe frequency in 120 µs, from 50 MHz below to 50 MHz
above atomic resonance, and measure the transmission 1. When atoms without blue are in
the cavity, or before the blue beam is well aligned to hit the repumped atoms, normal-mode
splitting is observed as in figure (14.2) or figure (14.8).

The blue beam is then added during the probing time with an adjustable power, and a
frequency set to couple resonantly to the state 37D5/2, which is low enough in n to present
negligible nonlinearities for easily measurable probe power. This opens a transparency
window around resonance in which the medium’s absorption is strongly reduced and the
cavity transmission re-increases (see figure (14.8)).

For large enough blue coupling Rabi frequency, this EIT transmission window reaches
very high transparency and broadens up to a point where it is the only visible feature on
the transmission curve.

To understand correctly the shape of the observed transmission, the remaining inho-
mogeneity of the blue power must be accounted for. As will be described in the following
section, the blue mode’s size had to be optimized with respect to the cloud. Due to their fi-
nite sizes and to interference effects, the blue intensity is still relatively broadly distributed
in the cloud. To reproduce the EIT line of figure (14.8), the susceptibility is therefore av-
eraged over an estimated distribution of intensities, that is described thereafter.

1. This scan width is the maximum we can do on a double-pass AOM while keeping reasonable efficiency.
The input power during the scan, before the cavity, is monitored by a photodiode and a PID feedback loop
maintains it approximately constant during the 120 µs. The cavity transmission is directly monitored by
computing the ratio of the output to input measured powers in real time on the oscilloscope.
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Figure 14.8: Transmission measurements of a weak resonant probe coupled
to state n = 37. The probe transmission is measured as its detuning ∆ is scanned
across resonance. The solid curves are the experimental transmission curves obtained
without atoms, and by preparing the small cloud with or without blue sent in the cavity
to couple to n = 37. The dashed lines superimposed to those are fits to determine the
normalization and the cooperativity (2.2 here) for the first two curves, and the third one
is a manual adjustment of the theoretical transmission with EIT, taking into account the
inhomogeneity of the blue power (see text).

14.3.2 Blue cavity mode alignment and optimization

When setting up the blue beam and cavity, the two dipole traps and the waist of the
blue mode must all cross at the center of the atomic cloud. For the very first alignment,
it is easier to look for a change on a non-zero signal, rather than trying to see directly
transparency appearing on the initially very absorbed cavity transmission. The beam was
therefore aligned a first time without the blue cavity in a temporary off-resonant scheme.
Two-level absorption is then avoided, the cavity transmission can be measured, and is
affected by the blue. This allows us to align the blue mode on the small cloud.

The probe is then set on resonance to observe EIT properly speaking with the single-
pass focused beam, and the cavity mirrors must be set up without moving the beam. For
that, the input coupler is first installed on the beam by centering it and making sure light
is backreflected on itself. The 2.9 % of the total power transmitted through the mirror
are enough to observe a weak transparency line when the beam is well aligned, so we can
make sure the beam is still focusing optimally on the cloud through the mirror. Finally
the back mirror is installed to close the cavity, first via rough alignment by eye of the
multiple reflections of the beam, then by optimizing the maximal power in the cavity and
the lineshape when scanning the cavity length, by tuning finely the position of the mirror
without moving the beam.

When setting up the blue cavity, the waist to be given to the beam must also be chosen.
Experimentally, for an initial chosen waist of 35 µm, the quality of the observed EIT
transmission lines was quite bad, due to the strong inhomogeneity of the Rabi frequency
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seen by the atoms. It is then a matter of adjusting both the size of the cloud (with the
side repumper power in particular) and the blue waist to obtain a homogeneous enough
blue mode. There are some physical limits due to our preparation method on how small
the prepared cloud can be, and it was experimentally estimated that the smallest usable
blue waist is 90 µm. Any smaller waist than this always leads to distorted EIT lines. This
is consistent with the typical estimated cloud size, and the calculated distribution of the
blue power as seen by the atoms, which is shown in figure (14.9).

λ/2 = 240nm

w = 90μm

λ/2 = 240nm

w = 45μm

λ/2 = 240nm

w = 180μm

Intensity

Probability

Average = 11

0 10 20 30 40 50 60
0

500

1000

1500

2000

2500

Intensity

Probability

Average = 4

0 10 20 30 40 50 60
0

1000

2000

3000

4000

5000

Intensity

Probability

Average = 21

0 10 20 30 40 50 60
0

500

1000

1500

2000

2500

Figure 14.9: Distribution of blue intensities in the cavity as seen by the atoms.
Top: Contour plot of the total intensity of the blue beam around the center of the cavity
as a function of the longitudinal and radial coordinates, for different values of the waist of
the blue focus. Bottom: Histograms of the blue intensities seen by the atoms assuming
they have a Gaussian spatial distribution with radial standard deviation σ = 30 µm. The
units are arbitrary but the same for all plots (in intensity, 1 is the maximum intensity one
would get without the cavity for a blue waist of 90 µm).

On this figure one clearly sees the effect of the interference between the two propagating
fields in the cavity, which is not completely negligible for the chosen waist of 90 µm. One
sees as well the fact that for too tight focus of the blue beam, the modulations on-axis are
small and the maximum intensity is very high, but the distribution is very broad and has an
important tail towards very low powers (due to atoms radially too far from the center of the
beam). On the contrary for large beamwaist it never reaches high powers and the effect of
the longitudinal standing wave starts to be very visible as a double-peaked structure. The
distribution observed for a waist of 90 µm therefore appears like a reasonable optimum,
avoiding as much as possible low values of the intensity. The estimated distribution of
powers given here is used to average the susceptibility to reproduce the experimental EIT
profiles.

To summarize the effect of the cavity and of the blue spatial mode on the effective
coupling power available for EIT, figure (14.10) shows the observed transparency line
compared to what it would be in the absence of the blue cavity, or with a homogeneous
beam.
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Figure 14.10: Effect of the cavity and blue mode on the EIT line. The solid
red line is the exact same as in figure (14.8), corresponding to the observed EIT line.
For comparison, the black dotted curve is the theoretical transmission for a homogeneous
blue power, whose value has been adjusted to fit the shape of the main transparency
peak. Finally the dashed light blue curve is the profile one would observe if the blue
cavity was removed, keeping everything else equal (the maximum intensity in that case is
approximately divided by 16).

14.3.3 Quality and possible uses for the resonant EIT

As can be seen in figure (14.8), the adopted preparation procedure creates a cloud in
a region of a few tens of microns able to completely extinguish the probe transmission
on resonance. The establishment of EIT with the Rydberg level allows us to make this
cloud totally transparent again, in a quite broad frequency window (≈ 15 MHz here).
In the situation of figure (14.8), the total transmission can be switched from ≈ 3% to
≈ 97% of its maximum by the presence of the blue beam. The blue power distribution
used to reproduce the observed lineshape corresponds to a maximum blue Rabi frequency
Ωb0/2 ≈ 12. This is higher than what was achieved in the experiment of part IV, and most
importantly the power distribution among the atoms is now much more homogeneous (for
comparison, one should look back on figure (12.10)).

A different interpretation can be given to the curve without cavity in figure (14.10):
keeping the cavity and the maximum blue power, the Rydberg level could be increased up
to n = 90, and the resulting transparency would be similar to the one observed on this
curve, as the Rabi frequency would decrease by ≈ (89/36)3/2 ≈ 4.

With this possibility to control completely the state of the whole cloud with the blue
intensity, a regime is reached where non-classical statistics should be observable on a
very weak continuous light field, when coupling to higher Rydberg states. Indeed, as one
excitation in the cloud effectively detunes the blue for nb atoms, where nb is now not
negligible compared to the total number of atoms in the cloud, the cavity transmission is
expected to be strongly dependent on the number of excitations.

For a resonant probe in transmission, this would be the absorptive equivalent of the off-
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resonant scheme discussed in section 13.3.2. From preliminary calculations on resonance,
nonclassical statistics on the transmitted light are estimated to be observable with the
current version of the setup.

Finally, turning to the briefly discussed scheme using resonant cavity reflection and
impedance matching, the setup is also in principle readily usable to investigate nonlinear
effects at the quantum level with higher Rydberg states. In order to observe a differential
behaviour of the multiply-excited states due to interactions, the parameters should be at
least such that the impedance matching condition can be initially crossed at low power by
opening the EIT window with the available Rabi frequency. The measurements performed
above demonstrate that this should be possible even for Rydberg states up to n ≈ 100:
when increasing the blue power sent on an initially opaque cloud, the cavity transmission
progressively increases from almost zero, while its intensity reflection decreases, crosses
zero due to impedance matching, and increases again. It is easy to show that the condition
in which the reflected field is impedance-matched corresponds to an intensity transmission
of 25 % of its maximum. From the transmission curves showed above, up to Rydberg
levels n ≈ 100 it sould still be possible to get past this point.

14.3.4 Ongoing experiments and short-term plans

Preliminary theoretical calculations showed that with a resonant atomic excitation
scheme, the current experimental setup should already enable us to observe bunching or
antibunching on the light coming out of the cavity, both in reflection and in transmis-
sion. Investigations on the g(2) of the reflected light were thus initiated, using parameters
adjusted close to the impedance matching condition. In this situation, the sensitivity of
the impedance matching to the nonlinear atomic losses can make different photon-number
states reflected with very different amplitudes.

This scheme may seem contradictory with our search for purely dispersive interac-
tions. Nevertheless, because of the phase-flip in reflection happening when the impedance
matching is crossed, it is expected that in finely tuned conditions different photon-number
components could be reflected with different phases for example. A complete dynamical
theory to describe a pulsed scheme of this kind is however still out of reach for now.

So far, this resonant reflection scheme lead to observation of bunched statistics on
timescales that depend on the addressed Rydberg state and on the control beam intensity,
but not yet any feature that could be quantitatively compared with theoretical predictions.
These experiments will therefore go on in the immediate future, to hopefully lead to some
antibunching and/or non-classical state measurements that should be consistently and
carefully related to Rydberg interaction effects.



Conclusion

Based on the experimental and theoretical knowledge extracted from the previous
experiments, and from recent publications in which single-photon level nonlinearities were
reported, various possibilities and regimes were investigated in which our setup should
enable light processing at the quantum level in new ways.

For example, increasing the cavity finesse should allow for observation of dispersively
induced nonclassical statistics on the transmitted light. In the immediate future, without
modifying too much the system, the unique features of our cavity-based setup can already
be exploited: the resonant regime can be used to maximize nonlinearities, while still
producing an effective low-loss nonlinear phase-shift. That is the basis of the cavity-
reflection and nonlinear impedance matching experiments that we started to carry out.

In order to reach the right range of parameters for these experiments, the general
idea is the following: the cloud itself must be able to modify completely the properties
of the system, like the cavity reflection for example. One then needs a “control parame-
ter”, typically the blue Rabi frequency, that can be applied to the cloud in a strong and
homogeneous enough manner to completely switch its behaviour. Finally, the Rydberg
interactions due to only two excitations must be able to perturb the effect of this control
parameter in a non negligible way.

To achieve all these conditions, our system was modified to create a cloud of few tens
of microns size in dipole traps, which can then be illuminated by a strong and relatively
homogeneous blue Rabi frequency. A buildup cavity was installed to increase the blue
power, in such a way that Rydberg levels up to n ≈ 100 are now reachable with a large
Rabi frequency. The capabilities of our system were demonstrated on a low-lying Rydberg
state to voluntarily exclude the effect of interactions, showing very good transparency of
the cloud controlled by the Rydberg-EIT transition.

This allows us to think that all conditions should now be met to realize new experiments
on this system, in the desired regime where one photon can have a strong influence on its
neighbours.





General conclusion and outlook

Advances reported in this thesis in relation with the main
project

In this thesis, we investigated different coupling mechanisms between light and
collective excitations of a cold atomic cloud in an optical cavity. This work is motivated
by the fact that atomic ensembles have already been featured in several experiments and
theoretical proposals as valuable interfaces between photonic and matter qubits. Engi-
neering a single well-controlled system for simultaneous efficient generation, storage and
processing of non-classical light states is obviously of great interest. Additionally, some
of our experiments involved strongly interacting Rydberg atomic excitations. The whole
field of Rydberg physics is currently at the center of great developments, in very diverse
systems including Bose-Einstein condensates, hot vapours or on-chip trapped atoms.
Gaining better understanding of the effect of long-range interactions in such systems is
thus also a prime concern, to enable their use as “quantum simulators” for example (as
is envisioned by many groups lately, for example to simulate magnetic Ising-type systems).

On one hand we showed that our experimental system, thanks to the optical cavity
in particular, can be used to store optical photons as ground-state polaritons and retrieve
them on demand. The important step forward taken here was to implement homodyne
tomography of the light at the cavity output, to fully reconstruct its quantum state. This
in particular allowed us to show that the excitation retrieval has high efficiency in a single
clean mode of the optical field. With the excitation scheme used, the production with 80
% probability of a single photon at the cavity output was demonstrated, with a controlled
and stable spatiotemporal shape, upon each readout pulse. The loading of the excitation
in the cloud was probabilistic, but could in principle be made deterministic by use of
Rydberg blockade typically. The sources of inefficiencies and decoherence in this system
were also studied in some details, both theoretically and experimentally.

On the other hand, the main longer-term goal of the project is to realize strong effective
photon-photon interactions using Rydberg excitations, to eventually turn them into a
logical two-photon quantum gate. Storing excitations in the cloud as interacting Rydberg
polaritons can lead to their dephasing, localization and/or total spatial blockade. In
order to gain some experience with intracavity Rydberg polaritons, we investigated the
classical low-light response of the system in an off-resonant 2-photon excitation scheme
(ladder EIT). Characterizing the cavity transmission resonance with a very weak probe
as a function of its power, the Rydberg-Rydberg interactions were shown to be the origin
of a strong nonlinear dispersive susceptibility. The medium’s response is well reproduced
by a simple model, in which atoms randomly excited to the Rydberg state effectively
decouple from the EIT control beam a number of their neighbours that depends on the
state’s principal quantum number. This vision of blockade spheres in disordered clouds,
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already widely used in other contexts, finds here another application and slightly different
interpretation. The dispersive nonlinearity observed in this experiment is large, but the
parameters of the measurement prevent observation of direct effect at the level of only a few
photons in the system. Furthermore, “technical” considerations like the inhomogeneities
and dynamics in the system were found to have a primary influence on the observations.

All the ingredients of the two aforementioned experiments (ground-state polariton
storage, Rydberg interactions, efficient readout and homodyne tomography) might be re-
quired for a full demonstration of a Rydberg-mediated photonic quantum gate in a cold
cloud, as illustrated by recent theoretical proposals. However, in order to reach the nec-
essary quantum nonlinear regime, several experimental improvements were necessary on
our system. Modifications were thus implemented to trap a small atomic cloud in the
cavity mode, in a region defined by two optical dipole traps of typical size 30 µm, closer
to the relevant blockade length scale. On this small cloud, the Rydberg coupling beam
was focused in a relatively homogeneous manner, with a power enhanced by a factor ≈ 16
thanks to an external buildup cavity. With this final experimental configuration, resonant
intracavity EIT was demonstrated on a low Rydberg level, making the whole cloud trans-
parent in a large frequency bandwidth, such that the cavity transmission is fully restored.
Some of the ideas we could explore with this upgraded setup were discussed theoretically,
in order to probe the regime where few excitations experience strong interactions in the
mode. Storage-retrieval schemes using Rydberg states could deterministically generate
non-classical states of light, to be analyzed with homodyne detection. The quantum non-
linearity could also be probed by measuring the steady-state correlations induced on light
transmitted or reflected by the cavity, with the pair of photon counters already in place.

Based on the quality of the EIT observed on state n = 37, we have good reasons to
think that the latest version of the experimental setup should allow for observation of few-
photon nonlinearities in one of these ways, in well-chosen parameter ranges. Experiments
along this axis have already started, as discussed in chapter 14, but will be completed in
the ongoing PhD thesis of Rajiv Boddeda.

Medium and long-term plans

In the medium term, the plan for the future is to replace the cavity mirrors to achieve
smaller cavity waist and higher finesse, in order to enhance the effect of a single Rydberg
sphere in the system. The new cavity mirrors, designed by Imam Usmani, are already
available, and the switching should occur as soon as all measurements considered worth
doing with the current setup are done. The new cavity design should allow more easily
for observation of single-photon level nonlinearities, and enable the team to explore purely
dispersive regimes where additional interesting physics should happen.

In the long term, as was partially demonstrated in this thesis, this system of cold
atomic cloud coupled to a relatively low-finesse cavity in Rydberg-EIT conditions should
gather all necessary features to study coherent few-photon nonlinear evolutions. As already
pointed out, experimentally realistic schemes are now proposed to realize in a “clean” way
an optical two-photon quantum gate using this kind of system.

In addition to these already existing proposals, a collaboration has been initiated
between our group and Anders Sørensen’s one to look for specific schemes that would
make optimal use of our system’s features. Using the cavity in a regime where a single
excitation stored in the Rydberg state can drastically modify its resonance, one could in
principle sequentially realize all necessary operations for an efficient two-photon gate, with
efficient re-collection of the gate and target photons after the operation.



Appendix A

Rydberg atoms and interactions

In Rydberg states of alkali atoms, the only valence electron is excited to a high-lying
energy level (n> 30), occupying a wavefunction mostly spread far away from the positive
core formed by the nucleus and the inner electrons. As a result the system is close to
hydrogenoid, with a singly-charged massive nucleus, and the state of the outer electron
is described by its principal quantum number n, orbital angular momentum l and total
angular momentum (orbital + spin) j 1. However, for low l states which we will be
interested in, the non-negligible penetration of the valence electron into the core at the
“perigee” of its orbit makes the effective potential it feels seem slightly stronger than the
pure hydrogenoid one in regions close to the nucleus.

This leads to the standard “quantum defect” description of the Rydberg states, which
states that to estimate many of their physical properties (typically energies), one can use a
hydrogenoid model with an adjusted effective principal quantum number n∗

n,l,j = n−δn,l,j ,
corrected by the quantum defect δn,l,j , which is measured accurately and tabulated [57].
The energies of Rydberg levels in an alkali atom where the core is of mass mc are accurately
found by:

En,l,j = −
Ry(1 + me

mc
)−1

(n∗
n,l,j)2

(A.1)

where Ry is the Rydberg unit of energy (1Ry ≈ 13.6 eV).
Other characteristics of Rydberg states have simple scalings with n∗, as shown in table

(A.1).

Physical quantity Scaling Value for n=62

Binding energy (n∗)−2 -0.9 THz
Transition frequency between adjacent n state (n∗)−3 30 GHz

Ionization electric field (n∗)−4 23 V/cm
Typical orbital radius (n∗)2 3500 a0

Dipole moment between adjacent n states (n∗)2 3500 e a0

Radiative lifetime (n∗)3 220 µs
Scalar polarisability (n∗)7 900 MHz/(V/cm)2

Table A.1: Scaling of the different properties of Rydberg levels.

The property of importance to us is the Rydberg wavefunctions’ typical radius, scaling

1. The coupling to the nucleus being very weak, the hyperfine splitting of Rydberg states is usually
considered as negligible or unresolved, and the fine structure basis is good enough
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as (n∗)2, that explains the extremely large dipole moments available from these states,
and thereby the strong interactions they can experience.

The complete theoretical description of these interactions between two atoms involves
taking into account all interaction terms between the many bodies composing each of the
atoms. It can be shown that a multipolar expansion of the interaction Hamiltonian leads
to a series in powers of R−1 [153].

Keeping only the dipole-dipole interaction term, the Hamiltonian of atoms A and B
at a distance R is:

Ĥdd =
1

4πǫ0

~̂dA. ~̂dB − 3( ~̂dA.~u)( ~̂dB.~u)

R3
(A.2)

where ~u is a unit vector pointing from A towards B.

Starting from the symmetric two-atom state |n, l, j,mj〉 ⊗ |n, l, j,mj〉, ignoring its pos-
sible degeneracy in mj, and as the atomic states have no permanent dipole, Ĥdd can couple

the system to states
∣

∣

∣n′, l′, j′,m′
j

〉

⊗
∣

∣

∣n′′, l′′, j′′,m′′
j

〉

that are in general not degenerate in

energy. The contribution of the dipole-dipole interaction to the total energy of the system
can therefore be calculated to lowest order by second-order perturbation theory as:

∆E =
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2

(2En,l,j − En′,l′,j′ − En′′,l′′,j′′)
(A.3)

This therefore takes the form usually written as C6
R6 . Though the sum above theoreti-

cally must include all possible combinations of pairs of levels, it is clear that the ones with
large dipole coupling to |n, l, j,mj〉 and small energy defects ∆F = (2En,l,j − En′,l′,j′ −
En′′,l′′,j′′) contribute the most. In order to estimate the resulting shift, one therefore has
to look for the possible combinations of states where one atom goes up in energy and the
other one goes down, so that the total energy remains approximately constant. There are
usually not so many channels satisfying this condition, and it is then enough to consider a
remarkably small number of states (< 10) to get a good estimate of the energy shift [145].

In the extreme case where one assumes that one specific channel is mostly responsi-
ble for the shift, the problem simplifies to solving for the eigenenergies of the following
Hamiltonian in two-atom states basis:

Ĥ =

(

0 C3
R3

C3
R3 ∆F

)

(A.4)

The energy of state |n, l, j,mj〉 is then shifted by the interactions of the amount 1
2(∆F −

√

∆2
F +

4C2
3

R6 ). If the interactions represent a small perturbation compared to the Förster

energy defect ∆F , this is ≈ −C2
3

∆F R6 , so that one recovers the van der Waals form. However

when C3
R3 >> ∆F , the energies of the two states are shifted by ± C3

R3 .
This therefore signals one of the limits of the van der Waals 1/R6 description of the

interaction between Rydberg atoms. The situation above can occur if for some given two-
atom state there exists another one with very small ∆F , which is called a quasi-Förster
resonances (an example is 43D5/2 in rubidium), or if two states are on purpose brought
into Förster resonance (∆F = 0) via application of an external field for example. In this
case the dipole-dipole interaction scales as 1/R3. Even in the general case, this sets a lower
bound to the region in R where the 1/R6 behaviour is valid, as even for a non-zero ∆F
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there is a characteristic distance Rmin for which C3

R3
min

= ∆F , below which the behaviour

of the interaction potential changes. This minimum radius of validity can be written in

other terms as Rmin =
(

c6
∆F

)1/6
. A typical value is Rmin ≈ 2µm for 60D5/2 states in

rubidium. In our range of atomic densities, the average interparticle distance is typically
3 µm, so that for most pairs of atoms in the cloud the interaction distance is above this
limit. For n > 50D5/2 states in rubidium the expected scaling is Rmin ∝ (n∗)7/3 [145].

On the other hand, for large enough distances R, another limit should be taken into ac-
count as the multipolar expansion of the interactions exhibits one quadrupole-quadrupole
coupling term scaling as C5/R

5, that dominates over the van der Waals one above a cer-
tain limit Rmax = C6

C5
. However in standard cases, this Rmax is large enough that at such

distances the 1/R5 may start to dominate but the overall interaction energy is anyway
much too low to have any effect at all [152, 153].

In conclusion, for the relevant range of interatomic distances, when interactions actu-
ally play a role we will assume that they are well described by the van der Waals potential.
However, as explained in the main text (section 10.1.2), the Zeeman degeneracy of the
Rydberg states and the angular dependence of the potential lead to more complications
that we have to take into account.





Appendix B

Modeling of the classical nonlinear
dispersion measurements

This appendix aims at establishing the results used in section 12.3, whose derivation
was too technical and/or lengthy to be included in the main text. The main question is how
to include the dynamics of the three-level atomic response and the spatial inhomogeneities
in a model that could explain our observations of dispersive nonlinearities induced by
Rydberg interactions. In order to be able to do that, we resort to an adiabatic elimination
of the intermediate state to use effective two-level Bloch equations. The coherence is
expressed in the χ(3) limit as a function of the Rydberg population, whose effective response
time is found here. We have to take into account the spatial averaging over the probe mode
to estimate this response time, as well as to get the right effective nonlinear susceptibility.
The results are used to reproduce the slopes we observe experimentally for the curves
∆θ(Y )/∆θ(0).

The calculations and analytical expressions in this appendix were first derived from
the work of Alexei Ourjoumtsev.

Adiabatic elimination of the intermediate level

We start from the full three-level Bloch equations without interactions for the averages
of operators, for a given atom:
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


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


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d
dtσ = iγ

(

(∆ + i)σ + Ω
2 (σ33 + 2σ22 − 1) − Ωb

2 σ13

)

d
dtσ13 = iγ

(

(δ + iγ13)σ13 + Ω
2 σ23 − Ωb

2 σ
)

d
dtσ23 = iγ

(

((δ − ∆) + i(1 + γ13))σ23 + Ω
2 σ13 + Ωb

2 (σ33 − σ22)
)

d
dtσ22 = γ

(

−2σ22 + 2γ33σ33 + iΩ
2 (σ − σ∗) − iΩb

2 (σ23 − σ∗
23)
)

d
dtσ33 = γ

(

−2γ33σ33 + iΩb
2 (σ23 − σ∗

23)
)

(B.1)

where we took γ23 = 1 + γ13 for the 2-3 coherence decay rate.

We are interested in the dynamics at the µs timescales, so that, as γ corresponds to
timescales ≈ 30 ns, we set d

dt(σ, σ23, σ22) << γ(σ, σ23, σ22) to describe only the relevant
dynamics. This allows to eliminate the intermediate state from the equations, expressing
σ, σ23 and σ22 as a function of σ13 and σ33, and get a closed system of equations for σ13

and σ33.
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We will write these relations symbolically:

d

dt
V = AV + U (B.2)

W = BV + Z (B.3)

where

V = (Re[σ13], Im[σ13], σ33)† (B.4)

W = (Re[σ], Im[σ])† (B.5)

The coefficients of matrices and vectors A,B,U, Z have complicated expressions, but
are obtained straightforwardly from the initial system at this stage. In principle one can
then solve the dynamical equation for the effective two-level model with states 1 and 3,
and get afterwards the susceptibility by calculating σ using B and Z.

Now if we take into account the experimental values of all parameters, the expressions
of all the coefficients of A,B,U, Z can be simplified a lot. Recall that in our experimental
configuration, because of the modes inhomogeneities, some approximations can not be
made, like Ω << Ωb, because they are not valid everywhere in space. The quantities we

will neglect before 1, as they are at most of order 0.1, are: Ω2

4∆2 ,
δ
∆ ,

1
∆ ,

γ13

∆ , γ33, γ13,
Ω2

b
4∆2 .

Under these approximations, one obtains an equivalent system described by leading
order terms in A and U , much simpler, that can be written as:

Ae = γ







−γ13e −δe 0
δe −γ13e Ωe

−Ωe
∆ Ωe −2γ33e






(B.6)

Ue = γ

(

− Ωe

2∆
− Ωe

2

Ω2
e

2∆2

)†
(B.7)

The parameters with index e are the ones of the resulting effective two-level model,
given by:

Ωe =
ΩΩb

2∆
(B.8)

δe = δ +
Ω2 − Ω2

b

4∆
(B.9)

γ13e = γ13 +
Ω2 + Ω2

b

4∆2
(B.10)

γ33e = γ33 +
Ω2

b

4∆2
(B.11)

(B.12)

Under the same level of approximation, the B and Z matrices are (to lowest order in
probe power):

Be =

(

Ωb
2∆

Ωb
2∆2 − Ω

2∆

− Ωb
2∆2

Ωb
2∆

Ω
2∆2

)

(B.13)

Ze =

(

Ω

2∆
− Ω

2∆2

)†
(B.14)
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Thus the lower transition coherence can be written as:

σ(t) =
1

2(∆ + i)
[Ωbσ13(t) + Ω(1 − σ33(t))] (B.15)

If we neglect the intrinsic dynamics of σ13 and assume that it is mostly following σ33

which has the slowest behaviour, we can get an approximation by putting dσ13/dt to zero
in the remaining dynamical equations, to extract the “quasi-steady state” relationship
between the two:

σ13(t) =
Ωe

2(δe + iγ13e)

[

∆ − i

∆
− 2σ33(t)

]

(B.16)

This, once combined with equation (B.15), gives equation (12.4):

σ

Ω/2
(t) =

1

∆ + i

[

1 +
Ω2

b/4

(∆ + i)(δe + iγ13e)
− σ33(t)

(

1 +
Ω2

b/2

∆(δe + iγ13e)

)]

(B.17)

Local and average Rydberg population response times

From the previous approximations, once one has neglected the intrinsic dynamics of
the Rydberg coherence, the dynamical equation dV/dt = AV + U can be written as a
single equation on σ33, that involves a exponential response time. One clearly sees from
the coefficients in matrix Ae, that to lowest order in probe power, the local value of this
response time will be:

τloc = (2γ(γ33e))−1 =

(

2γ(γ33 +
Ω2

b/4

∆2
)

)−1

(B.18)

To express the response time of the average population, one has to average over the
probe mode the steady-state population on one hand, and its initial growth rate on the
other hand.

To lowest order approximation, the simplest form one can get from this effective two-
level model for the local steady-state Rydberg population in the χ(3) limit is:

σ
∞(2)
33 ≈ Ω2

eγ13e

4γ33e |δe + iγ13e|2
≈ Ω2Ω2

b

16∆2γ33 |δ + iγ13|2
γ13 + Ω2

b/4∆2

(1 + x2) |1 + x1|2
(B.19)

which depends on space through the local Rabi frequencies. Here x1 and x2 are parameters
whose expressions are:

x1 = − Ω2
b/4

(∆ + i)(δ + iγ13)
(B.20)

x2 =
Ω2

b/4

γ33∆2
(B.21)

After making a single-pole decomposition of this expression with respect to Ωb, it can
be averaged over space, with a probe mode with maximal Rabi frequency Ω0 and waist
w, and a blue mode with maximal Rabi frequency Ωb0 and waist wb (the z dependence
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disappears as the two modes have incommensurate wavelengths and the beating is averaged
out. The result is:

〈

σ
∞(2)
33

〉

=
3Ω2

0

32
Im
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





2F1

(

1
2 ,

2w2
b

w2 , 1 +
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b
w2 ,−x20

)

−2 F1

(

1
2 ,

2w2
b

w2 , 1 +
2w2

b
w2 ,−x10

)

γ33(∆ − i) + δ + iγ13









(B.22)

where x10 and x20 are the values of x1 and x2 for the maximum blue Rabi frequency.
Under the approximation that w2

wb2 ≈ 2 (=1.65 in reality), the special functions simplify
to give:

〈

σ
∞(2)
33

〉

=
3Ω2

0

16
Im

[

1

γ33(∆ − i) + δ + iγ13

(

1

1 +
√

1 + x20
− 1

1 +
√

1 + x10

)]

(B.23)

which is (proportional to) the numerator of equation (12.10).
To get the denominator one must calculate the growth rate of the average population,

which is, to the same level of approximation and using the same procedure as before:

〈

σ
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33
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〉

≈ 3Ω2
0

32
Im
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For w2

wb2 ≈ 2, this is:

〈

σ
∞(2)
33

τloc

〉

=
3Ω2

0

32
Im

[

1

(∆ − i)

(

1 − 2

1 +
√

1 + x10

)]

(B.25)

One can check numerically that when taking the ratio to get the effective rising time,
the result does not depend a lot on the exact value of w2

w2
b

so that the approximation ≈ 2

is good enough.
One can also more carefully estimate the settling time of the average coherence directly,

instead of assuming it is following the one of the population, by averaging the full expres-
sion (12.4) (as there are other factors depending on space in addition to the population),
but the difference turns out to be quite small in our range of parameters.

Spatial averaging of the third-order nonlinear term (param-
eter a)

Here we want to give the expressions obtained when integrating over the probe mode

the steady-state value of the susceptibility in the χ[3) limit,
〈

σ
Ω/2

〉(3)

∞
. This involves a

spatial average of the two contributions to the nonlinearity, the “natural” one and the
interaction one.

As explained in the main text, the local natural third-order nonlinearity within our
approximations is:

σ

Ω/2

(3)

nat,∞
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
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4


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(

1
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− 2x1/∆

1 + x1

)

(B.26)
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As it has a local expression where the only dependence on space comes through the
blue Rabi frequency, this quantity can be averaged spatially over the probe mode, or using
the distribution function Pr(x) for Ω2

b/Ω
2
b0, to give the exact same result.

Here again, a single-pole decomposition of this product of terms as a function of Ωb

allows for an analytical integration, to get:
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32

1
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This, being proportional to Ω2
0 and therefore to X, gives one of the contributions to

the coefficient a used in the main text (defined by
〈

σ
Ω/2

(3)

∞

〉

= aX).

The second contribution comes from the interaction nonlinearity. From a model where
we did not take into account spatial dependences, we obtained the following expression
for the local third-order interaction susceptibility:

σ

Ω/2

(3)

int,∞
= −σ∞(2)

33 nb


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1

∆ + i
− 1
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/4
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
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33 nb
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1 − 1
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)

(B.28)

with nb = 2π2

3 µ
√

C6

γ(δ+iγ13−Ω2
b
/2(∆+i))

.

At first sight one may think that this is again one more expression with a product of
several terms that depend on the blue Rabi frequency, so that we can again try to estimate
the spatial average of it by looking for a single-pole decomposition, or even just neglect the
correlations between the different terms. However in this expression the dependence of nb

on the blue Rabi frequency is not of the same kind as for the other terms. The derivation
of the form above for the nonlinearity in itself assumed that all atoms saw the same blue
Rabi frequency, and the definition of nb is already resulting from a spatial integral, that
takes the shape given above only if for all atoms blockaded the Rabi frequency is the same.
Therefore the blockade radius or nb would indeed depend on the blue Rabi frequency in
a uniform system, but here what we have to take into account is more directly the fact
that even inside a single blockade sphere the blue is very inhomogeneous, so that all atoms
around an excited one do not feel the same blockade efficiency. Therefore the more sensible
way to do it is to come back to the initial modeling of the effect of Rydberg interactions
to extract the nonlinearity.

We consider that a Rydberg atom at position ~ri modifies the coherence of another
atom at position ~rj to:
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σ

Ω/2
(~rj , ~ri) =
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

1 − x1(~rj)

1 + x1(~rj) + C6
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

 (B.29)

The total change in the susceptibility induced by the Rydberg at ~ri is therefore:

d
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πL(∆ + i)
d3~rj

In order to get the total nonlinear change of susceptibility due to the Rydberg inter-
actions in the cloud, one therefore needs to sum the contributions of all possible excited
atoms, as we only look at the regime below saturation of the medium:
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After some rewriting this takes the integral form:
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The sum of this expression with equation (B.27) is what gives us the full effective χ(3)

averaged over the probe mode, taking into account the spatial variations of the blue power
in particular. It has no simple expression in the general case, but can be put in the shape

of
〈

σ
Ω/2

(3)

∞

〉

=

〈

σ
Ω/2

(3)

nat,∞

〉

+

〈

σ
Ω/2

(3)

int,∞

〉

= aX, which is what we used in the main text.

These expressions are used to estimate numerically the value of a when comparing
our experimentally measured slopes of the normalized blue-induced shift versus Y to the
theory.

Lorentzian fitting of the dynamical curves and shift as a func-
tion of Y

Once we have the expression for the nonlinearity
〈

σ
Ω/2

(3)

∞

〉

= aX(θ), we consider the

coupled evolution equations of the intracavity power X(θ) and of the susceptibility, given
in the main text:
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d

dθ
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(B.33)

X(θ) =
Y

∣

∣
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Solving these equations one gets the nonlinear susceptibility
〈

σ
Ω/2

〉(3)
directly as a

function of θ, and of Y .
When fitting the observed transmission curve by a Lorentzian, what we do is then to

minimize the value of the following quantity:

K =

∫ ∞

−∞
(Tcav(θ, Y ) − p1

(1 + p2)2 + (θ + p3)2
)2dθ (B.35)

with respects to parameters p1, p2, p3, and with the experimentally observed transmission
given by:
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In these terms, the slope of what we measure and plot afterwards to extract the
nonlinear shift is simply dp3

dY
(Y = 0).

The condition for optimum fit, or minimum K, implies that for the optimum parame-
ters one has ∂K

∂p3
= 0, which is equivalent to:

M(Y ) =

∫ ∞

−∞
Tcav(θ, Y )

θ + p3

((1 + p2)2 + (θ + p3)2)2
dθ = 0 (B.37)

As this has to be true for all Y, one can in particular write that dM
dY (0) = 0. This gives

a condition that can be written as:
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∫ ∞

−∞

(

∂Tcav
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where p2(0) and p3(0) correspond to the attenuation and shift of the line in the linear

regime, given by −2CIm[
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] and −2CRe[
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].

The only thing that remains to estimate in order to get dp3

dY (0) is therefore ∂Tcav
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This is done by writing:
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To get the derivatives of the third-order nonlinearity with respect to Y , as we only need
them to the lowest order, we can use the lowest-order solution of the dynamical equations,
which is equivalent to:
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The solution of this equation is:
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From there, using equations (B.39) and (B.38), one can express in a closed form the
value of dp3

dY (0), which can be integrated to give the measured normalized slope:
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= S
Re[a](2β5 + 9β3 + 20β1 + 5β−1) + 2Im[a](β4 + 4β2 + 7β0)

48
√
πRe

[〈

σ
Ω/2

〉

2lev
−
〈

σ
Ω/2

〉

3lev

] (

1 − 2CIm
[〈

σ
Ω/2

〉

3lev

])2 (B.44)

where S and the βn’s are defined in the main text.
Due to the choice of sign made at the beginning the case treated here is the “up”

one. The reverse scan case can be obtained by flipping the signs of all real parts of

susceptibilities (a,
〈

σ
Ω/2

〉

3lev
,
〈

σ
Ω/2

〉

2lev
).



Appendix C

Technical details about the last version of
the experimental setup

This appendix contains additional technical details about the recent experimental im-
provements brought to the imaging setup and to the blue buildup cavity, that were partially
discussed in the last part of this thesis.

Imaging setup

The problematic was to build an imaging system capable of resolving details at the 10
µm scale in the cloud with our experimental constraints.

Side dipole trap

and blue beam Imaging viewport

30 cm

Figure C.1: Position of the imaging viewport.

Due to the size of the vacuum chamber, the collection optics can not be placed closer
than ≈ 30 cm from the atoms. This affects the performances as the collection efficiency
conditions both the level of signal and the diffraction limit achievable when imaging. To
access the largest solid angle without any object (coils, cavity mount ...) blocking the
path, the only free viewport of the vacuum chamber that can be used is shown in figure
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(C.1). It is ≈ 2 cm in radius and it is not orthogonal to the optical axis, as illustrated in
figure (14.4).

Other strong constraints on the resolution come from the camera which has square
pixels of 20 µm size. This means that to get a 10 µm resolution on the atomic density
distribution, it is in any case necessary to design the imaging system with a magnifying
ratio of at least 2-3.

The optical system used to address these constraints is sketched in figure (14.3) and
commented in the main text.

The collection solid angle, fixed by the viewport, is ≈ 0.012 steradians, corresponding
to a collection efficiency of ≈ 10−3. Provided all the light collected through this viewport is
then maintained in the optical path to form the image, this fixes the diffraction resolution
limit in the system. The radius of the associated Airy spot in the object plane is ≈ 8 µm,
which is of the order of the typical scale to be resolved.

The optical system was simulated on the design software OSLO to estimate the ef-
fect of aberrations. For perfectly aligned optics, configurations were obtained where the
magnifying ratio is close to 3 and the aberrations contribute to a blurring of the order of
5-10 µm of the image (standard deviation), which is acceptable. The effect of the tilted
window through which we collect light can also be simulated, and is found to enlarge only
very slightly (few percents) the aberration spot.

Once the system is set up on the experiment and the position of the camera has been
finely adjusted to optimize the sharpness of the image on the CCD, the magnifying ratio
must be measured in situ for the final configuration. For that, a small glass plate at 45◦

(≈ 1 by 2 cm) is inserted between the viewport and the first doublets to divert the optical
path vertically down towards the optical table, rather than towards the atoms. In this
alternative optical path a 10 µm radius pinhole lit by an LED is placed so that its image
is exactly forming on the CCD. Mounted on a translation stage, it is then controllably
translated in its object plane and the corresponding displacement of the image is measured
to get the magnifying ratio. The result is 2.74±0.05.
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Figure C.2: Test of the imaging system with pinholes. The profiles obtained on
the camera, integrated along one dimension, are shown for pinholes of 20 µm diameter
(left) and 200 µm (right).

When imaging pinholes in this alternative optical path, an estimation of the resolution
limit can be obtained as illustrated in figure (C.2). Taking into account the independently
evaluated magnification of ≈ 2.74, we compare the obtained integrated profiles to an
approximate theoretical form: the result of the integration of a uniform circle convoluted
with a 2D Gaussian of adjustable size, used to simply simulate the joint effect of diffraction
and aberrations. The profiles are very well consistent for different pinhole sizes, with only
adjustable parameter the standard deviation of the “blurring” Gaussian which is here of
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20 µm (in the image plane). This resolution limit is qualitatively consistent with the
expected combination of diffraction, aberrations, finite size of the camera pixels, and some
small experimental misalignments.

In this configuration, the small glass plate should make the diffraction limit even worse
than in the actual imaging path. However it also does not suffer from passing through
the viewport at an angle, which adds aberrations on the real images in an amount that is
hard to estimate, but expected to be small compared to the other limits. As a result the
resolution limit estimated is not really the one to be applied to the actual images, but it
shows that at least in this alternative path details in the object plane of size ≈ 10 µm are
well resolved, which was the goal.

Blue cavity

Due to the structure of the blue cavity, locking it on resonance with a given blue fre-
quency proved to be difficult on first tests. The mechanical stability of the breadboards
was the first expected source of troubles. Initially, ≈ 13 mm thick plain aluminum bread-
boards (Thorlabs MB4545) were used, mounted on 4 legs of 1” diameter each for ≈ 25 cm
height. The complete breadboards structure was thus replaced for something supposedly
more efficient and adapted : 6 cm thick honeycomb breadboards (Thorlabs B4560A) with
legs of 1.5” diameter for a smaller height (≈ 20 cm). However, this did not solve the
problem at that time.

The main source of problem turned out to be the method used to lock the cavity. It
was first decided to use a low-power 810 nm beam in order to lock the blue cavity. As
the viewports have an uncontrolled effect on the polarization, the inside of the cavity is
birefringent and it presents non-degenerate polarization eigenmodes. We therefore tried
to use a Hansch-Couillaud lock on the 810 to make use of this birefringence to obtain an
error signal [190]. Finally, even after optimization, a satisfying lock stability was obtained
when looking at the error signal, and good short-term lock quality on the intracavity blue
power, but unavoidable slow drifts in the optimum blue resonance were always observed.
This was due to the use of two very different wavelengths in such a long unprotected
cavity: the cavity lock was good at 810 nm, but the blue at 480 nm was experiencing large
enough differential changes in the air’s optical index (varying differently at 480 nm and
at 810 nm when pressure and temperature change), that its stability was not satisfactory.

We then solved the problem simply by locking with an auxiliary weak beam at 480
nm, that suppressed completely the differential drift issue.
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Production et interaction de photons
en utilisant des polaritons atomiques et des interactions de Rydberg

Produire et faire interagir entre eux des photons optiques de façon contrôlée sont deux
conditions nécessaires au développement de communications quantiques à longue distance,
et plus généralement au traitement quantique d’information codée sur des photons. Cette
thèse présente une étude expérimentale de solutions possibles à ces deux problèmes, en
utilisant la conversion des photons en excitations collectives (polaritons) dans un nuage
d’atomes froids, placé dans le mode d’une cavité optique de faible finesse (∼ 100).
Dans un premier temps, des polaritons entre états atomiques fondamentaux sont utilisés
pour « mettre en mémoire » une excitation unique dans le nuage. Celle-ci est ensuite
convertie efficacement en un photon unique, dont le champ est analysé par tomographie
homodyne. La fonction de Wigner de l’état à un photon est reconstruite à partir des don-
nées expérimentales et présente des valeurs négatives, démontrant que les degrés de liberté
de ce photon (mode spatio-temporel et état quantique) sont complètement contrôlés.
Dans un second temps, les photons sont couplés à des polaritons impliquant des états
de Rydberg. Les fortes interactions dipolaires entre ces derniers se traduisent par des
non-linéarités optiques dispersives très importantes, qui sont caractérisées dans un régime
d’excitation classique. Ces non-linéarités peuvent être amplifiées jusqu’à ce qu’un seul
photon suffise à modifier totalement la réponse du système, permettant en principe de
générer des interactions effectives entre photons.

Mots-clefs : Optique quantique, photons uniques, états non gaussiens, non-linéarité op-
tique géante, ensembles atomiques, polaritons, atomes de Rydberg, tomographie homo-
dyne, fonction de Wigner

Production and interaction of photons
using atomic polaritons and Rydberg interactions

Controllably producing optical photons and making them interact are two key require-
ments for the development of long-distance quantum communications, and more generally
for photonic quantum information processing. This thesis presents experimental studies
on possible solutions to these two problems, using the conversion of the photons into col-
lective excitations (polaritons) in a cold atomic cloud, inside the mode of a low-finesse
optical cavity (∼ 100).
Firstly, ground-state polaritons are used to store a single excitation in the cloud memory.
This polariton is then efficiently converted into a single photon, whose field is characterized
via homodyne tomography. The single photon state’s Wigner function is reconstructed
from the experimental data and exhibits negative values, demonstrating that the photon’s
degrees of freedom (spatio-temporal mode and quantum state) are well controlled.
Secondly, photons can be coupled to polaritons involving Rydberg states. The strong
dipolar interactions between these give rise to very strong optical dispersive nonlineari-
ties, that are characterized in a classical excitation regime. These nonlinearities can be
amplified until a single photon is enough to modify the entire system’s response, allowing
in principle for the generation of effective photon-photon interactions.

Keywords: Quantum optics, single photons, non-gaussian states, few-photon optical non-
linearity, atomic ensembles, polaritons, Rydberg atoms, homodyne tomography, Wigner
function
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