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Docteur de l’École Polytechnique

Specialty: SOLID STATE PHYSICS

Spin dependent electron transport in semiconductors

due to the Pauli principle

by

Fabian CADIZ

defended publicly on July 6, 2015 in front of the jury composed of
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Ce travail a été réalisé au sein du laboratoire de Physique de la Matière Condensée de

l’Ecole Polytechnique, dans le groupe Electrons Photons Surfaces. Je voudrais ici exprimer

toute ma reconnaissance aux nombreuses personnes avec lesquelles j’ai eu l’opportunité

de collaborer durant mon doctorat.
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monde de la recherche scientifique, Daniel et Alistair. Travailler avec vous pendant ces
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Mon amour pour la physique des semi-conducteurs doit beaucoup à la personne d’Emmanuel
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Arancibia, Felipe Garrido, Patricio Gallardo, Jaime Arancibia, Pedro Ramaciotti. Merci

au team Nano de l’Institut d’Optique (Nicolas,Jérémie,Laurent,Valérian,Julien) pour leur
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Spin dependent electron transport in semiconductors

due to the Pauli principle

Abstract

This thesis is concerned with transport of photoinjected minority spin-polarized electrons in

doped semiconductors, as a function of both the density and the temperature of the injected

electron gas. In p+ GaAs thin films, charge and spin transport is investigated theoretically

and experimentally by using a novel polarized microphotoluminescence (µPL) technique which

consists in imaging the spatially-resolved PL intensity and polarization under a tightly-focused

circularly-polarized CW laser excitation. Study of the experimental profiles at low concentration

and under an applied electric field shows that the minority electron mobility is mainly deter-

mined by the electron temperature instead of the majority hole statistics, introducing a puzzling

piece to the current understanding of scattering processes in semiconductors.

At higher densities, this experimental technique has allowed us to explore a novel charge-spin

coupling mechanism which modifies electron transport. Under degeneracy of the electron gas

(high concentration, low temperature), a dip at the centre of the spin polarization profile appears

with a polarization maximum at a distance of about r = 2 µm from the excitation. This coun-

terintuitive result reveals that photoelectron diffusion depends on spin, as a direct consequence

of the Pauli principle which causes in general a concentration dependence of the spin stiffness.

This results in a novel spin filter effect in an homogeneous material. The other effects which

may modify spin transport in a degenerate electron gas are thermoelectric spin currrents (spin

Soret currents) and ambipolar coupling with holes. A comparison of the data with a numerical

solution of the coupled diffusion equations reveals that ambipolar diffusion increases the steady-

state photo-electron density at the centre and therefore the amplitude of the degeneracy-induced

spin-dependent diffusion, while the contribution of the spin Soret current is negligible. Coulomb

spin drag and bandgap renormalization are negligible due to electrostatic screening by the hole

gas. It is expected for degeneracy to have larger effects in confined systems, such as quantum

wells, where both the spin stiffness and the mobility can have a much stronger spin dependence.

Keywords

Spin diffusion, semiconductor spintronics, GaAs, Pauli principle
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Transport dépendant du spin dans les semi-conducteurs:

une conséquence du principe de Pauli

Résumé

Ce travail de thèse est consacré à l’étude du transport des électrons minoritaires dans des semi-

conducteurs dopés, en fonction de la densité et de la température du gaz électronique. Dans des

couches minces de p+-GaAs, le transport de la charge et du spin est étudié par une approche

à la fois théorique et expérimentale en utilisant une technique de microscopie originale permet-

tant d’imager en régime stationnaire le profil de charge et de spin en fonction de la distance r

par rapport à la tache d’excitation lumineuse. L’étude de ces profils à faible concentration et

sous l’application d’un champ électrique montre que la mobilité des électrons minoritaires est

déterminée principalement par la température des électrons et non pas par la statistique des

trous majoritaires, ce qui invite à reformuler les modèles théoriques concernant les processus de

diffusion des porteurs minoritaires dans les semi-conducteurs.

Notre technique expérimentale a aussi permis d’explorer un nouveau mécanisme de couplage

charge-spin lorsque la densité électronique est élevée. En effet, sous l’effet de la dégénérescence

du gaz électronique (forte concentration, basse température), une diminution de la polarisation

de spin à l’endroit d’excitation apparâıt, avec un maximum de polarisation visible à environ r =

2 µm. Ce résultat contre-intuitif révèle le fait que, à cause du principe de Pauli, la diffusion des

photo-électrons dépend du spin, car la raideur de spin devient une fonction de la concentration

dans le régime dégénéré. Un nouveau mécanisme de filtre à spin en découle, mais qui ne fait

pas intervenir une interface entre deux matériaux. D’autres effets pouvant modifier le transport

de spin dans le régime dégénéré sont les courants thermoélectriques de spin (courants de Soret)

et le couplage ambipolaire avec les trous. Une comparaison entre les profils expérimentaux et

une solution numérique des équations de diffusion couplées montre que le couplage ambipolaire

augmente la concentration de photo-électrons dans le régime stationnaire, et donc l’amplitude

des effets liées à la dégénérescence, tandis que les courants de Soret de spin sont négligeables.

Des effets tels que la renormalisation du gap et le couplage Coulombien entre électrons de spin

opposés sont négligeables à cause de l’écrantage des intéractions électron-électron induit par le

gaz électronique. On s’attend à ce que l’effet de la dégénérescence augmente dans des systèmes

confinés, tels que les puits quantiques, où la raideur de spin et la mobilité peuvent avoir des

dépendances en spin encore plus fortes.
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Chapter 1

Introduction

The injection, control and transport of non equilibrium minority charge carriers in semi-

conductors is central to the operation of all bipolar microelectronic devices, including

transistors, light emitting diodes and photovoltaic cells. The main physical quantities of

importance to device operation are the ensemble averaged minority carrier lifetime, τ ,

diffusion constant, D, and mobility, µ. This thesis will be concerned with non-uniformly

photoexcited p-type GaAs so that τe, De and µe will be associated with the charge trans-

port of the minority photo-electron density, n. The two fundamental laws which determine

charge transport in semiconductors are Fick’s law for diffusion:

~Jdiff
c = qDe

~∇n (1.1)

and Ohm’s law for drift under the influence of an electric field ~E:

~Jdrift
c = σe

~E = qnµe
~E (1.2)

where q is the absolute value of the electron charge, and σe = qnµe is the electronic con-

ductivity. The total charge current is then ~Jc = ~Jdrift
c + ~Jdiff

c .

In addition to carrying charge, a conduction electron also carries spin angular momentum.

Being spin-1/2 particles, each electron will have associated with it a spin component of

±1/2 projected along some arbitrary axis. These two orthogonal states are denoted here

by + and −. In consequence, the electronic density in a non-magnetic semiconductor can

be split into two sub-populations n+ and n−, corresponding to the two possible values of
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the spin, such that n = n+ + n− and ~Jc = ~J+ + ~J−, where each ~J± current is defined

as the sum of Eq.(1.1) and Eq.(1.2) for each sub-population n±. The ensemble spin po-

larization is defined by P = (n+ − n−)/n. This polarization is zero in the absence of

any perturbation that destroys time reversal symmetry (e.g. magnetic field, circularly

polarized photoexcitation,...), i.e. n+ = n−.

In contrast, under a bandgap resonant photoexcitation of p-GaAs with circularly polarized

photons, conservation of angular momentum dictates that the minority electrons will be

spin polarized, thus generating a non-equilibrium magnetization proportional to the spin

density s = n+ − n−. In this case, spin currents are naturally defined as the difference

between currents of spin + and spin − electrons:

~Jdiff
s = ~Jdiff

+ − ~Jdiff
− = qDs

~∇s (1.3)

and

~Jdrift
s = ~Jdrift

+ − ~Jdrift
− = σs

~E = qsµs
~E. (1.4)

These currents define the spin diffusion constant Ds and the spin mobility µs. It might

naively be assumed that in all circumstances De = Ds and µe = µs since the minority

electrons carry both the charge and the spin. This however is not generally the case, and

this is one of the reasons why spin transport in semiconductors is of interest. It is also the

potential route to new functionalities in semiconductor spintronics. In general De 6= Ds

and µe 6= µs because of a variety of coupling phenomena, the most important of which

is the spin-orbit interaction. This directly results in a number of unusual and intriguing

phenomena such as the spin Hall effect (Kato et al. (2004),Wunderlich et al. (2005)), in

which a longitudinal charge current in a bar shaped semiconductor generates a transverse

spin current in the abscence of any magnetic field. The spin-orbit interaction modifies spin

transport so that in Eq.(1.4), the spin conductivity should be replaced by a conductivity

matrix [σs]. The spin-orbit interaction can be tuned in semiconductor heterostructures to

obtain a controlled precession of the electron’s spin during transport. This provides the

basis for electrical manipulation of the spin (Wang et al. (2013a,b); Balocchi et al. (2011)).

Another effect recently reported by Weber et al. (2005), because of which De 6= Ds, is a

18



spin-spin coupling phenomenom which not only modifies the spin conductivity but also

modifies the spin diffusion current in Eq.(1.3); the so-called spin Coulomb drag. During a

scattering event between electrons of opposite spin, the total momentum of the electrons

is preserved, and so therefore is the charge current. In contrast, this collision does not

necessarily conserve the spin current, as can be seen in Fig.1.1.

Figure 1.1: A representation of an electron-electron scattering, that conserves charge momen-
tum and current, but not spin momentum and current, which reverses its sign after
the collision in this example.

The ensemble of electrons relax its momentum at a rate 1/τm, where τm is the momentum

relaxation time. This does not include electron-electron (e-e) collisions, since they preserve

the total momentum. For spin transport, however, e-e collisions must be included in the

total collision rate, given by 1/τm+1/τee, where τee is the exchange time between electrons

of opposite spin, schematically shown in Fig.1.1. It can be shown (D’Amico and Vignale

(2000)) that there is a reduction of the spin diffusion constant Ds relative to the electron

diffusion constant De given by:

Ds = De
τee

τee + τm
(1.5)

This Coulomb drag can be seen as a friction between the currents ~J+ and ~J− due to

a momentum transfer between them during electron-electron collisions. This coupling

between spins can be accounted for if Fick’s law for diffusion takes the following matrix

form:

~Jdiff
+ = q[D++

~∇n+ +D+−
~∇n−]

~Jdiff
− = q[D−+

~∇n+ +D−−
~∇n−]

(1.6)

19



and if the generalized Ohm’s law for drift considers a conductivity tensor:

~Jdrift
+ = ([σ++] + [σ+−]) ~E

~Jdrift
− = ([σ−+] + [σ−−]) ~E

(1.7)

Another example of spin-spin coupling may arise due to a spin-dependent density of states

via bandgap renormalization (Takahashi et al. (2008)). In general, when a coupling of the

form (1.6) and (1.7) exists, the charge and spin diffusion currents cannot be written in

their simpler form (1.1) and (1.3). A linear combination of the currents appearing in

Eqs.(1.6) and (1.7) leads to the following coupled charge and spin drift-diffusion currents:

~Jdiff
c = q[Dcc

~∇n +Dcs
~∇s]

~Jdiff
s = q[Dsc

~∇n+Dss
~∇s]

(1.8)

~Jdrift
c = ([σcc] + [σsc]) ~E

~Jdrift
s = ([σsc] + [σss]) ~E

(1.9)

It is concluded that, as far as diffusion currents are concerned:

1. Spin-spin couplings result in a non diagonal Dij matrix (where i and j are + or −),

because of which a gradient of n+ affects the diffusive current of n− and vice versa.

2. Charge-spin and spin-charge couplings originate from non zero values of Dcs and

Dsc, respectively, and result in a dependence on the spin (charge) current on the

charge (spin) density. Spin coulomb drag generates an asymmetrical charge-spin

coupling, since it does not modify charge diffusion (Dcs = 0), but it does modify

spin diffusion via a coupling term Dsc 6= 0. Band-gap renormalization gives both

charge-spin and spin-charge couplings, Dcs 6= 0 and Dsc 6= 0.

One element whose direct consequences on spin-polarized transport are yet to be explored

is the Pauli Principle, which is a key aspect in the quantum mechanical description of

nature. Its basic premise, that two Fermions may not simultaneously occupy the same

quantum state, has profound consequences for a number of apparently disparate physical

systems (Pauling (1960); Shapiro and Teukolsky (1983)). At high Fermion densities (in
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the so-called Pauli blockade regime) it predicts the appearance of a quantum degener-

acy pressure that was recently observed under controlled conditions in an atom trap by

Truscott et al. (2001), and that manifests itself as an increase of the charge carrier diffu-

sion constant and mobility in solids (Smith (1978)).

This thesis describes a new charge-spin coupling phenomenon (Dcs 6= 0, Dsc 6= 0 ) in-

duced by this principle that modifies diffusive spin transport, the key result being that

diffusion of photoelectrons depend on their spin orientation in the degenerate regime,

creating a novel spin filter effect in a homogeneous semiconductor. The consequences of

this coupling between charge and spin transport and its experimental observation will be

the main topic of this manuscript, whose structure is the following:

Chapter 2 consists of a discussion of the main physical mechanisms involved in spin in-

jection, transport and detection in semiconductors. This allows for some of the recently

discovered spin related phenomena to be discussed, together with a brief description of

the experimental techniques that were used for their observation.

Chapter 3 presents a detailed description of the experimental technique used in this work,

pointing out the advantages and disadvantages with respect to the other existing methods

discussed in Chapter 2. The optical alignment procedure is discussed in the hope to help

researchers interested in using this setup in the future. The experimental technique used

here might appear “poorly-controlled”, or “dirty”, as the tightly focused light excitation

creates large charge, spin, and temperature inhomogeneities,potentially giving rise to a

mixture of several distinct effects. The method that we have followed for dealing with

this complexity relies on 3 aspects, each of which being devoted to one chapter.

Chapter 4 presents a detailed characterization of the charge and spin transport properties

of a p+-GaAs sample in nondegenerate conditions.

Chapter 5 contains an extensive theoretical description of the various effects which are

likely to modify spin transport in degenerate conditions: spin-dependent diffusion and

mobility, thermoelectric currents, etc.
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In Chapter 6, I present the experimental results concerning charge and spin transport in

a degenerate, spin-polarized photo-electron gas. These experiments were performed as a

function of temperature and power density, and their results will be interpreted using the

transport parameters measured in Chapter 4 and solving the equations of Chapter 5. It

will be shown that the results can be understood in terms of a spin-dependent diffusion

of photoelectrons in the degenerate regime, that is, at low temperature and high photo-

electron concentration. Moreover, it is shown that the apparently “dirty” experimental

configuration is better adapted than more conventional techniques for investigating the

effect of degeneracy on spin transport.

Finally, in Chapter 7 I summarize the most important results of this work, together with

proposed experiments that can be done in other systems in which Pauli blockade can have

much larger effects at even higher temperatures.
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Chapter 2

Background on spin transport

phenomena in semiconductors

The subject of this thesis is part of a larger research effort; semiconductor spintronics,

which has received a lot of attention in the last decades in the hope to exploit the quantum

nature of the electron spin as a means for processing information and possibly improve

future electronic devices. As such, any physical interaction which modifies spin trans-

port is not only of fundamental interest but also of potential practical importance. In

this chapter, I will present, without any pretention to be exhaustive, a selection of the

most commonly used optical techniques for studying charge and spin transport in semi-

conductors together with recently discovered transport phenomena observed with these

experiments. They all rely in measuring physical quantities that are proportional to n

or s. Most of these techniques also rely on the ability to create spin-polarized electrons

by light excitation. In a general situation, the continuity equation involving n+ and n−

electrons at the steady state is given by

∂n±

∂t
= g± − n±

τe
− n± − n∓

2T1
+

1

q
~∇ · ~J± = 0 (2.1)

where g± is the creation rate of electrons of spin ± (by either optical or electrical means),

τe is the electron lifetime in the conduction band and T1 is the spin relaxation time.

Eq.(2.1) dictates that n and s should satisfy the drift-diffusion equation which, according

to Eqs.(1.6) and (1.7), is given by:
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2.1. Kerr and Faraday microscopy (Spin transport only)

(g+ + g−)− n/τe + ~∇ · [1
q
([σcc] + [σcs]) ~E +Dcc

~∇n +Dcs
~∇s] = 0

(g+ − g−)− s/τs + ~∇ · [1
q
([σsc] + [σss]) ~E +Dsc

~∇n+Dss
~∇s] = 0

(2.2)

where ~E is an electric field, and where 1/τs = 1/τe + 1/T1. In the absence of charge-

spin coupling mechanisms, Eq.(2.2) simplifies to the usual steady state drift-diffusion

equations:

(g+ + g−)τe − n + ~∇ · [nµeτe ~E] +Deτe∆n = 0

(g+ − g−)τs − s + ~∇ · [sµsτs ~E] +Dsτs∆s = 0
(2.3)

A spatially resolved measurement of n and s under non-homogeneous excitation gives

access to the transport parameters Le, Ls, µeτe and µsτs, where Le =
√
Deτe, µe, Ls =

√
Dsτs, and µs, are the charge and spin diffusion length and mobility, respectively.

2.1 Kerr and Faraday microscopy (Spin transport

only)

This is a microscopy technique that enables a measurement of the spin diffusion length Ls.

When combined with time resolution, both the spin relaxation time τs and the spin diffu-

sion constant Ds are accessible (Kikkawa and Awschalom (1999); Henn et al. (2013)). It

is based on the Kerr (or Faraday) rotation which is a magneto-optical effect that mani-

fests itself by a rotation of the plane of linear polarization of an incident probe beam after

reflection (or transmission) from a magnetized surface. A schematic of the Faraday effect

is shown on panel a) of Fig. 2.1. Since the angle of rotation of the probe polarization

plane is proportional to the magnetization of the sample, this is a way of probing electron

spins in semiconductors with spatial and/or time resolution.

Kerr microscopy, commonly used in GaAs, has allowed for interesting spin-orbit coupling

phenomena to be observed for the first time. One of them is the Spin Hall Effect (SHE),
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2.1. Kerr and Faraday microscopy (Spin transport only)

Figure 2.1: Panel a) Principle of the Faraday effect (Taken from Awschalom and Samarth
(2009)). A linearly polarized probe beam is used to probe the magnetization of
a sample. The polarization of the transmitted beam will be rotated with respect
to the incident beam by an angle that is proportional to the magnetization of the
film. b) Two-dimensional images of spin density s and reflectivity, for a GaAs
sample at T = 30 K and E = 100 V/cm. The Kerr signal at the edges of the
sample is signature of the Spin Hall Effect. Taken from Kato et al. (2004). c)
80 × 80 µm2 images of spin flow (E = 10 V/cm) in n-GaAs at 4 K with increas-
ingly applied in-plane magnetic field (top) or strain field (bottom). Modified from
Crooker and Smith (2005).

predicted more than 40 years ago by D’yakonov and Perel (1971a) but whose experimen-

tal confirmation came 30 years later, as reported by Kato et al. (2004). As shown in panel

b) of Fig.2.1, a uniform (as verified from the reflectivity image of the sample) unpolarized

electron current leads to a spatial separation of electrons with opposite spin due to an

asymmetric Mott scattering off unpolarized impurities in the prescence of the spin-orbit

interaction. This separation leads to an out of plane spin accumulation at the edges of the

sample detected by a Kerr rotation near the boundaries. The sample was a bar shaped 2

µm thick, Si doped n-GaAs (n = 3× 1016 cm−3), the temperature was T = 30 K, and the

magnitude of the Kerr rotation at the boundaries was 2 µrad, which corresponds to a spin

polarization of ∼ 0.1 %, estimated by fitting the spatial dependence of the Kerr signal
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2.1. Kerr and Faraday microscopy (Spin transport only)

with a spin drift-diffusion equation in the steady state. The small magnitude of this effect,

together with the fact that the SHE does not lead to a net transverse charge imbalance,

explains why the first observation came 40 years after the theoretical prediction.

Another beautiful experiment using Kerr microscopy was performed by Crooker and Smith

(2005) in which a spin density is optically generated by a circularly polarized laser spot

(this process of optical pumping will be detailed in sec.2.2) of diameter φ = 4 µm at an

energy 1.58 eV on a 1 µm thick, Si doped n-GaAs (n = 1.5 × 1016 cm−3) sample. These

electrons drift and diffuse laterally under the influence of an applied electric field. 2D im-

ages of the out of plane component of the electron spin were obtained at 4 K by measuring

the Kerr rotation of the reflected probe (also focused to a 4 µm spot). Combined with

an ultrafast technique that gives a spin lifetime of τs = 120 ns, the authors find a spin

diffusion constant of Ds = 3 cm2/s, and therefore, a spin diffusion length of Ls = 6 µm.

In the experiment of Crooker and Smith (2005), an electric field is applied along the [110]

crystallographic direction. The top inset of panel c) of Fig.2.1 shows 80× 80 µm2 images

of the spin flow with an electric field of E = 10 V/cm and increasing values of an applied

in-plane magnetic field ~Bapp//[110]. Spin precession under the influence of this field is

evident from the oscillations of the Kerr rotation in the direction of the electric field.

However, the coherence length is limited to just 1 precession period, especially when

this latter becomes comparable to the spin diffusion length. This is a consequence of the

randomizing nature of diffusion ; electrons with different wavevectors at the same point in

space had precessed over different times. The bottom inset of the same panel shows that

the spatial coherence of spin flows persists over many precession cycles when the spins

are manipulated with a strain instead of a magnetic field. A uniaxial stress along [110]

generates an in-plane effective magnetic field along [110] which is proportional to | ~k |.
This is a consequence of the spin-orbit interaction, and it correlates precession frequency

with electron velocity, and therefore position. This strain-controlled precession of the

spin ensemble is an example that shows that manipulation of spin polarized electrons in a

semiconductor is possible even in the absence of magnetic fields or ferromagnetic contacts,

which are complicated to implement in future spintronic devices.
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2.2. Optical spin orientation

Figure 2.2: Left: Dispersion relations near the centre of the Brillouin zone in GaAs, a direct
gap III-V semiconductor that crystallises in the zinc-blende structure. The valence
bands are composed of the heavy-hole (HH), the light-hole (LH), and the split-
off band (SO). At k = 0, the HH and LH bands are degenerate, whereas the
SO band lies at an energy ∆SO below the top of both HH and LH bands. A
circularly polarized photon with energy above bandgap Eg and below Eg + ∆SO

will transfer an electron from the valence band to the conduction band that will
have a preferential spin orientation. On the right, at k = 0 the states are labeled by
their mj quantum number, the projection of the total angular momentum on the
axis of propagation of light. The optical selections rules for absorption of right σ+

(∆mj = +1) and left σ− (∆mj = −1) circularly polarized light are shown by blue
and red arrows, respectively, the circled numbers being their relative transition
probabilities. The up and down arrows in the conduction band indicate the two
possible spin orientations after absorption.

2.2 Optical spin orientation

In the experiment of Crooker and Smith (2005) discussed above, a spin density was cre-

ated in GaAs by optical means. Lampel (1968) showed that it is indeed possible to induce

a non equilibrium spin polarization of electrons in a non-magnetic semiconductor (g+ 6= g−

in Eq.(2.1)) via the absorption of circularly-polarized light that couples initial states in

the valence band to final states in the conduction band that have a preferential spin

orientation. In III-V direct bandgap semiconductors such as GaAs, the optical selection

rules are relatively simple (see Fig. 2.2) and this makes photoluminescence measurements

possible.

For example, absorption of a right (σ+) or left (σ−) circularly polarized photon will only

induce transitions preserving the projection of the photon angular momentum along the
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2.3. Transient charge and spin gratings

propagation axis ∆mj = ±1. The possible optical transitions and their relative proba-

bilities are shown as arrows and numbers, respectively, in Fig. 2.2. It is seen that if the

energy hν of the incident photons is restricted to the interval Eg < hν < Eg +∆SO, then

transitions from the split-off (SO) band are not possible. According to the optical selection

rules, the creation rates g± appearing in Eq.(2.2) for a σ± polarized light excitation satisfy

g∓ = 3g±, so that the initial spin polarization will be Pi = (g+ − g−)/(g+ + g−) = ∓0.5

(Meier and Zakharchenya (1984)). For GaAs, ∆SO = 0.34 eV and Eg = 1.42 eV at room

temperature, so near infrared laser excitation (in our experiments, hν = 1.59 ± 0.01 eV)

can be used to excite only the light-hole (LH) and heavy hole (HH) bands.

It is pointed out that the absorption process described in Fig.2.2 is reversible in time,

so that relaxation of conduction electrons by spontaneous emission will generate a lumi-

nescence light whose degree of circular polarization is directly proportional to the spin

density s. This will be discussed in more detail in sec.3.1.

2.3 Transient charge and spin gratings

A very elegant method for studying both charge and spin transport was demonstrated

by Cameron et al. (1996), and it consists in measuring the diffraction dynamics produced

by an optically induced grating in a semiconductor. These gratings are formed when two

coherent, non-collinear pulses of equal intensity interfere to produce a spatial modula-

tion of the refraction index via carrier photoexcitation. Different physical mechanisms

involving photoexcitation can modify the refractive index, such as band filling, band-gap

renormalization, free-carrier absorption, or many-body effects.

As seen from panel a) of Fig. 2.3, when the two beams are linearly polarized along the same

direction, they will produce an intensity interference pattern on the sample. The number

of excited carriers will have a sinusoidal variation in space n(x) = nmax

2
(1+ sin(qx)), with

wavevector q = Λ
2π
, which can be varied by changing the angle of incidence ϑ of the beams,

since Λ = λ
2 sinϑ

. On the other hand, if the two incident beams have crossed polarizations,

the light amplitude in the sample will be uniform but a sinusoidal modulation of the light

polarization, changing from left (σ−) to right (σ+) circular polarization, will be formed.
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2.3. Transient charge and spin gratings

In this case, the optical pumping selection rules of sec.2.2 dictates that there will be a

sinusoidal variation of the photoelectron spin density s = smax sin(qx), with the same

wavevector q.

A modulated electron density will modify the refractive index of the sample that is in-

dependent of incoming light polarization. In contrast, a spin density modulation creates

a circular optical birefringence, that is, a different refractive index for left and right cir-

cularly polarized light. In both cases, an incident probe beam will be diffracted by the

sample. This diffraction is used to monitor the temporal evolution of the optically im-

printed charge or spin wave. In panel c) of Fig.2.3, a possible configuration for detection

is shown, where two linearly polarized probe beams are used. Their polarizations should

be parallel or crossed in order to detect a charge or a spin grating, respectively. In any

case, the reflection of the probe 1 will interfere with the first order diffraction of probe

2. If the phase between these two beams is modulated at a given frecquency, heterodyne

detection can be implemented in order to measure the amplitude of the diffracted probe

as a function of time delay with respect to the pumps. In a linear regime, both the charge

and the spin grating will produce a diffracted signal whose magnitude is proportional to

nmax(t) and smax(t), respectively.

The (either charge or spin) grating decay rate γ will be determined by a combination

of the lifetime τ and of diffusion outwards from concentration peaks, according to the

solution of the time-dependent diffusion equation (Cameron et al. (1996)):

γ =
1

τ
+ q2D (2.4)

By changing the grating wavevector q (or equivalently, the angle of incidence of the

beams), it is possible to separate diffusion from recombination and relaxation. In panel

a) of Fig. 2.4, the decay of a spin grating at 15 K on a semi-insulating GaAs sample is

shown for different values of the wavevector q, as obtained by Weber et al. (2011). This

permits to measure the spin diffusion constant Ds by comparing the q2 dependence of γ

with Eq.(2.4). This is shown on panel b) of Fig.2.4.

As discussed in Chapter 1, since charge and spin are transported by the same particle, it
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2.3. Transient charge and spin gratings

Figure 2.3: Principle of the transient grating technique. Two non-collinear pulses interfere at
the sample, creating either a charge density grating (panel a), or a spin density
grating (panel b). As shown in panel c), after a certain time after the excitation,
two probe beams are used in order to detect the interference between the diffracted
beam of probe 2 with the reflection of probe 1.

has been widely assumed that diffusion of both charge and spin densities are governed by

the same diffusion constant, i.e De = Ds. But as pointed out by D’Amico and Vignale

(2000) and confirmed experimentally by Weber et al. (2005), the assumption De = Ds

fails to take into account electron-electron collisions, that although they respect momen-

tum conservation, and therefore, charge currents, they do not conserve spin currents (an

schematic of this situation is shown in Fig.1.1). This predicts a reduction of the spin dif-

fusion constant Ds relative to the electron diffusion constant De given by Eq.(1.5). Panel

c) of Fig. 2.4 shows the measured De/Ds by Weber et al. (2005) as a function of temper-

ature for a (100) GaAs multiple quantum well (12 nm thick) separated by 48 nm layers of

Ga0.7Al0.3As doped with different Si concentrations, corresponding to Fermi temperatures

of TF = 400 K (red), 220 K (green) and 100 K (blue). The prediction of Eq.(1.5) corre-

sponds to the dotted line; Ds is found to be always smaller thanDe in the range 40−300 K.

The spin grating technique has been also used to explore very interesting phenomena

involving the spin orbit interaction. Relativity dictates that, in the presence of an electric

field, the spin and momentum states of an electron are coupled. In a III-V semiconductor

(such as GaAs), whose crystal lattice lacks inversion symmetry, the electron experiences

a varying microscopic electric field during its movement. In his reference frame, a mag-
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2.3. Transient charge and spin gratings

Figure 2.4: Panel a) Decay of a spin grating at 15 K in semi-insulating GaAs for differ-
ent values of the grating wavevector, q = 2.01, 3.14 and 4.53 µm−1 (slowest to
fastest). b) Decay rate of the spin grating vs q2 at 15 K. The line is a fit to the
form of Eq.(2.4), indicating diffusive behavior with Ds = 78 cm2/s. Taken from
Weber et al. (2011). c) Supression of the spin diffusion constant Ds relative to the
electron diffusion constant De for samples with TF = 400 K (red), 220 K (green)
and 100 K (blue). The dashed line has unity slope and intercept, indicating the
prediction of Eq.(1.5). For points above the line, small many-body effects are
present. Taken from Weber et al. (2005). d) Lifetime of a spin diffraction grat-
ing in a [001] GaAs quantum well, exhibiting a peak for a non-zero value of the
grating wavevector q, in high contrast with diffusion dynamics. Modified from
Koralek et al. (2009).

netic field appears that leads to precession of the electron spin. This causes a splitting

of the conduction band along particular crystal momenta ~k, that can be characterized

by an effective Dresselhaus magnetic field whose magnitude and direction depends on ~k,

~BD = ~BD(~k) (Dresselhaus (1955)). In a diffusive regime, this spin-orbit field is respon-

sible for the D’yakonov-Perel spin dephasing mechanism (D’yakonov and Perel (1971b)).

Since the effective magnetic field depends on the electron wavevector ~k, after every colli-

sion event the precession axis and frequency for a given electron will change in a random

manner, leading to dephasing of the spin orientation during diffusive transport.
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2.4. Photoelectrical measurements

In heterostructures or quantum wells, in addition to this Dresselhaus field, there is also

a Bychkov-Rashba field ~BR, due to a macroscopic electric field associated to an inversion

asymmetry of the confinement potential. Therefore, the Rashba field can be tuned so

that it exactly cancels the Dresselhaus field along some particular directions, supressing

the spin dephasing mechanisms associated with the spin-orbit interaction (Wang et al.

(2013b)). Using the spin grating technique, this supression of spin relaxation was demon-

strated in GaAs quantum wells grown on the [001] direction by Koralek et al. (2009). The

spin-orbit interaction is highly suppressed for a particular, non-zero value of the grating

wavevector q, as shown in panel d) of Fig.2.4. This causes a long-lived spin wave to decay

over time scales much longer than predicted by diffusive dynamics alone. This is called

the persistent spin helix.

While the transient charge and spin grating technique is a very powerful method, it is

difficult to implement, and more importantly, it is not adapted to study simultaneous

diffusion of both charge and spin densities. For example, a spin grating will not be

coupled with neither hole or electron diffusion, since their concentration is constant in

space. I will show in Chapter 5 that degeneracy has a larger effect on spin diffusion when

both couplings are present.

2.4 Photoelectrical measurements

Combination of electrical and optical measurements may also be used to obtain valuable

information about spin transport phenomena. For example, the SHE may give rise to a

measurable transverse voltage when the electrons are spin polarized, n+ 6= n−. Very re-

cently, optically pumped polarized electrons in a Si doped n-GaAs (n = 1×1016 cm3) Hall

bar were used to electrically detect and control the SHE. Okamoto et al. (2014) showed

that when the electrons are transferred from the Γ to the L valley by a sufficiently high

electric field, the magnitude of the SHE is enhanced by a factor of 40, due to the much

larger spin-orbit coupling in the L valley. This is illustrated in panel a) of Fig. 2.5.

An intrinsic mechanism for the SHE was also proposed by Murakami et al. (2003) and

by Sinova et al. (2004), in which spin deflection can occur directly from relativistic band
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2.4. Photoelectrical measurements

Figure 2.5: a) The optically induced SHE voltage as a function of the longitudinal electric
field in a n-GaAs layer shows a 40-fold increase when transfer from the Γ to the L
valley occurs. Taken from Okamoto et al. (2014). b): electron microscope image
of a microdevice with symmetrically placed p–n diodes at both edges of a 2D hole
gas channel. At the right, the emitted light polarization of recombined light in each
p–n junction is shown for the two possible directions of the current flow. Taken
from Wunderlich (2010)

structure without any Mott scattering being involved. This was observed byWunderlich et al.

(2005), this time by measuring the degree of circular polarization coming from a p-n junc-

tion at opposite edges of a p region, as shown in panel b) of Fig. 2.5. The signal reached

P = 1 % at 4.2 K in this experiment. The SHE and the inverse SHE (Jungwirth et al.

(2012)) has been used as an electric means of generating and probing spin currents in

nonmagnetic systems. However, its magnitude is still too small to construct any practical

device.

Another example of combined optical and electrical investigation of spin transport is the

electrical manipulation of the Bychkov-Rashba effect. On [111] oriented quantum wells,

and in contrast with the [001] quantum wells in which the spin helix was observed, com-

pensation of the Dresselhaus and the Rashba fields may occur for all possible directions,

leading to strongly enchanced spin relaxation times. This was demonstrated recently by

Wang et al. (2013b) and by Hernandez-Minguez et al. (2014).
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2.5. Luminescence imaging

Figure 2.6: Panel a) shows the spatially-resolved steady state luminescence of a double het-
erostructure representing drift and diffusion of electrons under an applied electric
field in p type GaAs. b) Semilogarithmic plot of the data along the applied electric
field revealing an exponential decay that is due to both drift and diffusion. c) The
µeτe product measured as a function of sample temperature. All figures taken from
Luber et al. (2006).

2.5 Luminescence imaging

Although luminescence imaging has been mostly used in the past to investigate charge

rather than spin transport, it will be described here since it will serve as a basis for our

spin transport studies. The principle of this technique is based on the linear relationship

between the luminescence intensity and the total density of minority carriers in sufficiently

doped semiconductors. A technique was developed by Luber et al. (2006) to measure the

minority carrier charge diffusion length Le. In their experiment, a 20 keV electron beam

is tightly focused (diameter less than 50 nm) by a scanning electron microscope (SEM) on

a GaInP (25 nm)/p-GaAs (0.1 µm)/GaInP(50 nm) double heterostructure with Be as a

dopant at a density p = 5×1018 cm−3. This electronic beam excites minority electrons in

the conduction band at steady state and an optical microscope coupled to a CCD camera

is then used to image the luminescence.
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2.5. Luminescence imaging

Patterned Ti:Au contacts were used to apply an electric field. Images of the steady-state

luminescence for different values of the electric field E are shown on panel a) of Fig.2.6.

It can be shown that the solution of the drift-diffusion equation (2.3) (see appendix 8.1)

out of the excitation area dictates that the electron concentration along the direction x

of the electric field will decay exponentially, according to n ∝ eCx, with

C =

(

q

2kBT

)

E −

√

(

qE

2kBT

)2

+
1

L2
e

(2.5)

provided that the decay length is larger than the sample width, 1/C >> d. This exponen-

tial decay is experimentally verified, as shown in panel b) of Fig.2.6. If the temperature

is known, the only fitting parameter is the electron diffusion length Le =
√
Deτe. The

product µeτe, where µe is the minority electron mobility, is then obtained via the Einstein

relation

De = µekBT/q (2.6)

and shown on panel c) of Fig.2.6, as well as the measured diffusion length as a function

of sample temperature. At room temperature, Luber and co-workers found an electronic

diffusion length of Le = 3.6 µm at zero electric field that gradually decreases down to

Le = 3.1 µm for an electric field of E = 522 V/cm, attributed to heating of the electron

gas.

This technique can be combined with time-resolved measurements, such as time-resolved

photoluminescence (TRPL), in order to obtain the electronic lifetime and the diffusion

constant. This was used by Luber et al. (2006) to determine the electron mobility for their

sample, µe = 1150 cm2/Vs at 300 K. This value is close to previous measurements on

bulk GaAs for similar doping (Harmon et al. (1993); Beyzavi et al. (1991); Colomb et al.

(1992)), and as I will show on sec.4.2.5, slightly lower than the mobility obtained for our

3 µm thick p-GaAs sample which has a lower doping of p = 1018 cm−3. Notice also that

since holes do not freezeout for this doping levels (Lovejoy et al. (1995)), the temperature

dependence of τe should be weak and therefore the dramatic increase of the µeτe product

shown on panel c) of Fig.2.6 reveals a ∼ 1/T dependence of the mobility, a similar result to

that observed by Beyzavi et al. (1991). As I will discuss later in sec.4.2.5, this behaviour

is not completely understood.
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2.6. Conclusions of this chapter

2.6 Conclusions of this chapter

A non-equilibrium, spin-polarized electron density can be injected in a non-magnetic semi-

conductor by either electrical or optical means (optical pumping). In order to study the

transport properties of these electrons, different techniques may be used.

Despite being the most commonly used, none of the optical techniques presented in this

chapter is particularly adapted to a simultaneous study of charge and spin diffusion and,

therefore, to the observation of the novel charge-spin coupling mechanism induced by

the Pauli principle. For example, Kerr/Faraday microscopy is only sensitive to the spin

density, lacking spatial information of the charge density, whereas luminescence imaging,

as described above, gives the exact opposite situation. While the transient grating tech-

nique, which is an optical analog similar to the Shockley-Haynes experiment, allows for

the lifetime and diffusion constants of each species to be determined, charge and spin dif-

fusion are resolved in separate measurements, with either charge or spin spatial gradients,

but not both at the same time. It is seen therefore from Eq.(2.2) that the non diagonal

diffusion terms vanish in these grating experiments, making it difficult to experimentally

detect such couplings.

In the next chapter I present a polarized luminescence microscopy technique that, despite

its simplicity, is well adapted to study charge and spin couplings in semiconductors.
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Chapter 3

Experimental technique: polarized

microluminescence imaging

In this chapter I will present our experimental technique which will be used to create and

spatially monitor a charge and a spin density in steady state. This is an advantage with

respect to luminescence imaging or Kerr/Faraday microscopy, both discussed in Chapter

2, since with these techniques either charge or spin are resolved, but not both at the same

time. While our technique does not have temporal resolution, it can be combined with

time-resolved measurements in order to determine the relevant charge and spin lifetimes

and diffusivities. Even if the transient grating technique allows, in principle, to determine

all the relevant transport parameters (except from mobilities), the experimental setup

presented here has the advantage of being significantly simpler and, moreover, charge and

spin gradients can be studied at the same time under the same experimental conditions.

This is of crucial importance to study charge and spin coupling mechanisms.

3.1 Optical spin detection

Since the selection rules for optical pumping shown in Fig.2.2 also apply for emission of

photons by the electrons in the conduction band, the degree of circular polarization of

the luminescence provides a means of monitoring the ensemble electron spin polarization

P. For example, a n± electron in the conduction band will emit a σ∓ photon with a

probability 3 times larger than that of emitting a photon of opposite helicity. It is easy

to show then that if the luminescence is analyzed into its σ+ and σ− components, then,
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the charge and the spin density can be written in terms of the measured intensities I± of

the σ± components of the luminescence 1:

Is =(I+ + I−) = Kn

Id =(I+ − I−) = 0.5Ks
(3.1)

where K is a constant, and Is (Id) stands for sum (difference) image. From Eq.(3.1), it

is seen that the degree of circular polarization of the luminesence P lum will be related to

the electron spin polarization P = s/n according to:

P
lum =

Id
Is

=
I+ − I−

I+ + I−
= ∓0.5 P (3.2)

3.2 Principle of the method

The experimental procedure used in this work is the steady-state optical orientation (or

optical pumping) of spin polarized conduction electrons and the spatial resolution of the

resulting polarized luminescence in p-GaAs (Favorskiy et al. (2010)). The transport mea-

surement can be divided into three main processes: i) under conditions of tightly focused

optical excitation with circularly polarized light (typical radius of ω = 0.5 µm), an inho-

mogeneous distribution of spin-polarized photo-electrons is promoted to the conduction

band near a point that we call r = 0. Light excitation is represented by the red arrow in

Fig.3.1 and the initially photoexcited electron density is represented by the red profile;

ii) these electrons diffuse laterally to regions of lower concentration. In consequence, the

charge and the spin densities will spread outwards from the excitation spot, as represented

by the blue curves (full and dotted, respectively) in Fig.3.1, iii) the electrons eventually

relax to equilibrium by spontaneous emission of light, represented by the blue arrows in

Fig.3.1. The total luminescence intensity as a function of position r is proportional to

n(r), whereas the difference image defined in Eq.(3.1) is proportional to s(r).

1Because of the bimolecular nature of the luminescence, this is true provided that the photoelectron
concentration is smaller than NA, the volume density of dopants in a p-type sample
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3.2. Principle of the method

Figure 3.1: Principle of the experiment: A thin sample (thickness d comparable to the charge
and spin diffusion lengths) is excited at r = 0 by tightly focused, above bandgap
light (+z facing arrow). An image of the bandgap emission is monitored (−z facing
arrows). Combinations of the σ+ and σ− components of this image reveals charge
and spin diffusion within the sample, whose spatial distribution in steady state is
represented by the full and dotted blue curves, respectively.

3.2.1 Remarks� In order to reveal diffusion of charge and spin densities, it is necessary to create

a local imbalance of n and s in a radius smaller than the diffusion lengths Le and

Ls. This can be done by optically injecting electrons with a laser beam of Gaussian

radius ω, such that ω < Le, Ls. Typical spin diffusion lengths in doped GaAs are

of the order of several µm, so a sub µm excitation is necessary. This is close to

the diffraction limit λ/(2NA), where NA is the numerical aperture of the system.

By using near infrared light with energy hν = 1.59 eV (slightly larger than the

bandgap energy of GaAs, as mentioned in sec.2.2) and an objective of numerical

aperture NA = 0.6, one finds λ/(2NA) = 0.65 µm. The resolution is comparable to

that achieved in Faraday or Kerr microscopy.� Since vertical diffusion over a distance larger than the effective depth of field f ′ will

cause a defocused luminescence image, this technique is clearly limited to sufficiently

thin samples whose thickness d is such that d ≤ f ′. The depth of field of a high

numerical aperture ojective is given by f = λ/NA2, so that f ′ = fn, where n ≈ 3.29

is the refractive index of GaAs. For a NA= 0.6 objective one obtains f ′ ∼ 7.1 µm,

which is more than two times larger than the thickness d = 3 µm of our samples,

which are discussed in sec.4.1.
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3.3. Experimental setup� An electron inside the sample will emit light in all possible directions. However,

only those photons emitted at an angle ϑmax respect to the normal will manage

to escape the sample. This angle is determined by total internal reflection at the

GaAs-air interface, so that ϑmax = sin−1(1/n) ≈ 18°. Since this is a small angle, at

a given point on the sample surface it is supposed that the total charge and spin

intensities defined by Eq.(3.1) are actually vertical averages of the form:

Is(r) = K

∫ d

0

n(r, z)e−αlzdz (3.3)

Id(r) = 0.5K

∫ d

0

s(r, z)e−αlzdz (3.4)

where r is the radial coordinate on the image plane, z ≤ d is the depth coordinate

(see Fig.3.1) and αl ≈ (1/3 µm)−1 is the absorption coefficient at the luminescence

energy (Blakemore (1982)).

3.3 Experimental setup

Fig.3.2 shows an artist’s rendition of a modified Nikon commercial microscope, whose

first implementation was reported by Favorskiy et al. (2010). It has significantly evolved

since. An externally collimated laser beam enters the excitation arm (left side of the

microscope) and its size is adjusted by a beam expander in order to cover the entirety of

the rear aperture objective and to minimize the size of the laser spot on the sample. The

laser intensity may be adjusted by selecting an appropiate optical density filter, and is

linearly polarized (πs polarization with respect to the beamsplitter surface) before passing

through a variable retarder (0 − λ range). The incident linear polarization plane forms

an angle of 45° with respect to the fast and slow axes of the retarder. By choosing an

appropriate retardation, the laser polarization at the sample can be switched between πs,

σ+, πp and σ− polarization. The passage between circularly (σ) and linearly (π) polarized

light is important because it permits a comparision of electron diffusion of polarized and

un-polarized electrons, respectively, under the same excitation conditions. This will be

discussed in sec. 6.2.
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Figure 3.2: Schematic of the microscope used for imaging polarized luminescence. The exci-
tation arm allows for a linearly or circularly-polarized laser beam to be focussed
to a diffraction limited Gaussian spot of radius ω = 0.6 µm by a x50 objective.
The luminescence, which is analyzed into its σ+ and σ−-polarization components
thanks to the rotation of a λ/4 waveplate followed by a fixed analyzer, is imaged
with a CCD camera once the laser is properly filtered.

After reflection by the beamsplitter, the laser is focused by a x50 objective into a diffrac-

tion limited gaussian spot of radius ω = 0.6 µm. The sample is kept in a cryostat where

the controlled transfer of liquid Helium from a dewar into a heat exchanger adjacent to

the sample holder is used to vary the temperature in the range 5− 300 K. The objective

has a compensation ring in order to correct the aberrations caused by the 1 mm thick BK7

window of the cryostat. Luminescence coming from the sample is analyzed by a quarter

wave plate followed by an analyzer. The mounting in which the quarter waveplate is

fixed can be manually removed, turned around, and reinserted in order to obtain the σ+
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and σ− components of the luminescence. Once the reflected laser beam is removed by

an appropiate filter, the resulting image is focused by the eyepiece into a CCD camera

placed in the ocular focal plane (focal length of 200 mm). Since the size of a pixel is

9 µm, the spatial resolution obtained with the X50 objective is of 0.16 µm/pixel. There

is also the possibility to replace the CCD camera by a multimode optical fiber connected

to a spectrometer, which permits to monitor the polarized luminescence spectrum as a

function of position in the image plane, with a maximum resolution of ∼ 1 µm. The main

optical properties of the different components of this setup is presented in Table.3.4.4.

In order to get rid of residual birefringence in the optical path, both σ+ and σ− polarized

components are, in turn, used to excite the sample and the resulting four images, denoted

by σ++,σ+−,σ−−, and σ−+, are combined to form a sum image

Is = [σ++ + σ+− + σ−− + σ−+]/2 (3.5)

and a difference image

Id = [σ++ − σ+− + σ−− − σ−+]/2 (3.6)

that correspond to Eqs.(3.3) and (3.4), respectively. A spatial profile of the luminescence

polarization is obtained by the ratio of these two images (Eq.(3.2)).

3.3.1 Key improvements

I spent a significant part of my first months of work in the lab in characterizing and

improving the optical performance of the microscope. At the moment of its first setup

(Favorskiy et al. (2010)), it was possible to estimate charge and spin diffusion lengths, but

polarization measurements were badly affected by birefringent components in the optical

path of the luminescence. I noticed that the main problem arised from the beamsplitter

cube, which needed to be replaced. This is discussed in detail in sec.3.4.4.

The system was not adapted either for imaging at cyrogenic temperatures, since an ob-

jective with numerical aperture of ∼ 0.6 is subjected to significant aberrations due to the

presence of the 1 mm thick, BK7 cryostat window. This was solved by using a x50, near-

infrared adapted objective with a correction ring that compensates for glass of thickness

up to 1.2 mm.
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The excitation arm was completely changed by an open 30 mm cage system (visible in

Fig.3.2), enabling easier access to all the optics involved in the laser polarization and

alignment. This is important because it makes the microscope compatible with different

laser sources, something that was extremely difficult with the previously closed, difficult-

to-acess excitation arm. This will be discussed in more detail in Sec. 3.4.

Finally, it was not possible to easily switch between σ and π polarized excitation while

exciting the exact same point at the sample with the same power density. To solve this,

the original λ/4 waveplate at the excitation arm (as shown in Favorskiy et al. (2010))

was replaced by the liquid crystal variable waveplate shown in Fig.3.2. This variable

waveplate is controlled by an external voltage, thus avoiding a manual rotation of the

optical components in the excitation arm, which induces mechanical vibrations and small

but non negligible displacements of the laser spot.

3.3.2 Determining charge and spin diffusion lengths in a p-GaAs

sample

Here I present an example of the results that can be obtained with this optical technique.

In Fig.3.3, the charge and spin density obtained via the sum image defined by Eq.(3.5)

and the difference image of Eq.(3.6) are shown as a function of space for a 3 µm thick,

p-GaAs (p = 1.5 × 1017 cm−3) sample under weak excitation power (0.03 mW) at room

temperature. In the bottom panel of Fig.3.3, the spatially averaged profiles of these im-

ages are shown (red full circles), together with the measured laser excitation profile (green

dashed line), which can be fitted with a Gaussian function of the form g(r) = g0e
−r2/ω2

,

with ω = 0.6 µm.

It is seen that both the electron and the spin density profiles extend to distances much

larger than the laser spot, revealing lateral diffusion. It is also evident from the profiles

that Le ≫ Ls in this sample. The charge and spin diffusion equations, in the absence of

an external electric field, are given by Eq.(2.3), which we reproduce here:
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Figure 3.3: Top: Measured charge and spin density images obtained under circularly polarized
excitation for a p-GaAs (p = 1.4×1017 cm−3) sample at room temperature. At the
bottom, the corresponding spatially averaged profiles as a function of distance to
the laser excitation spot are represented by red full circles. The green dashed-line
is the laser profile. The black open circles are a fit for the electronic profile using a
modified bessel function of the form of Eq.(3.8), giving an electron diffusion length
Le = 9.46 µm. Blue solid lines are fits using the exact solution of the diffusion
equation given by Eq.(3.9), using the same value for Le mentioned before and a
spin diffusion length of Ls = 1.2 µm.

g(r)e−αzτe − n(r, z) + L2
e∆n(r, z) = 0

Pi g(r)e
−αzτs − s(r, z) + L2

s∆s(r, z) = 0
(3.7)

where α−1 is the absorption length at the laser energy. It can be shown that if Le ≫ d,

where d is the sample thickness, diffusion is bi-dimensional (independent of depth z), and

the solution of the charge diffusion equation [Eq.(3.7)] far from the excitation spot can

be written as a modified Bessel function of the second kind (see appendix 8.1.1):

n(r) ∝ K0(r/Le) ≈
1√
r
e−r/Le r ≫ Le (3.8)
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Fitting the charge profile with a function of the form of Eq.(3.8) gives an electronic dif-

fusion length Le = 9.46 µm which is indeed much larger than the sample thickness. The

fit is shown as the black open circles superposed to the charge density profile of Fig.3.8.

When the diffusion length is smaller or comparable to the sample thickness, the approx-

imation given by Eq.(3.8) is no longer valid. This is the case for spin diffusion in this

sample, and therefore the spin diffusion equation needs to be solved exactly. This difficulty

can be overcome by using a numerical method, for example, using finite elements, or by

using a linear combination of the functions of the form given by Eq.(3.8). I present here

an alternative. I have solved the diffusion equation [Eq.(3.7)] for a radially symmetrical

excitation using the Green formalism. The details can be found in the appendix 8.1.2.

The solution can be written:

c(r, z) = 2π

∫ ∞

0

ξϕ(ξ)J0(ξr)[

∫ d

0

e−αz′G(ξ, z − z′)dz′]dξ (3.9)

where c is a concentration (charge or spin), ϕ(ξ) ∝ e−ξ2ω2/4 is the Fourier transform

of a Gaussian excitation profile of radius ω, and J0(ξr) is a Bessel function of the first

kind. The function G depends on the diffusion length and on the boundary conditions

and its analytical form can be found in the appendix 8.1.2. Eq.(3.9) gives the solution

in an integral form than can be easily implemented numerically. A fit of the spin profile

gives a spin diffusion length of Ls = 1.2 µm < d. Eq.(3.9) can also be used to calculate

the charge profile using a diffusion length of Le = 9.46 µm in order to compare with

the Bessel function approximation of Eq.(3.8). The profiles obtained with the analytical

solution given by Eq.(3.9) for both charge and spin are shown as blue solid lines in Fig.3.3.

It is seen that the agreement with Eq.(3.8) is excellent for the charge profile, validating

thus the approximation when Le >> d.

3.3.3 Spatially-resolved luminescence spectra

The optical setup described in sec.3.3 has the interesting property of being able to monitor

the spatial dependence of the luminescence spectra by using a scanned multimode optical

fiber that captures the photoluminescence within a spot of size 0.9 µm in the sample

plane. The fiber is then coupled to a spectrometer to yield a local spectrum, enabling
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a study of the energy-resolved spin transport and to monitor the electronic temperature

of the photoexcited carriers. In general, three different temperatures are relevant in any

minority carrier transport measurement in semiconductors; the temperature TL of the

crystal lattice, the majority hole temperature Th, and the electronic temperature Te. In a

highly doped p+-GaAs sample, the photoexcited hole density is in general much smaller

than the background hole concentration N−
A . It is supposed therefore that the photoholes

are thermalized with the background hole gas, which is in thermal equilibrium with the

lattice, i.e, Th = TL.

Figure 3.4: Left: normalized spatially-averaged luminescence spectra for different lattice tem-
peratures at low excitation power. Fits of the high energy tail of the spectra (shown
by thicker lines) are used to estimate the electronic temperature Te. Right: Elec-
tron temperature as a function of lattice temperature. Te ≈ TL above 100 K, while
at lower temperatures Te varies much more slowly, so that Te > TL. This is be-
cause the energy exchange rate between the electron gas and the lattice decreases
with temperature.

Figure 3.4 shows the luminescence spectra of a p+ (1018 cm−3) GaAs sample for different

values of the lattice temperature TL. The electronic temperature is shown to significantly

differ from TL due to inefficient scattering by phonons as the temperature is lowered

(Ulbrich (1973); Kiessling et al. (2012); Quast et al. (2013)). The lattice temperature TL

is supposed to be equal to the temperature of a Si diode in contact with the sample

mounting (see sec.4.1.1), and it can be monitored by the peak wavelength of the lumines-

cence. The electronic temperature Te can be measured by fitting the high energy tail of
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the spectra in Fig.3.4 with a function of the form (Ulrich et al. (2007)):

I(hν) ∝
√
hν − E∗ [hν]2e(hν−E∗)/(kBTe). (3.10)

where E∗ depends on the position of the bandgap, and hν is the energy of the lumines-

cence at frecquency ν. When a low excitation power of 0.01 mW is used, the spatially

resolved spectra reveals that the electronic temperature is uniform in space and the spec-

tra shown in Fig.3.4 are spatially averaged over a typical radius of ∼ 9 µm in the image

plane. The right panel of Fig.3.4 shows that Te ≈ TL above 100 K, and that at lower

temperatures Te is larger than TL. This is in agreement with the behaviour observed by

Zerrouati et al. (1988).

As shown in Fig.3.4, when the lattice temperature is kept at 15 K, the electronic tem-

perature is significantly higher, with Te ranging from 40 K to 75 K between different

experiments. These differences may be attributed to changes in the efficiency of the ther-

mal coupling between the sample and the copper sample holder, which will be described

in sec.4.1.1, so that the real lattice temperature may not be always that of the Si diode.

It is seen from the left panel of Fig.3.4 that below TL = 50 K, the peak wavelength is

insensitive to the lattice temperature, so that variations in TL up to 30 K may explain

the different temperatures of the electron gas obtained in different experiments.

The increase of the local temperature of the photoelectron gas caused by an increase

of excitation power has been characterized. Shown in the left panel of Fig.3.5 are local

luminescence spectra at high excitation power and TL = 15 K, as a function of distance

to the excitation spot. The spectra exhibit a change in the shape of the high temperature

tail, thus revealing a local heating of the electron gas near r = 0. The right panel in

Fig. 3.5 shows the spatial dependence of Te at a lattice temperature of 15 K, for several

excitation powers. At low power, the electronic temperature is constant in space and equal

to 40 K. Conversely, at the maximum power, Te = 80 K at r = 0 and decreases to 50 K

over a characteristic distance slightly larger than the radius of the laser excitation spot.

The electronic temperature as a function of r can be modelled by a Gaussian function of

the form

Te(r, z) = [Te(0)− T 0
e ]e

−r2/(ω2
T ) + T 0

e , (3.11)
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Figure 3.5: The left panel shows, for a large excitation power of 2.55 mW at T = 15 K, the
spatially-resolved luminescence spectra at the place of excitation (r = 0) (a) and
at a distance of 0.64 µm (b), 2.7 µm (c), 4 µm (d), and 9.6 µm (e). The larger
electronic temperature Te at r = 0 is evidenced from the high-energy side of the
spectra. The right panel shows Te as a function of distance for different excitation
powers : 2.55 mW(a), 1.89 mW(b), 1.03 mW(c), 0.45 mW(d) and 1.5 µW (e).
The sample is kept at TL = 15 K.

where T 0
e is the temperature far from the excitation spot, and where ωT is of the order

of 1 µm. The dashed lines appearing in the right panel of Fig.3.11 corresponds to fits of

the form of Eq.(3.11) for a), b) and c). The characteristic decay length ωT , of 0.8 µm, is

slightly larger than the Gaussian radius of the laser spot, but significantly smaller than

the diffusion length, as will be shown in Chapter 4.

3.4 Optical alignment

3.4.1 Alignment of the laser beam

It is important to correctly align the laser beam along the vertical axis of the microscope,

otherwise the laser spot on the sample will not be limited by diffraction. For this, I used

the following setup, where only the relevant optical elements are shown. As indicated in

the left panel of Fig.3.6, alignment disks 1 and 2 are positioned such that their φ = 1.5

mm central holes are aligned with the exact center of the 30 mm cage system of the

48



3.4. Optical alignment

Figure 3.6: Schematic of the alignment procedure used to correctly align the laser beam along
the vertical axis ~ey of the microscope after reflection by the beamsplitter. IR
fluorescent disks and a Si photodiode can be used in order to quantify the beam’s
alignment.

beamsplitter. These disks are made of an IR fluorescent material that provides a visual

help to see the infrared beam. We define the axes ~ex,~ey,~ez as those of the beamsplitter

cube.

To make sure that the laser beam is paralel to ~ez and that it passes through the center of

the beamsplitter, the following iterative method can be used� Step 1: The photodiode should be placed just after alignment disk 1. Then the

intensity that passes through the disk should be maximized by adjusting the X-Z

knobs of the laser mount.� Step 2: Remove the alignment disk 1 and put the photodiode after alignment disk

2. Again, maximize the measured intensity by adjusting this time the Tip/Tilt.� Step 3: Put back alignment disk 1 and maximize the power that passes through its

hole by adjusting the Tip/Tilt.� Step 4: Repeat Step 2 and 3. Stop when the power measured does not vary signifi-

cantly between the steps.

Even if the beam passes through the center of the beamsplitter and is parallel to ~ez, it

could be that the beamsplitter is slightly tilted with respect to the optical table. For
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example, it could be that the ~ey axis on Fig.3.6 is not exactly perpendicular to the

cryostat (and to the sample). To verify this, alignment disks 3 and 4 can be used. The

beam should pass through both holes. If is not the case, the Tip/Tilt should be adjusted

in order to compensate for this. By repeating the same iterative method mentioned before

with disks 3 and 4, the laser should be perpendicularly incident to the sample surface.

A further check consists in inserting the X50 objective and to measure the output power

with the photodiode. It should be very close to its maximum possible value, which can

be determined by measuring the laser power at the exit of the optical fiber and the

reflection and transmission coefficients of the beamsplitter and the objective, respectively

(see sec.3.4.4).

3.4.2 Alignment for the laser polarization

As discussed in 3.3 we need the possibility of switching the laser polarization from right

(σ+) to left (σ−) circular polarization. Also, in order to study charge and spin couplings

(see sec.6.2), it is also necessary to switch from a circularly polarized excitation to a lin-

early polarized one (π). I tried different setups that involved a manual rotation of an

optical component on the excitation arm. For example, if the laser is linearly-polarized,

then by using a λ/2 plate in a mounted rotation followed by a fixed λ/4 waveplate one

can easily control the angle between the linearly polarized laser and the two principal axis

of the λ/4 waveplate, allowing to obtain both π and σ polarizations. However, this was

not optimal since the manual rotation of the λ/2, along with the subsequent mechanical

vibrations of the system, introduces small changes in the position of the beam on the

sample. To solve this problem we decided to use an electrically controlled liquid crystal

full wave variable retarder, that can introduce a retardation from ∼ 0 to λ, as shown in

Fig. 3.7. In this way, moving optical elements are removed from the excitation arm.

The procedure used is the following:� Step 1: In order to better define the linear polarization of the laser,a polarizer is

put first, that will be then fixed with respect to all of the other optical components.

To adjust the axis of polarization, an analyzer, whose axis is already calibrated,

is mounted on a plane parallel to the cryostat. The analyzer is fixed along the
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Figure 3.7: Schematics of the alignment procedure used to calibrate the variable retarder that
controls the laser polarization at the sample. An analyzer and a Si photodiode are
used in order to measure the ellipticity of the beam.

~ez axis and the polarizer is rotated in order to cross it and minimize the power

measured at the photodiode positioned just after the analyzer. At this stage of the

alignmnet,the laser is polarized along the ~ex direction (πs-polarization). A typical

measured extinction ratio obtained this way is about 14000, which corresponds to

a circular degree of polarization of 0.017.� Step 2: Now the liquid crystal variable retarder must be inserted. First, one of its

principal axes should be aligned along the s-polarization of the laser. To do this, the

retarder is rotated in order to cross the polarization when the analyzer is along ~ez,

as in step 1. When the power is minimized, the axes of the retarder will be aligned

with the ~ex and ~ey axes of the microscope. Then, by rotating exactly by 45°, the
laser beam will sample equally the fast and the slow axis of the retarder.� Step 3: Now a voltage is applied to the variable retarder and the degree of circular

polarization at the position of the sample is measured. This can be done by rotating

the analyzer over the entire 360° range and measuring the maximum Pmax and min-

imum Pmin power obtained on the photodiode. The degree of circular polarization
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of the laser will be

P
laser =

2
√

Pmin

Pmax

1 + Pmin

Pmax

(3.12)

Once this calibration is done, the 2 values of the applied voltage that maximize

Plaser (defining the σ+ and σ− states) are kept, as well as the 2 values that minimize

Plaser (πs and πp linear polarization states).

With this procedure, a good alignment permits to switch between a circularly-polarized

laser with polarization P ∼ 0.99 to a linearly polarized laser, with P ∼ 0.10 in the best

case. I have measured the polarization just after the objective and after the cryostat’s

window and in both cases I have noticed very small changes in the laser polarization (of

the order of ∆P ∼ 0.01). This justifies an alignment without both components, which is

much more easy to implement.

3.4.3 Alignment for the detection of polarized luminescence

To measure the σ+ and σ− components of the luminescence, a fixed analyzer followed

by a λ/4 waveplate that can be rotated manually are used. The schematics is shown in

Fig.3.8, and the alignment procedure is the following:� Step 1: Focus the laser with the X50 (or X10) objective on a sufficiently polished

surface. In this way, a significant part of the laser beam will be specularly reflected.

Adjust its polarization so that it is πs-polarized.� Step 2: Put the analyzer first (without the λ/4) and fix its position such that it is

crossed (along ~ez) with the polarization of the reflected beam.� Step 3: Now the laser must be switched to σ+ polarization. Then, insert the λ/4

and adjust its position such that the power after the analyzer is minimized. Define

this configuration as σ+−.� Step 4: Since the fast and slow axes of the λ/4 will be approximately at 45° with
respect to the ~ex and ~ez axes, then a rotation of the waveplate by 180° along the ~ez

direction will now maximize the power through the analyzer. This defines the σ++

configuration.

52



3.4. Optical alignment

Figure 3.8: Schematics of the main optical components that are present in the luminescence
path. An alignment of the λ/4 and of the analyzer is required in order to properly
measure the luminescence’s circular degree of polarization.

Then, a measurement of the power after the analyzer under the two possible, right and left

circular polarizations of the laser will give 4 values, corresponding to the configurations

σ++,σ+−,σ−−, and σ−+. A good alignment should give very symmetrical values for σ++

and σ−−, and equally for σ+− and σ−+. If there is a little asymmetry, it can be corrected by

rotating the analyzer by a fraction of a degree. A good alignment usually gives differences

smaller than 5 % between the σ++ and σ−− configurations.

3.4.4 Characterization of the beamsplitter

The microscope as it was reported by Favorskiy et al. (2010) had problems of birefrin-

gence, that is, the polarization of the luminescence was highly distorted by the optics.

The main symptom was a large asymmetry between the σ++ and the σ−− (and between

σ+− and the σ−+) images. This resulted in poor images for the spin density and a sys-

tematic error on the measurement of the luminescence polarization. Also, since both the

53



3.4. Optical alignment

Figure 3.9: Characterization of the optical properties of the beamsplitter in reflection (left)
and transmission (right) configurations.

excitation and the luminescence paths had moving parts, the images shifted between mea-

surements and this resulted in many cases in an asymmetrical luminescence image. A lot

of effort was put into identifying the different sources of aberrations. One of them was the

beamsplitter that came with the original Nikon microscope, which was not optimized for

IR light, and, more importantly, did not conserve light polarization. It was replaced with

a Thorlabs non polarizing cube, made from NBK7 which, as I will show in this section,

significantly improves the measurement of the luminescence polarization.

The beamsplitter is a key component of the microscope since it acts on both the laser and

the luminescence polarization. A detailed study of its optical properties was performed.

Figure 3.9 shows the reflexion and transmission coefficients of the cube at λ = 780 nm

when oriented in its best possible configuration (the one that minimizes the retardarion

along the luminescence path).

By sending a linearly-polarized beam (P ∼ 0) whose axis is at 45° with respect to the

cube’s principal axes, a degree of circular polarization of P = 0.364 after reflexion is

measured. Using a simple model where the only parameters are the measured reflectivity

coefficients along the two axes, Rs = 0.435 and Rp = 0.457, and the retardation between

the two components of the electric field, ∆φR, it is possible to explain the measured po-

larization after reflection by a retardation of ∆φR = 0.119λ. This model predicts that

a circularly polarized beam will have a polarization of P = 0.93 with principal axes

at 133.2° and 45.2° after reflection. The actual measurement with a circularly polarized

beam gives P = 0.936 with principal axes at 134± 1° and 44± 1°. It is therefore desir-
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able that when the laser is linearly-polarized, its polarization should be aligned with the

principal axes of the cube (πs or πp polarization). Otherwise, the beamsplitter introduces

an unavoidable retardation between the ~ex and ~ey components of the electric field and the

laser at the position of the sample will be elliptically (instead of linearly) polarized.

In the luminescence path, both transmission coefficients for πs and πp polarizations are

almost identical (1 % difference), and the measured retardation, of ∆ΦT = 0.014λ, is very

small. This, again, was obtained by measuring the polarization after transmission of a

linearly-polarized light with an axis at 45° respect to the axes of the cube. This ∆ΦT

predicts a polarization of P = 0.999 when perfectly circularly polarized light is incident.

The measured value is P = 0.9988. This is very good for a clean and accurate measure-

ment of the luminescence polarization. As a comparision, the original beamsplitter had

Rp = 0.447, Rs = 0.409, ∆φR = 0.05λ, Ts = 0.469 , Tp = 0.463 and ∆φT = 0.069λ. It

is seen that the retardance in the luminescence path was a factor of 10 larger with the

previous cube.

Although asymmetries can be accounted for by changing the sign of the excitation helicity

from σ+ to σ− and using Eqs.(3.5) and (3.6), the additional phase shift in the lumines-

cence path introduces an error on the measured polarization that cannot be perfectly

compensated. This is because in our system, the λ/4 waveplate is restricted to be aligned

at 45° with respect to the cube’s axes. Otherwise, the manual rotation of the waveplate

holder used to pass from the σ+ to the σ− components of the luminescence will not work.

It is easy to see that, with this restriction, and for a extreme case where the beamsplitter

acts as a λ/4 or as an analyzer, then a σ+ photon will be always detected with the same

probability as a σ− photon and the measured polarization will be always zero.
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Microscope’s optics

Optical component

Reference Main properties

Linear Polarizer LPNIR100 Thorlabs Extinction ratio > 10000 for

750-1600 nm, T = 0.85 at

780 nm

Variable retarder LCC1113-B Thorlabs Liquid crystal, retardance

range 30 nm to λ

Beamsplitter CM1-BS014 Thorlabs Rs = 0.435,Rp =

0.457,Ts = 0.469,Tp =

0.463

Cryostat window Fichou BK7, Ts = .989, Tp = 0.992

at 780 nm.

Microscope objective LCPLN50XIR Olympus NA=0.65, Working distance

4.5 mm, Glass thickness

correction 0-1.2 mm,

T = 0.65 at 780 nm

Quarter waveplate AQWP05M-980 Thorlabs Retardation 0.258 λ at

780-866 nm, T = 0.97 at

780 nm

Analyzer U-AN360P Olympus T = 0.7 at 780 nm

Filter FF01-800/LP Semrock T = 1.17× 10−7 at 780 nm,

T > 0.95 for 815-870 nm

Eyepiece Nikon f=200 mm

CCD KAF-1600 Kodak Quantum efficiency: 35 %

at 850 nm, 16 bits, pixel

dimension 9 µm,

1534× 1020 pixels

Optical fiber 1 M14L05 Thorlabs Multimode, diameter

φ = 50 µm

Optical fiber 2 M35L02 Thorlabs Multimode, diameter

φ = 1000 µm

Spectrograph Princeton instruments 0.2 nm/pixel
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3.5 Conclusions of this chapter

In conclusion, a polarized imaging technique for investigating charge and spin transport

has been described. At high excitation power, the tightly-focused circularly-polarized

light generates strongly inhomogeneous charge,spin and temperature distributions which

are monitored using imaging and spectroscopic techniques. It will be shown with the two

following chapters that this technique is very well adapted for investigating spin transport.
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Chapter 4

Charge and spin transport in p+

GaAs in non degenerate conditions

In this chapter I will present experimental results on drift and diffusion of spin-polarized

photoelectrons at low injection density where the Pauli-principle couplings between charge

and spin are negligible. This investigation will permit to determine the key parameters

for charge and spin transport as a function of temperature and appears very important

for interpreting the effects of the Pauli principle, to be explained in Chapter 6. The

drift-diffusion equations for the charge and spin density can be written in the simple form

[Eq.(2.3)], which is reproduced here:

(g+ + g−)τe − n + ~∇ · [nµeτe ~E] + L2
e∆n = 0

(g+ − g−)τs − s+ ~∇ · [sµsτs ~E] + L2
s∆s = 0

where ~E is an external electric field. Our experimental technique (Chapter 3) is used to

determine, as a function of temperature, Le =
√
Deτe and Ls =

√
Lsτs as well as the

products µeτe and µsτs when an electric field is applied. A careful distinction is made

between the lattice temperature, assumed to be in equilibrium with the hole gas, TL = Th,

and the electron temperature Te, which differ significantly from each other (as discussed

in sec.3.3.3). The temperature dependence reveals that the electron mobility µe depends

strongly on Te and only weakly on TL. To my knowledge, this is the first experimental

study that separates the effect of Te and TL on the minority electron mobility. Current

theoretical calculations do not explain these results, since they have largely assumed that
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it is TL that determines the mobility.

4.1 About the GaAs samples

The samples studied here are 3 µm films of p+-doped GaAs grown by using gas source

molecular beam epitaxy on top of a (100) semi insulating GaAs wafer (470 µm thick)

at the Institut d’Electronique, de Microelectronique et de Nanotechnologie (IEMN). The

film was uniformly doped with carbon with a nominal doping level of p = 1018 cm−3,

confirmed by Hall measurements (see Sec.4.2.5). Optical and SEM images of one cleaved

piece of the sample are shown in Fig.4.1. The thickness of the p-region was chosen to

be smaller than the microscope’s depth of field but large enough so that most of the

incident light excitation is absorbed within (absorption length at 780 nm is α−1 ≈ 1 µm

(Blakemore (1982))). During the epitaxial growth, firstly a 100 nm thick, lattice matched

Ga0.51In0.49P layer was grown on top of the semi insulating GaAs wafer, as can be seen

in Fig.4.1. This acts as a barrier that confines photoelectrons to the active p+-layer,

and also ensures a negligible recombination velocity at the interface. Fig.4.1b) shows a

schematic of the sample. An X-ray diffraction analysis shows that the grown p+-GaAs

layer is unstrained, monocrystalline with a (001) texture, and that the Ga0.51In0.49P layer

has an exact thickness of 93 nm and a lattice constant in the growth direction which is

0.16 % larger than that of the substrate and of the p-layer.

In addition, Hall bars were fabricated using electron beam lithography and dry etching

techniques on cleaved 8 mm ×8 mm pieces of this sample. Platinum-based ohmic contacts

were formed using evaporation, liftoff and subsequent annealing. One resulting sample is

shown in panel a) of Fig. 4.2. In the naked eye image, metal pads of approximately 2

mm by 2 mm, are clearly visible.

They are covered by a 200 nm thick gold layer to enable wire bonding (see sec.4.1.1).

The GaAs mesa was defined using chlorine-based reactive ion etching which enables the

formation of vertical side walls for the hall bars. The lateral dimensions of the hall bar

are 50 µm long and 10 µm width, as shown on the SEM image of panel a) in Fig.4.2.

Shown in panel b) are images (from left to right) of the reflected laser spot, and of the

luminescence without and under an applied electric field.
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Figure 4.1: a) Optical (left) and SEM images of a p+-GaAs sample grown by molecular beam
epitaxy over a semi-insulating GaAs wafer (470 µm). The thickness of the p-region
is 3 µm, and a ∼ 100 nm thick, Ga0.51In0.49P barrier was also grown between the
substrate and the active layer in order to confine photoelectrons and to ensure a
small surface recombination velocity at the back interface. b) Schematic of the
layered structure of the sample.

4.1.1 Wire bonding and sample cooling

The possibility of applying an electric field to monitor drift and diffusion of spin-polarized

photoelectrons at low temperatures necessitates external contacts to the Hall bar sample

with external wires that can be manipulated from outside the cryostat. This was done in

two steps. First, by using a ultrasonic wedge bonding machine we have contacted Al/Si

flexible wires between the Au/Ti pads of the sample and a 0.4 mm thick printed circuit

board (PCB) that has a 10× 10 mm square hole at its centre for the sample. This allows

for the pads on the sample and the copper contacts at the PCB to be at almost the same

height (thickness of the sample is ∼ 0.5 mm. This is shown on panel a) of Fig.4.3. The

sample and the PCB are glued with a GE varnish solution that makes a very thin layer

with a good thermal contact between the sample and the copper sample holder. Drops
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Figure 4.2: a) Samples were cleaved into a 8 mm by 8 mm squares, with the p+-GaAs film
shaped using electron beam lithography and dry etching techniques into a Hall bar
with Platinium-based ohmic contacts. b) Images obtained with the experimental
setup described in 3.3 of the reflected laser spot, of the resulting luminescence
without electric field, revealing lateral diffusion of photoelectrons, and with an
applied electric field, revealing both drift and diffusion (left to right).

of silver paint at the corners can be used to provide additional thermal conductivity and

mechanical stability.

As shown in panel b) of Fig. 4.3, the sample holder is mounted on a Oxygen-free high

thermal conductivity (OFHC) copper sample mount that is surrounded by a heat ex-

changer. Tin-lead solder is then used to contact the PCB’s Cu pads with wires that are

connected to the exterior. Since these wires ends are located outside the cryostat, it is

important to evacuate the heat on them before they arrive at the PCB, otherwise they

can modify the sample’s temperature. To do this, the wires are wrapped around the

stainless steel joint that links the sample holder and the external structure of the cryo-
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Figure 4.3: a) The sample is surrounded by a PCB which has printed Cu pads on it. Electrical
connection between the PCB pads and the Au/Pt pads of the sample is achieved
by wedge ultrasonic bonding of flexible Al/Si wires. Both the sample and the
PCB are glued to the Cu sample holder with GE varnish. Additional drops of
silver paint may be used to improve thermal contact. b) The internal wires of
the cryostat, which can be accessed from the exterior, are connected to the PCB
by using a standard Sn-Pb solder. They are wrapped and glued with GE varnish
around the stainless steel joints in order to keep them at the same temperature of
the sample.

stat. Since stainless steel has a low thermal conductivity, the wrapping was done near the

cooling stage. A viscous solution of GE varnish is used to glue them and improve thermal

contact. A DT-670 Si photodiode is used as thermometer, and the temperature of the

sample can be controlled by an Oxford Instrument closed loop system that applies a cur-

rent through a 18 Ω resistor that heats the outside of the tube carrying the liquid He flow.

As shown on panel a) of Fig. 4.4, a nickel (Ni) plated, OFHC Cu radiation shield is used

to prevent thermal radiative coupling with higher temperature surfaces. This shielding

is very important since the cooling power of this system is about 3 Watts and I estimate

the radiation power emitted by the 25 mm window at 300 K to be 0.5 W. This shield

is cooled by helium exhausting from the heat exhanger. The cryostat is pumped down

to 10−5 Torr, and a continous helium flow is supplied by a pressurized dewar (200 mbar)

that is connected through a transfer line to the cryostat’s heat exchanger, as shown on

panel b) of Fig.4.4. The Helium flow can be monitored and regulated by a flow meter

panel that has control valves in it. Nominal Helium transfer is 0.7 lt/hour corresponding

to a cooling power of 3 Watts at 20 K.
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Figure 4.4: a) The sample is protected from radiative thermal couplings by using a Ni plated
radiation shield. b) The He flow is provided by a transfer line connected to a
pressurized He supply dewar. The flow meter allows to measure and control the
cooling rate.

A bad thermal contact between the sample and the Cu mount can be detected by compar-

ing the temperature of the Si photodiode and the luminescence spectra at low excitation

intensity, since the peak wavelength at low temperatures is known. Another possibility

is to perform a 4 terminal resistivity measurement when the Hall bar sample is inside

the cryostat. The temperature stability is, in the best conditions, of 0.01 K at 15 K and

of about 5 K above 150 K. This is obtained with a PI feedback control with parameters

Kp = 15 (proportional gain) and TI = 2 minutes (integration time constant), which I’ve

obtained by following the Nyquist criterion at 15 K. Of course, the best parameters de-

pend on the He flow rate and temperature, which is not always easy to control precisely.

In practice, I only change the integral time when the set temperature is increased.
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4.2 Charge and spin transport by polarized lumines-

cence microscopy

4.2.1 Measurement of the charge and spin diffusion lengths

The spatially-resolved luminescence of a p+ GaAs sample (detailed in sec.4.1) was stud-

ied as a function of temperature. The laser excitation spot has a Gaussian radius of

ω ≈ 0.6 µm and energy 1.59 eV. Figure 4.5 shows the measured charge and spin profiles

at TL = 300 K and TL = 15 K for different excitation powers. At room temperature,

no difference is observed in the charge and spin profile when the power spans 5 orders

of magnitude between ∼ 10−5 mW and ∼ 1 mW. At low temperature and below 1 mW,

the profiles, and therefore, the effective charge and spin diffusion lengths are independent

of photoelectron density. Conversely, at high excitation power a difference is observed

in the region r ≤ 2 µm, beyond which the charge and spin profiles decay with the same

caracteristic length as in the low power regime. We will see that at ∼ 1 mW and near

r = 0, photoelectrons are degenerate at TL = 15 K, which modifies diffusion transport, as

will be discussed in the following chapters. Also shown in the bottom panel of Fig.4.5 is

the total, spatially-integrated luminescence intensity as a function of power. Lines repre-

sent unit slope, indicating that the total luminescence is perfectly linear in power at room

and low temperature. Since the total luminescence intensity should not depend on dif-

fusion, this suggests a constant effective electron lifetime within the power range explored.

The spatially-averaged spin polarization, which is also shown in the bottom panel of

Fig.4.5, is calculated as :

〈P〉 = 2

∫∞

0
rId(r)dr

∫∞

0
rIs(r)dr

(4.1)

with Is and Id defined by Eq.(3.3) and Eq.(3.4), respectively. It exhibits a 4-fold increase,

passing from P ∼ 10 % at room temperature to P ∼ 40 % at low temperature and low

power densities. At room temperature, the decrease of 〈P〉 at high density may reflect a

moderate decrease of the spin relaxation time T1, whereas at low temperature the decrease

of 〈P〉 is mainly related to a spin-dependent diffusion, as will be discussed in Chapter 6.
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Figure 4.5: Top: charge and spin profiles at room and low temperature for excitation powers
of ∼ 2 mW (full lines) and ∼ 2 × 10−5 mW (open circles and open squares,
respectively). No change is observed at room temperature, whereas at TL = 15 K,
a change is visible over the first 2µm, where the photoelectrons are shown to be
degenerate (see Chapter 6). Bottom: total luminescence intensity and spatially
averaged spin polarization as a function of excitation power. The luminescence is
a linear function of the excitation power at room and low temperatures, whereas
the averaged spin polarization increases by a factor of 4 when the temperature is
lowered.

In the rest of this chapter, the results obtained at weak photoelectron concentration are

presented (excitation power of 10 µW, which produces a non degenerate photoelectron

concentration of ∼ 5 × 1014 cm−3 at r = 0 in the steady state). Figure 4.6 shows the

angular-averaged cross sections of the sum (Eq.(3.3)) and difference (Eq.(3.4)) images

obtained at different electronic temperatures. As discussed in sec.4.1, this sample has

a GaInP passivation layer at the rear surface so that recombination is negligible at the

GaAs/GaInP interface. However, the front surface is naturally oxidized. In consequence,
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the slope of the profile will depend on the bulk lifetime, τ and on the diffusion constant,

D, but also on the recombination velocity at the front surface, S. It may seem therefore

necessary to measure S in order to obtain the intrinsic diffusion length L =
√
Dτ from

the profiles of Fig.4.6. However, it is possible to show that the analytical solution of the

diffusion equation [Eq.(8.1.2)], is equivalent to the solution obtained by taking S = 0 and

an effective bulk lifetime τ eff such that the profiles of Fig.4.6 may be fitted with an effec-

tive diffusion length, given by Leff =
√
Dτ eff . In this way, the effective charge lifetime τ effe

and the effective spin lifetime τ effs = (1/τ effe + 1/T1)
−1 take into account bulk and surface

recombination [Cadiz et al. (2013)].

Figure 4.6: Sum and difference intensity profiles for a p-GaAs sample at different values of the
electronic temperature. Note that for clarity, the sum (difference) profiles have
been shifted upwards (downwards) with increasing temperature. It is seen that the
charge effective diffusion length has a tendency to decrease when the temperature
is lowered, whereas the opposite is observed for the spin effective diffusion length.
This is a signature that spin relaxation is strongly supressed at low temperatures.

The measured effective diffusion lengths are shown in the right panel of Fig. 4.7, reveal-

ing that their temperature dependence is rather weak, in agreement with the results of

Luber et al. (2006). In general, Leff
e tends to decrease with temperature Te, whereas the

opposite happens for Leff
s . At the lowest temperature of Te = 40 K, the measured diffusion

lengths are Leff
e = 1.42 ± 0.05 µm and Leff

s = 1.18 ± 0.05 µm. The left panel of Fig.

4.7 shows the polarization profile given by Eq.(3.2) obtained from the curves of Fig.4.6.

It is clearly seen that the magnitude of the electronic polarization increases when Te is
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Table 4.1: Effective charge and spin diffusion lengths for selected temperatures.

Te (K) TL (K) Leff
e ± 0.05 (µm) Leff

s ± 0.05 (µm) 〈P〉
40 15 1.42 1.18 0.39
50 15 1.24 1.10 0.39
70 12 1.40 1.18 0.34
102 50 1.68 1.16 0.25
130 90 1.75 1.17 0.19
161 140 1.86 1.12 0.16
195 190 1.93 0.94 0.12
292 275 2.08 0.92 0.08

lowered, and it is close to its maximum possible value of 50 % at r = 0 and Te = 40

K. Also, the decay length of the polarization is longer at lower temperatures. As it will

be shown by time-resolved photoluminescence in sec.4.2.3, this is the consequence of two

effects; i) the effective electron lifetime decreases as radiative recombination is enhanced

at low temperatures, and ii) the spin relaxation time T1 increases as the temperature is

lowered.

Figure 4.7: Left: spin polarization profiles as a function of temperature. It is seen that its
value at r = 0 increases from P(0) = 0.18 at room temperature to P(0) = 0.45
at Te = 40 K. Right: Effective charge and spin diffusion lengths measured as a
function of electronic temperature. The dashed lines are a guide to the eye.

In Table 4.1, measured effective charge and spin diffusion lengths for different tempera-

tures are summarized, as well as the spatially-averaged spin polarization.
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4.2.2 Measurement of the charge and spin drift lengths

The minority carrier drift length Ld = Eµτ is determined by imaging the spatial depen-

dence of the luminescence, as in sec.4.2.1, as a function of the applied electric field E.

As shown in Fig.4.8(a), the Hall bar shaped sample can be used to apply an electric field

between contacts A and B. The magnitude of the electric field in the p-GaAs region

can be determined by measuring the voltage difference between contacts C and D, which

are separated by a distance of 11 µm. Also, a Hall voltage VF − VD can be measured

when a magnetic field is applied perpendicular to the plane of the sample, which permits

to measure the majority hole concentration and mobility as a function of temperature.

The density of ionized acceptors N−
A is only weakly temperature dependent and the hole

mobility varies in the range µh = 100 − 202 cm2V−1s−1 when TL is varied. A detailed

discussion of these results can be found in Cadiz et al. (2015b).

Fig.4.8(b) shows the sum and difference images for different values of the electric field at

TL = 15 K and excitation energy of hν = 1.55 eV at low power (0.1 µW ). Drift of the

electrons leads to a significant change of the images. The cross sections of these images

in the direction of the electric field are shown in Fig.4.9. They are well approximated by

the 2-dimensional diffusion result of appendix 8.1:

n(x) ∝ e(µeτeffe Ex)/(2Deτeffe )K0

[

√

(µeτ effe E)2 + 4Deτ effe
2Deτ effe

x

]

, (4.2)

where De and τ effe are the electron diffusion constant and effective lifetime, respectively,

and K0 is a modified Bessel function of the second kind. In a nondegenerate electron

gas the only fitting parameter in Eq.(4.2) is the µeτ
eff
e product, as previously discussed

in sec.2.5. The same analysis is performed for the difference image where, in Eq.(4.2), n,

τ effe and De are replaced by s, τ effs and Ds, respectively.

Figure 4.10 shows the measured µτ eff value for the charge and spin densities as a function

of the applied electric field at hν = 1.55 eV. Also shown is data obtained at a higher

temperature of TL = 35 K and low power excitation at an energy hν = 1.59 eV. In both

cases, when the electric field is increased, a decrease of µτ eff is observed. For TL = 15 K,

the decrease is very sharp for E ≤ 200 V/cm. In order to show that this effect can have
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Figure 4.8: a) SEM image of the p-GaAs hall bar used to study minority carrier transport. b)
Measured charge and spin spatial dependence at TL = 15 K for different values of
the applied electric field for a low power excitation of 0.1 µW at excitation energy
hν = 1.55 eV. In the direction of the electric field, the decay length is given by the
drift length Ld = Eµτ eff.

a sole explanation as due to the effect of electron temperature on µτ eff, we show that it is

possible to tune Te without changing Th by adjusting the laser energy and the electric field.

Fig.4.11 shows the measured electron temperature Te(E) for the two laser excitation

energies using the method described in sec.3.3.3. The temperature at zero field, related

to the loss of energy to the phonons, is Te(0) = 40 K and Te(0) = 92 K for hν = 1.55 and

1.59 eV, respectively. Combination of the two excitation energies gives access to the range
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Figure 4.9: Charge and spin density profiles at TL = 15 K obtained from the images of Fig.6.14
for selected values of the electric field. Full lines are fits obtained with Eq.(4.2)
that give the µeτ

eff
e and µsτ

eff
s products for the charge and for the spin distribution,

respectively.

40 K < Te < 130 K for E between 0 and 1 kV/cm. The heating induced by the electric

field can be simply explained by a competition between acceleration and relaxation of

energy in a time τE . The dashed lines in Fig. 4.11 are predictions based on the following

simple balance equation for the energy delivered to the electron gas by the electric field:

3/2kB[Te(E)− Te(0)] = qvdEτE (4.3)
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Figure 4.10: Measured µτ effe(s) product for charge (spin) as a function of electric field. Full

(open) squares correspond to TL = 15 K and hν = 1.55 eV, whereas full (open)
triangles correspond to TL = 35 K and hν = 1.59 eV.

The quantity vd = µeE is the drift velocity and τE is the energy relaxation time. The

data are well explained by an energy-independent relaxation time of τE = 1.2 ps and

τE = 1.5 ps for initial electron temperatures of Te(0) = 40 K and Te(0) = 92 K, re-

spectively. These values are an order of magnitude larger than those measured at 300 K

(Furuta et al. (1990)), consistent with a significant decrease of the energy relaxation rate

at lower temperatures due to less efficient phonon scattering. Note that, as shown in Fig.

4.11, under the same conditions the resistivity very weakly changes, showing that the hole

temperature (Th) remains unchanged. This is confirmed by the low energy part and by

the peak energy of the spectra, which are almost independent of the applied electric field

(not shown) except for E = 995 V/cm at 1.59 eV excitation, where a moderate heating

of the lattice is evident from the redshift of the spectrum. In contrast, the high energy

tail, related to the electron distribution, is strongly perturbed by the electric field. This

difference in the E-dependence of Te and Th is explained by a smaller hole mobility by at

least two orders of magnitude and by a shorter phonon emission time (by about a factor

of 2, according to Shah (1999)). Moreover, since the photogenerated hole concentration
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Figure 4.11: Measured Te as a function of applied electric field for laser excitation energies
of 1.55 eV and 1.59 eV, respectively. The increase of Te a function of E is well
explained by Eq.(4.3) which assumes an energy-independent energy-relaxation
time of 1.5 ps (dotted line) and 1.2 ps (solid line) for each case. Also shown (red
dots) is the electric field dependence of the resistivity, which confirms that the
hole temperature is only weakly affected by the electric field.

is much smaller thanN−
A , it is concluded that Th ≈ TL in all the experiments reported here.

The ability to change Te without changing TL using an applied electric field is now used

to demonstrate that the charge and spin drift lengths are primarily determined by Te.

Figure 4.12 sumarizes the measured µeτ
eff
e (µsτ

eff
s ) product for the charge (spin) density as

a function of electronic temperature. Remarkably, the values of the µτ product obtained

when the lattice temperature varies in the range TL = 15− 300 K (full and open circles)

are very similar to those obtained when the latter is fixed (full and open triangles). This

striking result suggests that the lattice temperature has little influence on the electron
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Figure 4.12: The µτ product for charge and spin as a function of electronic temperature, as
obtained by fitting the luminescence profiles with Eq.(4.2). Circles were obtained
at E = 200 V/cm and varying lattice temperature between 15−300 K. Triangles
correspond to TL ≈ 35 K and an electric field varying between 200− 1000 V/cm.
The squares were obtained at TL = 15 K and varying electric field between
50− 800 V/cm, and a lower excitation energy of 1.55 eV.

mobility, as will be confirmed in sec.4.2.5. Finally, the closed and open squares correspond

to the case TL = 15 K, excitation energy of 1.55 eV and varying electric field (50 − 800

V/cm). A sharp increase in the charge and spin µτ product is observed with decreasing

electronic temperature.

Note finally that the product µsτ
eff
s is consistently smaller than µeτ

eff
e . The analysis of

sec.4.2.5 will show that µe ≈ µs and that this smaller value is entirely due to the smaller

spin lifetime (τ effs < τ effe ).

4.2.3 Time resolved photoluminescence measurements (TRPL)

Luminescence microscopy has been used in order to determine the effective charge and

spin diffusion lengths Leff =
√
Dτ eff (sec.4.2.1), as well as the µτ eff product for both species
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(sec.4.2.2). However, the diffusion and drift currents, described by Fick’s law [Eq.(1.1)]

and Ohm’s law [Eq.(1.2)], respectively, depend on the diffusion constant D and on the

mobility µ. Here, I present time-resolved measurements that will allow us, together with

the results discussed in sec.4.2.1 and sec.4.2.2, to determine the effective charge and spin

lifetimes, and therefore, all the relevant transport parameters.

For the TRPL measurements, performed at the Laboratoire de Physique et Chimie des

Nano-objets (Toulouse), and as described in Zhang et al. (2013), the excitation source

was a circularly-polarized mode-locked frequency-doubled Ti:Sa laser (1.5 ps pulse width

and 80 MHz repetition frequency) and the resulting luminescence was dispersed by a

spectrometer and detected by a streak camera as a function of time after the pulse. Both

the total light intensity Is(t) and the difference signal Id(t) (as defined by Eq.(3.1)) were

monitored. The transient charge and spin signals have been measured as a function of

temperature, and are shown in Fig.4.13. After an initial increase for t < 100 ps after

the laser pulse, probably due to electron thermalization to the bottom of the conduction

band, the transient signals decay with at least 2 exponential modes. At long times, the

decay is governed by a single exponential. This decay at long times corresponds to the

effective lifetime that determines the diffusion length in the steady state luminescence

imaging. As can be seen from the left panel of Fig.4.13, the time τ effe of the long time

transient increases with temperature. This shows that τ effe is dominated by the decrease

with temperature of the bulk recombination efficiency (Ahrenkiel (1993)) rather than by

the increase of surface recombination velocity S.

The right panel of Fig. 4.13 shows the temperature dependence of the difference signal.

Up to about 80 K, the time τ effs of the long time transient increases with temperature, in

the same way as for the sum transient. Further temperature increase induces a decrease of

τ effs , which reveals a temperature decrease of the spin relaxation time T1. It is noted that,

in agreement with independent observations (Horinaka et al. (1995)), the characteristic

time for the rise of the two signals weakly depends on temperature. The values of the

characteristic times for the slowest decay of the transient signals, τ effe and τ effs , as obtained

from an inverse Laplace analysis, are summarized in Table 4.2, together with the spin

lifetime T1 obtained from the single exponential decay of the circular polarization of the
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Figure 4.13: Temperature effects investigated using TRPL. The left panel shows the
experimentally-observed transient sum signals observed for selected lattice tem-
peratures of 9 K,(a) 20 K,(b) 40 K,(c) 80 K,(d) 150 K,(e) 225 K,(f) and 300 K
(g). These curves were normalized and shifted upwards for clarity, and regions
of very large noise have been omitted. The right panel shows the corresponding
difference transients.

Table 4.2: Measured lifetimes for selected temperatures.

Te TL τeffe ± 10 (ps) τeffs ± 10 (ps) T1 ± 10 (ps)
22 9 189 163 1199
33 20 256 209 1147
48 40 319 251 1180
100 80 524 256 502
150 150 717 212 302
225 225 796 146 179
300 300 717 170 222

luminescence (not shown).

The temperature dependence of T1 is shown in Fig.4.14. A power law is found, with

T1 ∝ T−1.2
e and T1 ∝ T−1

L . The Te dependence is close to that found using Hanle effect

measurements for a similar doping by Zerrouati et al. (1988), which indicates a dominant

relaxation mechanism that is determined by the interaction of the electronic spins with

the hole spins known as the Bir Aronov Pikus mechanism (Bir et al. (1975)). Also shown

in the inset of Fig. 4.14, is the temperature dependence of the effective charge and spin

lifetimes. A detailed analysis (discussed in Cadiz et al. (2014)) shows that the difference

between τe (bulk lifetime) and τ effe is only significant at temperatures larger than 100 K,

above which the surface recombination velocity starts to play a role. The value of τ effe at
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300 K is smaller by a factor of 3 than the bulk radiative lifetime for the present acceptor

concentration (Nelson and Sobers (1978)), and the temperature increase is characterized

by an exponent of the order of 0.7, which is smaller than the one found for bulk radiative

recombination (Ahrenkiel (1993)). These two differences are attributed to nonradiative

bulk recombination, for which the time decreases with increasing temperature. The in-

crease of bulk nonradiative recombination may also explain the saturation in τ effe near 300

K.

Figure 4.14: Dependence of the spin relaxation time T1 as a function of both the lattice tem-
perature (TL) and the electronic temperature (Te). T1 follows a power law for
temperatures above 40 K, for which the exponent as a function of Te is −1.2,
close to the one predicted by the Bir Aronov Pikus model. Shown in the inset
are the electronic temperature dependences of the long time constant for charge
and spin τ effe , τ effs .

4.2.4 Determination of the diffusion constants

The TRPL technique alone permits, in principle, to determine all the transport param-

eters, by performing a detailed study of the higher order modes of the transient decay

at short times, which depends on D, S and the sample thickness d (see appendix 8.1.3).

Despite the potential of this technique, little information has been so far gained on charge
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Table 4.3: Measured diffusion constants for selected temperatures.

Te De ± 15 cm2/s Ds ± 15 cm2/s
40 70.8 61
50 46 48
70 49 55
102 53 53
130 48 60
161 48 62
195 49 51
292 60 50

and spin diffusion since higher order modes are partly masked by the slow increase of

the PL signal. The diffusion constants at 300 K are usually obtained from the values

of minority carrier mobilities (Lowney and Bennett (1991)) for which investigations as a

function of temperature are very scarce (Lovejoy et al. (1995); Beyzavi et al. (1991)). In

this section, we combine the time-resolved measurements of sec.4.2.3 with the spatially

resolved microluminescence of sec.4.2.1 in order to perform a systematic investigation of

the various relevant parameters for charge and spin transport. In order to do this, it is

noted that the measured effective diffusion length, determined with the microluminescence

technique in sec.4.2.1, is given by

Leff
e(s) =

√

De(s)τ
eff
e(s) (4.4)

where τ effe(s) indeed corresponds the characteristic time of the decay transient at long times

(see appendix 8.1.1). At Te = 50 K, from table 4.1 it is found that Leff
e = 1.24± 0.05 µm

and Leff
s = 1.10 ± 0.05 µm. By using the (interpolated) lifetimes in table 4.2, De =

46± 15 cm2/s, and Ds = 48± 15 cm2/s, are found. By using Eq.(8.15), one also obtains

a small recombination velocity S ∼ 5× 104 cm/sec but, since the bulk electronic lifetime

τe is very close to τ effe at this temperature, the uncertainty on this determination is very

large, of at least one order of magnitude.

The values of De and Ds are shown in Fig.4.15, where it can be seen that they only weakly

depend on temperature. Values for selected electronic temperatures are listed in Table.

4.3.

Note that, since De is approximately constant, the Einstein relation [Eq.(2.6)] predicts a ∼
1/Te dependence of the mobility. This will be confirmed in sec.4.2.5. This is an interesting

result, since until now it was largely assumed that the minority electron mobility in
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Figure 4.15: Measured charge and spin diffusion constants as a function of electronic tem-
perature. Within error bars, De = Ds so that spin coulomb drag is negligible
(D’Amico and Vignale (2000)).

highly doped GaAs is mainly determined by the lattice temperature (Lovejoy et al. (1995);

Kaneto et al. (1993)).

4.2.5 Determination of the mobility

By combining the µτ eff product measured in sec.4.2.2 with the effective lifetimes of

sec.4.2.3, an estimate of the charge, µe, and spin, µs, mobility is made. At TL = 300

K, µe = 1560 cm2V−1s−1 is obtained, in excellent agreement with the theoretical value

of 1643 cm2V−1s−1 at similar doping densities predicted by Bennett (2002) and with the

existing experimental data (Harmon et al. (1993); Colomb et al. (1992); Beyzavi et al.

(1991); Ahrenkiel et al. (1987)). Fig.4.16 shows that, above 70 K, a clear 1/Te depen-

dence is observed for both the electron (closed circles) and spin (open circles) mobility.

This suggests that what determines minority carrier mobility is mostly their own temper-

ature, rather than that of majority carriers. This hypothesis can be tested by measuring

the Te-dependence of the mobilities when, as described in Fig. 4.11, Te is varied by chang-

ing the electric field while TL is held constant. The triangles in Fig. 4.16 correspond to
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TL ≈ 35 K while the squares correspond to TL = 15 K. For 100 K < Te < 200 K the

charge and spin mobility dependence is well fitted by a T−1.3
e law. It is striking to see that

the measured mobility values at fixed TL are close to those obtained when TL also varies

between 50 K and 200 K (circles). This shows that, in this range, the minority carrier

mobility weakly depends on TL. The squares in Fig. 4.16 correspond to TL ≈ 15 K and

Te < 50 K. In this range, there is a dramatic increase of mobility, with both electron and

spin mobilities being described by a T−4.3
e power law.

Figure 4.16: The measured electron (solid circles) and spin (open circles) mobilities, µe and
µs for an electric field of 200 V/cm as a function of TL. Both show a 1/Te

variation for Te ≥ 70 K. Also shown are the dependences of µe and µs at fixed
TL, found by varying Te using the electric field only. The solid and open triangles
correspond to µe and µs, respectively, for TL ≈ 30 − 40 K and an electric field
varying between 200− 1000 V/cm. The solid and open squares correspond to µe

and µs, respectively, at TL = 15 K. At low Te a dramatic increase of the mobility
is observed, with a 1/T 4.3

e dependence.
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Table 4.4: Measured charge and spin mobilities for selected temperatures.

Te µe ± 500 cm2/V/s µs ± 500 cm2/V/s
40 35200 28400
50 13370 12644
70 6740 5700
102 4120 3600
130 3530 3717
161 2290 2700
195 2000 1880
292 1560 1250

In Table 4.4, a list of the measured charge and spin mobilities for selected electronic

temperatures can be found. For the Te > 70 K range, the data shown as circles in Fig.

4.16 is used.

The minority electron mobility features a completely different temperature dependence

than that of majority electrons in n-GaAs for a similar doping level (Beyzavi et al. (1991);

Luber et al. (2006); Schultes et al. (2013)). A number of possible reasons for this have

been discussed in the literature, including carrier freezeout at high hole concentrations

(Kim et al. (1997); Lovejoy et al. (1995)), screening of ionized impurities (Walukiewicz et al.

(1979)) and increasing hole degeneracy as temperature is lowered (Kaneto et al. (1993)).

All these works simply ignore the possible difference between the electronic and the hole

(lattice) temperatures, and they mention just one common temperature, T . The experi-

mental results are not explained by current theoretical models. The main message is that

the energy dependence of the scattering time is, at the present, not clear at all.

The weak dependence of electron mobility on TL suggests that the mechanism which

limits the mobility is scattering by charged impurities and holes, whose density is TL

independent (see sec.4.2.5), rather than phonon scattering. This conclusion is also sup-

ported by theoretical considerations at the high doping levels used here (Kaneto et al.

(1993); Tea and Aniel (2011)). The origin of the Te dependence of the minority electron

mobility is at present not understood. In the Brooks-Herring formalism which considers

mostly electron-electron screening (Chattopadhyay and Queisser (1981)), µe(TL, Te) de-

pends on the screening length, which itself depends on the temperature. At the doping

levels considered here it is probable that the mobility is determined by scattering by po-

tential fluctuations caused by the random distribution of ionized acceptors and of their

81



4.2. Charge and spin transport by polarized luminescence
microscopy

screening by valence holes rather than by individual charges. For a hole temperature

of Th = 10 K the maximum amplitude of the potential fluctuations is of the order of

40 meV (Efros et al. (1972)) and while some attempts have been made to include the ef-

fects of screening on transport (Kaneto et al. (1993); Chattopadhyay and Queisser (1981);

Quang et al. (1993)), a complete description including the effect of disorder is still out of

reach.

4.2.6 Verification of the Einstein relation

The Einstein relation [Eq.(2.6)], relating the electron’s diffusion constant De with the

averaged momentum relaxation time τm, is a special case of the fluctuation-dissipation

theorem that can be written in the following form, assuming Boltzmann’s statistics for

the electron gas. It is reproduced here:

De = [
kBTe

q
]µe =

kBTeτm
m∗

Diffusion and drift are therefore strongly related via microscopic scattering processes. The

open circles of Fig.4.17 represent the averaged diffusion constant 〈D〉 = 1/2(De+Ds), that

was obtained in sec.4.2.4 by combining the charge and spin diffusion lifetimes with their

respective diffusion lengths. Also shown as full circles is the average diffusion constant

obtained via the average measured mobility 〈µ〉 = 1/2(µe + µs) of sec.4.2.5 and by using

the Einstein relation. It is seen that the diffusion constant obtained by using the measured

mobility is systematically smaller than the one obtained with the diffusion lengths, except

at the lowest temperatures.

This difference may indicate an inherent problem when measuring the different transport

parameters under different experimental conditions. While the lifetimes of TRPL and the

drift/diffusion lengths of the microluminescence imaging were combined at equal electron

temperature, they were measured at different lattice temperatures. This difference may

be unavoidable when a steady state electron gas is compared to an electron gas created by

a laser pulse. Even in the simplest possible situation in which De and µe are only functions

of Te, a difference in TL could lead to a systematic error in the measured parameters. For

example, the radiative recombination time is expected to depend on both the electron
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Figure 4.17: Measured mean diffusion constant as a function of electronic temperature. The
open circles were obtained by combining the measured effective lifetimes with the
effective diffusion lenght, wereas the full circles were obtained by the measured
mobility and using the Einstein relation [Eq.(2.6)].

and the hole statistics, so that τ effe(s) = τ effe(s)(Te, TL). The same electronic temperature Te

was obtained with a lattice temperature of TL in the microluminescence experiments, and

with a different temperature T ∗
L in the time-resolved measurements (See Table. 4.1 and

Table.4.2 for comparision). Therefore, the diffusion constant and the mobility, calculated

by

De(s)(Te) = [Leff
e(s)(Te, TL)]

2/τ effe(s)(Te, T
∗
L) (4.5)

µe(s)(Te) = [µe(s)(Te)τ
eff
e(s)(Te, TL)]/τ

eff
e(s)(Te, T

∗
L) (4.6)

are only approximate when T ∗
L 6= TL.
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4.3 Mode structure analysis of the TRPL at short

times

It is shown here that analysis of the TRPL transient at short times gives further proof

that De ≈ Ds. In a TRPL experiment, the photoelectron concentration depends on depth

and time and is a solution of the time-dependent diffusion equation, solved in Appendix

8.1.3. It can be shown that the PL sum intensity is given by:

ITRPL(t) = K

∫ d

0

e−αlzn(z, t)dt = K
∑

m

dme
−t/τm (4.7)

where αl is the absorption coefficient at the luminescence energy, K is a constant, and

the coefficients dm of the various modes only depend on Sd/De, S
′d/De, α and αl (see

Eq.(8.30)). S and S ′ are the recombination velocities at the front and at the back surface,

respectively. The characteristic times τm of the various modes are given by

1/τm = 1/τ +Deα
2
m/d

2 (4.8)

where the angle αm is given by the nonlinear equation (8.11) shown in the Appendix

8.1.3. The difference signal Id(t) is given by Eq.(4.7) where the charge concentration n

is replaced by the spin concentration s, the quantity K is replaced by K|Pi|, and De is

replaced by the spin diffusion constant Ds in Eq.(4.8). Within these changes, Eq.(4.7)

also gives the expression for Id(t), as a function of the characteristic times τsm of the

various modes for the decay of s.

Fig.4.18 shows the sum and difference transients (black curves) obtained at TL = 20 K

for which Te = 33 K, as well as the response of the streak camera (dashed line) and the

analysis of the transients using exponential decay modes. It is seen that both signals

initially increase for t ≤ t0, where t0, of the order of 100 ps, is the time required for

the electron gas to cool down to the bottom of the conduction band. After t0, both

transient signals decrease according to Eq.(4.7) with at least 2 modes clearly identified.

A convenient method to find these modes is to perform an inverse Laplace transform

(Cadiz et al. (2014)). Shown in the insets of Fig. 4.18, are the two first modes of the sum

and difference signals corresponding to the two well-defined peaks of the inverse Laplace
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transform. It is possible to write then a two-mode expansion of the signal:

Is(t− t0) = c∗1e
(t−t0)/τ1 + (1− c∗1)e

(t−t0)/τ2 (4.9)

with τ1 = 256 ps, τ2 = 66 ps, and c∗1 = 0.82. In the same way, the difference signal is

described by

Id(t− t0) = c∗s1e
(t−t0)/τs1 + (1− c∗s1)e

(t−t0)/τs2 (4.10)

with τs1 = 215 ps, τs2 = 63 ps and c∗s1 = 0.725. The data are indeed very well approxi-

mated by the sums (Curves c) of these two modes (Curves d and e, respectively).

Figure 4.18: Sum (left panel) and difference (right panel) TRPL signals and their analysis.
Curves a shows the measured transient at TL = 20 K (Te = 33 K), normalized
at its maximum, to be compared with the detector response shown in Curves
b. The inset reveals two exponential decay modes and gives their characteristic
times and weights. The sum of these exponentials, shown in Curves c, gives a
very good approximation to the decay signal at times larger than about 100 ps
after the laser pulse. These exponentials are shown individually in Curves d and
e.

Alternative interpretations implying ambipolar diffusion (Paget et al. (2012)), Auger re-

combination at high density, change of recombination time caused by temperature depen-

dence of the bimolecular recombination (Ahrenkiel (1993); Dumke (1963)), or stimulated

emission by the photoexcited carriers, can be ruled out based on the very weak depen-

dence of the transient on excitation power. In the same way, transient dielectric screening

of carriers can also be ruled out since the dielectric relaxation time is 7 ps for an electron

concentration of 1015 cm−3, and is smaller at larger concentrations.
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The relatively slow increase of the sum and difference signals appearing in Fig.4.13, on

a time of the order of 100 ps, is comparable with τ2. Increases with similar time con-

stants, which mask higher order modes, have been attributed to the screening of the

electron-phonon interaction (Seymour et al. (1982),Horinaka et al. (1995)). Moreover, it

is difficult to determine the values of the amplitudes c1 and c2 and therefore γ = Sd/D

according to Fig.8.5, since they obviously depend on the origin t0 which is chosen. It

is thus concluded that the sole determination of τ1 and τ2 is not sufficient to determine

intrinsic dynamic parameters.

Figure 4.19: The inset shows the light polarization transient taking the time of the maximum
t0 in the TRPL signals as the time origin. This transient mostly exhibits a single
exponential. The dots show the same transient at short times. The curves are
calculated using Eq.(4.7) taking a ratio Ds/De of the spin to charge diffusion
constants equal to 0.3 (a), 0.9 (b), 1 (c), 1.1 (d), 1.3 (e), and 1.5 (f). From the
almost ideal exponential behavior of the transient, it is concluded that Ds/De =
1± 0.1.

However, comparison between the sum and difference transients permits to show that

De = Ds. This is performed by calculating their ratio, which is the transient spin polar-

ization P(t) = s(t)/n(t). This transient is shown in the inset of Fig.4.19, taking the time
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origin at t0 = 150 ps in order to avoid the effects of the slow signal increase. The fast

decay has almost completely disappeared and the transient is described by a single slow

exponential of characteristic time T1 ≈ 1050 ps. It can be shown using Eqs.(4.7),(4.9) and

(4.10), that the only explanation of such a finding is that Ds ≈ De. Also shown in Fig.

4.19 are the transients calculated using Eq.(4.7) for several values of the ratio Ds/De.

The best agreement is in fact obtained for Ds/De between 0.9 and 1. It will be indeed

shown in the following chapter that Coulomb spin drag is negligible because of screening

of electron-electron interactions.

4.4 Conclusions

A new approach was used for investigating charge and spin diffusion in semiconductors

(as well as surface and bulk recombination, which is not discussed in this manuscript,

Cadiz et al. (2014)). Combination of TRPL and spatially-resolved luminescence gives the

bulk recombination time τe and the spin relaxation time T1 and, subsequently, the charge

and spin diffusion constants and mobilities. This is because a single effective recombi-

nation time τ eff taking account of surface and bulk recombination characterizes the long

time decay transient of TRPL, as well as the diffusion and drift length measured using

spatially-resolved luminescence.

The charge and spin diffusion constants and mobilities of a p-GaAs sample were obtained

as a function of temperature, as well as τ effe , τ effs and T1. By using electric fields to increase

the photoelectron temperature Te without significantly changing the hole or lattice tem-

peratures, the charge and spin mobilities are shown to be principally dependent on Te. For

Te > 70 K both the charge and spin mobilities vary as T−1.3
e while at lower temperatutes

this changes to an even more rapid T−4.3
e law.

This finding shows that current models for minority carrier mobility, accounting for the

hole distribution alone, as proposed by Kaneto et al. (1993), cannot describe the observed

temperature dependence of the minority electron mobility since significant variations are

measured even when the hole temperature is kept constant. The inclusion of minority
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Table 4.5: Transport parameters at Te = 50 K, TL = 15 K.

Diffusion constant De ≈ Ds 45 cm2/s

Charge effective lifetime τeffe 335 ps
Minority electron mobility µe ≈ µs 12500 cm2/V/s

Spin effective lifetime τeffs 251 ps
Spin relaxation time T1 1125 ps

Surface recombination velocity S 4.6× 104 cm/s
Majority hole mobility µh 100 cm2/V/s
Hole Diffusion constant Dh 0.13 cm2/V/s

Ionized acceptor density N−

A 1018 cm−3

carrier statistics in theoretical models is therefore necessary to better understand minority

carrier mobilities in doped semiconductors.

The results obtained in sec.4.2.1, 4.2.2 and 4.2.3, give the transport parameters of Ta-

ble.4.5 at Te = 50 K, which is the measured electronic temperature in the experiments

that will be described in Chapter 6. Note that the surface recombination velocity S cm/s,

is almost a factor of 10 smaller than the diffusion velocity De/d ≈ 2.73 × 105 cm/s so

that surface recombination is negligible in this sample at low temperatures. The results

of this chapter determines all the parameters necessary to understand the Pauli blockade

effects in Chapter 6.
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4.4.1 Publications related to this chapter
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Chapter 5

Charge and spin diffusion of

degenerate electrons: theoretical

framework

In this chapter, we will discuss the different coupling mechanisms that may appear in

the charge and spin coupled diffusion equations due to Pauli Blockade. When a semicon-

ductor is excited with a local, high power light excitation, three effects may change the

situation with respect to the low density diffusion studied in Chapter 4; i) local heating

of the electron gas may cause a temperature gradient which leads to thermal currents,

ii) at high density, Coulomb coupling with photoholes can influence diffusion of spin

polarized electrons (ambipolar diffusion), iii) the electrons are degenerate, and we will

show in this chapter that an important consequence of this is that diffusion depends on

spin. While degeneracy had been implicitely included in some theoretical treaments of

spin polarized electron transport (D’Amico and Vignale (2002); Takahashi et al. (2008);

Qi et al. (2006)), it had not yet been explicitely detailed nor experimentally demonstrated.

Moreover, as discussed in Chapter 2, in p-doped material it is possible to control the de-

gree of spin polarization of the ensemble of conduction electrons, so that the quasi-Fermi

levels of spin + and spin − electrons can differ significantly, EF+
6= EF−

, which is at the

origin of a spin-dependence of the diffusion constant. We will show in the rest of this

chapter that this is responsible for a novel spin filter effect which is of interest because it

should modify all the other observed spin transport phenomena discussed in Chapter 2
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in the degenerate regime, and it may affect the operation of a large number of proposed

semiconductor spintronic devices (Datta and Das (1990); Wunderlich (2010); Zutic et al.

(2007); Gerhardt et al. (2011))

We describe the relative efficiencies of the various possible charge-spin coupling mech-

anisms involved when bulk, p+ material is considered. The ambipolar coupling to the

photo-created hole distribution is of central importance, since, as it will be shown in

Chapter 6, it increases the electron density near the excitation spot, favouring degener-

acy. Also, Coulomb spin drag and spin-dependent bandgap renormalization effects will

be shown to be negligible in this sample because of electrostatic screening by the majority

holes.

5.1 General form of the diffusion equations

We suppose that there exists a radially symmetric excitation profile g on an homogeneous

sample (as in sec.3.2). In the absence of Rashba effects, i.e, in a bulk sample, the charge

(n) and spin (s) densities will inherit this symmetry and both will be functions of r and

z, where z is the depth coordinate inside the semiconductor. These two densities are,

respectively, solutions of the continuity equations already given in Chapter 2

[g+(r, z) + g−(r, z)]− n(r, z)/τ +
1

q
~∇ · [ ~Jc(r, z)] = 0 (5.1)

[g+(r, z)− g−(r, z)]− s(r, z)/τs +
1

q
~∇ · [ ~Js(r, z)] = 0 (5.2)

Here, g± is the spatially-dependent rate of creation of electrons of spin ±, and 1/τs =

1/τ + 1/T1. Equations (5.1) and (5.2) are accompanied by the following boundary con-

ditions: i) The normal component of the electron current at the front (z = 0) and back

surface (z = d) is equal to qSn(0) and −qS ′n(d) respectively. Here S and S ′ are the

corresponding recombination velocities. ii) The normal component of the spin current

equals qSs(0) and −qS ′s(d), respectively.

In the next sections it will be shown that the charge and spin currents ~Jc = ~J+ + ~J−

and ~Js = ~J+ − ~J− are expressed as the sum of three contributions; drift currents due to
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internal or external electric field, diffusive currents in response to a spatial gradient of the

Fermi energy, and thermoelectric currents caused by a gradient of the electronic temper-

ature, where each of these contributions is the sum and difference of the corresponding

spin currents, respectively: ~Jc(s) = [ ~Jdrift
+ ± ~Jdrift

− ] + [ ~Jdiff
+ ± ~Jdiff

− ] + [ ~J therm
+ ± ~J therm

− ].

A simple way to calculate the charge and spin currents ~Jc(r, z) and ~Js(r, z) is to write the

steady-state equation of motion for the spin i electrons. In the presence of an electric field

~E, and of a gradient of the Fermi energy EFi
, we have [D’Amico and Vignale (2002)]:

m∗d~vi
dt

= −q ~E − ~∇EF i −
m∗~vi
τmi

− m∗(~vi − ~v−i)

τee,i
(5.3)

where ~vi is the average velocity of electrons with spin i, the first and second terms on

the right represent the force due to the electric field or to a gradient of the Fermi energy,

respectively, and the fourth term is a drag term which reflects the transfer of momentum

between spin i and spin −i electrons. This term is naturally proportional to the difference

~vi − ~v−i and to the inverse of the collision time between electrons of spin i with electrons

of opposite spin, τee,i. This time can be written in the form τee,in−i = nτee, where τ−1
ee

corresponds to the factor γ of D’Amico and Vignale (2000). Here, τmi is related to the

mobility µi of noninteracting electrons of spin i by µi = qτmi/m
∗.

For i = + and i = −, the system of the two coupled Eqs.(5.3) has a steady state solution

that can be written in the form:

~Ji = qni~vi = ~E
∑

j

σij +
1

q

∑

j

σij
~∇rEFj (5.4)

where the various contributions will be described in the following sections. A more rigor-

ous calculation of the Boltzmann equation (Appendix 8.2) gives a current which is found

to be similar to Eq.(5.4), with an additional term to correct for thermoelectric effects.

5.2 Drift currents

The first term in Eq.(5.4) is a drift current due to the electric field ~E. It is given by a gen-

eralized Ohm’s law ~Jdrift
i = ~E

∑

j σij , where the nondiagonal elements of the conductivity
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matrix σij reflect the coupling between opposite spins originating from electron-electron

collisions (spin Coulomb drag). This matrix is given by:

σ =
q

τee + τm





n+µ+(τee +
n+

n
τm,−) n+µ+

n−

n
τm,−

n−µ−
n+

n
τm,+ n−µ−(τee +

n−

n
τm,+)



 (5.5)

where the spin-averaged time τm is defined as

τm = (n+/n)τm−
+ (n−/n)τm+

(5.6)

One then has ~Jdrift
c = σc

~E and ~Jdrift
s = σs

~E, where σc = [σ++ + σ+− + σ−+ + σ−−] and

σs = [σ++ + σ+− − σ−+ − σ−−].

5.3 Diffusion currents

The diffusion current of spin i electrons is obtained from the second term of Eq.(5.4)

which involves the spatial gradient of the Fermi energy. Note that this gradient is given

by ~∇rEFj
= ~∇rEFj

|Te
+(∂EFj

/∂Te)~∇rTe. However, the second term contributes to the

thermoelectric current and will be considered in the following subsection. The diffusion

current is given therefore by

~Jdiff
i =

∑

j

σij(~∇rEFj
|Te

). (5.7)

Since ~∇rEFi
|Te

=
∑

j

∂EFi

∂nj

~∇rnj , the spatial gradient at constant temperature can be

expressed as ~∇rEFj
|Te

= Sjj
~∇rnj +Sj,−j

~∇rn−j where the spin stiffness matrix is given by

Sij =
∂EFi

∂nj
. (5.8)

Eq.(5.7) takes the form of a generalized Fick’s law:

~Jdiff
i = q(Dii

~∇ni +Di,−i
~∇n−i) (5.9)

where the elements of the diffusion matrix D are given by

q2Dij = σiiSij + σi,−iS−i,j. (5.10)
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In the non-degenerate case, and considering only the diagonal terms of the spin stiffness

matrix, one has Sii = ∂EFi
/∂ni = kBTe/ni, so that the diffusion constant for spin i

electrons reduces to Eq.(2.6), Dii = kBTe/qµe. Equation (5.10) is therefore the generalized

Einstein relation. We see that the charge and spin diffusive currents are then coupled, as

in Eq.(1.8):
1

q
Jdiff
c =

1

q
( ~Jdiff

+ + ~Jdiff
− ) = Dcc

~∇n+Dcs
~∇s

1

q
Jdiff
s =

1

q
( ~Jdiff

+ − ~Jdiff
− ) = Dsc

~∇n+Dss
~∇s

where the elements of the diffusion matrix are linear combinations of the Dij given

by 2Dcc = [D++ + D+− + D−+ + D−−] and 2Dss = [D++ − D+− − D−+ + D−−],

2Dcs = [D++ −D+− +D−+ −D−−] and 2Dsc = [D++ +D+− −D−+ −D−−], and can be

straightforwardly calculated if the spin stiffness matrix Sij is known.

We will show in the following section that degeneracy alone gives a symmetric coupling

of the form Dcs = Dsc 6= 0. Of course, different mechanims may exist at the same time,

giving a very complex set of coupled equations for charge and spin diffusion.

5.3.1 The effect of Pauli principle on diffusion currents

Degeneracy induces a spin dependence of the diffusion constant due to two distinct ef-

fects which are direct consequences of the Pauli Principle. Neglecting electron-electron

interactions which will be shown in sec.5.5 to be screened by the hole gas, the spin stiff-

ness matrix is diagonal, and so the conductivity matrix of Eq.(5.5). The spin stiffness is

calculated using the relation between the Fermi level EF i of spin i electrons and the spin

concentration ni is given by

ni = N s
cF

∗
1/2(ηi) (5.11)

where ηi = EF i/kBTe and N s
c is the spin-resolved effective density of states in the con-

duction band, whose temperature dependence in GaAs is given by:

N s
c = 2.15× 1017

(

Te

300

)3/2

cm−3 (5.12)
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and where the Fermi integral F ∗
k (ηi) is given by

F
∗
k (ηi) =

1

Γ(k + 1)

∫ ∞

0

xkdx

1 + ex−ηi
(5.13)

taking the derivative of Eq.(5.11) with respect to ni gives:

Sii =
∂EF i

∂ni
=

kBTe

N s
cF

∗
−1/2(ηi)

(5.14)

so that Sii decreases with increasing concentration. Eq. (5.10) then reduces to the spin-

uncoupled Einstein equation for a degenerate electron gas [Finkelshtein (1983)]

Di =
niµi

q
Sii (5.15)

which can be reformulated as:

Di = ξ(ni)µi
kBTe

q
(5.16)

where the reduced spin stiffness ξ = niSii/kBTe is found using Eq. (5.11) and given by

ξ(ni) =
F ∗

1/2(ηi)

F ∗
−1/2(ηi)

(5.17)

This quantity is unity for a nondegenerate gas and increases with concentration. The

bottom panel of Fig.5.1 shows the concentration dependence of ξ for Te = 50 K, for which

the density of states, according to Eq.(5.12), is N s
c ≈ 1.5 × 1016 cm−3. It is seen that

ξ(ni) becomes larger than 1 in the degenerate regime, i.e, when the spin photoelectron

concentration ni approaches N
s
c .

The second possible effect induced by degeneracy is a spin-dependent increase of the

mobility of spin i electrons, as described by

µi = qτmi/m
∗ (5.18)

because the Pauli principle directly affects the averaged momentum relaxation time τmi,

calculated in Appendix 8.2 using the Boltzmann equation formalism. It is found equal to:
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τmi = −2

3

∫∞

0
τm(ε)ε

3/2(∂f0i/∂ε)dε
∫∞

0
ε1/2f0idε

(5.19)

where f0i is the Fermi distribution and ε is the kinetic energy in the conduction band.

Here, τm(ε) is assumed to be of the form ((Smith (1978); Qi et al. (2006)):

τm(ε) = a(TL, Te)ε
p (5.20)

where the coefficients a and p determine the temperature dependence of the mobility,

which was studied in Chapter 4. The concentration dependence of µi is obtained using

Eq.(5.18), (5.19) and (5.20). One finds:

µi = µ0

F ∗
p+1/2(ηi)

F ∗
1/2(ηi)

= µ0ζ(ni) (5.21)

where µ0 is the mobility in nondegenerate conditions. Eq. (5.21) is a direct consequence

of Pauli exclusion due to which elementary scattering processes are forbidden if the final

state is already occupied by an electron of the same spin. As seen in the bottom panel of

Fig.5.1, the quantity ζ increases with concentration. This increase is similar to that of ξ

for p = 3/2 and becomes progressively weaker with decreasing p.

The diffusion constant for spin i electrons is finally given by

Di = D0ν(ni) (5.22)

where D0 = µ0kBTe/q is the diffusion constant in a non-degenerate regime, and where

ν(ni) = ξ(ni)ζ(ni) =
F ∗

p+1/2(ηi)

F ∗
−1/2(ηi)

. (5.23)

The top panel of Fig.5.1 shows the function ν(ni) as a function of the photoelectron con-

centration ni. Also shown is the position of the Fermi energy with respect to the bottom

of the conduction band. Different values for p, as defined in Eq.(5.20), are considered. It

can be read off from Fig.5.1 that, for a typical electron gas of density n = 1017 cm−3 and
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Figure 5.1: At Te = 50 K, the bottom panel shows the reduced mobility ζ(n±) as a function
of photoelectron concentration n±, defined in Eq.(5.21), for selected values of p,
as defined by Eq. (5.20) : 3/2 (a),1 (b), 1/2 (c), 0 (d). Also shown is the function
ξ(n±). The top panel shows the reduced diffusion constant ν(n±) for the same
values of p as before, as well as the Fermi energy EFi

, as a function of spin pho-
tolectron concentration. It is seen that degeneracy is important when EFi

geq0,
and therefore, when n± ≥ N s

c ≈ 1.5 × 1016 cm−3, where N s
c is the spin-resolved

density of states. The vertical dashed lines represents the positions of N s
c , n+ and

n− for a gaz of density n = 1017 cm−3 and spin polarization of P = 0.4.

polarization of P = 0.4 such that n+ = 7× 1016 cm−3 and n− = 3× 1016 cm−3, the ratio

between D+ and D− can be as large as D+/D− ≈ 2.2 for p = 3/2 (unscreened ionized

impurity scattering) and gradually reduces to D+/D− ≈ 1.49 for p = 0, in which case the

mobility is independent of concentration (see Eq.(5.21)).
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I will show now that the concentration dependence of the diffusion constant, as defined

by Eq.(5.23), introduces a novel charge-spin coupling mechanism. For this, we first ap-

proximate Eq.(5.22) to first order in P as:

D± = D∗[1± δP] (5.24)

with D∗ = D0ν(n/2) and where

δ =
n/2

ν(n/2)

dν(n/2)

dn
= d log[ν(n/2)]/d log(n/2) (5.25)

which is equal to 2(p + 1)/3 at large degeneracy. Using the linearized form defined by

Eq.(5.24), the charge and spin diffusion constants which appear in Eq.(1.8) are given by :

Dcc = Dss = D∗ (5.26)

Dcs = Dsc = D∗δP (5.27)

and the linearized diffusion equations become:

[g+ + g−]− n/τ + ~∇ · [D∗(~∇n+ δP ~∇s)] =0

[g+ − g−]− s/τs + ~∇ · [D∗(~∇s+ δP ~∇n)] =0
(5.28)

The Pauli Principle induces therefore a coupling between the charge and spin diffusion

currents, for which the coupling coefficients δP are identical in the two equations. They

increase with electron polarization and concentration. Two interesting effects predicted

by (5.28) are identified:� A novel spin filter effect: since, for p > −1, ν(ni) is an increasing function of

ni, diffusion of majority n+ electrons is more efficient compared with diffusion of

minority n− electrons, D+ > D− and L+ > L−. This has an interesting consequence

on spin-polarized transport: once spin polarized electrons are created at r = 0, there

is a diffusion-induced spatial separation of n+ and n−. Remarkably, this spin filter

effect does not require any interface (Rougemaille et al. (2008), Vu et al. (2011)),

it happens in bulk, homogeneous material. This is illustrated in Fig.5.2, where we
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Figure 5.2: Principle of the Pauli principle driven spin filter effect: At t = 0, spin polarized
electrons are injected in a semiconductor, with s/n = Pi. After some time ∆t,
the density of n+ is broader than the density of n− because of spin dependent dif-
fusion. This produces a reduction of the spin polarization at r = 0, which becomes
an increasing function of distance. Ignoring all spin relaxation mechanisms, the
polarization will get close to 1 at distances much larger than ∆n−.

suppose that spin polarized electrons are created at t = 0 and are localized around

r = 0, with an initial spin polarization Pi. After a time ∆t, and considering only

the effect of diffusion, it is seen that since D+ > D−, the n+ distribution spreads over

a typical distance ∆n+(∆t) which is larger than that for n−, ∆n−(∆t). Therefore,

the spin polarization at r = 0 will be lower than Pi, reaching its maximum possible

value of 1 at distances where there are only spin + electrons.� The other effect of the Pauli principle is that charge diffusion becomes spin-dependent.

It is seen from the linearized charge diffusion equation appearing in (5.28) that, writ-

ing s = nP and neglecting the spatial variation of P, one obtains a spin-averaged

diffusion constant 〈D〉 = (n+D+ + n−D−)/n equal to:

〈D〉 = D∗(1 + δP2) (5.29)

For a fixed number of photoelectrons, the volume they occupy in space will be larger

when they are spin polarized. This is physically equivalent to saying that the ma-

jority spins experience an additional outwards force due to the quantum degeneracy

pressure. It is possible to directly observe this phenomenon by modulating the

photoexcitation polarization between a σ circularly polarized state and a linear po-
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larized state π without changing the excitation power (This is the σ−π experiment,

discussed in 6.2).

5.4 Thermoelectric currents : Soret charge and spin

currents

In this section we consider the situation in which the electronic temperature varies in

space. As discussed in 5.3, the spatial gradient of the Fermi energy will have a contri-

bution coming from the spatial variation of Te, leading to thermoelectric currents. The

thermoelectric current of electrons of spin i is calculated in Appendix 8.2 by solving the

Boltzmann equation. It is of the form ~JT
i = −∑j σijSj

~∇rTe and Sj is the spin-dependent

Seebeck coefficient for which the value for unpolarized electrons is equal to its usual value

given elsewhere (Cutler and Mott (1969)). It is given by Sj = −(1/qTe)(ETj − γjkBTe),

with

ET i =

∫

τm(ε)ε
3/2(∂f0i/∂ε)dε

∫

τm(ε)ε1/2(∂f0i/∂ε)dε
(5.30)

where γi depends on the Fermi integral Fk(η) = Γ(k + 1)F ∗
k (η) and is given by

γi =
F1/2(ηi)

F−1/2(ηi)
(5.31)

Note that γi = ξ(ni)/2, where ξ is given by Eq.(5.17), so that one has Si = −[kB/q]ξθi,

with θi a dimensionless quantity given by

θi =
ETi

ξkBTe
− 1/2 (5.32)

Its concentration dependence is shown in Fig. 5.3 for selected values of p.

In agreement with this curve, it can be shown that this quantity decreases with increasing

concentration from p + 1 in the nondegenerate limit to unity at very large n. In the

case where p = 0, θi = 1, independent of ni. In spite of the resemblance of the above

equations to those describing the Seebeck effect, the spin currents arise through a distinct

effect, since the Seebeck effect describes a case in which there is generally no current

[Brechet and Ansermet (2010)]. This effect has been described by Soret (1879) for mass
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Figure 5.3: The dimensionless quantity θ [Eq. (5.32)] on which depends the Soret current, for
p = 3/2 (a), 1 (b), 1/2 (c), 0 (d).

transport and the current ~JT
i will be hereafter called the Soret current. Here, it is more

convenient to express it in the form

~JT
i = q

∑

j

~Kijnj (5.33)

The Soret velocity matrix ~Kij is given by

q ~Kij =
σij

qniµi
µj(

ETj

kBTe
− γj)~∇r(kBTe) =

σij

qniµi
µjξjθj ~∇r(kBTe) (5.34)

so that, for a diagonal spin stifness matrix

~Kii = Dii

~∇r(kBTe)

kBTe
θi (5.35)
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The currents ~JcT and ~JsT are finally written

~JT
c = q[ ~Kccn + ~Kcss] (5.36)

~JT
s = q[ ~Kscn + ~Ksss] (5.37)

where 2 ~Kcc = [ ~K++ + ~K+− + ~K−+ + ~K−−], 2 ~Kss = [ ~K++ − ~K+− − ~K−+ + ~K−−],

2 ~Ksc = [ ~K++ + ~K+− − ~K−+ − ~K−−], and 2 ~Kcs = [ ~K++ − ~K+− + ~K−+ − ~K−−].

As found from Eq. (5.35),
K++

K−−

=
θ(n+)

θ(n−)

D+

D−

(5.38)

so that under degeneracy the Soret current becomes spin-dependent. This creates a spin

filter effect in the same way as spin-dependent diffusion. However, as shown in Fig. 5.3,

θ(n+) < θ(n−), so that the ratio of spin Soret velocities is smaller than that of the spin

diffusion constants. In this case, the spin dependence of JT
c + Jdiff

c is smaller than that of

the sole Jdiff
c , so that the thermal gradient causes an effective decrease of the spin filter

effect.

Under the sole effect of the thermal gradient, the Soret velocities are given by Kcc =

Kss = [K++ + K−−]/2 and Kcs = Ksc = [K++ − K−−]/2 while K+− = K−+ = 0. The

ratio of the unipolar diffusive [Jdiff
c ] and Soret currents is then given by

JT
c

Jdiff
c

= θ
~∇rTe/Te

~∇rn/n
(5.39)

Since θ is in general of the order of unity, the ratio of the Soret current to the usual

diffusion current is mainly determined by the relative values of the temperature and

charge gradients.

5.5 Hole screening of electron-electron interactions

It is shown here that spin-spin or spin-charge couplings induced by electron-electron in-

teractions are strongly suppressed because of screening by the hole gas. The effect of hole

screening can be simply taken into account in the Random Phase Approximation (RPA)
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in the present case where the hole concentration is larger than the electronic concentra-

tion, so that the hole screening is dominant over the electronic one. In this case, the static

Coulomb potential in Fourier space is given by (Mahan (1981),Collet (1993))

v(k) =
4πe2

ǫ(k2 + k2
DH)

(5.40)

where e = q/
√
4πǫ0. The Debye Hückel screening wavevector kDH depends on the hole

concentration according to Collet and Amand (1986)

k2
DH =

4πe2N−
A

ǫkBT

1

ξ(N−
A + δp)

(5.41)

where δp is the photo-hole concentration and the function ξ is the same as in Eq.(5.17) but

its argument is here the total hole concentration. In this framework, it seems clear that

electron-electron interactions will be suppressed if kDH is larger than the typical value of

k, of the order of the Fermi wavevector kF i = (6π2ni)
1/3. In our sample, N−

A = 1018 cm−3,

so that with a hole temperature of Th = 50 K one has kDH = 1.91×107 cm−1. Considering

an electronic concentration as high as n = 1017 cm−3, kF = 1.43× 106 cm−1, which is an

order of magnitude smaller than kDH . The photoelectron concentration required to have

kF ∼ kDH is of the order of n ∼ 1020 cm−3. A more detailed calculation (Cadiz et al.

(2015a)) shows that due to this screening of the electron-electron interactions, exchange

interactions and spin drag can be neglected.

5.6 Ambipolar diffusion equations

Taking account of all contributions defined in the preceding section, the diffusion equations

for electrons and spins can be written

(g+ + g−)− n/τ + ~∇ · [( ~E/q)σc +Dcc
~∇n +Dcs

~∇s+ ~JT
c ] = 0 (5.42)

(g+ − g−)− s/τs + ~∇ · [( ~E/q)σs +Dsc
~∇n+Dss

~∇s+ ~JT
s ] = 0 (5.43)

Since the hole effective mass is much larger than that of the electron, one has Dh ≪
De, where Dh is the majority hole diffusion constant. As a consequence, after creation
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by light, both densities will spread at different rates. This charge separation leads to

the appereance of an electric field that opposes to the separation of charges, affecting

thus electron diffusion. In order to take into account the electrostatic coupling between

electrons and the slower diffusing holes, it is further necessary to couple these equations

with the diffusion equation for spin-unpolarized holes, which is

(g+ + g−)− δp/τ + ~∇ · [−( ~E/q)σh +Dh
~∇δp] = 0 (5.44)

where δp is the photohole concentration and Dh is the hole diffusion constant.Here σh =

q(N−
A + δp)µh is the hole conductivity, where µh is the hole mobility. The thermoelectric

hole current is neglected since the local heating of the hole gas is weak (Leo and Collet

(1991)). The electric field satisfies Poisson’s equation

~∇ · ~E = e(δp− n)/ǫ (5.45)

where ǫ is the permittivity. Equations (5.42), (5.43), (5.44) and (5.45) must be solved

numerically, as shown in Appendix 8.1.5, by imposing that, in addition to the boundary

conditions for n and s defined in sec.5.1, the normal component of the hole current at the

front (z = 0) and back surface (z = d) is equal to qSδp(0) and −qS ′δp(d), respectively.

5.7 Conclusion of this chapter

We present a theoretical investigation of the effect of degeneracy on spin transport of a

photoelectron gas. We now recall the main results :

a) In conditions where the photoelectron gas is degenerate, i.e. for a sufficiently low tem-

perature and large excitation power, a novel spin-charge coupling mechanism is predicted

that dictates that diffusive transport depends on spin. Even in the case where the mo-

mentum relaxation time does not depend on concentration (p = 0), which is close to the

experimental situation of sec.4.2.5, relative differences in the spin-resolved diffusion con-

stants as large as 50% between the two types of spins are expected when n = 1017 cm−3 at

Te = 50 K. This creates a spin filter effect during diffusive transport so that, in strong con-

trast with the usual decrease of polarization caused by spin relaxation, one should observe
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an effective increase of polarization with distance as long as the electrons are degenerate.

The spin-averaged charge diffusion constant is also shown to be spin-dependent, since in

degenerate conditions, the charge spatial profile depends on the average spin polarization

of the photoelectrons, in analogy to the quantum pressure observed in atomic systems.

This effect can be measured by changing the laser polarisation from circular (σ) to linear

(π).

b) Two other effects are expected to affect the magnitude of the degeneracy-induced

spin-dependent diffusion. Firstly, ambipolar diffusion should increase the confinement of

photoelectrons at the center, and thus the amount of degeneracy, due to the electrostatic

electron-hole coupling. Secondly, if the electronic temperature is spatially inhomogeneous,

thermoelectric currents due to the spin Soret effect are predicted to depend on spin in

degenerate conditions.

c) Other spin-spin or spin-charge coupling mechanisms such as spin drag or bandgap

renormalization are negligible in the present case because of screening of the electron-

electron interactions by the holes of our p+ material.

Note that the experimental technique discussed in Chapter 3 seems better adapted than

the transient spin-grating technique for investigating the effect of degeneracy on spin

transport. The main reason is that effects of degeneracy on pure spin currents created in

the latter technique are not amplified by ambipolar diffusion and decrease under increase

of excitation power because of the unavoidable initial heating of the electron gas by ul-

trashort pulses. Moreover, the transient grating may decay faster than the time required

for photoelectrons to cool down and reach a degenerate regime.
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Chapter 6

Observation of a new spin filter effect

In this chapter I present experimental evidence that, as predicted in the preceding chapter,

the quantum degeneracy pressure induced by the Pauli principle has at least two major

consequences for spin-polarized transport in semiconductors. The first is the appearance

of a spin-filter effect in which the spin-polarization of quantum degenerate electrons in-

creases with the distance over which they are transported. This observation is not only in

complete opposition to usual notions of spin relaxation and diffusion (Appelbaum et al.

(2007); Kikkawa and Awschalom (1999); Favorskiy et al. (2010)), but cannot be described

by any of the other novel, spin transport phenomena that have recently been reported

(Weber et al. (2005); Koralek et al. (2009)). Secondly, a spin-charge coupling that causes

an increase in the volume of the photo-electron population at high electronic polariza-

tions. This increase in volume is equivalent to that observed in degenerate atom traps

(Truscott et al. (2001)).

The effect of Pauli blockade on the characteristic lifetimes in semiconductors has been

already explored. For example, Kalevich et al. (2001) showed a redistribution of spins

states in quantum dots, but in such a confined system there is no transport involved.

Nemec et al. (2005) studied spin-dependent phase-space filling and its consequences on

the optical transmission in bulk GaAs, whereas Amo et al. (2007) observed Pauli blockade

of the spin flip relaxation time, also in bulk GaAs. Again, these studies did not explore

the consequences of Pauli blockade on spin transport. This is the first experimental report

that deals explicitly with diffusion of spin-polarized electrons in the Pauli blockade regime.
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6.1 Pauli blockade-driven Spin Filter Effect

Figure 6.1 illustrates the experimental observation of the spin filter effect. It shows

15 µm × 15 µm images of the steady state spin polarization P = s/n, on the same

sample studied in Chapter 4 at TL = 15 K as a function of space and power density.

It is assumed a priori that, after the initial excitation, the majority and minority spin

populations thermalize to quasi-equilibria associated with two quasi-Fermi energies, EF±
,

with EF+
> EF−

. At low excitation power (top images in Fig.6.1), both quasi-Fermi lev-

els fall in the bandgap of the semiconductor and the concentrations n+ and n− are both

smaller than the spin-resolved effective density of states in the conduction band N s
c . In

this limit and in the absence of Coulomb spin drag (Weber et al., 2005), as demonstrated

in sec.5.5, the diffusion constant for both spin populations is given by the Einstein rela-

tion [Eq.(2.6)]. The spin polarization is maximum at the point of light excitation, and

decreases monotically as a function of distance r to the excitation spot. This corresponds

to a normal diffusion process, in which electrons lose their spin polarization over time and

thus during transport.

In the extreme opposite case, both EF+
and EF−

lie above the bottom of the conduction

band and n+ and n− are larger than Nc/2. In this degenerate limit, the Pauli Principle

dictates a spin-dependence of the diffusion constant as discussed in Chapter 5 and shown

in Fig.5.1. Thus, since n+ > n−, D+ > D− and majority spin electrons diffuse further

than minority spin electrons. Consequently there is an effective depletion of majority

carriers in the central region of the bottom images in Fig. 6.1, bringing n+ closer to n−

and thereby reducing the spin polarization relative to its value at low excitation powers.

Therefore, a local minimum of the spin polarization is expected near r = 0, as predicted

in Fig.5.2.

This minimum indeed progressively appears, so that as shown in Fig.6.2, a volcano-like

shape is observed at high power. It can be seen from these angular averaged profiles that

at high photoelectron density, spin polarization actually increases during transport during

the first 2 µm. The polarization at r = 0 µm is 28 %, while at r ≈ 2 µm, it is 42 %,

slightly larger than its low power value at the same distance from the excitation spot. As

r further increases, both n+ and n− are reduced via carrier recombination until they are
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6.1. Pauli blockade-driven Spin Filter Effect

Figure 6.1: Images of the spin polarization, defined as the ratio between the spin density and
the total electronic concentration, P = s/n, in a GaAs thin film at TL = 15 K
induced by a circularly polarized, tightly focused laser spot at r = 0. As the exci-
tation power and thus the photoelectron concentration increases, the appearance
of a polarization dip at r = 0 is observed; i.e., the polarization increases dur-
ing outwards diffusion. Luminescence spectra indicate an electronic temperature,
Te = 50 K, near r = 0.

smaller than Nc/2. In this case neither spin population is degenerate and spin transport

is again described by the usual, decoupled diffusion process.

6.1.1 Size of the effect and level of degeneracy

The low power curves in Fig.6.2 reveal the expected polarization decrease caused by spin

relaxation during transport (Favorskiy et al. (2010)). Note that at the lowest power, the

steady-state electronic polarization at r = 0, P lp(0) = 45 % is almost equal to the initial

polarization induced by light Pi = 50 %. Since the spin relaxation time of thermalized

electrons is much larger than their lifetime at this temperature (see Table 4.5), the slight

difference comes mainly from spin relaxation during diffusion along z. In a simple two-

dimensional picture, where the concentrations n± are replaced by their averages 〈n±〉 over
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6.1. Pauli blockade-driven Spin Filter Effect

Figure 6.2: Angular averaged profiles of the spin polarization as a function of space and excita-
tion power, 0.0072,0.028,0.45, 1.03 and 2.55 mW. The sample is kept at TL = 15K
and the electronic temperature is Te = 50 K.

depth z, this can be accounted for if g+ and g− are replaced by g∗+ and g∗−, respectively,

such that g∗+(0)/g
∗
−(0) = (1 + P lp(0))/(1− P lp(0)).

In this framework, a semi-quantitative analysis of the experimental results is now per-

formed by considering that the diffusion time necessary for the electrons to leave the

excitation spot is, within numerical factors of order unity, given by

τ 0eff(〈n±〉) ≈ ω2/[4D±(〈n±〉)] (6.1)

and is of the order of several ps, that is, shorter than characteristic times for recombination

and spin relaxation. Considering that diffusion is the dominant process for removal of

electrons from the excitation spot, the spin concentrations at r = 0 are given by:

〈n±〉 = g∗±(0)τ
0
eff(〈n±〉) (6.2)

One then obtains the following very simple results, in which the poorly known numerical
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6.1. Pauli blockade-driven Spin Filter Effect

factors of the Eq.(6.1) are eliminated

D+/D− =
1 + P lp(0)

1− P lp(0)
× 1− P(0)

1 + P(0)
. (6.3)

From Eq.(6.3), at high power D+/D− ≈ 1.49, implying that degeneracy causes a signif-

icant spin-dependence of the diffusion constant. By writing the diffusion constant in its

linearized form of Eq.(5.27), one finds δ = 0.65.

6.1.2 Polarization profiles as a function of excitation light po-

larization

In order to investigate the dependence of the effect of Pauli blockade on electronic spin

polarization, we have changed the helicity of the excitation light in order to change Pi.

The corresponding polarization profiles, shown in panel a) of Fig. 6.3, show that the dip

at the center indeed decreases with decreasing Pi. Furthermore, as shown in Fig. 6.3

b), the electronic polarization at the point r = 0 is proportional to Pi. This behavior

is in agreement with the predictions made using Eq.(6.3) and Eq.(5.24), from which the

following quadratic equation is obtained:

δP2(0)− (δ + 1)P(0) + P
lp(0) = 0. (6.4)

To first order in P, one has P(0) = P lp(0)/(1+ δ). From the slope of this behavior, one

finds δ = 0.45, in qualitative agreement with the value of the preceding subsection. The

difference with the preceding value of δ = 0.65 may be due to the fact that the electrons

were at a higher temperature during these measurements, which is consistent with the

fact that the averaged spin polarization in Fig.6.3 is smaller than the one observed in

Fig.6.2, even at low excitation power.

Also shown in Fig.6.3 c) is the electronic polarization normalized by its maximum value,

as a function of Pi. It is seen that the relative magnitude of the polarization dip is

independent of Pi.
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6.2. Spin-dependent charge diffusion: the σ − π experiment

Figure 6.3: a) Electronic profiles for decreasing values of the initial polarization |Pi|. As
shown in panel b), the electronic polarization at r = 0 is proportional to Pi, thus
revealing that the ratio D+/D− depends linearly on electronic polarization. Panel
c) shows the same curves as panel a) when normalized by the maximum value of
the spin polarization.

6.2 Spin-dependent charge diffusion: the σ−π exper-

iment

The effective charge diffusion constant, defined as 〈D〉 = (1/n)
∑

i niDi, is found using

Eq. (5.29) and given by

〈D〉 = D∗[1 + δP2],

which implies that the charge profile under degeneracy depends on spin via a second order

effect. This relative increase in the majority spin diffusion constant in the Pauli blockade

regime is physically equivalent to saying that the majority spins experience an additional

outwards force due to quantum degeneracy pressure, that changes the volume of the spin-

polarized electron gas in the Pauli blockade regime in analogy with observations in atomic

systems (Truscott et al. (2001)).

In order to demonstrate this effect, the sum profiles Iσ for a circularly-polarized (σ) ex-
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6.2. Spin-dependent charge diffusion: the σ − π experiment

citation were compared with the profiles Iπ for a linearly-polarized excitation, (π, no

electronic spin polarization), keeping the excitation power constant to within 0.1%. Fig-

ure 6.4 shows the relative difference of these profiles at TL = 15 K for different power

densities. At low power (Curve d), the signal is zero within experimental uncertainty,

showing that charge transport in nondegenerate conditions does not depend on spin. In

contrast, when the excitation power is increased, there progressively appears a depletion

of photoelectrons at the center. This depletion, of the order of 2.5 %, is compensated by

an excess of photoelectrons at a distance larger than about 1.5 µm, and shows that the

diffusion constant of spin-polarized electrons is larger than for spin-unpolarized electrons

created by π excitation.

Figure 6.4: Relative difference between the luminescence intensity profiles obtained under
circularly-polarized excitation (σ) and under linearly polarized excitation (π), for
different power densities, a) 2.33 mW, b) 0.95 mW, c) 0.41 mW and d) 65 nW. For
each excitation power, the only difference is the polarization of the photoelectron
gas. A difference of the order of 2.5 % between both profiles is observed at high
power at r = 0, revealing the spin-dependent diffusion of photoelectrons.

Using Eq.(5.29), the spin-dependence of the charge concentration at the center is approx-

imately given by
〈nσ〉 − 〈nπ〉
〈nσ〉+ 〈nπ〉

=
〈Dπ〉 − 〈Dσ〉
〈Dπ〉+ 〈Dσ〉

= − δP2

2 + δP2
(6.5)

113



6.3. Kinetic energy effects

from which we obtain δ = 0.58, in agreement with the two preceding subsections.

6.3 Kinetic energy effects

Spatially resolved spectra centered at r = 0 for low and high power density are shown in

Fig. 6.5. A comparison of the effect of Pauli blockade on electrons with different kinetic

energies in the conduction band is therefore possible. In nondegenerate conditions (Curve

a), the polarization does not depend on light energy and is consistent with the electronic

polarization at the center for the low power curve of Fig. 6.2. As expected, in degenerate

conditions (Curve b), the overall polarization is weaker than for Curve a because of the

spin-dependent transport effects discussed above. However, this polarization decrease is

mostly observed on the low energy side of the spectrum, while for energies above 1.52

eV, the two spectra almost coincide. It is concluded that the spin filter effect decreases

with increasing kinetic energy in the conduction band. This is because occupation of

the electronic states decreases with increasing energy, and therefore, electrons with high

kinetic energy are less affected by the Pauli principle during an elastic scattering event.

6.4 Temperature dependence

An increase of electron temperature will result in an increase of the density of states,

proportional to T
3/2
e , thus reducing the degree of degeneracy and the effects of Pauli

blockade. Figure 6.6, which shows the spin polarization profiles obtained for different

electronic temperatures at an excitation power of P = 2.55 mW, reveals a transition from

a degenerate to a non-degenerate gas between Te = 90 K (curve e) and Te = 110 K (curve

f). The electronic temperature that determines the transition into the non-degenerate

regime, obtained by writing n(0) = Nc and using Eqs. (6.2) and (6.1), and by neglecting

the weak temperature dependence of D0, is Te = 110 K. This is in excellent agreement

with the temperature evolution of the polarization profiles of Fig. 6.6.
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Figure 6.5: Dependence of spin polarization on kinetic energy. Curve a and Curve b show the
spatially-resolved polarization spectrum at r = 0 and at 15 K for a power of 28 µW
and 2.55 mW, respectively. Curve c shows for comparison the intensity spectrum
at 2.55 mW at the center. Comparison between Curves a and b shows that the
Pauli blockade effect is smaller for hot electrons.

6.5 Ruling out other possible interpretations of the

experimental results

6.5.1 Hot electron effects

As suggested by Volkl et al. (2011) in the case of [110] quantum wells, it is tempting

to conclude that the depolarization of thermalized electrons at the center rather arises

from an increased efficiency of the local spin relaxation processes, caused by the larger

hole concentration or by the increased temperature at the center. This hypothesis cannot

explain the results for three main reasons : i) Such polarization loss can only concern

electrons localized in potential fluctuations, since diffusive electrons will transmit their

depolarization after diffusion. However, localized electrons only appear at lattice temper-

atures smaller than 10 K and are absent at the present higher temperature (Cadiz et al.

(2014)). ii) Since the effective lifetime at r = 0 is of the order of ω2/4D ≈ 10 ps, the

polarization decrease at r = 0 would require an extremely strong, unphysical decrease

of T1 from its value of 1125 ps at low power (Cadiz et al. (2014)) iii) Since an increased
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Figure 6.6: Temperature dependence of spin-dependent diffusion. Spin polarization as a func-
tion of space at excitation power of 2.55 mW and different values of the electronic
temperature Te , a) 55 K, b) 57 K, c) 68 K, d) 82 K, e) 90 K, f) 110 K, g) 200 K and
h) 360 K. The transition from the Pauli blockade to the non-degenerate regime
occurs between 90 K and 110 K, in agreement with the expected temperature
variation of the effective density of states, Nc.

spin relaxation at the center does not affect the charge density, it does not explain the

observed dependences of the charge diffusion on intensity and polarization reported in

Fig. 6.4.

6.5.2 Contribution of the substrate’s luminescence

It could be that near r = 0, the total luminescence comes not only from the active p+-

GaAs layer but also from the substrate if the latter absorbs the photons that were not

absorbed by the p+-layer. If the substrate’s luminescence is unpolarized and localized

near r = 0 (for example, if the diffusion constant is smaller in the substrate), this could

create a polarization dip at the centre of the images as those shown in Fig.6, with no

relationship with diffusion of generate electrons in the p region. This problem was indeed

observed in a sample consisting of a 2.3 µm thick, p+ GaAs layer (p = 6.5 × 1019 cm−3)

surrounded by thin layers of p-doped AlGaAs (p = 9.5 × 1017 cm−3) and grown over a
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400 µm substrate of Si-Doped n+-GaAs (n = 2 × 1018 cm−3), as shown in Fig.6.7 a). In

panel b) of Fig.6.7, the angular averaged polarization profiles at TL = 15 K exhibit a very

large polarization dip near r = 0 even at extremely low power densities such as 20 nW

when the electrons are non degenerate. At P = 0.14 mW, a spatially-resolved spectrum

was obtained at particular values of r, and their energy-averaged spin polarization (open

squares) agrees well with the polarization profile measured by the luminescence imaging

at those points.

Panel c) of Fig.6.7 shows these spectra and their energy-resolved spin polarization for

P = 0.14 mW at selected distances from the excitation spot. It is seen that an excedent

of light peaked at 1.53 eV is observed in the clearly non-exponential high energy part of

the spectra, which is maximum at r = 0 and decreases rapidly in the region r < 1 µm.

This luminescence is unpolarized as can be confirmed by the significant decrease of the

spin polarization at an energy of 1.53 eV. This energy corresponds to the energy of max-

imum photoluminescence of the n+-GaAs substrate at low temperature (Borghs et al.

(1989)). This was confirmed by measuring the luminescence spectrum when the sample

is photoexcited in the rear surface, when practically all of the incident energy is absorbed

within the substrate. This photoluminescence, and its spin polarization, are shown as the

dashed black curve and black closed circles, respectively, in Fig.6.7c).

We now show that this effect does not play a role for the samples decribed in sec.4.1, grown

on a semi-insulating GaAs substrate whose luminescence is expected to be negiglible com-

pared to that of the active layer. To confirm this, luminescence microscopy was also per-

formed on a rectangular p+-GaAs patch that was obtained from the samples described

in sec.4.1, where the top epitaxial layer was patterned and selective wet etching of the

GaInP layer was used in order to create free standing patches of GaAs as the one shown

in panel a of Fig.6.8 (Arscott et al. (2010)). This patch is attached via capillary forces to

a 0.2 mm thick SiC support, which is transparent to the laser energy and provides a good

thermal contact with the sample holder. The polarization profiles obtained on this patch

and on the sample grown in the semi-insulating wafer were compared at both room and

low (TL = 15 K) lattice temperature.

117



6.5. Ruling out other possible interpretations of the
experimental results

Figure 6.7: a) Schematic of a layered p+-GaAs sample grown on top of a n+-GaAs substrate.
The dashed lines represent the photoelectron density at the steady state in the
p+-GaAs and in the substrate, where the spin polarization is small. The volume
density of impurities in both layers being comparable, luminescence coming from
the p+-GaAs layer will be mixed with the one coming from the n+-GaAs Substrate.
b) Measured spin polarization profiles at TL = 15 K. It is seen that a dip near
r = 0 exists independently of the degree of degeneracy of the photoexcited elec-
trons, since it is visible at extremely low power excitation. The squares represent
the energy-averaged spin polarization calculated from local spectra at P = 0.14
mW. c) Photoluminescence spectra and its energy-resolved spin polarization at
P = 0.14 mW for selected values of r. It is observed that with respect to the
spectrum far from the excitation spot (r = 6.4 µm), as r approaches to r = 0, an
excedent of unpolarized luminescence at 1.53 eV is apparent, as can be confirmed
with the measured energy-resolved spin polarization (closed circles). The energy
of this excedent luminescence corresponds to the measured peak energy of the sub-
strate’s luminescence, shown by the dotted black curve, whose degree of circular
polarization is near to zero, as shown by the closed black circles.
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Figure 6.8: a) SEM image of a 3 µ thick p+-GaAs free-standing patch attached to a SiC
support. b) Images of the spin polarization for the free-standing patch at low
temperature. The appereance of a polarization dip is also observed and compared
to the images of Fig.6 at same excitation power obtained for the sample with the
semi-insulating GaAs substrate.

Panel b) of Fig.6.8 shows the polarization images at TL = 15 K at low (P = 0.078 mW)

and high (2.55 mW) power excitation, for the patch sample and for the sample with

substrate, whose polarization images are reproduced from Fig.6. The polarization dip

becomes apparent and qualitatively the same result is obtained regardless of the presence

of the semi-insulating GaAs substrate. In conclusion, it is shown that any artifact coming

from the semi-insulating GaAs substrate can be ruled out.
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6.6 Numerical solution of the coupled diffusion equa-

tions

Both the observed spin filter effect and the spin-dependent charge diffusion are inter-

preted as consequences of the Pauli principle, according to the theory of Chapter 5. In

order to determine the relative importance of the various processes considered in Chapter

5, we have numerically solved the system of Eqs.(5.42),(5.43), (5.44) and (5.45), using

an approximate method described in Appendix 8.1.5 and taking the measured transport

parameters indicated in Table 6.6. These parameters were all determined independently,

as described in Chapter 4, so that no fitting procedure was used.

As seen in Fig.5.1, a key parameter is the exponent p related to the kinetic energy depen-

dence of the momentum relaxation time, supposed to be of the form of Eq.(5.20), which

we reproduce here:

τm(ε) = a(TL, Te)ε
p,

where the exponent p depends on the primary scattering process which can be modified

by electrostatic screening (Chattopadhyay and Queisser (1981)). For example, scattering

by ionized impurities gives p = 3/2, whereas when screened by holes, p is reduced to

p = −1/2.

The quantity p can be measured using photoconductivity and photoHall measurements at

low excitation power, as shown in Fig.6.9. Using a very large laser excitation spot (ω ∼ w,

where w is the width of the Hallbar) to ensure that the photoelectron concentration is

homogeneous over the Hall bar, the ratio rH = µH
e /µe of the Hall mobility µH

e to the

drift mobility of minority electrons can be found. The quantity p is found using (Popovic

(2004))

rH =
Γ(5/2 + 2p)Γ(5/2)

[Γ(5/2 + p)]2
(6.6)

The result is rH = 0.95±0.25 at Te = 95 K and rH = 0.8±0.25 at Te = 300 K, in agreement

with the values close to unity obtained for majority electrons in n-GaAs by Look et al.
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Figure 6.9: Left: Determination of the electron Hall factor rH is possible by combining the
spatially resolved drift and diffusion of photoelectrons which, together with the
electron lifetime, gives µe, and photohall measurements under a perpendicularly
applied magnetic field, which gives µH

e = rHµe. In the latter, it is important
to uniformly excite the sample, since a non-uniform photoelectron concentration
will give false values for µH

e Right: Measured photohall mobility µH
e as a function

of photoHall concentration nH at Te = 300 K and Te = 95 K. The lines are
the measured mobilities at the same temperatures obtained by imaging the drift
and diffusion profiles. It is seen that both experiments give similar values, rH =
µH
e /µe ≈ 0.95 ± 0.25 at 95 K and rH = 0.85 ± 0.25 at Te = 300 K. The inset of

the right panel shows the expected dependence of rH (Eq.(6.6)) on the exponent
p in Eq.(5.20).

(1996). Using these values and the graphical representation of Eq.(6.6) in the inset of

Fig.6.9, p is found to lie between approximately -0.5 and 0.5, in qualitative agreement

with the predictions of the Brooks-Herring model (Chattopadhyay and Queisser (1981))

for screened collisions by charged impurities. The small value of p implies that the mobility

is almost independent of concentration, and, therefore, ζ defined in Eq.(5.21) is close to 1.

Finally, for the numerical resolution of the coupled diffusion equations, the excitation

profile was modelled by a function of the form

G(r, z) =
αP

2πω2hν
e−r2/ω2

e−αz,

where P , hν and ω are the laser power, energy, and radius, respectively, and where α is
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the absorption coefficient. The electronic temperature as a function of space, according

to sec.3.3.3, is modelled by a Gaussian function of the form of Eq.(3.11):

Te(r, z) = [Te(0)− T 0
e ]e

−r2/(ω2
T )e−z/ωT + T 0

e ,

where T 0
e is the temperature far from the excitation spot, and where ωT is of the order of

1 µm. The polarization profiles were then calculated using Eq.(3.3) and Eq. (3.4).
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Parameters used in the numerical calculation

Parameter

Symbol Value

Laser excitation energy hν 1.59 eV

Laser beam radius ω 0.6 µm

Absorption coefficient α 1 µm−1

Laser power P 0.0028, 0.45, 1.03 and 2.55

mW

Reabsorption coefficient αl 1/3 µm−1

Sample thickness d 3 µm

Surface recombination ve-

locity

S 4.6× 104 cm/s

GaAs dielectric constant εr 10

Reflectivity of the sample R 0.3

Electron diffusion constant De 37 cm2/s

Charge lifetime τe 335 ps

Spin relaxation time T1 1150 ps

Hole diffusion constant Dh 0.83 cm2/s

Hole mobility µh 200 cm2/V/s

Ionized acceptors N−
A 1018 cm−3

Electron temperature at low

density

T 0
e 50 K

Electron temperature at r =

0

Te(0) 60 K at 0.45 mW, 65 K at

1.03 mW, 75 K at 2.55 mW

Temperature gradient radius ωT 1 µm

Electron mobility µe 8800 cm2/V/s at Te = 50

K, µe ∝ 1/Te
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Figure 6.10: Panel a shows the experimental polarization profiles at T = 15 K as a function
of excitation power : 28 µW (filled circles), 0.45 mW (filled squares), 1.03 mW
(filled diamonds), 2.55 mW (filled triangles). Panels b, d, e and f show with the
same symbols, the corresponding calculated profiles. Panel b show calculated
profiles including all effects which modify spin transport. Panel c shows the
calculated spatial distribution of the polarization for an excitation power of 2.55
mW. The profiles of Panel d were obtained in the simplest unipolar case. With
respect to Panel b, the profiles of panel d do not consider ambipolar diffusion,
those of Panel e do not consider thermoelectric currents, and those of Panel f
neglect both ambipolar diffusion and temperature gradients and thus illustrate
the conditions of spin-grating experiments.

6.7 Interpretation

The numerically calculated polarization profiles are shown in panel b of Fig.6.10 for the

same excitation powers as Fig.6.2, whose curves are reproduced in panel a of Fig.6.10,

for better comparision. These profiles correspond quite well with the experimental re-

sults of panel a, apart from a slight difference in the position of the polarization max-

imum. As shown in Panel c of Fig.6.10, the polarization dip is restricted mainly to a

characteristic zone labelled D , defined by z < 1 µm and r < 0.3 µm. Conversely, for

r ≈ 1.5 µm and z < 1 µm, the polarization maximum is as large as 42%. At the

highest excitation power, one calculates that the averages of the concentrations over D

are 〈n+(D)〉 ≈ 2.8 × 1017 cm−3 and 〈n−(D)〉 ≈ 1 × 1017 cm−3. These values are higher

than the spin-resolved effective density of states at Te = 80 K which is N s
c ≈ 3×1016 cm−3.
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6.7.1 Strong effect of ambipolar diffusion

The importance of ambipolar diffusion is seen from Panel d of Fig.6.10, which shows the

profiles calculated in the unipolar case, by considering only Eq.(5.42) and Eq.(5.43) and

by taking E = 0. It is striking to see that, in this case, the spin filter effect is almost

absent, as one observes only a small polarization dip in the profiles at r = 0. With the

present values of NA and n, ambipolar diffusion results in reduced ambipolar diffusion

constants Da
cc and Da

cs (see Appendix 8.1.5), by the same amount

βh =
N−

A + n

(N−
A + n) + (µ0/µh)[n+ζ(n+) + n−ζ(n−)]

defined by Eq.(8.42). The latter quantity can be quite small since at low temperature

µe/µh ≈ 85. This results in an increase of the effective lifetimes at the centre, ∼ ω2/D,

and therefore of the concentration and of the degeneracy. In the unipolar case, we find at

the highest excitation power 〈n+(D)〉 ≈ 5.2× 1016 cm−3 and 〈n−(D)〉 ≈ 2.2× 1016 cm−3.

The total concentration is smaller than its above ambipolar value by a factor of ≈ 2.

Note finally that the concentration is still slightly larger than N s
c so that some amount

of degeneracy is still present. Indeed we calculate D+/D− = 1.26, i.e quite similar to the

value obtained with the full calculation. This is because, in Eq.(5.24), the decrease of δ

caused by the smaller concentration is compensated by the polarization increase so that

the actual value of D+/D− only weakly depends on concentration. On the other hand,

the actual value of the polarization in D is the result of a self-consistent equilibrium and

can be relatively sensitive to the concentration. 1

1Another effect of ambipolar diffusion is to introduce an electrostatic coupling between spins + and
spins − via the holes so that the ambipolar diffusion matrix Da

ij is not diagonal. This can be seen in the
simpler case where the concentrations are spatially homogeneous, by performing linear combinations of
the hole diffusion equation and of the diffusion equations for spins ± respectively, in the same way as in
Smith (1978)
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6.7.2 Marginal effect of Soret currents

Panel e shows the profile calculated under the same conditions as Panel b, except that

the Soret charge and spin currents are neglected (~∇Te = 0). Here Te is taken as spatially

homogeneous and equal to its measured value at r = 0. Apart from the highest power

where the profile is slightly shifted upwards, the profiles are nearly the same as in panel b

implying that the Soret current plays a negligible role in these experiments 2. The relative

temperature gradient ~∇rTe/Te strongly varies with distance. As found from Curve a of

Fig. 3.5, its value at high power is very small near r = 0, reaches 1.3 µm−1 in a very short

interval near 0.6 µm, and then decreases to 0.3 µm−1. In comparison, the charge relative

gradient ~∇rne/ne, found using Fig. 4.6, is almost independent of distance. Its value is of

the order of 1µm−1 which, within experimental uncertainties, is larger than the relative

temperature gradient at most distances. Using Eq.(5.39), it is thus concluded that the

temperature gradient is not sufficient to obtain significant Soret currents.

6.8 Transient spin grating experiments

The question arises whether the same effect of the Pauli principle could be observed using

the more conventional spin grating technique. Spin diffusion on this sample has also been

measured with the latter technique performed at Christopher Weber’s laboratory in Santa

Clara University. The sample is illuminated with two obliquely incident, coherent laser

pulses with crossed linear polarizations. As described previously in sec.2.3, this creates a

uniform photoelectron density but with a sinusoidal variation of their spin polarization,

with a wavevector q which can be varied by changing the angle of incidence of the two

pulse beams. This spin wave generates in turn a sinusoidal variation in the index of re-

fraction through the Kerr effect.

The laser pulses have a Gaussian radius of 57 µm and a center wavelength of 800 nm,

duration 120 fs, and repetition rate 80 MHz. At the highest fluence, of f = 7.9 µJ/cm2,

2The heating of the electron gas is given by the approximate balance equation Cv(Te − T )/τeff(0) =
g(0)∆E/n(0)− [dE/dt] |phon. Here Cv ≈ 3kBTe/2 is the heat capacitance per electron, ∆E is the energy

per electron given to acoustic modes and [dE/dt] |phon is the rate of energy exchange to the phonons,

calculated in Ref. Pugnet et al. (1981). Using this simple equation, we find ∆E = 15 meV, in good
agreement with the initial kinetic energy after emission of two optical phonons.
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6.8. Transient spin grating experiments

each pair of pump pulses photoexcites electrons and holes at a density of n ≈ 3×1017 cm−3.

The sample is kept at TL = 15 K. According to the results discussed above, at this electron

density degeneracy is expected to increase the diffusion constant via Eq.(5.23). Note that,

in contrast with the luminescence microscopy experiment, ambipolar coupling and thermal

currents are absent in this experiment. The grating’s amplitude is monitored through

diffraction of a time-delayed probe pulse, whose intensity is about 1/10 of that of one

pump pulse. The amplitude decays through spin relaxation, electron-hole recombination,

and spin diffusion at a rate given by Eq.(2.4), which we reproduce here :

1/τ(q) =
1

τs
+ q2Ds

Measurement of the decay rate 1/τ(q) at several q determines the spin diffusion constant

Ds. The diffracted probe amplitude is measured in a reflection geometry. Spin decay

curves at f = 3.1 µJ/cm2 are shown in Fig.6.11(a). It is seen that the spin grating

lifetime τ(q) decreases with increasing q.

Figure 6.11: a) Spin transient signal for a fluence of 3.1 µJ/cm2 as a function of time delay for
different values of q. The decay rate is faster when q is increased, according to
spin diffusion and relaxation. b) The 1/τ(q) v/s q2 plot is well fitted by a line, in
agreement with Eq.(2.4), and whose slope gives the spin diffusion constant Ds.
c) Measured spin diffusion constant as a function of photoelectron concentration.
No significant dependence in concentration is observed.
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Figure 6.11(b) shows the q2-dependence of the decay rate 1/τ(q). Fitting with Eq.(2.4)

permits to measure the spin diffusion constant Ds. According to Eq.(5.23), at low tem-

perature and at this fluence one would expect Ds to depend strongly on the photoelectron

concentration. However, when the fluence is increased by a factor of 2.5, no significant

variation in Ds is observed, as shown in Fig.6.11(c). It should be noted that at the lowest

value of q, the spin grating decays within 50 ps and much faster at higher q. According

to the time-resolved measurements discussed in sec.4.2.3, the electrons cool down with a

characteristic time of ∼ 70 ps. Thus, the spin grating signal decays faster than the time

required for the photoelectron gas to cool down, so indeed it is not surprising to measure

a rather constant diffusivity Ds. Another reason is the absence of electrostatic coupling

with holes. If Coulomb coupling with photoholes was present, as in the microluminescence

experiments, the decay rate of the spin grating would be highly supressed, and therefore

the signal could persist even after the electrons have cooled down. However, since in

this experiments the photoelectron density is homogeneous in space, spin diffusion is not

affected by the holes.

These results are in agreement with the predicted polarization profiles at steady state,

calculated by considering the unipolar limit without temperature gradients, Te being fixed

to its measured value at r = 0. This situation is reminiscent of spatially homogeneous con-

figuration of spin grating experiments. These profiles are shown in panel f) of Fig.6.10. In

this case the polarization dip near r = 0 has almost disappeared. Observation of the Pauli

blockade driven spin filter effect thus requires spatially inhomogenous electron and hole

concentrations. This means that the usual spin grating technique may not be well adapted

to the observation of Pauli-blockade effects in spin transport. On the other hand, for spin

gratings, Te is also uniform in space, meaning that the charge and spin Soret effects are

absent, a situation which should slightly increase the magnitude of Pauli-blockade phe-

nomena. Given that heating of the photoelectron gas is unavoidable during high intensity

photoexcitation, the ideal conditions for measuring the largest possible Pauli blockade

effects are highly inhomogenous photoelectron and hole concentrations and spatially uni-

form temperatures.
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6.9 Drift of degenerate spin-polarized electrons

In order to detect a possible spin-dependence of the mobility, according to Eq.(5.21), I

have measured the modification of the polarization profiles caused by application of an

electric field. If in degenerate conditions, µ+ > µ− so that the drift length L = Eµτ

will be larger for the majority spin electrons, one would expect the polarization maxi-

mum observed in sec.6.1 to be attained at a distance comparable to the spin drift length,

which may be adjusted since the latter depends linearly on the electric field. In this sec-

tion, I will show that this is not the case regardless of the spin-dependence of the mobility.

I will show here that the effects are dominated by the Coulomb coupling between pho-

toelectrons and the hole gas so that the internal electric field produced by the spatial

separation of electrons and holes has a magnitude that can be much larger than the ex-

ternally applied electric field, and moreover, it is of opposite sign. Coulomb coupling with

holes can be accounted for if one considers an effective drift-diffusion equation for the

photoelectron and for the spin density. In a non-degenerate regime, it is given by (see

appendix 8.1.4):

g − n/τ + ~∇ · [nµa
~Eext +Da

~∇n] = 0

Pig − s/τs + ~∇ · [sµa
~Eext +De

~∇s] = 0
(6.7)

where Da = (nµeDh + (n + N−
A )µhDe)/(nµe + (n + N−

A )µh) and µa = µhN
−
A /(nµe +

(n+N−
A )µh) are the ambipolar diffusion constant and mobility, defined by Eqs.(8.40) and

(8.39), respectively, and where ~Eext is the applied electric field. The ambipolar mobility,

which is close to zero when n ≫ N−
A , takes into account the screening of the external

electric field by the hole gas. This model can be compared with a complete 2-D numerical

resolution of Eqs.(5.42),(5.43),(5.44) and (5.45). For simplicity, the electron temperature

is kept constant at the measured value at low power of Te = 53 K, so no thermal currents

are included. The transport parameters are those measured in Chapter 4 at Te = 53 K

(De = 47 cm2/s,µe = 11000 cm2/V/s, τe = 360 ps, T1 = 1044 ps, µh = 100 cm2/V/s).

Figure 6.12a) shows the measured charge density images for an applied electric field of
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6.9. Drift of degenerate spin-polarized electrons

Figure 6.12: Panel a) shows the measured charge density images as a function of power and
for an applied electric field of 400 V/cm. Also shown is a numerical calculation
that takes into account Coulomb coupling of electrons with holes. Panel b)
are cross sections of the images of panel a) along the direction of the electric
field. An excellent agreement is observed between the experimental curves and
the numerical calculations shown in panel c), except for the highest excitation
powers since heating of the electron gas is not taken into account. Also shown
in panel d) is a simplified numerical calculation by considering a single diffusion
equation for the electrons with an effective ambipolar mobility.
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6.9. Drift of degenerate spin-polarized electrons

400 V/cm and different values of the excitation power. It is seen that as the concentration

increases, the apparent drift length is significantly reduced. The corresponding profiles

(normalized to unity at r = 0) along the direction of the electric field are shown in panel

b). This is indeed predicted by the profiles of panel c), corresponding to a numerical reso-

lution of Eqs.(5.42),(5.43),(5.44) and (5.45). An excellent agreement is obtained between

them and the experimental profiles of panel b), except for large powers since heating

of the electron gas is neglected in the model. Also shown in panel d) is a numerical

calculation obtained by using an effective ambipolar mobility and without considering

degeneracy, as in Eq.(6.7). This simplified calculation reproduces all the relevant features

due to Coulomb coupling with holes. The corresponding results for the spin density, as

well as the predicted behaviour by using either the complete numerical calculation or the

simplified model considering an ambipolar mobility, are shown in Fig.6.13.

Figure 6.13: Left: measured spin profiles for an electric field of E = 400 V/cm and different
excitation powers. Middle: spin profiles as predicted by a complete numerical
calculation. Right: spin profiles obtained by a simplified model that uses an
effective ambipolar mobility.

The total electric field, as well as the relative difference between the photoelectron density

n and the photohole density δp are shown in Fig.6.14, for the same parameters used in
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6.9. Drift of degenerate spin-polarized electrons

the complete numerical calculation of Fig.6.12 and 6.13. It is seen that, in the direction

of the electron drift, quasi-neutrality is observed, with a relative difference between n and

δp of about 10−4. This is possible due to the prescence of an internal electric field whose

magnitude can be much stronger than the field applied between the contacts of the Hall

bar.

Figure 6.14: Top: spatial dependence of the relative difference between the photoelectron and
the photohole density for an applied electric field of 400 V/cm and different values
of the excitation power. Bottom: total electric field in the same conditions as in
the top panel. It is seen that for r > 0 and over several µm, the total electric
field is significantly reduced with respect to the applied 400 V/cm.
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6.9. Drift of degenerate spin-polarized electrons

We now discuss the observed polarization profiles, as can be seen from Fig.6.15, where the

images of the spin polarization as a function of applied electric field and excitation power

are shown. The electronic temperature is Te = 40 K at low density and zero-electric field.

Figure 6.15: Measured spatial dependence of the spin polarization for a 1.55 eV excitation at
TL = 15 K as a function of the applied electric field and for different values of
the excitation power. In the degenerate regime, the position of the polarization
maximum does not depend on the applied electric field, whereas the amplitude
of the polarization dip decreases with increasing E. This is due to both heating
of the electron gas and to the decrease in concentration at r = 0 as the electron’s
drift under the influence of the electric field.

Figure 6.16 a) shows the measured spin polarization profiles at a fixed power of P = 2.55

mW and different values of the applied electric field. As the latter increases, the po-

larization dip disappears due to a decrease in the level of degeneracy. The numerical

calculation in panel a) of Fig.6.16 shows that indeed the polarization dip is expected to

vanish with increasing electric field. Since the numerical calculation assumes no heating

of the electron gas, it predicts a slightly higher global spin polarization, but it is in qual-

itative agreement with the measured spin polarization profiles. Remarkably, almost no
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6.9. Drift of degenerate spin-polarized electrons

variation is observed in the numerical calculation between p = 0 (constant mobility) and

p = 3/2 (spin-dependent mobility), where p is defined in Eq.(5.21).

Figure 6.16: a) Measured spin polarization profiles at 2.55 mW as a function of the applied
electric field. A numerical solution of the coupled diffusion equations for p = 0
and p = 3/2 is also shown. Regardless of the possible spin-dependence of the
mobility, the polarization maximum does not drift under the influence of the
electric field. b) Measured spin polarization profiles at a fixed electric field of
E = 200 V/cm and different values of the excitation power, and the correspond-
ing numerical calculations, showing that even in the ideal situation where the
electron’s temperature is kept constant at high power, and where the mobility
is spin-dependent (p = 3/2), no significant drift of the polarization maxium is
expected.

Figure 6.16b) shows the profiles observed at a fixed electric field of E = 200 V/cm and

different values of the excitation power. For powers above 4 mW, heating of the electron

gas is considerable and it results in an important decrease of the global spin polariza-

tion, as well as in the magnitude of the spin filter effect. The numerical calculations,

which reproduce an ideal situation where the electrons are always at Te = 50 K, show

again only small variations between the cases p = 0 and p = 3/2, mainly due to a higher

concentration-dependence of the diffusion constant in the latter case.
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6.10 Conclusions of this chapter

Spin-polarized transport of photo-electrons in bulk, p+-GaAs was investigated in the Pauli

blockade regime at Te = 50 K. In contrast to usual spin diffusion processes in which the

spin polarization decreases with distance traveled due to spin relaxation, images of the

polarized photo-luminescence reveal a spin-filter effect in which the spin polarization in-

creases during transport over the first 2 µm from 26 % to 38 %. This is shown to be a

direct consequence of the Pauli Principle and the associated quantum degeneracy pressure

which results in a spin-dependence of the diffusive transport, with relative differences in

the spin-resolved diffusion constants as large as 50% between the two types of spins. Such

effect is linear in the electronic polarization, increases with the electron concentration

and decreases with increasing kinetic energy in the conduction band. The spin-averaged

charge diffusion constant is also shown to be spin-dependent due to the quantum degen-

eracy pressure.

It is remarkable that, for the present system with strong spatial inhomogeneity of charge,

spin, and temperature induced by local laser excitation, the above results have a simple

explanation. Indeed, detailed theoretical modeling of spin transport and characteriza-

tion of the sample have shown that the diffusion constants D± of spins ± are mostly

determined by the spatial gradient of their Fermi levels EF±
, which itself depends on the

sensitivity of EF±
to the concentrations n± of these electrons (the so called spin stiffness

∂EF±
/∂n± ). This quantity depends on concentration and is therefore distinct for n+ and

n−).

On the other hand, the concentration inhomogeneity is crucial for observation of the ef-

fects of the Pauli Principle. This is because the electrostatic field caused by the distinct

electron and hole diffusivities (ambipolar diffusion) increases the electron concentration

at the place of excitation and therefore the degree of degeneracy. Such ambipolar-induced

increase of the confinement could also be obtained by increasing the excitation power, but

this will inevitably increase the electron temperature and decrease the amount of degen-
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eracy. In the same sample, we have not found any manifestation of the Pauli Principle

using the elegant spin grating technique, where the charge and temperature are spatially

homogeneous. The main reason is that effects of degeneracy on pure spin currents created

in the latter technique are not amplified by ambipolar diffusion.

It is predicted that other effects could play a role under degeneracy such as spin-dependent

mobility (sec.5.3.1). However, for p+ GaAs, this effect is weak, based on measurements

of the dependence of the scattering time on kinetic energy (sec.4.2.5), as defined by the

value of p in Eq.(5.21). It is anticipated that the spin-dependence of the mobility should

be observable at a lower p-type doping. Another possible effect is the existence of Soret

currents, which are predicted to depend on spin in degenerate conditions. However, in

the present situation, this dependence does not strongly affect the polarization profile

because of the relative values of charge and temperature gradients. Distinct experimental

configurations should be used for separate investigation of this effect. These effects could

be evidenced by adjusting the acceptor doping, the laser energy and power.

It is finally pointed out that, in what concerns spin-dependent diffusion, the effects have

been observed in a regime near the onset of degeneracy, where the photoelectron concen-

trations are not very large with respect to the effective density of states in the conduction

band. This implies that much stronger effects are expected for larger powers. While this

is not possible in the present case because of heating of the electron gas, we anticipate that

the use of appropriate low dimensional structures of reduced effective density of states

will increase the magnitude of the effects and to possibly open the way to the realization

of spin components of increased diffusion length and mobility at a temperature closer to

300 K.
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6.10.1 Publications and oral communications related to this chap-

ter
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Chapter 7

Conclusion and future work

The effect of the Pauli principle on spin tranport has been investigated by using a novel

luminescence microscopy technique. Spin-polarized electrons are created at r = 0 by

a tightly-focused, circularly-polarized CW laser excitation. At 15 K and high excita-

tion power, the spatially resolved spin polarization exhibits a volcano-like shape, with

a counter-intuitive crater at the centre (Fig.6.1). The explanation is that the electron

gas becomes degenerate and that, because of the Pauli principle, the spin diffusivity for

majority spins D+ is larger than for minority ones D−, we estimate D+/D− ≈ 1.4. In the

same conditions, the exclusion principle also causes a charge-spin coupling, due to which

the electronic concentration depends on their spin. By changing the laser polarization

from circular to linear, a spin-dependent increase of the volume of the photo-electron

population is observed (Fig.6.4), which is a rather weak effect since it is to second order

in the electronic polarization. This consequence of the quantum degeneracy pressure is

also observed in degenerate atom traps. Photohall effect measurements suggests that the

mobility is only weakly spin-dependent, so most of the observed effect comes from a spin-

dependent spin stiffness S± = ∂EF±
/∂n±.

The effect of degeneracy on the main phenomena relevant for spin transport in semi-

conductors is so far almost completely unknown. Besides spin-dependent diffusion and

charge-spin coupling, the Pauli principle is predicted to affect spin transport in several

ways (spin-dependent mobility, spin Soret currents, bandgap renormalization, etc). None

of these novel effects have been demonstrated so far, and the present work opens perspec-

tives for investigating them.
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7.1 Importance of an inhomogeneous photoelectron

concentration

The local gradient of electron temperature induced by light excitation is too weak to

induce observable thermoelectric currents (Soret currents) but, under degeneracy, these

currents are predicted to become spin-dependent. Since the spatial concentration inhomo-

geneity induced by local laser excitation is crucial for the observation of this phenomena,

it is proposed to continue the exploration with the microscopy technique used so far.

Moreover, the electrostatic field caused by the distinct electron and hole diffusivities (am-

bipolar diffusion) increases the electron concentration at r = 0 and therefore the degree of

degeneracy. No manifestation of the Pauli principle has been observed using the transient

spin grating technique, where the charge and the temperature are spatially homogeneous,

and where the optically imprinted spin wave relaxes in time scales shorter than the time

required for the electron gas to cool down, as suggested by time-resolved photolumines-

cence measurements.

7.2 Changing the hole concentration

The strong p-doping of the sample used in this work is crucial since it results in screening

of the various electron-electron interactions by the prescence of the majority holes. This

is also responsible for a weak spin-dependence of the electron mobility. Lower dimensional

systems seem therefore promising since Coulomb screening is less efficient than in bulk

material (Chazalviel (1999)). In addition, the concentration of free holes can be electri-

cally controlled, for example in a p+-AlGaAs/n-GaAs heterostructure, in which the hole

concentration in the n-GaAs region can be adjusted by an applied voltage. This may be

used to study the spin-dependence of the mobility if the diffusion length in the p-region

is much smaller than in the n-region.

It was shown in sec.6.9 that, for a spatially inhomogeneous photoelectron density at high

142



7.3. The Pauli principle in confined systems.

concentration, the mobility is dominated by ambipolar Coupling with holes regardless

of the possible spin-dependence of the mobility. A way to avoid this problem is to per-

form photoHall measurements under a uniform laser excitation whose degree of circular

polarization is modulated at a frequency f . Variations in the photoHall voltage with a

frequency f will be a signal of a spin-dependent mobility.

7.3 The Pauli principle in confined systems.

It would be of great interest to explore the effect of Pauli blockade in lower dimensional

systems since quantum confinement can increase |Pi| to ∼ 100 % while the density

of states is smaller and less sensitive to changes in temperature (ND
c ∝ T

D/2
e , where

D = 1, 2, 3 is the dimensionality of the system). In this case, the effects of Pauli blockade

should persist to higher temperatures. This may open the way to the exploitation of

Pauli blockade driven spin-filter and coupling effects in room temperature semiconductor

spintronic devices.

As an example, in a two-dimensional electron gas (2DEG) confined in a quantum well,

Pauli blockade effects could be much larger than in our bulk p-GaAs sample. Indeed,

a concentration of n0 electrons in a bulk sample, when confined to a quantum well of

thickness dqw, will have a two-dimensional density of n2D
0 = n0dqw. The density of

states of a 2-D gas is given by N2D
c = m∗kBTe/(π~

2), whereas for a three dimensional

electron gas at the same temperature, N3D
c = 2(m∗kBTe/(2π~

2))3/2. The relative degree

of degeneracy when the electrons are confined in quantum well with respect to the bulk

is therefore given by:

n2D
0 /N2D

c

n0/N3D
c

= dqw

√

m∗kBTe

2π~2
(7.1)

For GaAs, this ratio is 176.5 at room temperature and about 73 at Te = 50 K, so that

for a fixed number of photoelectrons, the degree of degeneracy is increased by 2 orders of

magnitude in a quantum well. Moreover, in the degenerate regime, the reduced spin stiff-

ness (see Eq.(5.17)) varies as n2/3 in the bulk whereas in 2 dimensions it is proportional

to n.
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Figure 7.1: Creation of degenerate electrons in a QW by a low power injection from a 3D
region. Here one has extended the equations of Chapter 5 and one has taken
∆Ec = 20 meV, Te = 50 K and p=0 (in the bulk). This figure shows as a function
of concentration in the 3D zone, the diffusion constant, the spin stiffness and the
mobility in the QW. Also shown for comparison (dotted line) is the concentration
dependence of the diffusion constant in the 3D zone. While degeneracy in the 3D
zone starts near 1016 cm−3, it appears in the QW for concentrations at least two
orders of magnitud smaller .

This is demonstrated by a more rigourous calculation in which photoelectrons created in

the barrier are supposed to be in equilibrium with the quantum well, and the results for

a well of depth 20 meV are shown in Fig.7.1 which shows the relative diffusivity in the

QW as a function of the electronic concentration in the 3D layer. One sees that:

i) with respect to 3D diffusion, the concentration dependence of the diffusion constant in

the QW is strongly enhanced and occurs for electronic concentrations in the 3D region

which are reduced by about 2 orders of magnitude. As an example, for n = 2×1015 cm−3

electrons of polarization P = 40 % in the bulk (see dotted lines of Fig.7.1), the ratio of

the diffusion constants of spins + and − in the QW is about 1.4 and a volcano-like spatial

profile of the spin polarization, similar to that of Fig.6.1, will be obtained.
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ii) Even if p = 0 (see Eq.(5.21)), the mobility now depends on concentration and there-

fore on spin because of the specific 2D density of states (Kainz and Rossler (2004)) and

because screening is less efficient in 2D systems, according to Chazalviel (1999). Again,

for n = 2 × 1015 cm−3 and P = 40 %, one has (µ+ − µ−)/〈µ〉 ≈ 10 %, which should

be easily revealed by photohall measurements under defocussed excitation in a Hall bar

established on the QW. These effects should be further increased by adjusting the hole

concentration in the QW in order to increase p.

Resonant light excitation between levels of the QW is also interesting since, because of the

splitting between the heavy and light excitons, the hole spin relaxation time is strongly

increased, so that circularly-polarized light will create spin-polarized holes. At sufficiently

high excitation power, photocreated holes will be more numerous than dark holes and the

hole gas will become spin-polarized. In this case, their spin diffusion will be revealed

from the images. Under resonant excitation, it will be highly interesting to investigate

the diffusion of degenerate spin-polarized hole gases.

Finally, it would be of great interest to explore spin diffusion in the ultimate 2D semicon-

ductor case, for example by using monolayer group VI transition metal dichalgogenides,

where screening is negligible and gating can be used to switch between bosonic and

fermionic particles (Ross et al. (2013)). Their different spin-statistics should give rise

to a dramatically different behaviour of spin diffusion in the degenerate regime.

7.4 The effect of Pauli principle on the Spin Hall Ef-

fect.

When an electric field Ex is applied along the x-direction in a semiconductor, a transverse

spin current Jz
s,y appears due to the spin Hall Effect, where z is the quantization axis of

the spin, normal to the plane where the current flows. When the SHE is dominated by

extrinsic contributions of side jump and skew scattering, one has

Jz
s,y = [σss + σsj]Ex
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where the skew-scattering contribution is given by σss = τm
τss

σD, and where σD = (nq2τm/m
∗)

is the drude conductivity. The skew-scattering time τss is proportional to τm and typ-

ically τss/τm ∼ 103 [Hankiewicz and Vignale (2009)]. The side jump term is given by

σsj = −2αm∗q2, where α is the spin orbit interaction strength. It can be seen that

the side jump term does not depend on the momentum scattering time τm. In contrast,

the skew scattering contribution to the spin conductivity scales with transport scattering

time. Therefore, it is expected that in the degenerate regime, the Pauli principle modifies

the skew scattering conductivity, while the side jump conductivity, which is independent

of τm, remains completely unaffected. This provides a method for distinguishing between

different types of spin Hall conductivity.

Note that under degeneracy, the spin relaxation time should increase due to Pauli block-

ade, as observed by Amo et al. (2007), and so this should also modify the spatial depen-

dence of the spin accumulation at the edges of the Hall bar due to the SHE.
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Chapter 8

Appendix

8.1 The mathematics of diffusion

In this section, the solution of the time-independent diffusion equation is discussed. Let’s

consider a sample where an inhomogeneous concentration n may exist, with lifetime τ

and diffusion constant D. The diffusion equation, often named Helmholtz equation, is

given by:

g =

(

1

τ
−D∆

)

n (8.1)

where g is the creation rate of the quantity n. The boundary condition imposed at any

point of the sample surface is given by:

[−D~∇n] · ~en = Sn (8.2)

where ~en is the normal to the surface and where S is the surface recombination velocity.

Note that if a uniform electric field E is applied along the x-direction, Eq.(8.1) should be

replaced by the more general drift-diffusion equation:

g =

(

1

τ
− µE

∂

∂x
−D∆

)

n (8.3)

where µ is the mobility. The corresponding generalization of the boundary condition (8.2)

147



8.1. The mathematics of diffusion

is given by

[−D~∇n− µn~E] · ~en = Sn (8.4)

Whereas the drift-diffusion equation (8.3) represent a more general situation, Eq.(8.1)

is completely general (provided that the mobility and diffusion constant are spatially

independent) in the sense that the drift term in Eq.(8.3)can be eliminated if one writes

the solution in the form n = peαx. Indeed, replacing in Eq.(8.3), it can be shown that if

α = −(µEτ)/(2L2), then p satisfies an equation equivalent to Eq.(8.1):

g
Deff

D
=

(

1

τ
−Deff∆

)

p (8.5)

with an effective diffusion constant given by:

Deff =
D

1 + (µE)2τ
4D

. (8.6)

with the same boundary condition given by (8.2). In consequence, any drift-diffusion

equation with a uniform electric field is reduced to a pure diffusion equation of the form

of Eq.(8.1). Note finally that Eq.(8.1) has the structure of an inhomogeneous Helmholtz

equation, for which an isotropic Green function exists in two-dimensions with n(r) → 0

as r → ∞, and is given by:

n(r) ≈ K0[
r

L
] (8.7)

where K0 is a modified Bessel function of the second kind, r is the radial coordinate and

L =
√
Dτ is the diffusion length. The complete solution for the two-dimensional case

with a radially symmetrical creation function g = g(r) can be written as:

n =

∫ ∞

0

K0[
r′

L
]g(r − r′)dr′ (8.8)

In three dimensions, there is no such analytical solution. However, as it will be shown

below, in the case of a sample of thickness d with infinte lateral dimensions and radially

symmetrical excitation, the solution may be either written as a series expansion of spatial

modes, or written in an integral form, the latter being an original result of this work.
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8.1.1 Approximation by spatial modes

Here, we consider the diffusion equation in a sample of thickness d, with front and back

surfaces corresponding to z = 0 and z = d, respectively, and a radially symmetrical

excitation g(r, z) = g0e
−r2/ω2

e−αz. Eq.(8.1) is rewritten here

g(r, z) =

(

1

τ
−D∆

)

n(r, z)

where the boundary condition of Eq.(8.2) corresponds to (Sn − D∂n/∂z)|z=0 = 0 and

(S ′n + D∂n/∂z)|z=d = 0. This equation is not separable, i.e., its solution cannot be

expressed as a product of a function of r and of a function of z. It will be shown here,

however, that n can be developed on a basis of separable functions. First, we find the

eigenfunctions of the Laplace operator (Carlslaw and Jaeger (1966)):

d2

dz
um(z) + λmum(z) = 0 (8.9)

satisfying the same boundary conditions as Eq.(8.2). They are given by

um(z) = βm[sin(αmz/d) + αm/γ cos(αmz/d)] (8.10)

where λm = α2
m/d, γ = Sd/D and where αm is the solution of the non-linear equation:

tan(αm) =
αm(γ + γ′)

α2
m − γγ′

(8.11)

with γ′ = S ′d/D. Eq.(8.11) has a countable set of solutions, with αm ∈ [(m − 1)π,mπ]

where m is a natural number, and defines a set {um} of orthogonal functions. The

normalization constant βm is chosen such that {um} forms an orthonormal set, i.e.,
∫ d

0
um(z)u

′
m(z)dz = δmn, where δij is the Kronecker symbol, and is given by:

1

β2
m

=
d

2
[1− sin 2αm

2αm

+
1− cos 2αm

γ
+

α2
m

γ2
(1 +

sin 2αm

2αm

)] (8.12)

The solution of Eq.(8.1) can be expanded as:

n(r, z) =
∑

m

fm(r)um(z) (8.13)
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This gives, together with Eq.(8.9):

g(r, z) =
1

τ

∑

m

fm(r)um(z)−D
∑

m

um(z)

r

∂

∂r
(rfm(r)) +D

α2
m

d2

∑

m

fm(r)um(z)

Since the functions {um} form an orthonormal set in the interval [0, d], one can multiply

by u′
m and integrate over z to obtain:

∫ d

0

g(r, z)um(z)dz =
fm
τm

−D
1

r

∂

∂r
(r
∂fm
∂r

) (8.14)

where we have defined an effective lifetime for the mode of order m:

1/τm = 1/τ +Dα2
m/d

2. (8.15)

Eq.(8.14) shows that the radial function fm(r) satisfies a one-dimensional Helmholtz equa-

tion with a diffusion length Lm =
√
Dτm and excitation function

∫ d

0
g(r, z)um(z)dz. Ac-

cording to Eq.(8.8), the spatial mode of order m is proportional to the modified Bessel

function of the second kind K0 convoluted with the excitation profile and decays as a

function of r with a characteristic distance Lm =
√
Dτm :

fm(r) =

∫ ∞

0

K0[r
′/
√

Dτm][

∫ d

0

g(r − r′, z)um(z)dz]dr
′. (8.16)

Considering a gaussian excitation profile of the form g(r, z) = g0e
−r2/ω2

e−αz , then the

expansion of Eq.(8.13) reads:

n(r, z) = g0
∑

m

cmum(z)

∫ ∞

0

K0[r
′/Lm]e

(r−r′)2/ω2

dr′ (8.17)

where cm are the Fourier coefficients corresponding to the expansion of the function e−αz

in the basis {um}:

cm =

∫ d

0

e−αzum(z)dz (8.18)

Fig.8.1 shows the approximated solution of Eq.(8.1) by considering the first 10 modes

of the expansion in Eq.(8.17) for different values of the surface recombination velocities
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Figure 8.1: Left: First 10 mode expansion given by Eq.(8.17) for different values of the front
and back surface recombination velocities, S and S′, respectively. The diffusion
length is L = 4.6 µm, the excitation is a Gaussian function with radius ω = 0.5 µm
and the absorption length is α−1 = 1 µm. Right: solution obtained using a finite
element implementation of Eq.(8.1), with the same parameters used in the left
panel.

S and S ′. Also shown is a numerical resolution of Eq.(8.1) obtained by using a finite

elements commercial package. The fixed numerical parameters are D = 82 cm2/s and

τ = 26 ns, d = 3 µm, ω = 0.5 µm and α = 1 µm−1.

Note that an approximation of the exact solution requires a considerable number of modes

since, according to Eq.(8.18),an exponential function will have a rich decomposition in

terms of the basis {um}. However, since Lm is a decreasing function of m, far from the

excitation the concentration n has a radial dependence dominated by K0(r/L1), which

decays with an effective diffusion length given by L1 =
√
Dτ1, where τ1 is the lifetime

given by Eq.(8.15), which we explicity reproduce here

1/τ1 = 1/τ +
Dα2

1

d2

with α1 given by Eq.(8.11). This is confirmed in Fig.8.2, in which the black curves
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Figure 8.2: Total luminescence signal, as given by Eq.(8.19), and its decomposition in modes.
The top panel corresponds to the case S = S′ = 0, whereas the bottom panel
corresponds to S = 106 cm/s and S′ = 107 cm/s. In both cases, the modes of
order m > 1 are negligible for sufficiently large r.

represent the PL signal (averaged over depth, as given by Eq.(3.3) ) :

n(r) = g0

(

∫ d

0

∑

m

cmum(z)e
−αlz

)

∫ ∞

0

K0[r
′/Lm]e

(r−r′)2/ω2

dr′ (8.19)

with αl = 1/3 µm−1, for the case S = S ′ = 0 (top) and S = 106 cm/s, S ′ = 107 cm/s

(bottom). The first six modes in Eq.(8.19) are also shown separately. It can be seen that,

except for very small values of r, the total signal is mainly given by the first mode of

the expansion. Large surface recombination velocities give more relative weight to higher

order modes near r = 0, but their influence on the total PL signal decreases rapidly as a

function of r. This justifies fitting the experimental curves with only one mode.
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8.1.2 Exact solution in an integral form

The mode expansion discussed in Eq.(8.1.1) requires many modes in order to reproduce the

z-dependence of the concentration n. In this section we express the solution of the time-

independent diffusion equation [Eq.(8.1)] in an integral form which can be easily evaluated

numerically. The general solution is obtained by calculating the Green’s function G(r, z),

which is the response to a Dirac excitation at the point r = 0, z = z′, that satisfies the

same boundary conditions as n [Eq.(8.2)]. By using a similar approach as Duran et al.

(2005), the in-plane Fourier transform Ĝ(ξ, z) of G(r, z) satisfies an ordinary differential

equation with respect to z:

− τ

2πL2
δ(z − z′) =

∂2Ĝ(ξ, z − z′)

∂z2
− κ2Ĝ(ξ, z − z′) (8.20)

where κ =
√

1/L2 + ξ2. By imposing the boundary conditions, the solution of Eq.(8.20)

is:

Ĝ(ξ, z − z′) =
τ

4πL2κ

[

e−κ|z−z′| +
κ− S

D

κ+ S
D

e−κ(z+z′)

+
2(κ− S′

D
)(κ cosh κz + S

D
sinh κz)(κ cosh κz′ + S

D
sinh κz′)

eκd(κ + S
D
)[(SS

′

D2 + κ2) sinh κd+ κS+S′

D
cosh κd]

]

(8.21)

The photoelectron concentration is then given by the following convolution:

n(r, z) = 2π

∫ d

0

e−αz′[

∫ ∞

0

r′G(r − r′, z − z′)ϕ(r′)dr′]dz′ (8.22)

which can be rewritten as:

n(r, z) = 2π

∫ ∞

0

ξϕ̂(ξ)J0(ξr)dξ

∫ d

0

e−αz′Ĝ(ξ, z − z′)dz′ (8.23)

where ϕ̂(ξ) is the Fourier transform of ϕ(r), and J0(ξr) is a Bessel function of the first

kind. For a Gaussian excitation profile of radius ω, ϕ̂(ξ) ∝ e−ξ2ω2/4. The validity of

Eq.(8.23) can be tested numerically, as can be seen in Fig.8.3, or by comparing it with

well known solutions for simple cases. As an example, neglecting surface recombination

(S+S ′ = 0) and considering a line Dirac excitation g = δ(r)(independent of z), Eq.(8.23)
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Figure 8.3: Left: solution of the diffusion equation given by the integral form of Eq.(8.23)
for different values of the front and back surface recombination velocities, S and
S′, respectively. The diffusion length is L = 4.6 µm, the excitation is a Gaussian
function with radius ω = 0.5 µm and the absorption length is α−1 = 1 µm. Right:
solution obtained using a finite element implementation of Eq.(8.1), with the same
parameters used in the left panel.

becomes

n(r, z) ∝
∫ ∞

0

ξ
J0(ξr)

1 + (Lξ)2
dξ =

1

L2

∫ ∞

0

u

1 + u2
J0(ur/L)du

By using Mehler’s Bessel function formula, J0(x) = 2/π
∫∞

0
sin(x cosh t)dt and Cauchy’s

residue theorem, it can be shown that:

n(r, z) ∝
∫ t

0

[

∫ ∞

0

u

1 + u2
sin(ur/L cosh t)du]dt ∝

∫ t

0

e−r/L cosh tdt = K0[r/L]

so that Eq.(8.23) reduces to the modified Bessel function of the second kind n(r, z) ∝
K0(r/L) for r > 0, which is the known Green function for planar diffusion [Eq.(8.8)].

In the limit of a very thin sample (d → 0) and with a passivated rear surface (S ′ = 0),
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Figure 8.4: Lines are solutions of the diffusion equation given by Eq.(8.23) for a fixed diffusion
length L and for different values of the surface recombination velocity S. Symbols
represent the solution obtained when S = 0 and where the diffusion length is
replaced by an effective value given by Eq.(8.26), which takes into account surface
recombination.

one finds:

G(ξ) ∝ 1

κ2 + S2

D2

=
1

1/L2 + S2/D2 + ξ2
(8.24)

so it is equivalent to replace the sample by a passivated sample (S = 0) with an effective

diffusion length given by
1

L2
eff

=
1

L2
+

S2

D2
(8.25)

which corresponds indeed to the solution of Eq.(8.11) for αm << 1, which gives an ef-

fective lifetime, according to Eq.(8.15), such that Leff =
√
Dτeff. The latter result is a

good approximation even for the case of finite thickness. The solid lines in Fig.8.4 are

the solution of the diffusion equation given by Eq.(8.23) with d = 3 µm, L = 10 µm

and a variable surface recombination velocity S at the front surface. An average in the z

direction is performed.

The symbols in Fig.8.4 represent the solution given by Eq.(8.23) when taking S = 0 and

where the diffusion length is now replaced by its effective value, given by the generalization
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of Eq.(8.25) for an arbitrary thickness d:

1

L2
eff

=
1

L2
+ α2 (8.26)

where α is given by αd tan(αd) = Sd/D, which is a particular case of Eq.(8.11) for S ′ = 0

and m = 1. It is seen from Fig.8.4 that the agreement between the two approaches is

excellent for all values of S as long as r > d.

8.1.3 Solution of the time-dependent diffusion equation.

Here, we consider the time-dependent diffusion equation for an homogeneous excitation

(ω → ∞), for which the solution n will only depend on time and depth:

g(z, t) =

(

∂

∂t
+

1

τ
−D∆

)

n(z, t) (8.27)

with boundary conditions given by Eq.(8.2), which we reproduce here: D∂n/∂z|z=0 =

Sn(0) and D∂n/∂z|z=d = −S ′n(d). For the solution of the time-dependent diffusion

equation we first neglect hot electron effects so that thermalization is considered to be

instantaneous. We thus assume that g(z, t) = g0δ(t)e
−αz in Eq. (8.27) and we search for

a linear combination of um(z) with time-dependent coefficients, n(z, t) =
∑

m am(t)um(z),

were um are the eigenfunctions of the Laplace operator defined in Eq.(8.10). Replacing

the latter expansion in Eq.(8.27), and using the orthogonality of the set {um(z)}, we find
that the general solution of the diffusion equation is written:

n(z, t) =
∑

m

amum(z)e
−t/τm (8.28)

where the characteristic times τm of the various modes are those given by Eq.(8.15)

1/τm = 1/τ +Dα2
m/d

2

The expression for am is found by imposing that at t = 0, n(z, 0) = n0e
−αz . This gives

am = n0cm, where cm are the coefficients defined in Eq.(8.18). The total luminescence

intensity is finally given by:
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ITRPL(t) = K

∫ d

0

e−αlz
∑

m

cme
−t/τmum(z)dz

where αl is the absorption coefficient at the luminescence energy, and K is a constant.

Finally, the intensity can be written

ITRPL(t) = K
∑

m

dme
−t/τm (8.29)

where

dm = β2
mAm(α)Am(αl) (8.30)

and

Am(x) =[x2 + (αm/d)
2]−1 {αm(1/d+ x/γ)

−exd
[

αm cos(αm)[
1

d
+

x

γ
] + sin(αm)[x− α2

m

γd
]

]}

(8.31)

It is seen from the form of βm [Eq.(8.12)] and Am(x) that the coefficients dm only depend

on γ, γ′ and d. In the special case where γ′ = 0, the amplitudes dm are given in Fig.8.5,

from which it is seen that for a passivated surface for which γ = 0 only one mode is present

in the transient, with characteristic lifetime equal to the bulk lifetime τ . In contrast, the

use of a naturally oxidized sample guaranties that γ is not very small, so that more than

one mode is observed in the transient.

If one considers that thermalization of photocarriers after creation occurs in a time τ0

which can be comparable with the times τm above, Eq.(8.29) should be replaced by

ITRPL(t) = K
∑

m

dm
1/τm − 1/τ0

[e−t/τm − e−t/τ0 ] (8.32)

if one assumes that the spatial distribution is unchanged during thermalization.
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Figure 8.5: Values of the amplitudes dm calculated using Eq. (8.30) and neglecting photolu-
minescence reabsorption as well as the recombination at the back surface.

8.1.4 Ambipolar drift-diffusion equations in the non-degenerate

regime

In a p-doped sample, the charge density is coupled to the photohole density via the

Coulomb interaction. Therefore, a set of coupled differential equations must be solved.

For the charge density, and in the absence of any charge-spin coupling mechanism:

g −K(NA + δp)n+ ~∇ · [µen~E +De
~∇n] = 0 (8.33)

where K is the bimolecular recombination coefficient, NA is the acceptor concentration, ~E

is the electric field and δp is the hole density created by light, who satisfies the following

equation:

g −K(NA + δp)n+ ~∇ · [−µh(N
−
A + δp) ~E +Dh

~∇δp] = 0 (8.34)

where N−
A is the concentration of ionized acceptors. The electric field depends on n and

δp via Poisson’s equation:

~∇ ·E = q(δp− n)/(ǫǫ0) (8.35)
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Equations (8.33),(8.34) and (8.35) may be reduced to only one, taking an effective diffu-

sion constant and mobility for the electronic density. By taking the difference between

Eq.(8.33) and Eq.(8.34), one obtains:

~∇ · [(nµe + (N−
A + δp)µh) ~E] = ~∇ · [Dh

~∇δp−De
~∇n] (8.36)

A solution of this equation, neglecting derivatives in the z direction, and imposing a

constant value ~Eext for the electric field at infinity is given by:

~E =
Dh

~∇δp−De
~∇n

nµe + (N−
A + δp)µh

+
µhN

−
A

nµe + (N−
A + δp)µh

~Eext (8.37)

Replacing Eq.(8.37) in Eq.(8.33), and by assuming quasi neutrality (n ≈ δp), the following

ambipolar drift-diffusion equation for the electron density is obtained:

g −K(NA + δp)n+ ~∇ · [µan~E
ext +Da

~∇n] = 0 (8.38)

where µa and Da are the ambipolar mobility and diffusion constant, respectively:

µa =
µeµhN

−
A

nµe + (n+N−
A )µh

(8.39)

Da =
nµeDh + (N−

A + δp)µhDe

nµe + (N−
A + δp)µh

(8.40)

Note that here, the expression for the mobility is distinct from that of the usual ambipolar

mobility [Smith (1978)]. This is because the ambipolar mobility is defined here with

respect to the external electric field only, whereas the equation found in Smith (1978)

uses the total electric field. For the spin density, the following equation is obtained:

Pig −K(NA + δp)s− s

T1
+ ~∇ · [µas( ~E

ext +
Dh −De

µhN
−
A

~∇n) +De
~∇s] = 0 (8.41)

8.1.5 Ambipolar spin diffusion in the degenerate regime

The system of Eq. (5.42), Eq. (5.43), Eq. (5.44) and Eq. (5.45) must be solved numeri-

cally since the conductivities and diffusion constants depend on space. However, an exact
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numerical solution of these equations is difficult, since small errors in n and δp results in

large errors in ~E. This renders the equations highly nonlinear and a convergent solution is

difficult to obtain using finit element methods without approximations. To address this,

the hole continuity equation is replaced by a combination of combination of Eqs. (5.42)

(multiplied by σh) and (5.44) (multiplied by σc) in the usual way presented by Smith

(1978). Defining the reduced hole conductivity βh = σh/(σh + σc), of the form

βh =
N−

A + n

(N−
A + n) + (µ0/µh)[n+ζ(n+) + n−ζ(n−)]

(8.42)

the following equation to describe the hole distribution is obtained

(g+ + g−)− δp/τ +
~E

q
~∇σa

c + ~∇[Da
cc
~∇δp+Da

cs
~∇s+

1

q
βh

~∇ ~JT
c ] = 0 (8.43)

where

Da
cc = βhDcc + (1− βh)Dh (8.44)

Da
cs = βhDcs (8.45)

and ~∇σa
c = βh

~∇σc − (1 − βh)~∇σh. Equation (8.43) is approximate since, as justified

in Paget et al. (2012), it assumes charge neutrality [n = δp]. Further, it neglects for

simplicity the spatial dependences of electron and hole conductivities. However, this

approximation appears to yield reasonable results. For example, at the highest excitation

power where the equations are most strongly coupled, the sum of all the terms of the

left hand of Eq. (5.42) is two orders of magnitude smaller than the maximum value of

~∇ · [Dcc
~∇n] so that these terms efficiently compensate each other.

8.2 Boltzmann equation formalism for charge, spin

and thermoelectric currents

The current ~Ji of photoelectrons of spin i is given by

~Ji = − q

m∗

∫

~pfid
3p (8.46)
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where the function fi, which describes the distribution of electrons of spin i as a function

of space and of momentum ~p, is obtained from a resolution of the Boltzmann equation

∂fi
∂t

+ ~p~∇rfi −
q ~E

m∗
∇kfi = [

∂fi
∂t

]icoll + [
∂fi
∂t

]e−ecoll (8.47)

where the second term of the left hand accounts for the effect of diffusion in a Fermi

energy gradient. The third term describes the effect of electric field and the two terms

on the right hand are collision integrals accounting for electron-impurity collisions and

electron-electron collisions.

Note that the more recent models of D’Amico and Vignale (2002); Flensberg et al. (2001)

and Glazov and Ivchenko (2004) propose estimates of the collision integrals, but do not

take into account spatial inhomogeneities of f , which play a crucial role. These inho-

mogeneities are considered in an independent approach by Chakravarti (1975). However,

the latter approach neglects spin polarization, so that electron-electron-collisions have no

effect.

Here, neglecting band nonparabolicity, we propose the following Ansatz to first order

which reduces to the result of D’Amico and Vignale (2002) for a homogeneous electron

gas and to that of Chakravarti (1975) for spin-unpolarized electrons.

fi = f0i −
αiiτm(ε)

m∗

[

−q ~E · ~∇εf0i + ~p · ~∇rf0i

]

− αi,−iτm(ε)

m∗

[

−q ~E · ~∇εf0,−i + ~p · ~∇rf0,−i

]

(8.48)

where for non coupled spins (αij = δij) one recognizes the usual drift term in the electric

field ~E and the diffusion term proportionnal to the spatial gradient ~∇rf0i [Chakravarti

(1975)]. In order to take account of the spin-spin interactions for the evolution of fi, it

is natural to add a coupling term with the evolution of f−i, using a coupling factor αi,−i

which describes the modification of conductivity σi,−i caused by e-e collisions, defined in

Eq.(5.5). In the same way, the evolution of fi is also modified by losses to the −i spin

reservoir, which are taken into account by the muliplicative factor αii. It is considered

here that τm(ε) does not depend on spin, so that the spin dependence of τmi used in

Sec.5.3.1 originates solely from the spin dependence of the Fermi distribution. Eq. (8.46)
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permits to calculate the currents using Eqs.(8.46), (8.48) and

~∇rf0i = −∂f0i
∂ε

·
[

∑

j

∂EFi

∂nj

~∇rnj + (
∂EFi

∂kBTe
+

ε−EFi

kBTe
)~∇r(kBTe)

]

(8.49)

Since the contribution of the equilibrium term f0 is zero, the current is written as the

sum of a drift current, of a diffusion current and of a thermoelectric current, respec-

tively proportional to ~E, ~∇rn, and ~∇r(kBT ). This gives the expressions of the drift and

diffusion currents given in chapter 5. Transforming the integration over momentum to

an integration over kinetic energy, the expression of the average time τmi given by Eq.

(5.19) is readily obtained. The thermoelectric charge and spin currents originate from the

third term of Eq. (8.49). The thermal-induced change of EFi
at constant concentration,

∂EFi
/∂kBTe is calculated by expressing that the derivative of ni = N s

c F
∗
1/2(ηi) with re-

spect to temperature, as found from Eq. (5.11), is zero. Using ∂F ∗
k (η)/∂η = F ∗

k−1(η),

one finds the expression given in Eq. (5.34) for ~Kij .
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