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Abstract

According to Cisco's predictions1, there will be more than 50 billions of devices connected
to the Internet by 2020. The devices and produced data are mainly exploited to build
domain-speci�c Internet of Things (IoT) applications. From a data-cent ric perspective,
these applications are not interoperable with each other. To assist users or even machines
in building promising inter-domain IoT applications, main challenges are to exploit, reuse,
interpret and combine sensor data. To overcome interoperability issues, we designed the
Machine-to-Machine Measurement (M3) framework consisting in: (1) generating templates
to easily build Semantic Web of Things applications, (2) semantically annotating IoT data
to infer high-level knowledge by reusing as much as possible the domain knowledge exper-
tise, and (3) a semantic-based security application to assist users in designing secure IoT
applications. Regarding the reasoning part, stemming from the 'LinkedOpen Data', we
propose an innovative idea called the 'Linked Open Rules' to easily share and reuse rules
to infer high-level abstractions from sensor data. The M3 framework has been suggested
to standardizations and working groups such as ETSI M2M, oneM2M, W3C SSN ontology
and W3C Web of Things. Proof-of-concepts of the 
exible M3 framework have been de-
veloped on the cloud (http://www.sensormeasurement.appspot.com/ ) and embedded on
Android-based constrained devices.

1http://share.cisco.com/internet-of-things.html
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French Abstract

Selon les pr�evisions de Cisco2, il y aura plus de 50 milliards d'appareils connect�es �a Inter-
net d'ici 2020. Les appareils et les donn�ees produites sont principalement exploit�ees pour
construire des applications 'Internet des Objets' (IdO). D'un point de vue des donn�ees,
ces applications ne sont pas interop�erables les unes avec les autres. Pour aider les utili-
sateurs ou même les machines �a construire des applications 'Internet des Objets' inter-
domaines innovantes, les principaux d�e�s sont l'exploitation, la r�eutilisation, l'interpr�etation
et la combinaison des donn�ees produites par les capteurs. Pour surmonter les probl�emes
d'interop�erabilit�e, nous avons con�cu le syst�eme Machine-to-M achine Measurement (M3)
consistant �a : (1) enrichir les donn�ees de capteurs avec les technologies du web s�emantique
pour d�ecrire explicitement leur sens selon le contexte, (2) interpr�eter les donn�ees des cap-
teurs pour en d�eduire des connaissances suppl�ementaires en r�eutilisant autant que possible
la connaissance du domaine d�e�nie par des experts, et (3) une base de connaissances de
s�ecurit�e pour assurer la 's�ecurit�e d�es la conception' lors d e la construction des applications
IdO. Concernant la partie raisonnement, inspir�e par le 'Web de donn�ees', nous proposons
une id�ee novatrice appel�ee le 'Web de r�egles' a�n de partager et r�eutiliser facilement les
r�egles pour interpr�eter les donn�ees de capteurs. Le syst�eme M3 a �et�e sugg�er�e �a des nor-
malisations et groupes de travail tels que l'ETSI M2M, oneM2M, W3C SSN etW3C Web
of Things. Une preuve de concept de M3 a �et�e implement�ee et est disponible sur le web
(http://www.sensormeasurement.appspot.com/ ) et a �et�e embarqu�e dans des appareils
Android tels que les tablettes ou les t�el�ephones mobiles.

2http://share.cisco.com/internet-of-things.html
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Part I

Introduction & State of the Art

In this �rst part, we introduce the thesis in Chapter 1 and the stat e of the art related to
Semantic Web of Things in Chapter 2.
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Chapter 1

Introduction

"You've got to �nd what you love. Have the courage to follow your heart and intu ition."

Steve Jobs

1.1 Motivation

In recent years, we have been witnessing a growing number of sensors embedded in smart
devices (e.g., mobile phones, smart watches or smart glasses) or everyday objects. Applica-
tions exploiting sensors and producing data are more and more popular. Domotic and smart
healthcare are increasingly present in our everyday life. For example, Hapifork1 tracks your
eating habits. Oral-B2 and Kolibree3 connected toothbrush control dental hygiene. Mother4

checks if you walk enough to stay �t, reminds medication, monitors thequality of your sleep,
etc. The Apple HealthKit 5 tracks �tness, nutrition and sleep, etc. SFR Connected Homes6

includes connected thermostat or lighting control. Sensors are deployed in smart farms and
gardens too. Edyn7 and Botanicalls8 send alerts when plants need to be watered. Google
Self-Driving Cars9 are already allowed on public roads in Nevada or California. The smart
devices are more and more connected to Internet and data is sent to theWeb to build 'In-
ternet of Things' (IoT) or 'Web of Things' applications. According to Cis co's predictions10,
there will be more than 50 billions of devices connected to the Internet by 2020. Due to
the enormous quantity of sensor data produced, there is a real need tointerpret these data
and build interoperable IoT applications.

1http://www.hapi.com/product/hapifork
2http://connectedtoothbrush.com/
3http://www.kolibree.com/
4https://sen.se/store/mother/
5http://goo.gl/n2V42g
6http://connected-objects.fr/2014/05/sfr-home-box-domotique/
7https://www.kickstarter.com/projects/edyn/edyn-welcome-to-the-connected-garden
8http://www.botanicalls.com/
9http://en.wikipedia.org/wiki/Google_driverless_carandBMWconnectedcars

10 http://share.cisco.com/internet-of-things.html
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1.2 Problem

A �rst challenging problem is that devices are not interoperable with each other since their
data is based on proprietary formats, they do not use common terms or vocabulary to de-
scribe interoperable IoT data . There is a similar issue with applications since they are
based on proprietary protocols. One way to make them interoperable would be a common
protocol used by all devices. Another solution would be to work on the interoperability of
this data, since these devices are already deployed and data is alreadyproduced. Exploit-
ing, combining and enriching this sensor data to build smarter interoperable applications is
becoming a real challenge. The growing trend "Linked Open Data"11 encourages to share
the data on the web, including sensor data. To assist users or even machines in interpreting
and combining these sensor data, there is a real need to explicitly describe sensor measure-
ments according to the context, in a uni�ed way and being understandable by machines.
For instance, a temperature measurement has not the same meaning according to the con-
text (room temperature, body temperature, water temperature or external temperature)
and the machine will not infer the same knowledge (fever deduced with body temperature,
abnormal temperature for a room temperature). We also need to deal withimplicit units
(e.g., Fahrenheit, Celsius, Kelvin).

The second biggest challenge iscombining domain-speci�c applications and data
together to create innovative cross-domain IoT applications. Existingapplications are spe-
ci�c to one domain such as smart home, smart healthcare, transportation, smart garden,
etc. Figure 1.1 shows examples of innovative cross-domain IoT applications: (1) suggest-
ing food according to the weather forecasting, (2) suggesting home remedies according to
health measurements, and (3) suggesting safety equipments in a smartcar according to the
weather, etc. Future smart fridges will enable to purchase groceries online. In case of RFID
tags embedded in food, it will be easy to recommend the menu for dinner or automatically
order essential ingredients [Xie et al., 2013] [Gu and Wang, 2009]. If you are an athlete, the
smart fridge will recommend you the perfect diet [Tumnark et al., 2013] in case of compat-
ibility with Apple Nike shoes 12. Finally, Google's car could automatically stop you to the
grocery store to grab the missing ingredients.

One of the most important challenge for the Internet of Things would be to
assist developers in designing and developing interoperable inter -domain IoT
applications.

Finally, security issues should be considered when combining IoT data or
designing IoT applications . For instance, health data is more sensitive than weather
data and needs to be secured.

1.3 Our Approach

In this thesis, we focus on the interoperability of sensor data to build promising and in-
teroperable domain-speci�c or cross-domain IoT applications. To deal with this challenge,

11 http://linkeddata.org/
12 https://www.apple.com/fr/ipod/nike/
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Figure 1.1: Combining domains to build promising IoT applications

we exploit semantic web technologies [Berners-Lee et al., 2001] for several reasons. Firstly,
semantics enables an explicit description of the meaning of sensor data in a structured
way, so that machines could understand it. Secondly, it facilitatesinteroperability for data
integration since heterogeneous IoT data is converted according to the same vocabulary.
Thirdly, semantic reasoning engines can be easily employed to deduce high-level abstrac-
tions from sensor data. Fourthly, context-awareness could be implemented using semantic
reasoning. Finally, in theory, semantics eases the knowledge sharingand reuse of domain
knowledge expertise which should avoid the reinvention of the wheel. Indeed, each time a
new domain-speci�c vocabulary is de�ned.

Semantic web technologies are becoming very popular and are adopted by companies
such as Google and Yahoo. Web sites use Schema.org13 to enhance the research results.
Schema.org is a set of vocabularies called ontologies [Gruber, 1993] to describe data on the
Web in an uni�ed way such as Person, Organization, etc. In Figure 1.2, on the right the
search engine recognizes that Steve Jobs is a Person, his spouse is Lauren Powell Jobs, etc.
Google introduces the idea of the knowledge graph to connect and structure the data with

13 http://schema.org/
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each other. Moreover, 'Linked data' is more and more popular to share and reuse data
to build and enhance rich web applications with little e�ort [Tu, 2009]. We would like to
design a similar approach to structure sensor data and analyze it to build cross-domain IoT
applications.

Figure 1.2: Semantic Web technologies used by Google to structure data onthe Web

Further, according to Barnaghi et al., semantics is required at di�erent levels in IoT, it
can be used to: (1) describe things and data, (2) reuse domain knowledge, (3) interpret IoT
data, (4) provide smarter applications, and (5) provide security [Barnaghi et al., 2012b].

In this thesis, we address the following challenges:

� Generating interoperable cross-domain semantic-based IoT applications. This process
should be 
exible enough to be performed either on the cloud, constrained devices or
Machine-to-Machine (M2M) gateways. M2M gateways means that processingis done
automatically, without requiring human intervention.

� Interpreting sensor data and infer new knowledge by reusing domainknowledge exper-
tise. Reusing domain knowledge (e.g., ontology) is highly recommended[Simperl, 2009]
[Su�arez-Figueroa, 2010] [Su�arez-Figueroa, 2010]. The interoperability of domain knowl-
edge enables building cross-domain expertise.
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Figure 1.3: Semantics is required in the IoT according to [Barnaghi et al., 2012b]

� Securing IoT applications when designing these applications. This challenge should
be solved using the same approach as for the two previous challenges by combining
security knowledge expertise to �nd the most suitable securitymechanisms to secure
IoT applications.

1.4 Assumptions

In this thesis, we assume several facts. Firstly, we assume that a pre-treatment is done
to clean sensor data (e.g., delete data unreliable in case a sensor is dying) and a pre-
precessing is done to add sensor metadata such as measurement type, unit, sensor type,
value and domain. For instance, sensor data is represented in this way: the domain is
health, the measurement type is temperature, the value is 39 and theunit is degree Celsius.
Secondly, we consider that sensor data is generated by small and simplesensors such as
thermometer and not by complicated sensor such as electrocardiogram (ECG). Finally, we
are not considering the following challenges: real-time and scalability/big data analytics.

1.5 Research Hypotheses

In this section, we provide research hypotheses that we address inthis thesis:

� Hypothesis 1: The semantic engine is not too resource consuming. This is a �rst step
to later embed the semantic engine in constrained devices. We are expecting that it
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takes few minutes to run the semantic engine. This is done by measuring software
performances which is explained in Section 3.7.

� Hypothesis 2: The semantic engine is generic enough to support various kind of IoT
measurement. We are interested in checking that the semantic engine is adapted to
heterogeneous IoT domains such as healthcare, smart home, smart cities, weather
forecasting, smart car, etc. and handles the data generated by simple IoTdevices.
This is done by running M3, more precisely, S-LOR on datasets with di�erent kind of
measurements which is explained in Section 3.7.

� Hypothesis 3: The semantic engine enables building cross-domain IoT applications.
This is done by running M3, more precisely, S-LOR on datasets with di�erent kind of
measurements and by loading cross-domain templates which is explained in Section
3.7.

� Hypothesis 4: Users are interested to integrate semantic web technologies to Internet
of Things. This is done by looking at the visitor map and Google Analytics on our
proof of concept available on the Web which is explained in Section 3.7. We keep it
as an hypothesis even if people do not consider it as a research hypothesis. For us, it
is important to evaluate whether it encourages persevering in this research topic.

� Hypothesis 5: The dataset of M3 rules is reliable to interpret IoT data. This aspect
is important to ensure the reliability of the results provided by the reasoning engine.
This is done by looking at completeness and correctness of the rules which is explained
in Section 4.8.

� Hypothesis 6: A dataset of ontology-based projects relevant for IoT can be exploited
outside of the M3 framework. It shows that the catalogue is relevant and exploited
by people. This is done through a user form which is explained in Section 4.8.

� Hypothesis 7: The knowledge base built to interpret IoT data encouragesthe inter-
operability of data and domains. This can be done by following semantic web best
practices which is explained in Section 4.8. It is important to encourage the reuse of
our knowledge base.

� Hypothesis 8: The security knowledge base is built using the same methodology that
for the M3 interoperable domain knowledge. It shows that M3 is genericenough for
other domains such as security which is explained in Section 5.5.

� Hypothesis 9: A security knowledge base help non-experts in security choose security
mechanisms �tting their needs to secure IoT applications. This isdone through a user
form which is explained in Section 5.5.

1.6 Contributions

To assist developers in designing and implementing cross-domain Semantic Web of Things
(SWoT) applications, we devised the Machine-to-Machine Measurement (M3) framework.
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Figure 1.4: Next challenges of Semantic Web of Things [Jara et al., 2014]

Recently, Jara et al. explained that the next challenging tasks of Semantic Web of Things
(see Figure 1.4) are: (1) a common description for sensor data, and (2) agreeingon a common
catalogue of ontologies to annotate sensor data in an interoperable manner. Suchchallenging
tasks have been resolved thanks to our proposed M3 framework [Jara et al., 2014].

The �rst contribution of this thesis is the M3 framework which enables to au-
tomatically interpret sensor data and generate interoperable domain-sp eci�c
or cross-domain SWoT applications . In this thesis, we explain in details the com-
ponents of the framework and how they are interconnected with each other. Moreover,
the approach proposed has be integrated in a Machine-to-Machine (M2M) platform, called
Com4Innov, deployed in Sophia Antipolis, France. A perspective wasto extend this plat-
form with new functionalities such as adding intelligence to data with semantics. For this
reason, we demonstrate that this framework is compliant with standards such as ETSI M2M
[M2M, 2012]. The distributed semantic-based M2M architecture that we propose is inspired
by ETSI M2M standard. Several use cases such as naturopathy, tourism, transportation
and security have been implemented as proof-of-concepts on the cloud or embedded on
constrained devices such as mobile devices or tablets.

Our second contribution is an innovative concept for sharing, reusingand combining
rules to interpret sensor data that we called Sensor-based Linked Open Rules (S-
LOR) . Thanks to S-LOR, we provide a uni�ed and interoperable mechanism to reason on
sensor data. We semantically annotate SenML sensor data with semantics.We propose
the M3 nomenclature implemented as an ontology to aggregate and describe in auni�ed
way common sensors, measurements, units and domains. We interpret sensor data and
enrich it to infer higher-level abstractions by exploiting the domain knowledge expertise.
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This knowledge is extracted from the Linked Open Vocabularies for Internet of Things
(LOV4IoT) dataset that we have built. The goal of the LOV4IoT dataset is to refere nce,
synthesize, classify and reuse more than 270 domain-speci�c projects relevant for IoT. Due
to several interoperability issues to interlink the domain knowledge, we had to re-design
the interoperable M3 domain knowledge composed of ontologies, datasets and rules. This
task was essential to show the entire chain of the M3 processing. Indeed, it eases the
reasoning on sensor data and facilitates the interlinking of cross-domain knowledge (e.g.,
weather and transportation, weather and smart home) to generate advanced andpromising
IoT applications.

Our third main contribution is the Security Toolbox: Attacks and Countermea-
sures (STAC) that assists users in �nding the most relevant security mechanisms to secure
IoT applications. The STAC approach reuses and adapts several components provided by
the M3 framework. For instance, we have designed STAC using the sameapproach as for
the M3 interoperable domain knowledge. STAC is a security knowledge base that classi�es
attacks and countermeasures in various domains such as sensor networks, wireless networks,
network management, web applications, etc.

The three main contributions are validated through �ve use cases. The goalof the �rst
use case is to show that the M3 framework can be used by developers and that is 
exible
enough to be embedded on Android-based constrained devices. In the second use case, we
show how M3 can be used in the context of smart cars. In the third use case, we demonstrate
how M3 can be embedded in smart fridges. In the fourth use case, we explain how M3 can
be embedded in smart luggage. Finally, in the �fth use case we explain how STAC can help
non-security expert developers to secure their applications.

1.7 Organization of Thesis

This thesis is organized as follows. Part I is composed of two chapters: 1)this introduction
chapter in Chapter 1, and (2) the state of the art on Semantic Web of Things andthe main
challenges in Chapter 2. Part II is composed of three chapters focussing on our three main
contributions: (1) the M3 framework to assist developers in designing IoT applications
in Chapter 3, (2) S-LOR to interpret IoT data in Chapter 4, and (3) STAC a se curity
knowledge base to assist developers in securing their applicationsin Chapter 5. Part III is
composed of two chapters: (1) use cases employing our proposed approachesin Chapter 6,
and (2) conclusion and future work in Chapter 7.
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Chapter 2

State of the Art: Semantic Web of

Things (SWoT) & Related

Research �elds

"The mind seeks and it is the heart that �nds."

George Sand

"The more I learn, the more I learn how little I know."

Socrate

In this chapter, we investigate the Semantic Web of Things (SWoT) and related research
�elds. We start by giving basic de�nitions of Ubiquitous Computing (Ub iComp), Perva-
sive Computing, Ambient Intelligence (AmI), Context-Awareness, Ambient Assisted Living
(AAL), Smart Homes, Semantic Sensor Networks (SSN), Machine-to-Machine (M2M), In-
ternet of Things (IoT), Web of Things (WoT), Semantic Web of Things (SWoT ), Smart
Cities and Physical-Cyber-Social Computing (PCS) in section 2.1. We then highlight some
of the main challenges to overcome in section 2.2. Afterwards, we scrutinize related works
and tools for each challenge in section 2.3: (1) interoperable IoT data, (2) interpreting IoT
data, (3) inter-domain interoperability, (4) assisting IoT developer t asks, (5) 'Sensor Plug &
Play' mechanisms, (6) semantics applied to constrained devices, and (7) security concerns
for IoT. Finally, we conclude the chapter by summing up the current limitations of existing
works and elucidate some solutions to overcome these limitations in section 2.4.

We synthesize in Figure 2.1, the main projects involved in SemanticWeb of Things or
Semantic Sensor Networks, their relationships with each other and thetools they designed.
We analyze most of these projects and tools below.
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Figure 2.1: Semantic Web of Things projects overview

2.1 Understanding Semantic Web of Things Related Research

Fields

In this section, we explain the main challenges of heterogenous research �elds having overlap-
ping goals: Ubiquitous Computing (UbiComp), Pervasive Computing, Ambient Intelligence
(AmI), Context-Awareness, Ambient Assisted Living (AAL), Smart Homes, Semantic Sen-
sor Networks (SSN), Machine-to-Machine (M2M), Internet of Things (IoT) , Web of Things
(WoT), Semantic Web of Things (SWoT), Smart Cities and Physical-Cyber-Social Com-
puting (PCS). The evolution of Ubiquitous Computing has given place to new terms like
'Pervasive Computing', 'Context-aware Computing', 'Mobile Computi ng', 'Wearable com-
puting' and now 'Internet of Things'.

2.1.1 Ubiquitous Computing (UbiComp)

Ubiquitous computing is a research �eld aiming at integrating computers into objects.
In 1993, Weiser introduces the notion of ubiquitous computing [Weiser, 1993].
In 2003, Chen et al. integrate semantic web technologies to pervasive computing

[Chen, 2004]. They design theStandard Ontology for Ubiquitous and Pervasive Ap-
plications (SOUPA) ontology to describe user pro�les, beliefs, desires, etc. [Chen et al., 2003]
[Chen et al., 2004] [Chen et al., 2005b] The SOUPA ontology is integrated in theContext
Broker Architecture (COBRA) architecture to build smart meeting rooms [Chen, 2003]
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[Chen et al., 2005a] [Chen, 2004]. COBRA is a centralized architecture for context-aware
systems in smart environment. Then, the authors developed EasyMeeting, an intelligent
meeting room based on the COBRA architecture. They de�ne a policy language for users
to control the sharing of their information and two ontologies SOUPA and COBRA-ONT.
The ontology COBRA-ONT is for modeling context in an intelligent meetin g room: places,
agents, agents location and agent's activity.

The CONON ontology [Wang et al., 2004] [Gu et al., 2004] has been designed and inte-
grated to the Service-Oriented Context-Aware Middleware (SOCAM) [Zhang et al., 2005]
[Wang et al., 2002] architecture. Neither prototype nor ontologies are available online. The
SOCAM architecture is an OSGibased architecture that converts various physical spaces
where contexts are acquired into a semantic environment where context-aware applica-
tions can share and access them easily. The context ontology CONON [Wang et al., 2004]
[Gu et al., 2004] de�nes several concepts like computational entities (services, applications,
devices), location, person, activity and indoor space (building, room, corridor and entry).

In 2006, Hilera et al. survey the ontologies in ubiquitous computing: SOUPA, CONON,
FIPA and GUMO [Hilera and Ruiz, 2006].

Jeong et al. [Jeong et al., 2006] propose in theUbiquitous Computing Architecture
(UTOPIA) project, an ontology to describe: (1) environment (e.g., humidity, tempera-
ture), (2) objects with person, computing device (computer, display, printer), environmental
devices (e.g., air conditioner, curtain, door, window), (3) space represents building or room,
(4) activities, (5) preferences, and (6) people. Within the UTOPIA project, some services
such as U-Restaurant Service (some information are provided about religious beliefs, if the
meal is vegetarian), U-Museum service, and U-Theme Park service havebeen developed.

2.1.2 Pervasive Computing

Pervasive computing integrates computers into the life of everyday users to understand
the surrounding environment. Their work on the dynamicity and communication between
devices.

In 2003, Ranganathan et al. design ontologies for theGAIA framework [Ranganathan et al., 2003].
Their ontologies are written with the DAML+OIL language. DAML+OIL has been s uper-
seded by Web Ontology Language (OWL). OWL is a W3C recommendation since 2004
[Welty et al., 2004].

In 2006, Henricksen et al. want to design applications that are 
exible, adaptable, and
capable of acting autonomously on behalf of users [Henricksen and Indulska,2006]. In their
paper, they support the software engineering process of context-aware pervasive computing
applications to facilitate the development of 
exible and evolvable software.

In 2006, Baumgartner et al. survey ontologies for situation awareness: SOUPA, CONON,
SAWA and Situation ontology in [Baumgartner and Retschitzegger, 2006]

In 2007, Bibakis et al. survey 19 pervasive computing systems [Bikakis et al., 2008].
They compare existing works according to the modeling (OWL, RDF, DL, DAML+OIL),
reasoning (RDQL, DL, Jess, Bayesian), architecture (centralized ordecentralized) and
context-aware services proposed.

In 2007, Ejigu et al. integrate rule-based reasoning in pervasive computing [Ejigu et al., 2007].
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In [Chaari et al., 2007], they highlight the lack of standard and reusable reference model
that can be used to handle context in multiple domains of applications. They use SWRL
rules and the Jena reasoning engine for their decision rules. They use the Petri network to
adapt the application to new contexts.

In 2007, Coyle et al. merge sensor data and semantically annotate it with RDF via
XSLT [Coyle et al., 2007]. They conceived a top-level ontology to facilitatethe capture
of domain knowledge [Ye et al., 2011] and the Ontonym ontology for pervasive systems
[Stevenson et al., 2009]. In 2015, Ye et al. survey semantic web technologies in pervasive
computing where they compare reasoning mechanisms: RDF, OWL Full,OWL DL, OWL 2
DL, OWL 2 EL, OWL 2QL OWL 2RL, SPARQL, SWRL and DL-Safe rules [Ye et al., 2015].
They conclude their survey by explaining the bene�t of semantic web technologies. These
technologies facilitate the unambiguous sharing and understanding of domain knowledge
across heterogeneous and distributed systems. They introduce thechallenge of commonly-
agreed ontologies that would enable the standardize description of our surrounding envi-
ronment and encourage combining ontologies with rules.

2.1.3 Ambient Intelligence (AmI)

Ambient Intelligence (AmI) focuses on Activity Recognition and Human Computer
Interaction (HCI).

In 2004, Preuveneers et al. design an ontology to de�ne a context terminology to be
understood by all participating devices in ambient intelligence [Preuveneers et al., 2004].
The ontology de�ned sensors and the related rules such as turn on/o� the lights according
to the weather (cloudy, rainy) or if the person is located in the room. This work is integrated
in the Context-Driven Adaptation of Mobile Services (CODAMOS) project.

In 2010, Antoniou et al. describe a reasoning framework for ambient intelligence that in-
tegrates rule-based reasoning on top of ontology-based context models [Patkos et al., 2010].
In 2012, Vasileios et al. work on real-time activity recognition [Vasileios andAntoniou, 2012]
for Ambient Intelligence. Regarding the activity recognition part, th eir approach is based on
machine learning to deal with real-time and incomplete data or contradictory information.
They integrate case-based reasoning based on the k-Nearest Neighbors (kNN) algorithm.
However, they describe activities in ontologies and the semantics isexpressed in the ma-
chine learning dataset. They applied their approach to two use cases:smart classroom
and Ambient Assisted Living where they they design SWRL rules suchas high noise level,
high temperature level, high lighting level, low lighting level, projector is on, bathroom
door closed, lie in bed, TV on, etc. They design the assisted livingontology and de�ne
relationships between light, activities and season. Such ontologies could be re-used in other
contexts such as tourism.

In 2012, Smart Building Ontology for Ambient Intelligence (BOnSAI) is a new
ontology for ambient ontology [Stavropoulos et al., 2012].

In 2014, Rodriguez at al. survey ambient intelligence and context awareness [Rodr��guez et al., 2014].
In their survey, they are focused on knowledge-based techniques, more precisely, ontologies
to track human activities.
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2.1.4 Context-Awareness

Context-Awareness focuses on understanding and adapting the surrounding environ-
ment. It takes into account spatial and temporal aspects in the reasoningmechanism to
adapt the behavior of context-aware applications.

In 2004, Christopoulou et al. design theGAS ontology to compose ubiquitous computing/context-
aware applications [Christopoulou et al., 2004] [Christopoulou and Kameas, 2005].

In 2010, Riboni et al. survey the reasoning techniques applied to context-awareness
[Bettini et al., 2010]. After that, they design COSAR , an activity recognition system
where the ActivO ontology combined to statistical classi�cation is used to deduce activ-
ities [Riboni and Bettini, 2011]. Their innovative hybrid reasoning algorithm is running on
the mobile device. They can deduce 10 activities: brushing teeth, hiking up, hiking down,
riding bicycle, jogging, standing still, strolling, walking downstairs, walking upstairs and
writing on black board.

In 2011, Barbero et al. apply context aware reasoning to Internet of Things [Barbero et al., 2011].
New challenges are to: (1) deal with heterogeneous data, (2) be scalable to largescenarios
and to resource constrained devices, and (3) manage interoperability.

In 2012, Chahuara et al. interpret sensor data though SWRL reasoning in the building
home automation domain to improve comfort and autonomy at home [Chahuara et al., 2012].

Sorrentino et al. design the Context Aware Infrastructure (CAFE), a contextual infras-
tructure that exploits the integration of Semantic Networks and the Obj ect-Oriented model
[Sorrentino, 2012]. They deal with incompleteness of data from sensors. The inference and
reasoning is done through SPARQL. SPARQL is a language to query data, the SPARQL
engine is not really a reasoning engine. Usually, reasoning engines add new triples to the
knowledge base. As a future work, they claim that it would be bene�cial to integrate an
ontology to their model.

In 2012, Wongpatikaseree use ontologies in context-awareness to recognize current hu-
man activities [Wongpatikaseree et al., 2012]. They develop theOntology Based Activ-
ity Recognition (OBAR) system to recognize 13 activities: 'Sitting & Relaxing', 'Sitting
on the toilet', 'watching TV', 'working on computer', 'eating or drink ing', 'sleeping', 'lying
down & relaxing', 'wash dish', 'take a bath', 'cooking', 'make a drink ', 'sweep the 
oor' and
'scrub the 
oor'. Theses rules are based on Description Logic (DL), implemented with the
Semantic Web Rule Language (SWRL) and de�ned in the ontology asowl:Restriction .

Perera et al. survey context-awareness with a focus on Internet ofThings [Perera et al., 2014].
They highlight the necessity to interpret, analyze and understandsensor data to perform
machine-to-machine communications in IoT. They classify six techniques such as supervised
learning, unsupervised learning, rules, fuzzy logic, ontological reasoning and probabilistic
reasoning. Further, they clearly explain pros and cons and sum up them in a table. Ac-
cording to their table, rule and ontology-based techniques contain fewcons. The main
shortcomings of these two-techniques is that the rules must be manually created, which
can be error-prone and that there is no validation or quality checking. Stemming from the
'Linked Open Data' approach, there is a need to have a dataset of rules which can be shared,
reused and validated by domain experts. With such approach, rules are only de�ned once
in an interoperable manner. Pros regarding rule-based systems is thatrules are simple to
de�ne, easy to extend and require less computational resources.
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2.1.5 Ambient Assisted Living (AAL)

Ambient Assisted Living (AAL) is based on Ambient Intelligence. AAL gives the
opportunity to elderly to stay independent. Semantics will enable through reasoning to
assist old persons with their daily routine by understanding their activities.

In 2009, Chen et al. design ontologies for activity recognition [Chen and Nugent,2009]
[Chen et al., 2013]. They recognize 7 activities: make co�ee, have bath, watch TV, make
chocolate, brush teeth, make tea and make pasta. In theMobileSage project, Skillen et
al. use semantic web technologies for user modelling and personalisation reasoning. The
reasoning is a rule-based mechanism based on the SWRL rule language [Skillen et al., 2013].
Compared to previous approaches, their work on composite activity recognition such as
interleaved and concurrent activities. Ontological reasoning is used for simple activity
recognition and they include temporal inference to support compositeactivity recognition
[Okeyo et al., 2013].

In 2012, Zogra�stou et al. design four ontologies: person, core, health assisted living
[Zogra�stou, 2012]. They integrate two kind of reasoning in their system: rule-based rea-
soning and case-based reasoning. Rule-based reasoning is used to take into account person's
health and the case-based reasoning to deduce activities. The rule-based reasoning is based
on the SWRL language and the Jess implementation engine.

2.1.6 Smart Homes

Smart homes and domotic are mainly focused on reducing energy consumption and im-
proving the comfort of inhabitants.

In 2008, Bonino et al. design theDogOnt ontology for domotic environments [Bonino and Corno, 2008].
Their rule-based mechanism is still based on the Semantic Web RuleLanguage (SWRL).
They take into account the description of actuator states (e.g., on and o�). In [Bonino and Corno, 2010],
the authors are focused on the reasoning part; they use Jena rules to implement SWRL rules.
Bonino et al. use ontologies to estimate power consumption is smart homes[Bonino et al., 2014a].
Bonino et al. design the Domotic OSGi Gateway (Dog) Gateway, an ontology-powered mid-
dleware based on the OSGi framework and the DogOnt ontology to support the integration
of di�erent networks and support logic-based intelligence [Bonino etal., 2014b]. Dog is an
open-source solution capable of running on low cost hardware such as Rasperry Pi. The dog
gateway's architecture is composed of four layers: (1) Drivers layerthat provides an inter-
face to the various home and building automation networks to which dog can be connected
and handles network-speci�c protocols, (2) Core layer that contains the core intelligence
based on the dog ontology, (3) Addons layer that contains the data storage, streamprocess-
ing, rule-engine, and (4) Communication layer that o�ers access to external applications
either by rest endpoint or web sockets This work is focused on smartbuildings and has not
be applied to other domains.

In Austria, Ko
er et al. propose the ThinkHome ontology [Reinisch et al., 2011]
[Ko
er et al., 2012], where they classify: (1) nonrenewable or renewable energy, (2) energy
providers, (3) energy tari�s, (4) energy facilities, and (5) energiesproperties [Ko
er et al., 2011].
Their prototype propose a self-regulation of heating and cooling systemtailored to schedule:
night-time, weekends, holidays, seasons. Then, this work has beenimproved with Staroch
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et al. who design theSmartHomeWeather ontology for smart homes and related to the
weather [Staroch, 2013]. This ontology deduces if there is a need to irrigate the garden,
when we can open the windows and when do we have to keep them shut or even when
do we need sun protection? Such reasoning is possible since they de�ne numerous con-
cepts related to weather sensors such as temperature, humidity, dew point, wind speed and
direction, precipitation intensity and probability, atmospheric p ressure, cloud cover, solar
radiation, suns position. Further, in the ontology, numerous SWRL rules are designed to
interpret sensor measurements asowl:Restriction and could be re-exploited to be com-
bined with other works related to weather. They follow the 'Methondology' methodology
to design the ontology.

TNO designs the Smart Appliances REFerence (SAREF) ontology, an uni�ed
ontology for smart appliances in the smart home domain [Appliances, 2013]. They cover
popular sensor and actuators. To the best of our knowledge, we did not �nd any methods
to interpret sensor data based on this ontology. This is a new ontology in the smart home
among the 45 ontologies for smart homes that we referenced.

2.1.7 Semantic Sensor Networks (SSN)

Semantic Sensor Networks (SSN) is focused on the interoperability of the descrip-
tion of physical sensor networks to later ease the sensor discovery. Further, they work on
semantically annotating sensor data to release it as 'Linked Sensor Data'.

Sheth et al. design'Semantic Sensor Web' in 2008 to semantically annotate sensor
data with the Semantic Web languages such as Resource Description Framework in At-
tributes (RDFa) [Sheth et al., 2008]. They de�ne an ontology (sensor-observation.owl) to
support interoperability over heterogeneous environments, and a second ontology (weather.owl)
to describe concepts and units related to the weather. Further, they introduce the idea
to reason over semantic sensor data to infer high-level abstraction intwo domain-speci�c
scenarios: weather or healthcare. For instance, in the weather domain, they can deduce
PotentiallyIcy, Freezing, Blizzard, LowVisibility and HighWinds.

Both [Compton et al., 2009] and [Bell et al., 2009] discussed the state of the art for the
semantic speci�cation of sensors. There are a great deal of sensor ontologies, few of them
are linked with each other and are available online.

The W3C Semantic Sensor Networks (SSN) ontology is a synthesis of all of
these sensor ontologies. The authors review all of these sensor ontologies1 and compare them
according to di�erent criteria: (1) purpose of the ontology, (2) status of t he ontology: online,
documentation, maintained, etc., (3) key concepts found in the ontology, (4) adoption of
the ontology, (5) level of sophistication, and (6) weakest features.

The SSN ontology is based on the following works:

� The CESN ontology [Calder et al., 2010]

� The OntoSensor ontology, a prototype sensor knowledge repository [Russomanno et al., 2005a]
[Russomanno et al., 2005b] [Goodwin and Russomanno, 2006]

1http://www.w3.org/2005/Incubator/ssn/wiki/Review_of_Sensor_and_Observations_Ontologies
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� A service-oriented ontology for Wireless Sensor Networks (WSN) [Kim etal., 2008]

� An ontology for sensor networks describing the topology, network setting, sensor prop-
erties, data
ow and sensor network performance [Jurdak et al., 2004].

� Other ontologies related to sensor networks [Eid et al., 2007] [Eid et al., 2006][Avancha et al., 2004].

These ontologies are mainly focused on the description of physical sensor networks such as
sensor capabilities, location of the sensor (latitude and longitude), etc. They do not address
the problem to describe sensor data in an interoperable manner to easethe reasoning task.

SSN de�nes high-level concepts for representing sensors, theirobservation and the sur-
rounding environment. However, according to the W3C SSN ontology �nal report2, SSN
has several limitations:

� It does not provide common terms to represent subclasses ofssn:Sensor type, mea-
surement type, unit type or domain type (ssn:FeatureOfInterest ). This shortcom-
ing hinders machine automation.

� According to the ontology documentation3, "the W3C SSN ontology does not describe
domain concepts, time, locations, etc. These concepts are intendedto be included
from other ontologies via OWL imports. This leads to interoperability i ssues between
domain ontologies, since domain ontologies relevant for IoT are not standardized.

� Future work is to "standardize the SSN ontology to use it in a Linked Sensor Data
context" and to "standardize the SSN ontology to bridge the Internet of Th ings".
These facts highlight the need to provide a common description of sensor measure-
ments. Adapting the SSN ontology to Internet of Things is one of the purposes of
this thesis.

The SSN ontology leverages theSensor Web Enablement (SWE) [Botts et al., 2008]
[Br•oring et al., 2011a] standard which provides high-energy consuming services such as be-
ing alerted when a speci�c event occurs or asking for more detailed measurements. SWE
is di�cult to set up, con�gure and deploy. The information layer de� ned by the SWE is
composed of :

� SensorML for describing sensors (e.g., a sensor on a bottle of milk)

� O&M is an encoding for data observed or measured by sensors (e.g., the bottle of milk
has an expiration date).

� SOS (Sensor Observation Service) which provides access for discovering and retrieving
sensor data (e.g., the bottle of milk).

� SAS (Sensor Alert Service) which is used for alerting clients once anevent they are
interested in occurs (e.g., the expiry date of the bottle of milk istomorrow).

2http://www.w3.org/2005/Incubator/ssn/XGR-ssn-20110628/#Directions_for_future_work
3http://www.w3.org/2005/Incubator/ssn/ssnx/ssn#
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� SPS (Sensor Planning Service) is for being informed that an event occurred via SMS
(Short Message Service), email or phone.

� WNS (Web Noti�cation Service) is for managing sensors remotely (e.g., switch o� the
fridge).

2.1.8 Machine-to-Machine (M2M)

Machine-to-Machine (M2M) is a subset of IoT enabling machines or devices to com-
municate with each other without human intervention. The main challenge of M2M is to
provide interoperability among heterogeneous communication protocols.

The ETSI standardization advocates theETSI M2M architecture [Boswarthick et al., 2012],
as depicted in the Figure 2.2:

� M2M area networks are composed of: (1) M2M devices such as sensors (e.g., a ther-
mometer), RFID tags or EPC embedded on products such as foods, CDs, DVDs,
actuators (e.g., to switch on/o� the lamp), transducers (e.g., keyboard) and con-
trollers (e.g., accelerometer), and (2) M2M gateways which aggregate heterogeneous
data from M2M devices.

� M2M applications are accessible through RESTful web services. M2M applications
are deployed in heterogeneous domains such as home networking [Zhang etal., 2011],
healthcare [Jung et al., 2012] and vehicular networking [Booysen et al.,2012].

� M2M service capabilities enable users through devices (PC, laptop, mobile phone,
PDA) accessing the M2M applications.

ETSI M2M explains that interpreting and using M2M data from heterogeneous sources
is considered essential for creating high-level M2M applications butdo not provide any con-
crete approaches for this task [M2M, 2012]. Interoperability across di�erent M2M domains
and staying independent from vertical markets are essential to build innovative applica-
tions. They propose the idea to re-use sensor data across di�erent applications. Securing
the ETSI M2M architecture is a di�cult task, since there is a need to secure heterogeneous
wireless communications (cellular, wireless, wired), devices(sensor or mobile phone) and
applications (programming language, framework, database).

Swetina et al. explain that industries use proprietary systems that make it di�cult to ex-
tend applications, integrate new data and interoperate with other solutions [Swetina et al., 2014].
One of the goals of oneM2M, the international standard for M2M, is to: (1) shortentime to
market by removing the need to develop common components, and (2) simply development
of applications by providing a common set of Application Programming Interface (APIs).
The oneM2M architecture comprises of: (1) common services entity (CSE), (2) application
entity (AE) that provides application for end-users such as blood sugar monitoring, and
(3) common services functions (CSFs) where components can be used inother CSE and
applications. For instance, CSF components can be: (1) data management and repository
(DMR) that could handle the processing of M2M data, (2) security (SEC) to enable secure
establishment of service connections and data privacy.oneM2M is a necessary standard
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Figure 2.2: ETSI M2M architecture [Boswarthick et al., 2012]

to ensure data interoperability, and e�cient development of M2M sys tems in various do-
mains [OneM2M and Requirements, 2014]. The working group 5 (WG5) of oneM2M focus
on Abstraction and Semantics [OneM2M et al., 2014]. oneM2M, explains the needto se-
cure sensitive IoT data regarding the: (1) storage, (2) communications and(3) applications
[OneM2M and Security, 2014].

2.1.9 Internet of Things (IoT)

At the beginning, the vision of Internet of Things (IoT) was to attach RFID tags on
objects. Then, the novelty of Internet of Things (IoT) is to connect objects or things
to Internet, hence connecting the physical world to the virtual world. Recent challenges
are: (1) to connect heterogeneous domain with each other 'to break vertical silos', and (2)
interpret IoT data. IoT is also a new fashionable way to talk about M2M.

Aztori et al. survey Internet of Things [Atzori et al., 2010]. They describe main security
research challenges for IoT [Atzori et al., 2010].

Miorandi et al. clearly explain a lack of standardization related to models and data
formats and describe the need for: (1) cross-domain applications, (2) semantic interoper-
ability and data management for exchanging and analyzing IoT/M2M data to infer useful
information and to ensure interoperability among IoT applications and for reasoning, and
(3) security and privacy by design for IoT architecture, more precisely, data con�dentiality
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and trust (e.g., using RBAC for access rights) [Miorandi et al., 2012].
Barnaghi et al. de�ne four interoperability issues [Barnaghi et al., 2013]:

� Technical interoperability that concerns heterogeneous software and hardware.

� Syntactical interoperability that concerns data formats. This is important to later
interpret IoT data and build smartness applications. They underline the need to
agree on common vocabularies to describe data.

� Semantic interoperability that concerns interpretation of meaning of data exchanged.

� Organizational interoperability that concerns heterogeneity of the di�erent infrastruc-
tures.

Further, they explicitly indicate the need to assist users by designing tools to build IoT
applications. Finally, they addressed security and privacy issuesrelated to IoT data. In
this thesis, we address the syntactical and semantic interoperability challenges.

Lee et al. explain that one of the fundamental characteristics of the IoT will be
the management of the data produced and its interpretation for application purposes
[Lee et al., 2013]. Gubbi et al. explicitly describe "novel fusion algorithms need to be
developed to make sense of the data collected" [Gubbi et al., 2013].

In 2014, Chen et al. introduce the need for intelligent processing forIoT data and
explain the issue related todomain speci�c-applications : applications cannot combine
the data from di�erent silos ("cannot correlate and integrate the data from di�erent silos
and getting the data from heterogeneous sources") [Chen et al., 2014]. They explain that
IoT applications will be deployed in nine domains such as smart home, smart medical care,
smart agriculture, intelligent transportation, smart environmental p rotection such as air or
water quality monitoring, smart safety such as food safety monitoring, smart grid such as
smart power, domain industry application such as chain tracking and smart logistics such
as inventory control or traceability.

According to Qin et al., one of the current major challenges in IoT is to connect real
world object to the Web, to collect their data and process them to build intelligent ap-
plications [Qin et al., 2014]. This challenge will be achieved by things themselves and not
humans. To resolve this challenge, they explain that semantic enrichment of sensing data is
a promising research direction. Another important aspect mentioned is the need to extract
useful knowledge from the data, called 'Knowledge Discovery'.

Xu et al. explain that sensor data are useless if we do not analyze and understand
them, which is a challenging task for end users since they do not have the skills required
[Xu et al., 2014]. Further, they introduce the challenging task tocombine heterogeneous
sensor data with traditional data to build practical applications for industries.
They do not provide any solutions for this part.

Desai et al. explain the interoperability issues betweenvertical applications and the
need of standardization of the data models [Desai et al., 2014]. In [Desai et al., 2014], they
design the Semantic Gateway as Service (SGS), a bridge between sensors and end-user ap-
plications. They integrate the W3C SSN ontology, the SemSOS tool and domainontologies
in their gateway to semantically annotate sensor data. They explicitly describe that for
domain speci�c applications, the gateway can be equipped with additional domain speci�c
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ontologies. There is a need of an interoperable cross-domain knowledge toful�ll these limi-
tations. However, they explain that the W3C Semantic Sensor Networks (SSN) ontology is
su�cient to provide a basis for high level abstraction. We are not agree with this fact, sensor
measurements can be describe as literals, but they should be describe as URIs when they
referred to the same type (e.g., precipitation) to avoid any ambiguities. They explain that
they annotate raw sensor data using SSN and domain ontologies, but do not clearly explain
which ones. They do not underline the di�culties to reuse domain ontologies relevant for
IoT and interoperability issues. Further, they address securityissues, by integrating OAuth
authentication server to ensure the authorization security property which allows the users
to control sensor data in the gateway. The gateway supports heterogeneouslightweight ap-
plication protocols such as CoAP, XMPP and MQTT. A Raspberry Pi or Arduino c an be
considered as a gateway. Services such as Xively enable providing graphical user interface
on such gateways.

In 2015, Ganz et al. clearly explained that interpreting data in a meaningful way and
how actionable information can be extracted from the raw IoT data is still an open challenge
[Ganz et al., 2015].

Internet of Things Environment for Service Creation and Testing (IoT. est)4

explains that existing applications are domain-speci�c and highlights the lack of interoper-
ability between the di�erent silos since they use heterogeneous communications, technolo-
gies, protocols and formats. They also introduce the necessity of M2M-oriented solutions
to secure IoT architectures and applications.

IERC (European Research Cluster on Internet of Things) 5 develops a global
interoperability framework. It explains that IoT architectures are c on�ned to particular
domains.

Ozpinar explains that resolving the meaning of data is a challenging problem and without
processing it, the data is useless [•Ospinar, 2014]. He also discusses the challenging problems
regarding heterogeneity of billions of devices and he outlines that thechallenge of resource-
constrained devices has to be taken into account.

2.1.10 Web of Things (WoT)

Web of Things (WoT) , an evolution of IoT, provides interoperability between hardware
devices and communication or application protocols but does not add intelligence to things
yet. The novelty is to access to devices and produced data through the Web. Existing
WoT platforms deal with heterogeneous protocols and easily share sensor data on the Web.
However, they do not use semantic web technologies.

W3C Web of Things6 underlines the need to use semantics to: (1) ensure interoperability,
e.g., as a basis for describing physical units, (2) encourage use of commonvocabularies, (3)
how should be standardized, and (4) interpreting sensor input.

In 2010, Guinard et al. introduce the new idea ofWeb of Things (WoT) to connect
physical things to the web using the RESTful architecture [Guinard et al., 2010].

4https://www.ecs.hs-osnabrueck.de/34734.html
5http://internet-of-things-research.eu/
6http://www.w3.org/2014/02/wot/
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Zeng et al. survey the Web of Things topic and highlight open issues such as: (1)
heterogeneity of devices and communications protocols, (2) security and privacy, (3) sensor
discovery, (4) context-awareness to adapt the environment according to the user pro�le,
(5) Semantic Web Services adapted to the Web of Things [Zeng et al., 2011].They con-
clude their survey by indicating that the smart things should speak the same language to
communicate with each other.

2.1.11 Semantic Web of Things (SWoT)

Semantic Web of Things (SWoT) is a recent research �eld aiming to integrate Semantic
Web technologies to Internet of Things. It is also an evolution of the Webof Things by
integrating semantics. SWoT focuses on providing interoperability among ontologies and
data.

In 2011, the Spit�re project introduced the idea to combine semantic web technologies
and Internet of Things to build the 'Semantic Web of Things' [P�sterer et al., 2011].

Ruta et al. design the Semantic Web of Things framework which aims to enrich
real-world objects with semantic annotations [Ruta and Scioscia, 2014].

Barnaghi et al. highlight the need of semantics to: (1) provide unambiguousIoT data
descriptions to be interpreted by machines, (2) combine data from di�erent physical worlds,
(3) semantic reasoning, and (4) sensor discovery [Barnaghi et al., 2012b].

2.1.12 Smart Cities

Smart cities or environments is a new popular term. More and more projects also integrate
semantics in this topic. They focus on real-time, 'Big Data' and scalability issues.

READY4SmartCities 7 is a project to reduce energy consumption and CO2 emission
in smart cities by using ontologies and linked data [Raul Garcia-Castro, 2014]. This project
provides guidelines to help data providers to generate energy-related data as Linked Data.
It introduces the concept of cross-domain data such as climatic, occupation, pollution,
tra�c, activity, etc. It builds a dataset with 50 domain ontologies speci �c to smart cities
and smart home. This project does not cover main IoT domains such as healthcare, smart
farm, etc. Further, they do not encourage domain experts to share online and improve their
ontology according to the best practices. Euzenat et al. underline limitations of current
ontology mapping tools to automatically combine the domain knowledge relevant for the
READY4SmartCities project [Euzenat, 2014]. They explain the need to share alignments,
the results provided by ontology matching tools, so they can be reused and improved.

The STAR-CITY project is deployed in four cities: Dublin, Bologna, Miami and Rio
[L�ecu�e et al., 2014c]. They use semantic web technologies to diagnose andpredict road
tra�c congestions [L�ecu�e et al., 2012] [L�ecu�e et al., 2014b] [L�ecu�e et al., 2014a]. For their
processing they use 6 heterogeneous sources: (1) road weather conditions, (2) weather
information, (3) Dublin bus stream, (4) social media feeds, (5) road works and mainte-
nance, and (6) city events. They use SWRL rules to de�ne rules such as heavy tra�c 
ow
[L�ecu�e et al., 2014b].

7http://www.ready4smartcities.eu/
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The CityPulse project de�nes 101 scenarios such as public parking space availability
prediction, real time travel planner, air pollution countermeasures, what is my route and
e�cient public transport [Barnaghi et al., 2014]. These scenarios underline the need of tools
to design interoperable IoT applications. The CityPulse project is focused on large-scale
analysis and real-time intelligence, two aspects that we do not handlein this thesis, but
need to be considered as future work.

The SmartSantander project clearly explains that current deployments are closed and
vertically-integrated solutions tailored to speci�c application domai ns [Sanchez et al., 2014].
In this project, they deploy 20,000 sensors measuring temperature,humidity, particle, Co,
NO2 or monitoring parks and gardens irrigation, outdoor parking area managementand
tra�c intensity monitoring [Gluhak et al., 2011]. These sensors have been deployed in �ve
cities: Melbourne, Lubeck, Guildford, Belgrade and Arhus [Sanchez et al., 2011].

2.1.13 Physical-Cyber-Social Computing (PCS)

Physical-Cyber-Social Computing (PCS) focuses on interconnecting data generated
by sensors (physical world) to the data from the Web (cyber world) andto the data from
social networks (social world). In this thesis, we are consideringthe sensor data from
the physical world and the background knowledge from the cyber world, but we are not
considering the social-related data.

Sheth et al. mentioned the need to use the background knowledge foundthroughout the
Web, but do not clearly explained that it is not so easy to combine and reuse heterogeneous
domain knowledge since they are not structured in the same way [Sheth et al., 2013].

Ganz et al. explain the need of: (1) new (semi-)automatic techniques to interpret 'Cyber-
Physical Data' and infer new knowledge, (2) taking into account context information, (3)
a standardized model for meta-information, and (4) understand the meaning of data with
both temporal and spatial attributes [Ganz, 2014].

2.1.14 Discussions

In all of these research �elds, they design ontologies and try to understand the surround-
ing environment either with machine learning algorithms or rule-based reasoning. If their
ontologies are shared online, we could reuse them, instead of reinvent the wheel each time.
We have in mind to reuse and combine the ontologies and related reasoningthat have
been designed in ubiquitous computing, pervasive computing, ambient intelligence, context-
awareness, Ambient Attested Living, Smart Cities and Smart Homes. Reusing and com-
bining such ontologies and related reasoning should be easy since most of the time the
standardized semantic web languages are used (RDF, RDFS and OWL). Further, a SWRL
rule-based approach is frequently employed for the reasoning process in pervasive comput-
ing and related research �elds. The presented approaches are not basedon the open-source
approach to share, reuse and combine the previous works. What is missing in all of these
research �elds is to have a universal reasoning which can be appliedin all systems and
though all domains. In the same time, we could help developers in designing interopera-
ble applications to deploy in the cloud or even in smart devices. Further, it would enable
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Table 2.1: Features of SWoT-related research �elds

to the developers to avoid to rewrite the ontology and rules to interpret the surrounding
environment, which is a time-consuming process. It would be interesting to see how to
build a system enough universal for all of these research �elds that have common goals:
understanding the surrounding environment and designing decision-making process.

From our point of view, pervasive computing, ubiquitous computing, ambient intelli-
gence are mostly focused on the smart home domain and healthcare. To the best of our
knowledge, we did not �nd any references of pervasive computing, ubiquitous computing,
ambient intelligence in other domains such as smart agriculture, transportation, etc. The
main novelty of Internet of Things is to cover a wide range of applicationdomains employing
sensors and actuators. To achieve this, there is a need to provide interoperability among
heterogeneous domains.

We synthesize for each SWoT related research �eld, their main features in Table 2.1
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Figure 2.3: Evolution of Semantic Web of Things related research �elds

and Figure 2.3. This is our point of view and we are agree that the table and picture are
completely debatable, we indicate these dates and features accordingto the papers that
we are familiar with and that we referenced in this chapter. For instance, the main re-
search challenge in: (1) Machine-to-Machine (M2M) is to provide interoperability among
network communication protocol, (2) Web of Things (WoT) is to focus on the interoper-
ability between application protocols, and (3) Internet of Things (IoT) is to work on the
interoperability between domains.

2.2 Identifying Main SWoT Challenges

We identi�ed the following challenges as summarized in Table 2.2:

� Interoperable IoT data to ease sharing, reusing and combining sensor data. Related
works are compared in 2.3.1.
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Table 2.2: Main challenges of Semantic Web of Things and related research �elds

� Interpreting IoT data to infer high level abstractions. Existing tools addressing
this challenge are pointed out in 2.3.2.

� Inter-domain interoperability to ease the compatibility between heterogenous do-
mains to build horizontal (e.g., cross-domain) IoT applications. This is explained in
detail in section 2.3.3. Two sub-challenges are addressed: (1) reusingdomain knowl-
edge and (2) combining domain knowledge.

� Designing interoperable SWoT applications to assist users in developing IoT
applications. The related works and tools regarding this challenge are explained in
section 2.3.4.
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� Sensor Plug & Play to automatically connect and recognize things based on het-
erogeneous hardware, software, operating system, etc. to get their dataor order
actuators. This challenge is addressed in section 2.3.5.

� Semantics applied to constrained devices to integrate semantic processing inside
devices to avoid to send data to the cloud. Protocols and data formats should be
lightweight and adapted to constrained devices. Further, the processing of IoT data
should be feasible too. We explain this challenge in detail in section2.3.6.

� Securing IoT applications and architectures to ensure security of sensor data. This is
essential and requires securing communications and data. This challenge is addressed
in section 2.3.7.

In Table 2.2, the legend is as follows: (1) 'Ongoing' means that the research�elds
are working on this challenge, but there is not concrete solutions yet,(2) 'No' means that
research �elds do not intent to address the problem, and (3) 'Yes' means that research �elds
work on these challenges and provide some concrete solutions such as tools.

2.3 Identifying Existing Tools Limitations for Each Chal-

lenge

In this section, we scrutinize related works and tools for each challenge: (1) interoperable
IoT data, (2) interpreting IoT data, (3) inter-domain interoperability, (4) assisting IoT
developer tasks, (5) 'Sensor Plug & Play' mechanisms, (6) semanticsapplied to constrained
devices, and (7) security concerns for IoT.

2.3.1 Interoperable IoT Data

In United States, the Knoesis center designs two tools: SemSOS andLinked Sensor Data.
SemSOS [Henson et al., 2009] has been designed for accessing and querying sensor data on
the web. SemSOS uses the 52 North's SOS implementation8 and enriches the SOS service
with semantic annotations. It uses semantic web technologies to manage sensors and mea-
surements. Patni et al. semantically annotate the MesoWest9 weather dataset to generate
the 'Linked Sensor Data' [Patni et al., 2010a] [Patni et al., 2010b] [Pschorr et al., 2010]
and 'Linked Observation Data' datasets available as Linked Data [Bizer et al., 2009]. They
use the SWE standards to retrieve sensor measurements, convert data encoded with O&M
into RDF, and then publish these semantic sensor datasets on the Web. These scalable
datasets comprise 20,000 sensors, 160 million sensor observations and 1.7 billion RDF state-
ments. Datasets have been enriched with contextual information using the GeoNames10

8http://52north.org/communities/sensorweb/sos/
9http://mesowest.utah.edu/

10 http://www.geonames.org/
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dataset to deduce regions, etc. They semantically annotate real sensor data for speci�c
application purpose. They do not introduce the need to combine the domains with each
other to provide smarter cross-domain applications.

In United Kingdom, the University of Surrey designs two tools: Senseand Sens'ability
and Sense2Web tools. Regarding theSensei project, [Barnaghi et al., 2009] develop a
framework called Sense and Sens'ability which uses semantic technologies, the SWEET
ontology for measurements units and SWE standards.Sense2Web is a Linked Data Plat-
form for Semantic Sensor Networks based on an ontology called SensorData to publish se-
mantic descriptions of sensors [Wei and Barnaghi, 2009] [Barnaghi et al., 2010] [Barnaghi et al., 2011]
[De et al., 2012]. They introduce the need of using rule-based reasoning to deduce high-level
abstraction from sensor data. In their recent works [De et al., 2012], they introduce the need
to link measured data to domain knowledge through the Linked Data, but they do not pro-
vide a method to exploit and link domain ontologies relevant for IoT. They explain that they
provide a M2M interface for publishing IoT data and associating it to existing vocabularies
on the Web, but they do not explain how they do it. Recently, Barnaghi presented in a
keynote given at Semantic Sensor Networks Workshop 201411, several main challenges: (1)
how to make sense of sensor data, (2) application-dependant, (3) reusingdomain knowledge,
(4) semantics should be transparent to the end user, (5) discovery methods in the IoT and
(6) provenance of sensor data. In this thesis, we are focusing on the four main challenges.

In Ireland, at the DERI/Insight institute, Le-Phuoc et al. develop t he SensorMasher
and the Linked Stream Middleware (LSM) platform to facilitate publishing 'Linked
Stream Data' and making it available to other applications [Phuoc and Hauswirth, 2009].
They develop a user friendly interface to manage environmental semantic sensor networks.

In Spain, at the University of Madrid, Corcho et al. explain �ve challen ges for the
Semantic Sensor Web: (1) abstraction level from sensor data, (2) integration and fusion
of data, (3) rapid development of applications, (4) identi�cation and locati on of relevant
sensor-based data sources, and (5) quality of service [Corcho and Garc��a-Castro, 2010]. In
this thesis, we are focused on the tree former challenges. TheSemsor4grid4env (Semantic
Sensor Grids for Environmental Applications) project focuses on building large-scale seman-
tic sensor networks for environmental management, in particular, for critical domain-speci�c
scenarios such as �re prevention and 
ood control [Gray et al., 2011] .

In Australia, the CSIRO center works on 'Semantic Sensor Networks' tooin the agri-
cultural domain [Taylor et al., 2013] or ocean observations [Cameron et al., 2009].Kirby
Smart Farm 12 is based on Global Sensor Network (GSN) middleware [Aberer et al., 2006],
SSN ontology and Linked Data. Theweb of thingsis developed in a farm [Gaire et al., 2013].
Cabral et al. develop a smart vineyard [Cabral et al., 2014].

Khusro et al. survey 'Linked Sensor Data' and underline the importance to semantically
annotate sensor data to describe their meanings and make it potentially useful for future
applications [Khusro et al., 2013].

11 http://goo.gl/kjPHP7
12 http://smartfarm-ict.it.csiro.au/
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2.3.2 Interpreting IoT data

Interpreting sensor data is a time-consuming process. We shouldshare the methods to
avoid to reinvent the wheel each time. Finding, reusing and combining domain knowledge
are challenging tasks.

In 2010, Moraru et al. use machine learning on sensor data [Moraru et al., 2010]. They
use decision tree and Bayesian network to analyze their dataset comprising 16,578 mea-
surements. They are focus on four kind of sensor measurements: temperature, humidity,
light and pressure. Further, the dataset has additional information such as weekday, hour
interval, position of the window, number of computers working and number of people in the
lab. Then, in 2011, Moraru et al. propose a framework to enrich sensor data with semantics
[Moraru, 2011] [Moraru and Mladeni�c, 2012] . They introduce the need of 'ontologycollec-
tion' to provide context for sensor measurements, they use well-known ontologies: Geonames
for location, Geo WGS84 for coordinates, the W3C SSN ontology to describe sensors, the
SWEET ontologies and the W3C Time ontology. They do not mention the need of domain
ontologies relevant for IoT. They explain as future directions the needof semantic reason-
ers to imply new knowledge from sensor data [Moraru, 2011]. In [Moraru et al., 2011], they
describe the SemSense architecture to collect and then publishsensor data as Linked Data.
In [Brade�sko et al., 2012], the authors collect data on the 
y and then validated and linked
with Linked Open Data (LOD) datasets.

In 2012, Devaraju et al. design an ontology for weather events observed by sensors
such as wind speed and visibility [Devaraju and Kauppinen, 2012]. Theyare focused on
blizzard related phenomenon. They deduce high-level abstractions such as the types of
snow (e.g., soft hail, snow, snow pellets), blizzard, winter storm, avalanche, 
ood, drought,
and tornado. Such abstractions are deduced with rule-based reasoning, the implementation
is based on SWRL and the Jess reasoning engine. They use the DUL ontology but the
the W3C SSN ontology. They evaluate their approach with the Canadian ClimateArchives
database. Wang et al. explain that the SSN ontology "does not include modeling aspects for
features of interest, units of measurement and domain knowledge that need to be associated
with the sensor data to support autonomous data communication, e�cient reasoning and
decision making" [Wang et al., 2013] .

In 2014, Boshoven et al. interpret data produced by accelerometer, gyroscope, micro-
phone, temperature and light sensors embedded in mobile phones [Boshoven and van Bommel, 2014].
They use the Hidden Markov Models and semantic web technologies to deduce activities.
The rules are implemnted as SPARQL queries.

Ramparany et al. introduce the need of a domain-speci�c automated reasoning system
[Ramparany et al., 2014]. It could be based on Description Logic or Complex EventPro-
cessing for interpreting IoT data. They do not propose a dataset with prede�ned rules that
could be shared and reused by developers.

Roda et al. present a framework to support Intelligent Data Analysis (IDA) over sensor
data by taking into account temporal abstractions [Roda and Musulin, 2014].Their work is
based on the W3C SSN ontology, DOLCE Ultra Lite (DUL) and SWRL Temporal ontology
and develop a new ontology called Temporal Abstractions Ontology (TAO). Theymention
that they aligned these ontologies, but they do not align domain ontologies which can be
used to infer high level abstractions neither show their interoperability issues. Their scenario
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is a chemical plant.
In Table 2.3, we present heterogeneous approaches to enrich IoT data and weindicate

pros and cons: (1) logic or rule-based reasoning, (2) machine learning, (3) Linked Stream
processing, (4) reusing domain knowledge with Linked Open Data (LOD), Linked Open
Vocabularies (LOV), Linked Open Rules (LOR). (5) distributed reasoning, and (6) recom-
mender systems.

Table 2.3: Existing approaches to enrich IoT data

In Table 2.4, we classify di�erent tools according to the di�erent approaches.

Semantic Perception, Inferring high-level abstraction

Henson et al. explain the idea of'Semantic perception' to interpret and reason on sen-
sor data [Henson, 2013] [Henson et al., 2012] [Barnaghi et al., 2012a]. In his thesis, Henson
develops an ontology of perception called IntellegO. He proposes a semantic-based approach
to integrate abductive logic framework and Parsimonious Covering Theory(PCT) to inter-
pret data. He explains that the development of background knowledge is a di�cult task
and out of the scope of his work. Therefore, there is a need to build a dataset which syn-
thesizes domain knowledge expertise relevant for IoT which could bereused. Moreover, he
outlines that perception does not enable a straightforward formalizationusing logic-based
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Table 2.4: Classi�cation of tools according to reasoning approaches

reasoning. However, we do not completely agree with this fact as for simple sensors such
as temperature or precipitation, logic-based reasoning is faster, 
exible and easier for shar-
ing. Regarding complex sensors such as accelerometer or ECG, this is true as logic-based
reasoning is insu�cient, and the use of data mining approaches is unavoidable.

Knowledge Acquisition Toolkit (KAT)

Ganz et al. design theKnowledge Acquisition Toolkit (KAT) to infer high-level ab-
stractions from sensor data in gateways to reduce the tra�c in network communications
[Ganz et al., 2013] [Ganz et al., 2014] [Ganz, 2014]. KAT is composed of three components:
(1) an extension of Symbolic Aggregate Approximation (SAX) algorithm, called SensorSAX,
(2) abductive reasoning based on the Parsimonious Covering Theory (PCT), and (3) tem-
poral and spatial reasoning. They use machine learning techniques (k-means clustering
and Markov model methods) and then Semantic Web Rule Language (SWRL) rule-based
systems to add labels to the abstractions. They propose to use domain-speci�c background
knowledge, more precisely the Linked Data, but they do not clearly explain the incompat-
ibility issues to reuse and combine the domain knowledge relevant for Internet of Things.
They employ the abductive model rather than inductive of deductive approach to solve the
incompleteness limitation due to missing observation information [Ganz, 2014]. Ganz et al.
evaluate their work on real sensor data (temperature, light, sound, presence and power con-
sumption). Their gateways support TinyOS, Contiki enabled devices and Oracle SunSpot
nodes. Ganz et al. are focused on real-time processing of the data and high scalability
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rather than assisting developers to design interoperable IoT applications [Ganz et al., 2015].
They explained that inferring high-level abstractions can be done through machine-learning
techniques such as classi�cation and clustering or even logical inference with the help of
reasoning mechanisms and rule-based systems can be also used. They mentionned: 'the
usage of domain ontologies increase the interoperability of data from di�erent sources by
applying a common model'. However, in practice, there are so many domain ontologies
in the same domain (e.g., 45 ontologies in the smart home domain). It is hard tochoose
which ones to integrate in the system. Moreover, reusing domain ontologies implies new
interoperability issues. They do not propose the idea to combine data from various domains
or a dataset of uni�ed semantic rules to share and reuse the way to interpret sensor data
as it has been done for 'Linked Data'.

inContext-Sensing

The Spit�re project designed the inContext-Sensing tool. This tool enriches sensor data
with the Linked Data by using the Pachube API, the SPITFIRE ontology and the Silk
tool to align datasets such as DBPedia, WordNet, Musicbrainz, DBLP, 
ick rwrappr and
Geonames [Leggieri et al., 2011]. The authors do not interpret the value of theproduced
sensor data by using domain-speci�c knowledge expertise.

Linked Stream Processing

Several works extend the SPARQL query language and engine to deal with stream sen-
sor data and enrich them with the Linked Open Data cloud [Sequeda and Corcho, 2009].
C-SPARQL was an ealier proposal of streaming SPARQL system [Barbieri et al., 2009].
SPARQLStream has been proposed by Calbimonte et al. [Calbimonte et al., 2010] [Calbimonte, 2013]
and CQELS by Le-Phuoc et al. [Le Phuoc, 2013] [Le-Phuoc et al., 2011]. In [Calbimonte, 2013],
they design SPARQLstream, an extension to the SPARQL query language to deal with
real-time sensor data. In [Le Phuoc, 2013], they design Continuous Query Evaluation over
Linked Streams (CQELS) and combine data the the Linked Data.

Semantic-based distributed reasoning

In 2005, theDistributed Reasoning Architecture for a Galaxy of Ontology (DRAGO)
distributed reasoning system, implemented as a peer-to-peer architecture, is designed by
Sera�ni et al. [Sera�ni and Tamilin, 2005]. The goal of DRAGO is to reason on distributed
ontologies. Kaonp2p has been designed by Haase et al. to query over distributed ontologies
[Haase and Wang, 2007].LarKC (Large Knowledge Collider) is a scalable distributed
platform [Fensel et al., 2008]. Marvin is a scalable platform for parallel and distributing
reasoning on RDF data [Oren et al., 2009]. Schlicht et al. propose a peer-to-peer reasoning
for interlinking ontologies [Schlicht and Stuckenschmidt, 2010]. Taking inspiration from
this work, there is a need to provide interoperable heterogeneous sensor-based rules and
combine cross-domain ontologies and datasets in the context of IoT. In 2012, Abiteboul et
al. see the Web as a distributed knowledge base and propose an automated reasoning over
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this knowledge base [Abiteboul et al., 2012]. This work demonstrates the importance to
reuse sensor-based domain ontologies and rules. In 2013,WebPIE (Web-scale Parallel
Inference Engine) is an inference engine for semantic web reasoning (OWL and RDFS)
based on the Hadoop platform designed by Urbani et al [Urbani et al., 2012]. WebPIEis
scalable over 100 billion triples [Urbani, 2013]. Coppens et al. propose an extension to the
SPARQL query language to support distributed and remote reasoning. For their imple-
mentation, they extend the Jena ARQ query engine [Coppens et al., 2013].In 2014, Park
et al. propose a semantic reasoning based on their XOntology and SPARQL. Theyuse
the Hadoop platform, HDFS and MapReduce to deal with thousands of sensor datanodes
[Park et al., 2014].

None of these works, propose interoperable rules to interpret sensor data.

Cross-domain reasoning

Codina et al. propose a domain-independent recommendation system toprovide personal-
ization services for di�erent domains (tourism, movies, books). They incorporate semantics
into a content-based system to improve the 
exibility and the quality, a domain-based in-
ference (side-ward propagation, upward-propagation) for user's interests and a semantic
similarity method to re�ne item-user matching algorithm [Codina and Ceccaroni, 2010b]
[Codina and Ceccaroni, 2010a]. Hoxha et al. provide a cross-domain recommender system
based on semantics and machine learning techniques (Markov logic) [Hoxha, 2014]. Tobias
et al. provide a context-aware cross-domain recommender system. They exploit semantic
web technologies and related tools such as DBpedia and the spreading activation algorithm
citetobias2013semantic .

These works underline the importance of a cross-domain reasoning that we could also
applied to sensor data.

2.3.3 Inter-Domain Interoperability

Schema.org 13 is a set of vocabularies to describe common data on the Web such as person,
organizations, opening hours, places, etc. Major search engines and frameworks to build
web applications agree on this set of vocabularies to facilitate the interpretation of data
available on the Web and o�er better search results to the users. Ourgoal is to use a
similar approach applied to IoT to provide interoperable and understandable IoT data.

Reusing domain knowledge

In the semantic web community, numerous works preconize to reuse domain knowledge.
However, existing tools to reuse domain knowledge that we studied do not enable to reuse
the domain knowledge expertise relevant for IoT. Indeed, the domain knowledge is not
referenced in semantic web search engines or catalogues since domain experts do not publish
their ontologies, datasets or rules online and are not aware of semantic web guidelines.

13 http://schema.org/
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Borst et al. encourage the reuse of simple ontologies as they explained: "The domain
knowledge must be carved up into modules containing di�erent kinds of knowledge. This
makes it possible to construct large and complex ontologies out of smaller andmore reusable
ones" [Borst, 1997].

Noy et al. explain in the second step of their ontology development methodology that
ontology designers should consider reusing existing domain knowledge(e.g., ontologies)
[Noy et al., 2001].

Bontas et al. explain that reusing ontologies enables: (1) implementationcost savings,
(2) if the ontology is publicly accessible e.g., downloadable from a website, it can be used
as input for the conceptualization phase, (3) tt increases interoperability when using the
same ontology among various systems, and (4) building a domain ontology is inconceivable
without a collaboration with domain experts [Bontas et al., 2005].

Stecher et al. clearly explain the bene�ts to reuse ontologies: (1) reduce the cost of
creating ontologies, (2) improve the quality of the resulting ontologies, and (3) ease later
interaction between systems [Stecher et al., 2008]. They distinguish three types of ontology-
reuse: (1) conservative re-use, (2) adaptive re-use, and (3) best practice reuse. In this thesis,
we are considering the adaptive re-use to exploit the domain expertise and the best practice
reuse to exploit semantic web tools in later steps.

The Neon project14 recommended the need to reuse available knowledge and proposed
a set of methodologies [Suarez-Figueroa et al., 2012] [Su�arez-Figueroa, 2010]. The authors
of the Neon project focused on nine scenarios [Suarez-Figueroa et al., 2012]:

� Scenario 1: From speci�cation to implementation

� Scenario 2: Reusing and re-engineering non-ontological resources

� Scenario 3: Reusing ontological resources

� Scenario 4: Reusing and re-engineering ontological resources

� Scenario 5: Reusing and merging ontological resources: ontology matching tools en-
able ontology aligning or merging.

� Scenario 6: Reusing merging, and re-engineering ontological resources

� Scenario 7: Reusing ontology design pattern (ODPs)

� Scenario 8: Restructuring ontological resources

� Scenario 9: Localizing ontological resources to translate of all the ontology terms into
another natural language.

We are mainly interested in the scenario 3 to help IoT developers inreusing ontologies
relevant for IoT. The others future steps are interesting for re-designing ontologies in an
interoperable manner. 'Not reinventing the wheel at each ontology development' will speed
up the ontology development process. They suggest to use semantic websearch engines, but
we have seen the limitations of such tools. Indeed, these tools do not take into account at

14 http://www.neon-project.org/
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all ontologies that are explained and described in research articles. Regarding the scenario
5, we analyze below ontology matching tool issues that we encountered (see section 2.3.3).

Semantic search engines such as Sindice 15 [Tummarello et al., 2007], Wat-
son16 [d'Aquin and Motta, 2011] and Swoogle 17 are not enough mature for �nding
domain ontologies relevant for IoT.

Datalift 18 [Schar�e et al., 2012] is a project to assist people in semantically annotat-
ing and linking data, but they are not focused on IoT and do not provide vocabularies
related to IoT. The Linked Open Vocabularies (LOV) 19 [Vandenbussche et al., 2015]
[Vandenbussche and Vatant, 2011] [Schar�e et al., 2012] [Vandenbussche et al., 2012] is a
catalogue for ontologies, mainly known by semantic web experts. LOV lacks ofontologies
relevant for IoT, and do not accept new ontologies if they do not follow their best practices.
Unfortunately, such best practices are not known outside the semantic web community. The
DataHub 20 is a catalogue for datasets. There is no quality checking when submitting a
new dataset.

Euzenat et al. apply ontology matching to pervasive computing and focus to the dynam-
icity aspect [Euzenat et al., 2008]. They explicitly describe, page 11: "ontologies dissemi-
nated on the web provide the background knowledge necessary to interpret raw informa-
tion". In practice, we have several challenging tasks: (1) semantically annotating the raw
information provided by sensors, (2) �nding the background knowledge�tting our needs,
(3) getting the implementation of ontologies and rules, (4) choosing, employing ontology
matching tools and interpreting the results, (5) integrating the r easoning mechanism, (6)
designing the application exploiting the interpretation of sensor data. In practice, due to
the heterogeneous nature of ontologies and rules and technical issues, even if they have
been implemented with the same language (OWL, RDF, RDFS and SWRL), it is really
di�cult to reuse and combine the background knowledge. In [Euzenat et al., 2008], the
authors do not recommend the standardization of ontologies since it will hamper the de-
velopment of ontologies. We are not agree with this fact, for instance thereare more than
44 ontologies to describe smart homes. We need to standardize at least a common ba-
sis to describe sensors and measurements used in smart homes. In the datalift platform,
the authors assist users to semantically annotate data and linked it to other datasets, but
not in the context of IoT [Schar�e et al., 2012]. Euzenat et al. provide tools for ontology
matchings or alignments and the Linked Open Vocabularies (LOV), but not for the other
tasks. They introduce the idea to assist developers in designingcontext-aware applications.
There is a real need in assisting users with new tools to achieve these challenging and time-
consuming tasks. Euzenat et al. apply ontology matching to the smart building domain
and provide alignments to applications and devices [Euzenat, 2011]. Ontology matching
is an intermediary stage since there is not yet standardized ontologies for smart homes.
Schar�e et al. design the (Meta-Linking Data) MeLinDa framework to inte rlink the web of
data [Schar�e and Euzenat, 2011]. They compare six tools according to di�erent criteria:

15 http://sindice.com/
16 http://watson.kmi.open.ac.uk/WatsonWUI/
17 http://swoogle.umbc.edu/
18 http://datalift.org/
19 http://lov.okfn.org/dataset/lov/
20 http://datahub.io/
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(1) degree of automation, (2) matching techniques used, (3) access to data,(4) ontologies
exploited, (5) output produced, (6) domain-speci�c or not, and (7) post-processing. They
mention the EDOAL (Expressive Declarative Ontology Alignment Language) language to
share and reuse ontology alignments which are produced by matching tools.

Figure 2.5 shows the di�erent tools (catalogue or semantic search engine) to encourage
the reuse of domain knowledge and indicate pros and cons for each tool.

Table 2.5: Tools referencing domain knowledge

Nambi et al. propose the idea of an uni�ed semantic knowledge base and is composed
of several ontologies: (1) resource ontology to describe sensor, actuators or physical ob-
jects, which is an extension of the W3C SSN ontology, (2) location ontology extending
the GeoNames ontology, (3) context & domain to represent contextual information and
domain-speci�c knowledge, (4) policy, and (5) service [Nambi et al., 2014] .

Several works defend the need of reusing ontologies. Serrano et al. explain that it
is important to reuse concepts designed in domain ontologies [Serrano etal., 2013]. The
Jena Ontology API documentation21 explains the same idea "an advantage of working with
ontologies is that we can reuse work done by other ontologists".

21 http://jena.apache.org/documentation/ontology/
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Combining domain knowledge

Unifying the domain knowledge and terms is another challenging task. A naive approach is
to integrate ontology matching tools [Kalfoglou and Schorlemmer, 2003] [Euzenatand Shvaiko, 2013]
[Shvaiko and Euzenat, 2013] to achieve this task and answer the following questions:

� How to combine domain knowledge?

� Which ontology mapping should I use?

� Is the tool available online, easy to test and could be easily integratedin our frame-
work?

� Does it contains a dictionary adapted to sensor measurements and IoT domain?

� Should we combine several mapping tools to achieve our task?

Khriyenko et al. explained the need of a common information or data modelto reuse the
data generated by devices to build new IoT applications, but do not mention the need to
combine the data coming from various domains [Khriyenko et al., 2012]. Theyintroduce the
need of platforms for new IoT applications. They underline the need of ontology alignment
for solving heterogeneity issues. They do not really test them withdomain ontologies to
see the results. They only explain the need of humans to control the results.

Recently, Manate et al. explained the need to employ domain-speci�c ontologies and on-
tologies matching and alignment tools to build IoT applications [Manate et al., 2014]. They
underline that existing ontology mapping tools cannot execute with 100 percent accuracy
for aligning or merging domain ontologies. They do not explicitly describe the issues en-
countered if we want to combine these domain ontologies. Firstly, ontologymapping tools
are not enough mature for domain speci�c ontologies. Secondly, the domain ontologies
have not been designed in a uni�ed and interoperable way even with the use of standard-
ized semantic web languages. They explained the need of four kind of IoT ontologies: (1)
the sensor provenance ontology for identifying the data source designed by Patni et al.
[Patni et al., 2010b], (2) the W3C SSN ontology ontology to describe sensor and actuators,
(3) domain ontologies such as SWEET or DUL to add context to sensor data, and (4)
service ontologies.

The existing ontology matching tools are not enough mature to combine domainontolo-
gies relevant for IoT. There is not yet a unique tool addressing all of these problems in the
same time:

� Heterogeneous languages means that the ontology can be written in various natu-
ral languages such as English, French, Chinese, Spanish or German. Detecting similar
terms using di�erent languages is harder for ontology matching tools. Someof the
tools are based on the WordNet English dictionary, or EuroWordNet for European
languages.

� Syntactic heterogeneity means that ontologies are implemented with di�erent syn-
taxes and ontology editors tools. Ontology matching tools dealing with syntactic het-
erogeneity are not surveyed in the book written by Euzenat et al. (Chapter 2, page 39,
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'This book is only concerned with reducing the terminological and conceptual types
of heterogeneity') [Euzenat and Shvaiko, 2013].

� Conceptual heterogeneity means that a same concept can be represented in sev-
eral ways in the ontology (e.g., concept or property) or in the dataset (e.g., instance).
For instance, tired is de�ned as an instance or as a property as displayed in Figure 2.5.
Further, ontologies for IoT are di�erent from a structural point of view an d best prac-
tices. For instance, concepts or properties do not have labels or comments whereas
ontology matching tool algorithms are based on labels to compare them. Ontology
Alignment Evaluation Initiative (OAEI) 22 is a benchmark frequently used to evaluate
ontology matching tools, but their ontologies to match di�er in their str ucture com-
pared to the domain ontologies relevant for IoT (see Figure 2.4). Regarding ontologies
relevant for IoT, concepts are linked with each other throughowl:Restriction , and
properties associated to concepts are not frequently used. For instance, snow is linked
to temperature and precipitation through owl:Restriction . In the OAEI bench-
mark, concepts have properties which are mostly used by ontology matching tools.
For instance, a person or a patient have both properties such as family name and
birthdate.

OAEI Benchmark
Ontology 1

Person (Concept):
- first name (property)
- number phone
- email
- etc.

Ontology 2

Patient (Concept):
- name (property)
- phone number
- email
- etc.

Person = Patient

Ontologies relevant for IoT

TemperaturePrecipitation

SnowWeatherState

owl:Restriction

Snow

SnowChains

owl:Restriction

ABS ESP
LowSpeed

SnowWeatherState = Snow

Concept

Figure 2.4: Comparison between OAEI benchmark and ontologies relevant for IoT

We detect the conceptual heterogeneity issue with LogMap23 [Jim�enez-Ruiz and Grau, 2011]
where the authors explain us that LogMap will not do such matching. Another
naive approach was to use the Silk platform24 [Volz et al., 2009b] [Volz et al., 2009a]
[Jentzsch et al., 2010] [Isele et al., 2010] for discovering, linking and maintaining data
links between datasets.

Further, de�ning the threshold is di�cult to avoid wrong result s.

� Terminological heterogeneity means that di�erent words are used to name the
same entity such as equivalence (e.g., Snowy, SnowyWeatherState), etymology (e.g.,
fog/foggy) or synonyms. Even if ontology matching tools are based on a dictionary
(e.g., Wordnet) and on a dictionary for synonyms (synset), this is not enough. These
dictionaries are not su�cient for the IoT domain. Further, the classi� cation of con-
cepts can be di�cult to detect. For instance, precipitation and rain are not considered
as synonyms in WordNet but as hyponyms in Collins (see Figure 2.6). Dealing with

22 http://oaei.ontologymatching.org/
23 http://csu6325.cs.ox.ac.uk/
24 http://wifo5-03.informatik.uni-mannheim.de/bizer/silk/
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Figure 2.5: Ontology matching issues: entities not logical compatible

syntactic variations of entities such as abbreviations (Electrocardiogram and ECG) is
not so easy for machines.

� Semiotic heterogeneity means that di�erent entities are often interpreted by hu-
mans in di�erent ways. For instance, how do you represent the concept 'orange', is it
a fruit or an orange? If it is a fruit, do you want to explain that you can have several
varieties of orange such as Naveline or Maltaise? Euzenat et al. did not survey ontol-
ogy matching tools dealing with semiotic heterogeneity (Chapter 2, page 38,'we do
not deal with the semiotic heterogeneity here') [Euzenat and Shvaiko,2013].

� Some tools are not implemented or available online. These tools cannot betested to
see if they ful�ll our needs.

We used ontology matching LogMap [Jim�enez-Ruiz and Grau, 2011], Aroma [David,2007],
Anchor-Prompt [Noy and Musen, 2001], MAFRA [Maedche et al., 2002] tools and for match-
ing datasets, the Silk tool [Volz et al., 2009b] but the results are not those expected. For
these reasons, we will not use ontology matching tools to combine domain knowledge.

2.3.4 Designing Interoperable IoT applications

Patel et al. describe the challenge to ease application development dedicated to smart o�ce
and �re management IoT applications [Patel et al., 2011] [Patel et al., 2013]. They propose
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Figure 2.6: Precipitation and rain concepts are not de�ned in the same way(synonyms or
hyponyms) in di�erent dictionaries

a tool to easily develop IoT applications, but the application developers still need to program
the application logic layer and they do not explain the way to interpret sensor data. They
discuss the need of common domain vocabularies. However, their approachis not based
on semantic web technologies and ontologies. They take into consideration actuators too.
Their evaluation is based on two Eclipse plug-in: Metrics 1.3.6 and EclEmma to show that
their tool reduce the development time. No demonstration is available and they do not
provide end-user interactions.

Cassou et al. design a tool suite to develop pervasive computing applications and support
the following stages: implementation, testing, and deployment [Cassou et al., 2012]. Their
approach is not based on semantics. Adding new objects is less 
exible since their code
has to be modi�ed and re-compiled. If the same objects were described in ontologies and
datasets, the project will not need to be recompiled.

Paganelli et al. propose a similar idea to build a framework to speed up development of
Web of Things applications based on web services such as REST but they do not propose
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to interpret sensor data and link domains [Paganelli et al., 2014].
Ruta et al. propose a SWoT framework but not for reasoning on sensor data. They

have several uses cases such as transportation and smart home [Ruta et al., 2012]. Further,
they integrate semantics in constrained devices.

Hachem et al. explain the intervention of domain experts to interpret sensor data, which
is costly and time-consuming [Hachem et al., 2011]. In her thesis, she explicitly describes
as a long-term perspective the need to integrate inference mechanism to extract higher
level knowledge from sensor data, since developers do not have the expertise for this task
[Hachem, 2014]. This is exactly one of the goal of our proposed approach. She proposes3
ontologies: the device ontology to represent physical things, the physics and mathematics
domain ontology to provide formulas (e.g., speed=distance/time) and conversion for units
(wind speed in km/h or mph) and the estimation ontology. She does not propose to reuse
the domain knowledge that has already been integrated and interpreted in existing projects.

The ERLIoT (ErLang for the Internet of Things) framework assists developers in test-
ing, debugging and verifying their code [Sivieri et al., 2014]. It is based on the Erlang
programming language.

2.3.5 Sensor Plug & Play

Broring et al. provided a Sensor Plug & Play infrastructure based onSWE [Br•oring et al., 2011b]
and semantic web technologies. More speci�cally, they use the W3C SSS-XG ontology as
well as the SWEET ontologies to represent environmental phenomena. They also use SWRL
rules to de�ne conversions such as simple unit or data type transformation. They provide
a publish/subscribe mechanism to automatically: (1) recognize a new device in the system,
(2) get the description of the new device, (3) publish measured data, and (4) retrieve the
data. They also design a generic driver mechanism for sensors to exchange data between
SWE services which avoids handling heterogeneous sensor protocols.

In the Spit�re project, they use ontology for the discovery mechanisms of sensors.
They are not focused on the interpretation of sensor data to assist developers in designing
SWoT applications [P�sterer et al., 2011]. They introduce the need of automated integra-
tion and reasoning. Ishaq et al. focus on the automatic discovery of sensors. Their work
is based on the CoAP protocol [Ishaq et al., 2012]. Mietz et al. explain the issue to rep-
resent sensor data in the IoT in an open way to e�ciently combine them with other data
[Mietz et al., 2013]. Further, they propose a reasoning based on Rule Interchange Format
(RIF). However, to the best of our knowledge, no inference engine is available for this rule
format. Further, if we want to reuse as much as possible the domain knowledge already
implemented, most of the domain experts use the SWRL language since there are ontol-
ogy editor tools and inference engine adapted to this language. In [Mietz et al., 2013], the
authors use semantic-based prediction models to infer the high-level states of sensor values.

The Global Sensor Network (GSN) middleware eases a 
exible integration and
discovery of sensor networks and sensor data [Aberer et al., 2006]. XGSN isan extended
version of GSN. Calbimonte et al. explicitly describe the step to infer high-level abstrac-
tion with domain-speci�c ontologies [Calbimonte et al., 2014]. They do not mentioned the
interoperability issues when using domain-speci�c ontologies.
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2.3.6 Semantics Applied to Constrained Devices

We report the related works on lightweight data format, integrating semantics and reasoning
engine in constrained mobile devices in this section. They have been classi�ed according
to the following criteria: (1) provide a triple store, (2) a SPARQL q uery engine, and (3) a
reasoning engine (see Table 2.6).

Table 2.6: Semantic tools for constrained devices

Lightweight protocol and data format

To retrieve and describe data generated by M2M devices, there are two main possibilities:
Sensor Markup Language (SenML) and Sensor Web Enablement (SWE) standards .Both
protocols bridge the gap of interoperability of M2M data. Existing protocols and data
formats employed are mostly proprietary. Most of the 'Semantic Sensor Networks' works
are based on Sensor Web Enablement (SWE).

Sensor Web Enablement (SWE) is not adapted to constrained devices such as
mobile phones [Botts et al., 2008] [Br•oring et al., 2011a]. Further, SWE doesnot provide
mechanisms to support the description of actuators and RFID tags measurements. Aggarwal
et al. discuss the challenge to interpret sensor data. They say: "toomuch data, too little
interoperability and too little knowledge" [Aggarwal et al., 2013] . They recommend SWE
and not SenML as a format for sensor data.

Sensor Markup Language (SenML) is a low-energy consuming language to retrieve
measurements from M2M devices and a non-proprietary format [Arkko, 2012] . SenML
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provides simple measurements: the name, the units, and the value. For example, a mea-
surement can be the temperature, the value 5, and the units degree Celsius. SenML is a
lightweight protocol to get simple measurements but does not provide services such as pro-
posed by SWE. Recently, Su et al. convert senML to RDF for the �shery domain, but do
not provide any tools available online [Su et al., 2014b]. In [Su et al., 2014a], the authors
compare various SenML data format used to represent sensor measurements in constrained
devices such as JSON, XML, EXI. SenML is used to describe sensor metadata in a sim-
ple way and has been implemented in [Datta et al., 2014b]. However, there is a need to
semantically annotate the SenML measurements directly in constrained devices to inter-
pret sensor data. Constrained Application Protocol (CoAP) [Bormann et al., 2012]
is used to get access to sensor data between constrained devices. Recent works are based
on CoAP and SenML. Constrained RESTful Environments (CoRE) Link Format
[Shelby et al., 2012] is used to have REST web services suitable for constrained devices.

Integrating semantics in constrained devices

There are several works related to integration of semantics into mobiledevices.
Le-Phuoc et al. designedRDF On The Go , a RDF storage and SPARQL query

processor for Android mobile phones [Le Phuoc et al., 2010]. They use Jena framework
and ARQ Semantic Web Toolkit to execute SPARQL queries and lightweight Berkeley
database for storing the RDF data. Their demonstration shows ten nearestcafes or fast
food restaurants to the current location obtained from the GPS co-ordinates. This approach
reduces network operations and limits the amount of user information exposed to remote
server thereby preserving privacy.

microJena is referenced by Apache Jena and provides a way to load and manipu-
late RDF data on a device, a reasoning engine optimized for resource-constrained devices.
However, SPARQL queries and SWRL rules are not supported.

AndroJena is a light version of the Jena framework to build Smeantic Web applications.
To overcome technical issues, AndroJena has beed adapted to Android devices. AndroJena
provides several extensions: (1) the reasoning engine, (2) the ARQoidSPARQL engine, and
(3) the TDBoid triplestore. Although this tool is not recommended by Apache, it �ts our
needs since it enables both reasoning and querying in Android-based constrained devices.
David et al. use AndroJena to integrate semantics in mobile phones [David et al., 2012a].
Further, they use ProGuard to delete the unused classes, methods or variables to optimize
the code. They provide a mobile API for Linked Data [David et al., 2012b].

MobileRDF is a lightweight RDF API. Otsopack is a triple store for devices with
limited computational resources [G�omez-Goiri et al., 2014]. microOR is an ontological
reasoner optimized for resource constrained devices [Ali and Kiefer,2009].

Reasoning engines for mobile devices

Delta-Reasoner is a reasoning engine developed for constrained mobile devices [Motiket al., 2012].
The engine is embedded into context-aware applications which can interpret the current
situation of the mobile device user based on di�erent sensor measurements. The sensors
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considered may include internal sensors (e.g. GPS), external sensors (e.g. indoor location)
and pseudo sensors. There is no implementation of this tool availableonline.

Another reasoner calledELK is designed for lightweight OWL EL [Kazakov et al., 2012].
The authors describe the algorithm which supports high performance reasoning in mobile
devices and demonstrated it on a Google Nexus 4 running Android 4.2.

Ontology-based mobile applications

Becker et al. developed theDBpedia mobile , that queries a semantic Wikipedia, through
a mobile browser [Becker and Bizer, 2008]. DBpedia mobile exploits user's location infor-
mation and a linked data browser to propose nearby tourist attractions.

Ruta et al. propose iDriveSafe 2.0 , an ontology-based application on mobile phones
in transportation domain [Ruta et al., 2010] . The primary goal of the application is to
display vehicle health (emission, fuel consumption, gear level).It can also suggest the use
of safety devices according to the weather conditions (e.g., switch onthe fog lamp if the
weather is foggy) and detect the driver's state (careful, aggressive, tired).

D'Aquin et al. propose the SmartProducts project that is compliant with W3C SSN
ontology and is composed of ontologies related to food and recipes [d'Aquin etal., 2011].
They enable mobile applications to expose data though a SPARQL endpoint onAndroid
devices [d'Aquin et al., 2011]. They integrate a Sesame triple store in Android to store data
in the SDCard, and the iJetty server to be compatible with Android.

An ontology-based mobile application for healthcare applications is discussed [Liu, 2013].
The work presents an in-depth discussion on semantic interoperability and uses the Shim-
mer sensor for acceleration data and the Philips DTI-2 sensor for skin conductance and
acceleration measurements. But the resulting application developed just displays data on
the mobile phones, no rules or suggestions are provided.

Chien et al. propose a tourism ontology to provide a museum/exhibit-guidance system
[Chien et al., 2013].

Skillen et al. develop an ontology-based Android application to address theproblem of
the outdoor mobility of an elderly person such as shopping trip reminders or context-aware
guidance [Skillen et al., 2012].

2.3.7 Securing IoT

In this section, we are focus on security ontologies that can be useful to secure IoT applica-
tions, ETSI M2M and oneM2M architectures. We brie
y introduce main s ecurity challenges
in IoT and M2M. Then, we present several security ontologies.

OWASP IoT 25 explains the need to secure IoT by classifying the most 10 frequent
vulnerabilities: insecure web interface, insu�cient authent ication/authorization, insecure
network services, lack of transport encryption, privacy concerns, insecure cloud interface,
insecure mobile interface, insu�cient security con�gurability , insecure software/�rmware,
and poor physical security.

25 http://goo.gl/dTEbLF
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OneM2M [OneM2M and Security, 2014] analyzes security threats which mayarise in the
OneM2M architecture and the related countermeasures. In OneM2M [OneM2M and Security, 2014],
the authors explain the importance of securing M2M applications and network communica-
tions. Borgohain et al. survey the main security issues speci�c to wireless sensor networks
and RFID [Borgohain et al., 2015] . They do not introduce security issues for other tech-
nologies involved in IoT or M2M such as cellular technologies, web applications, etc. The
survey is incomplete. Chen et al. explain privacy protection mechanisms to secure M2M
devices, M2M communications, storage and processing of M2M data [Cheng et al., 2012].

Bandyopadhyay et al. underline the need to secure IoT architectures at design phase
[Bandyopadhyay and Sen, 2011].

Indeed, Alam et al. underline the need of security reasoning for IoT through ontologies
and semantic rules [Alam et al., 2011]. They outlines security requirements for IoT such as
con�dentiality, integrity, authentication, authorization, access con trol, trustworthiness, etc.
Con�dentiality should be achieved to secure sensitive data throughencryption. Integrity
is required to check that sensed, stored and transmitted data havenot been tampered
either maliciously or accidently. They do not suggest which security mechanisms we should
integrate in our own IoT applications.

Securing IoT devices

In this section, we present the security ontologies related to M2M devices, more precisely,
sensors, embedded sensors and mobile phones:

� Security Ontologies for Sensor Networks: We found only two ontologies de�ning
the security concepts for Wireless Sensor Networks. Znaidi et al. propose an ontology
de�ning only the classi�cation of attacks according to the OSI model [Znaidi et al., 2008].
They neither describe well-known attacks speci�c to the transport layer such as desyn-
chronisation, DoS and 
ooding nor security mechanisms, protocols and key manage-
ment speci�c to sensor networks. Kenfack et al. de�ne intrusions in wireless sensor
networks [Kenfack et al., 2011]. They classify vulnerabilities, suchas shared wireless
medium, lack of infrastructure and easy physical accessibility by the intruders and
describe WSNs components (e.g., battery, sensor, radio). The main shortcomings of
this work is that, �rstly, none of these ontologies mention sensor security mechanisms
and security properties, and secondly, these ontologies are not published online.

� Security Ontologies for Mobile Phones: Beji et al. propose a security ontology
for mobile applications divided in three sub-ontologies: (1) The Asset-Vulnerability-
Threat Ontology (AVTO) to classify the vulnerabilities into three m ain classes: phys-
ical, software and those related to communications, (2) the Mobile Pro�le Ontology
(MPO) and (3) the Defense Mechanism Ontology (DMO) which describesthe main
security and cryptographic mechanisms such as digital signature, locking mechanism,
encryption, key management, PKI, access control methods, algorithm andthose spe-
ci�c to the mobile �eld (SIM locking) [Beji and El Kadhi, 2009]. Vincent et al. de�ne
an ontology-based �rewall to ensure privacy protection for smartphones. They pro-
pose two ontologies: (1) privacy policies designed with SWRL, inspiredby the SOUPA
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framework, and (2) the digital identity on smartphones using well-known ontologies
FOAF and VCard. None of these ontologies are published online [Vincent et al., 2012]
[Vincent et al., 2011a] [Vincent et al., 2011b].

Securing IoT network communications

Several security ontologies have been de�ned for network communications, more precisely,
cellular networks (2G, 3G, 4G) and Wi-Fi. These ontologies mainly describe security mech-
anisms in the physical and link OSI model layer:

� Security Ontologies for Cellular Networks: Three ontologies describing the ar-
chitecture of cellular networks and the associated security mechanisms have been
designed: Long Term Evolution (LTE)/4G [Neji and Bouallegue, 2012a], Universal
Mobile Telecommunications System (UMTS)/3G [Neji and Bouallegue, 2012b] and
Global System for Mobile Communication (GSM)/2G [Neji and Bouallegue, 2012c].
Alazeib et al. have developed an ontology to describe GSM, UMTS and wireless
Local Area Network (WLAN) network architectures [Alazeib and Diehl, 2005]. Thi s
ontology de�nes also the authentication mechanisms applied to these technologies.

� Security Ontologies for Intrusion Detection Systems: Joshi et al. have de-
signed the Intrusion Detection System ontology with classes such as Vulnerability,
Product, Attack properties and Weakness [Joshi, 2013] [Underco�er et al., 2003]. This
ontology is used to convert the National Vulnerability database (NVD) into RD F and
is compliant with Linked Data principle but not Linked Open Vocabular ies principles.
Tsoumas et al. de�ne an ontology for security mechanisms such as �rewall, antivirus
and network protocols [Tsoumas et al., 2005]. Frye et al. de�ne the attack ontology
to identify complex network attacks [Frye et al., 2012] and Salahi et al. an ontology
to predict networks attacks [Salahi and Ansarinia, 2013].

Securing IoT applications and IoT data

Several security ontologies describing cryptographic concepts and usual security mechanisms
have been de�ned to secure M2M data.

� General Security Ontologies: Souag et al. review numerous security ontologies
and underline that they are not published online but they do not explain that most of
the existing works do not follow the semantic web best practices [Souag et al., 2012].
Kim et al. created seven ontologies. The main security ontology describes security
concepts such as security objectives (e.g. authentication) and network security pro-
tocols (e.g., IPSec, SSL) [Kim et al., 2005]. Another ontology describes symmetric
and asymmetric algorithms, hash algorithms, key exchange algorithms and digital
signatures. Herzog et al. propose four ontologies de�ning several conceptssuch as
assets, threats and vulnerabilities [Herzog et al., 2007]. They also de�ne concepts
for: (1) security mechanisms such as asymmetric and symmetric algorithms that are
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classi�ed into block cipher or stream cipher, (2) secure network communication pro-
tocols such as SSL, SSH, VPN, (3) security goals (authentication, integrity, con�-
dentiality), and (4) access control model (RBAC, MAC, DAC). Denker et al. de-
�ne two ontologies called 'security mechanisms' and 'credential' [Denker et al., 2004]
[Denker et al., 2003]. They propose the notion of security notations to represent se-
curity properties such as authentication or con�dentiality. They als o de�ne concepts
for di�erent authentication methods: certi�cate-based, password-based, biometrics
(�ngerprints, voice) and physical components (e.g., card). Lekhchine et al. pro-
pose an ontology called Mobile Agent Security Ontology (MASO). This ontology
is written in French which de�nes concepts for symmetric/asymmetric algorithms,
hash function, security goals and security mechanisms such as �rewalland antivirus
[Lekhchine, 2009]. Vorobiev et al. de�ne several ontologies: (1) Security Attack On-
tology (SAO), (2) Security Defence Ontology (SDO), (3) Security Asset-Vulnerability
Ontology (SAVO), (4) Security Algorithm-Standard Ontology (SASO), and (5) S e-
curity Function Ontology (SFO) [Vorobiev and Bekmamedova, 2010]. Evesti et al.
designed an ontology to describe and check the age or structure of the password and
the authentication level [Evesti et al., 2011]. Villata et al. design the Social Semantic
SPARQL Security for Access Control Ontology (S4AC) to provide access control over
linked data or social web [Villata et al., 2011a] [Villata et al., 2011b]. This workcould
be reused and adapted to IoT to provide access control on sensor data. For instance,
usually, health data need to be protected compared to weather data. Costabello's
thesis aims at enhancing Linked Data access for context-awareness [Costabello, 2013].
The author designs the PRISSMA lightweight context ontology which is exploited in
the PRISSMA framework and in the Shi3ld system, a context-dependent authorization
based on the S4AC ontology.

� Security Ontologies for Web Applications: Ekelhart et al. propose the AURUM
framework, an ontology-based security knowledge [Ekelhart et al., 2009]. They do not
classify the security mechanisms and attacks according to the technologies. Razzaq et
al. de�ne an ontology to classify web application attacks such as cookie poisoning, SQL
injection, Cross Site Scripting (XSS) and design SWRL rules [Razzaqet al., 2014].
Finally, Huang et al. propose an ontology-based malware behavioral analysis, called
Taiwan Malware Analysis Net (TWMAN), that focus on malware ontology with con-
cepts such as trojan, backdoor, worm [Huang et al., 2010].
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2.4 Concluding Remarks: Limitations of these Works

We deduce from this state of the art �ve main challenges that we describe below: (1) inter-
operable IoT/M2M data, (2) interpreting IoT/M2M data, (3) inter-domain inter operability,
(4) designing interoperable IoT/M2M applications, and (5) securing IoT/M2M .

All of these challenges highlight the necessity to assist developer s in design-
ing secure interoperable cross-domain Semantic Web of Things (SWoT) appl i-
cations. We do not address in this thesis the two other challenges that we highlighted:
'Sensor Plug & Play' and semantics adapted to constrained devices since many projects are
already involved in �lling these gaps.

We recapitulate in table 2.7 the main shortcomings of the current standardization works
conducted by working groups such as ETSI M2M [M2M, 2012], oneM2M [OneM2M et al., 2014],
W3C SSN ontology26 [Compton et al., 2012] and W3C Web of Things27. Table 2.8 sum-
marizes limitations of the main existing Semantic Web of Things frameworks.

Table 2.7: Limitations of current standardizations and working groups

26 http://www.w3.org/2005/Incubator/ssn/XGR-ssn-20110628 /
27 http://www.w3.org/2014/02/wot/
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Table 2.8: Limitations of SWoT frameworks

2.4.1 Describing interoperable IoT data

More and more projects use semantic web technologies to ease interoperability. Few of them
focus on semantically annotating IoT data. Recent works [Jara et al., 2014] introduce the
need to describe sensor data in an interoperable manner.

De�ning a nomenclature with common terms to describe sensor measur e-
ments to later easily interpret and combine them is becoming essen tial.

2.4.2 Interpreting IoT Data

'Semantic Sensor Networks' works are mainly based on machine learning methods to in-
terpret data and reuse popular vocabularies such as W3C Time, Geonames,DBPedia but
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not domain-speci�c vocabularies relevant for IoT such as smart home, healthcare or agri-
cultural ontologies. However, most of the other related research �elds presented above em-
ployed rule-based reasoning mechanisms based on Semantic Web Rule Language (SWRL)
[Horrocks et al., 2004]. Since, SWRL rules are increasingly popular and used, we would like
to combine and reuse the existing rules already designed previously. Moreover, frequently,
these rules are interconnected with ontologies that we could reuse too. To the best of
our knowledge, existing SWOT-related projects, standardizationsor working groups do not
provide any concrete solutions to interpret sensor data that we can easily share and reuse.
Further, most of the works do not propose to reuse the domain knowledge expertise.

There is a real need to �nd approaches to easily share and reuse the way
to interpret sensor data and reuse the domain knowledge expertise al ready
designed. We could design a dataset of interoperable ontologies and rules t o
reason on sensor data. Such approaches will be based on 'Linked Open Data'
approaches.

Some previous works use the term 'domain ontologies' to add context to sensor data
by using ontologies such as W3C Time to add temporal context. In the remainder of this
thesis, we will use the term 'domain ontologies' to describe ontologiesrelevant for IoT such
as smart home or healthcare ontologies which could be reused to interpretsensor data.

2.4.3 Inter-domain Interoperability

ETSI M2M [M2M, 2012] and oneM2M [OneM2M et al., 2014] standardization bodies em-
phasize the need to combine domains but do not provide any methods. Existing works do
not provide an interoperable domain knowledge to easily build cross-domain IoT applica-
tions. To achieve this task, there are two sub-challenges:

� Reusing domain knowledge: Semantic web tools do not reference domainknowledge
relevant for IoT. Most of the domain ontologies are: (1) not published online,(2) do
not follow semantic web best practices, and (3) are not interlinked. For these reasons,
most of the existing works do not exploit the domain knowledge expertise already
designed and implemented.

� Combining domain knowledge: From a technical point of view, it is a challenging task
to deal with heterogeneous syntaxes due to the use of various ontology or rule editors
and reasoning engines. Even with the use of semantic web standardizedlanguages,
this knowledge is not interoperable. Finding the most suitable ontology matching
�tting speci�c needs is really time-consuming and do not ful�ll ou r needs.

There is a necessity to build a dataset to reference and classify dom ain
ontologies relevant for IoT to encourage people to reuse the domain knowled ge.
Based on this dataset, we will redesign an interoperable domain knowled ge.
Such steps will enable to assist users in designing interoperable cross-domain
IoT applications.
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2.4.4 Securing IoT

Existing approaches introduce the need of securing IoT applicationsand architectures to
assist developer tasks but do not provide any concrete solutions. Moreand more works are
based on security ontologies, but still have shortcomings:

� Not designed for IoT and M2M.

� Lack of uni�ed terms: the main drawback of existing ontologies is that they use
di�erent names for the same concepts which can confuse a software developer which
is not expert in security. For example, we frequently found several terms such as
goal, security notation, security objective in these ontologies for de�ning the 'security
property' concept (e.g., con�dentiality).

� Incomplete security knowledge: most of these ontologies are domain speci�c. There is
a need of a security knowledge base to: (1) classify both threats and security mecha-
nisms according to various technologies, (2) classify attacks and security mechanisms
according to the OSI model, (3) describe strengths and weaknesses ofsecurity mech-
anisms, and (4) specify the relationships between security mechanisms, attacks and
security properties.

� Lack of semantic web best practices: frequently, security ontologiescannot be reused
since they are not published online, referenced on semantic web tools or do not follow
the semantic web best practices. They are not interlinked with each other whereas
they design similar concepts.

There is a need to assist developers in �nding the right security m echanisms
to secure their architectures or applications. A solution is to desi gn an uni�ed
security knowledge base to assist them in �nding security mechan isms �tting
their needs.

2.4.5 Summary

As said previously, based on the limitations and shortcomings of existingworks, �ve main
challenges must be addressed. In Part II, we will show how these challenges have been
solved in the context of this thesis:

� Challenge A: Interoperable IoT data will be addressed in Chapter 4.

� Challenge B: Interpreting IoT data will be addressed in Chapter 4.

� Challenge C: Inter-domain interoperability will be addressed in Chapter 4.

� Challenge D: Designing interoperable SWoT applications to assist IoT developers will
be overcome in Chapter 3.

� Challenge E: Securing IoT applications will be addressed in Chapter 5.
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In the next chapter (Chapter 3), we will present in detail the innovative approach called
Machine-to-Machine Measurement (M3) that we designed to maximize the productivity
of SWoT application developers for: (1) interpreting interoperable IoT data, (2) ensuring
inter-domain interoperability, and (3) taking into consideration security concerns.
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Part II

Contributions

In Chapter 3, we describe our �rst contribution: the Machine-to-Mach ine Measurement M3
framework that addresses the challenge of designing SWoT applications. In Chapter 4, we
present the second contribution namely the Sensor-Based Linked Open Rules S-LOR that
addresses three challenges: (1) providing interoperable IoT data, (2)interpreting IoT data,
and (3) reusing domain knowledge expertise. Finally, in Chapter 5, wedetail the third
contribution the Security Toolbox: Attacks & Countermeasures STAC designed to secure
IoT applications.
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Chapter 3

The Machine-to-Machine

Measurement (M3) Framework

"Simple can be harder than complex: You have to work hard to get your thinking clean to make

it simple. But its worth it in the end because once you get there, you can move mountains."

Steve jobs

"If I had asked people what they wanted, they would have said faster horses."

Henry Ford

In this chapter, we assist IoT developers tasks in addressing "Challenge D: Designing
interoperable Semantic Web of Things (SWoT) applications". We assume inthis work that
the developers want to design IoT applications to interpret sensor data. Constantly, IoT
developers accomplish four tasks as depicted in Figure 3.1: (1) design SWoT applications,
(2) semantically annotate IoT data, (3) interpret IoT data, and (4) secure IoT ap plications.
Developers constantly learn semantic web technologies and tools to design their own solu-
tions, which is really time-consuming and neither reusable nor interoperable. In all of these
steps, our goal is to help them as much as possible. To solve this challenge, we conceive
the Machine-to-Machine Measurement (M3) framework to assist developers in designing in-
teroperable and cross-domain SWoT applications. M3 will automatically generate the code
for the fourth tasks that the developers will have to achieve. The main added value of the
M3 framework is to enable developers designing Semantic Web of Thingsapplications with-
out learning semantic web technologies. Further, it provides time-saving and interoperable
SWoT applications, even if they have been developed by two distinct developers.

This chapter comprises the following sections. Section 3.1 introduces high-level M3
components to assist developers in designing interoperable SWoT applications. Section 3.2
presents the M3 architectural overview. Section 3.4 describes how developers can exploit
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IoT 
developer

2) Semantically 
annotate IoT data?

3) Interpret IoT 
data?

1) Design SWoT 
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application?

- Learn semantic web technologies
- Choose, learn & use semantic web tools

- Design ontologies
- Design datasets

- Design rules or choose algorithm
- Find & combine related information
- Query smarter data

- Be familiar with the security topic
- Find related attacks & security mechanisms
- Compare and choose security mechanisms

Figure 3.1: Time-consuming tasks performed by IoT developers

the M3 framework to design SWoT applications through M3 web services or auser in-
terface. Section 3.5, demonstrates that our proposed framework has been integrated in
a semantic-based ETSI M2M architecture. Section 3.6 provides a proof-of concept. Sec-
tion 3.7 evaluates the M3 framework. Finally, section 3.8 concludes this chapter and outlines
future work.

Thanks to M3, we assess the following research questions:

� How to assist developers in designing SWoT applications?

� How to generate interoperable domain-speci�c or cross-domain SWoT applications?

3.1 Assisting Developers in Designing SWoT applications

The main objective of the M3 framework is to assist developers in designing SWoT appli-
cations to easily interpret IoT data. We mentioned that IoT developers accomplish four
tasks as depicted in Figure 3.1. For each of these tasks, we designed a toolto help them:
(1) design SWoT applications with the Semantic Web of Things (SWoT) generator, (2)
semantically annotate IoT data with the M3 converter, (3) interpret IoT data with Sensor-
based Linked Open Rules (S-LOR), and (4) secure IoT applications with Security Toolbox:
Attacks & Countermeasures (STAC).

In Figure 3.2, in the �rst step, developers get a set of �les composed of reusable domain
knowledge that we called 'M3 template' through the SWoT generator by providing sensors
and domains used. In this �gure, the developer is the same person (just for visibility
reasons, we duplicate the picture of the developer). The template avoids to the developers
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Figure 3.2: M3 assists developers in designing SWoT applications

to design its own ontologies, datasets and rules. Then, in the second step, IoT developers
send IoT data to the M3 converter which semantically annotates it according to theM3
nomenclature to get interoperable M3 data. Then, in the third step, they easily interpret
M3 data and enrich it with the M3 interoperable domain knowledge provided by
the M3 template. Thanks to this approach, the developer task is focused on parsing and
displaying M3 suggestions in an user-friendly interface. The developers could even send
noti�cations or control actuators (e.g., close the door). Finally, if required, in the fourth
step, the developers can be assisted bySTAC to secure their IoT applications. STAC
suggests the security mechanisms to integrate in their applicationsbased on the technologies
employed. All of the M3 components are brie
y explained in Table 3.1.

Table 3.1: Description of the M3 framework components
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3.2 M3 Architectural Overview

The M3 framework is composed of several layers as following (see Figure3.3):

Persistence layer

Perception layer

Data acquisition 
layer

Knowledge 
management layer

Reasoning layer

Knowledge query 
layer

Application Layer

Physical devices
(Sensors, actuators, RFID tags, etc.)

M3 
suggestions 

Web 
service

Rule-based 
engine

Triplestore

Sensor 
data 

+ inferred 
data

M3 
template 
dataset

M3 
converter

IoT data (e.g., SenML)

Parse & Display results, control actuators, 
notifications, etc.

Query & result

Get domain
 knowledge

Datasets (LOD)
Ontologies (LOV)

Rules (LOR)

Cleaning
& Best practices

M3 
datasets

M3 
ontologies

M3 
rules

Matching

Extracting

M3 
SPARQL 
queries

M3 SPARQL 
queries & 

engine

Updating

LOV4IoT 
dataset

SWoT 
generator

Figure 3.3: Architecture of the M3 framework

� The perception layer interacts with physical devices such as sensors, actuators and
RFID tags to get their data and control them. In our implementation, this layer is
compatible and based on sensor discovery [Datta et al., 2014b] that returnsSensor
Markup Language (SenML) data [Jennings et al., 2012]. It could deal with other
formats such as Sensor Web Enablement (SWE) [Botts et al., 2008] and could get
data generated by other tools such as Graph of Things [Le-Phuoc et al., 2014].

� The data acquisition layer gets sensor metadata from M2M devices such as mea-
surement type, unit, sensor type, value and domain. For instance, sensor data is
representing in the SenML format: the domain is weather, the measurement type can
be cloud cover, the value can be 0 and the unit degree Okta. Okta is theunit to
measure the cloud cover. Due to the heterogeneity of measurement descriptions, this
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layer converts sensor metadata in a uni�ed description using semantic web technolo-
gies such as RDF/XML [Lassila and Swick, 1999]. In this layer, sensor metadata is
semantically annotated according to the M3 nomenclature that has been implemented
in the M3 ontology. The M3 ontology is an extension of the W3C Semantic Sensor
Network (SSN) ontology [Compton et al., 2012], more precisely, an extension of the
Observation Value concept. The M3 nomenclature is an essential step to provide a
basis for reasoning. This layer produces M3 data thanks to the M3 converter based
on the M3 nomenclature.

� The persistence layer stores the interoperable M3 domain knowledge (ontologies,
datasets and rules), semantic sensor data and inferred sensor data. This layers pro-
vides, also, the M3 template dataset to retrieve the M3 domain knowledge to easily
build SWoT applications. SPARQL [Prud'Hommeaux et al., 2006] queries havebeen
also designed and are compatible with the M3 domain knowledge to assist developers
in querying sensor data. Most of the datasets are stored in a triple store. A triple
store is a database for storing semantic data. M3 SPARQL queries and M3 rules are
stored in �les.

� The knowledge management layer is responsible for �nding, indexing, design-
ing, reusing and combining domain-speci�c knowledge (e.g., smart home, intelligent
transportation systems, etc.) such as ontologies and datasets to update M3domain
ontologies, M3 datasets and M3 rules which are structured in an interoperable man-
ner. We built a dataset to reference, classify and reuse domain-speci�c knowledge
that we called Linked Open Vocabularies for IoT (LOV4IoT) 1. LOV4IoT is a knowl-
edge base composed of ontology-based projects relevant for IoT. These projects are
based on semantic web technologies and provide domain ontologies, datasets and rules
which could be theoretically reused to design domain-speci�c or cross-domain SWoT
applications.

� The reasoning layer infers high-level knowledge using reasoning engines and M3
rules stored in the persistence layer. M3 rules are extracted from the LOV4IoT dataset
and are redesigned to be interoperable with each other. M3 rules are a set of rules
compliant with the M3 ontology to infer new knowledge from M3 data. For instance,
when the cloud cover is equal to 0 okta, M3 rules can deduce that the sky is blue.
This layer produces smarter M3 data.

� The knowledge query layer loads M3 ontologies, M3 datasets, M3 datasets and M3
smart data. Then, it executes SPARQL queries to provide M3 suggestions. SPARQL
is a language to query semantic web data. For instance, this layer can suggest activities
according to the weather. Indeed, activities are related to weatherconcepts in tourism
and weather datasets.

� The application layer employs an application (running on smart devices) which
parses and displays the results to end users. For instance, the M3framework suggests
activities according to the weather forecasting (e.g., catamaran when it is windy).

1http://www.sensormeasurement.appspot.com/?p=ontologie s
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Other treatments can be achieved in this layer such as controlling actuators, sending
alerts, etc.

3.3 SWoT generator

IoT 
developer

SWoT Generator:
- web services
- user interface

SWoT 
Generator

Generate M3 template:
- M3 ontology
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- M3 domain datasets
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- M3 rules (reasoning)
- M3 SPARQL query
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application?
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M3 template dataset:
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- M3 domain
- M3 domain ontologies URL
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- M3 SPARQL URL
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SPARQL query M3 rules

M3 datasetsuse

M3 Ontologies

interoperable

interoperable

LOV4IoTExtracted
From
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Figure 3.4: Getting M3 templates with the SWoT generator

Our proposed framework is comprised of the SWoT generator to produce templates that
will be used to easily design SWoT applications (see Figure 3.4). SWoT isa generator, since
it will generate packages to the developers called M3 templates with ontologies,
datasets, rules and SPARQL queries required to build their IoT applications. The main
bene�t of the M3 template is to avoid to the developers to learn semantic web technologies,
more precisely, they do not need to design their own ontologies and rules or even semantically
annotate data. The M3 templates have been manually designed in a dataset to build
IoT uses cases. The developers give the name of the sensor used (e.g., LightSensor) and
the domain (e.g., Weather) and the SWoT generator looks for M3 templates �tting their
needs by executing a SPARQL query on the M3 template dataset. Figure3.5 shows the
SPARQL query to look for templates in the M3 template dataset. The ?m2mdeviceand
?domain parameters are respectively the sensor used and the domain referenced in the M3
nomenclature and M3 ontology.

The M3 generator automatically produces the M3 template composed of the M3 do-
main ontologies, M3 datasets, M3 rules and M3 SPARQL queries. Such templates will
enable to easily semantically annotate IoT data, interpret it and provide M3 suggestions.
The sequence diagram is depicted in Figure 3.6. For the given example (LightSensor and
Weather), the M3 framework proposes three cross-domain templates: (1)"Weather, Trans-
port & Safety Devices" suggests safety equipments in the car according to the weather,
(2) "Weather, Tourism & Activities" suggests activities according to t he weather, and (3)
"Weather, Tourism & Clothes" suggests clothes according to the weather. By using the
same sensor but in other domain (e.g., Home), the M3 framework proposes 2 other tem-
plates: (1) "Home, Presence & Light" to switch on/o� the light if someone is d etected in
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Figure 3.5: The SPARQL query used by the M3 generator to look for M3 templates

Sensor = Lightsensor 
+ domain = Weather

M3 framework
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(M3 template dataset)

SPARQL = searchIoTAppli
Answer = IoTAppli:
1) Weather, Transport & Safety Devices
2) weather, Tourism & Activity
3) Weather, Tourism & Clothes

Choose IoTAppli = 1
SPARQL = searchM3Template

Generate template: 
M3 ontologies + M3 datasets 
M3 domain rules + M3 rules converter
M3 sparql query

IoT 
developer

Knowledge query 
layer (web service)

Download template

Figure 3.6: Sequence diagram of generating M3 templates
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the room , and (2) "Just interpret luminosity values" a domain-speci� c template to inter-
pret luminosity values. The M3 templates are de�ned in the M3 template dataset. For
each template, we indicate the sensors used, domains, M3 domain ontologies, datasets and
rules relevant to build a SWoT application. In Figure 3.7 is displayed an RDF extract of a
template. The RDF dataset is available online2.

iot_application_template_extract_rdf.pdf

Figure 3.7: M3 template example implemented in the M3 template dataset

3.4 Designing Interoperable Semantic Web of Things Appli-

cations with M3

The M3 framework assists IoT projects, standards and developers in designing interoperable
Semantic Web of Things applications as explained in Figure 3.8. Developers o�er real
and reliable sensor data, represented in SenML format, which can be enriched with our
M3 framework. The developers have three main tasks to follow: (1) generate the M3
template, (2) semantically annotate IoT data, and (3) interpret IoT data and get smart
M3 suggestions. They can use M3 web services (see M3 API documentation3) or even the
user interface (see M3 user guide4) for these di�erent tasks. The main added value of
the M3 framework is to enable developers designing Semantic Web of Thi ngs
applications without learning semantic web technologies. Further, the framework
is extensible since we can add more templates and reference more sensors, ontologies and
rules to satisfy the needs of the developers.

2http://sensormeasurement.appspot.com/dataset/iot-application-template-dataset
3http://www.sensormeasurement.appspot.com/documentation/M3APIDocumentation.pdf
4http://www.sensormeasurement.appspot.com/documentation/UserGuide.pdf
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Figure 3.8: Designing SWoT applications with M3

3.4.1 Generating M3 templates

The M3 template �tting developer's needs can be downloaded as a ZIP �le through the user
interface as displayed in Figure 3.9. The developers choose a sensor and the domain where
it is deployed. According to this domain and to the chosen sensor, theSWoT generator
provides several M3 templates. The developers choose, then, one template to retrieve from
the M3 framework the domain knowledge required to interpret IoT data, enrich and combine
it with interoperable domain knowledge. Instead of using the user interface, we provide to
the developers an Application Programming Interface (API) with web services to download
the template. Currently, we have a dataset composed of 32 M3 templatesincluding 17
cross-domain templates and 15 domain-speci�c IoT templates.

Figure 3.10 shows the �rst step to generate the M3 template via web services. Such
code will avoid that the non-semantic web expert developers will write any ontologies, rules
or datasets. The web service enabling the generation of templates requires two parameters:
the M3 sensor and the M3 domain. When giving these two parameters, thedeveloper must
be compliant with the M3 nomenclature5.

3.4.2 Semantically annotate IoT data

The developers can use the M3 converter user interface6 (see Figure 3.11) or M3 web services
to semantically annotate sensor data. The developers give SenML data to the M3 converter

5http://www.sensormeasurement.appspot.com/documentation/NomenclatureSensorData.pdf
6http://www.sensormeasurement.appspot.com/?p=senml_converter
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Figure 3.9: Generation of M3 templates with the SWoT generator user interface

to get M3 data that will be compliant with the M3 framework to be easily p rocessed and
used by other M3 components.

Figure 3.12 shows the second step to convert IoT data according to the M3nomencla-
ture. Such code will automatically semantically annotate IoT data with RDF, RDFS and
Ontology Web Language (OWL) [Welty et al., 2004] and generate M3 data. The developer
does not need to learn such languages. To get better results, SenML data must be compliant
with the M3 nomenclature.

3.4.3 Interpreting IoT data

The developers are assisted to design their Semantic Web of Things applications as depicted
in Figure 3.13. We guide the developers to use the Jena framework, mainly used to load M3
ontologies, datasets and rules (generated in the M3 template). Then, the developers execute
the M3 SPARQL query (generated in the M3 template) to get high-level abstraction from
IoT data and M3 suggestions.

The developers are guided through this code. If required, they follows Jena tutorials to
load M3 ontologies and datasets, execute SPARQL queries7 and execute M3 rules8.

7http://jena.apache.org/tutorials/rdf_api.html
8http://jena.apache.org/documentation/inference/
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Figure 3.10: Pseudo-code to get the M3 template

3.4.4 Making use of M3 templates for IoT EU projects

We provide to the developers more than 30 M3 templates which have been inspired by EU
IoT project scenarios such as IoT-i, CityPulse and IoT.est. We built the Table 3.2 to show
how the M3 framework can assist IoT projects in building such scenarios. For instance, in
the healthcare domain, IoT-i, CityPulse and IoT.est propose scenarios to interpret health
measurements such as blood glucose, temperature, heart rate and sendalerts if needed. M3
has templates to design such IoT applications. M3 provides the naturopathy scenario to
just interpret health measurements or build smarter applications by providing cross-domain
suggestions to remedy to the detected symptoms. M3 templates can assist in designing other
scenarios such as smart home and transportation.The entire table classifying all IoT
scenarios and how the M3 templates can assist in building such scenar ios is
available online 9.

9www.sensormeasurement.appspot.com/?p=m3_scenario
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Figure 3.11: M3 converter user interface to generate M3 data

Figure 3.12: Pseudo-code to semantically annotate IoT data

3.5 Integrating M3 in a Semantic-Based M2M Architecture

In this section, we integrate the M3 framework in an architecture inspired by the ETSI
M2M architecture. The main goals are to: (1) get sensor measurements from heterogeneous
domains, (2) semantically annotate and interpret M2M data, (2) combine domains with
each others to build cross-domain M2M applications.

In our proposed semantic-based M2M-based architecture depicted in Figure 3.14, we
integrate semantic web technologies both in M2M gateways and M2M applications. We
propose two kinds of M2M gateways due to various treatments:

� The M2M sensor gateways retrieve M2M measurements provided by heteroge-
neous M2M devices and include the acquisition interface to support heterogeneous
protocols such as RFID, Bluetooth, 6LowPan, CoAP and Zigbee. Several formats
can be used such as SenML or SWE to get sensor metadata. We use the lightweight
SenML protocol to retrieve heterogeneous sensor measurements for a �rst and quick
implementation. SenML provides simple sensor measurements: the name, the value,
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Figure 3.13: Pseudo-code to interpret IoT data and get M3 suggestions

Table 3.2: M3 templates re-usable for IoT EU project scenarios

the unit and the date (e.g., temperature 5 DegC). SenML or SWE bridgesthe gap of
interoperability of heterogeneous sensor data but does not provide descriptions such
as 'this temperature is a body temperature' or 'the milk is produced by cows and
contains lactose'. For these reasons, we propose to enrich M2M data with semantic
web technologies. The sensor gateways forward the SenML data to the aggregation
gateways.

� The M2M aggregation gateways semantically annotate sensor metadata with the
M3 converter based on semantic web languages (RDF, RDFS, OWL). The M2M aggre-
gation gateway semantically annotate SenML data to provide uni�ed sensormeasure-
ments and add an explicit context since data are provided by heterogeneous domains
and projects. This step is essential to later interpret data.
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Figure 3.14: Our proposed semantic-based ETSI M2M architecture

Sophisticated semantic treatments are performed inM2M applications through semantic-
based reasoning with sensor-based Linked Open Rules (S-LOR) and semantic web technolo-
gies such as the SPARQL language to query sensor data, the Linked Open Data, the Linked
Open Vocabularies and the Linked Open Rules to enrich sensor metadata with external do-
main knowledge. S-LOR is presented in detail in Chapter 4. M2M applications performed
the reasoning on heterogeneous semantic measurements. An example is the naturopathy
application to suggest recipes according to the mood, diets, diseases, ingredients available
in the kitchen, according to the season, etc. This example shows that four sensor networks
need to be merged: health, smart kitchen, weather forecasting and emotion sensor networks.

In the same way, we could integrate the M3 framework in other architectures such as
oneM2M, etc.

3.6 Implementation

To demonstrate the feasibility of our approach, we have developed a proof of concept for the
M3 conceptual framework which is available online athttp://www.sensormeasurement.
appspot.com/ . Figure 3.15 shows the home page of our web site introducing the main
M3 components: SWoT generator, LOV4IoT, S-LOR, M3 domain knowledge and STAC.
To build semantic web applications, we employed the Jena 2.11 framework [McBride, 2002]
which includes the Jena reasoning engine to interpret IoT data and Jena/ARQ to exe-
cute SPARQL [Prud'Hommeaux et al., 2006] queries on the M3 domain knowledgebase.
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Figure 3.15: Homepage of our proof-of-concept web site

Jena was the easier Semantic Web framework to learn, it was well-documented and had
tutorials. Integrating Jena to our application was simple thanks to the JAR �le. A light
version of Jena is available for constrained devices too. The M3 ontologies and datasets
have been developed with RDF, RDFS and OWL. The entire M3 frameworkhas been
developed with Java 1.7 and provides RESTful web services thanksto the Jersey imple-
mentation. We integrate Google Web Toolkit (GWT) and Google App Engine (GAE ) to
develop the M3 framework and host the entire web site online. We do nothave to main-
tain a server, it is easy to deploy and maintain applications online. The user interface is
implemented with HTML5, CSS3, JavaScript and AJAX technologies to query M3 web
services. Finally, the designing phase has been achieved by usingextreme programming
[Maurer and Martel, 2002] [Lindstrom and Je�ries, 2004] and Scrum-like methodologies.

The M3 framework has been motivated by three cross-domain scenarios: (1)transporta-
tion & weather, (2) tourism & weather, and (3) naturopathy which have been inspired by
EU projects scenarios such as CityPulse's scenarios10. Our cross-domain scenarios demon-
strate the importance to combine heterogeneous domains with each other.The technologies
used for the implementation of the M3 framework are shown in Figure 3.16.

3.6.1 Scenario 1: Suggesting safety devices according to the weather

As depicted in Figure 3.17, the M3 framework gets basic SenML measurements such as
'the precipitation is 1 millimeter per hour'. Thanks to the M3 conv erter and S-LOR, M3
infers high-level abstractions from SenML measurements. For instance, Sensor-based Linked

10 http://www.ict-citypulse.eu/scenarios/scenarios
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Figure 3.16: Technologies used to develop the M3 framework

Figure 3.17: M3 suggestions combining transportation and weather domains to suggest
safety devices according to the weather

Open Rules (S-LOR) provides six rules to deduce di�erent kinds of precipitation such as no
precipitation, extremely heavy rain, light rain, medium rain, heavy rain and tropical storm
rain. According to the SenML value, SLOR deduces a light rain. This domain knowledge
has been extracted from domain experts such as [Staroch, 2013]. Then, M3 combines this
domain knowledge with transportation domain knowledge extracted from [Ruta et al., 2010]
[Fuchs et al., 2008b] [Fuchs et al., 2008a] to suggest safety devices to employ in case of rain.
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3.6.2 Scenario 2: Suggesting activities or clothes according to the weath er

A second cross-domain application use case takes advantage of the ontologies for weather
and tourism to suggest activities according to the weather. The M3 framework reused works
done by [Reinisch et al., 2011] regarding the weather domain and Chien et al.[Chien et al., 2013]
regarding tourism. These works design Semantic Web Rule Language (SWRL)11 rules that
we have redesigned as M3 rules. For instance, if the cloud cover is equal to 0 okta, M3
infers sunny weather [Reinisch et al., 2011] as an high-level abstraction. Then, M3 suggests
water activities [Chien et al., 2013] because of the sunny weather.

3.6.3 Scenario 3: Suggesting home remedies according to health measurem ents

The naturopathy scenario combines healthcare with a�ective science, food and weather. M3
provides several cross-domain suggestions such as food according to the weather outside or
even health measurements. For instance, with a body temperature,M3 deduces a fever
and suggests home remedies (e.g., honey) as depicted in Figure 3.18. In this scenario, the

Figure 3.18: The naturopathy scenario suggesting home remedies when a fever is deduced

domain knowledge is extracted from health knowledge expertise [Sharma et al., 2012].

3.7 Evaluation

In this section, we evaluate the M3 framework: (1) by measuring software performances
to validate 'Hypothesis 1: The semantic engine is not too resource consuming', (2) with
di�erent IoT datasets to validate 'Hypothesis 2: The semantic engine is generic enough
to support various kind of measurement' and 'Hypothesis 3: The semanticengine enables

11 http://www.w3.org/Submission/SWRL/
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building cross-domain IoT applications', and (3) with users through Google Analytics to val-
idate 'Hypothesis 4: Users are interested to integrate semantic web technologies to Internet
of Things'. Finally, we discuss the evaluation results.

3.7.1 Evaluating software performances

In section 1.5, we introduced 'Hypothesis 1: The semantic engine is nottoo resource con-
suming'. To evaluate our proposed approach, we measure the time performed by the M3
converter, S-LOR and when loading IoT data and querying M3 data. The main objective
of this thesis is to show the importance to combine the domains with each other and in-
terpret IoT data. Our work has not been tested with very large datasets. The evaluation
processing has been performed on the following device: Intel (R)Core (TM) i7 CPU, RAM
4GB, 2GHZ. It has been tested with the transport scenario containing 55 weather rules.

The M3 converter has been evaluated by varying the size of IoT datasets. According
to the graph depicted in Figure 3.19, M3 is not scalable for gigabytes of data, but is fast
enough for small quantity of data to interpret. For instance, for 8 KB of dat a it takes 20

Figure 3.19: M3 converter time according to the size of data

seconds. We used the Java Architecture for XML Binding (JAXB)12 implementation to
convert SenML data to XML and then to RDF. At the beginning of the thes is, we did not
use the reasoning engine to convert sensor data according to the M3 ontology. Because
of the integration of the Jena reasoning engine to interpret sensor data,we used the same
mechanism to annotate sensor data according to the M3 ontology and avoid to have IF
THEN ELSE directly in the Java code. Converting sensor data with rules is more 
exible
for adding new rules.

12 https://jaxb.java.net/
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S-LOR has been evaluated by measuring the time needed to interpret M3 data. We
changed the number of rules and the size of sensor data. When conductingthis evaluation,
we had 94 rules. Before the evaluation, we have optimized the number ofrule datasets by
splitting the 'Linked Open Rules' dataset into sub-datasets classi�ed by domains. Then, we
have used the Jena reasoning engine and Jena rules. Our evaluation hasbeen performed
with a dataset of 8 KB as it is is shown in Figure 3.20. The performances are good, since
the reasoning time takes less than �fty milliseconds even with 50 rules. Another evaluation
shows in Figure 3.21 that the performances are still good by varying thesize of the sensor
datasets, since the reasoning time takes between twenty and thirtymilliseconds. Compared
to the results from [Barbero et al., 2011], our results are promising. Indeed, they evaluate
the reasoning process by measuring performances which is between0.16 and 0.34 seconds.
They have 10 rooms and 101 devices in their Welcoming o�ce scenario.

Figure 3.20: M3 reasoning performance according to the number of rules

We measured the time needed to execute SPARQL queries by varyingthe size of M3
sensor datasets (4, 8, 11 or 14 KB). As depicted in Figure 3.21, the time needed is around
6 or 7 milliseconds to execute the SPARQL query.

To evaluate the M3 storage , we stored data in a google database called Java Data
Object (JDO) located on the cloud for a rapid prototype. In Figure 3.21 is shown the time
needed to retrieve semantic sensor data. It takes between 36 and 37 milliseconds to load
di�erent sizes of sensor datasets (4, 8, 11 or 14 KB). We tried to integratesensor data
in a triple store (Jena TDB) but retrieving sensor data is less e� cient than with JDO.
We have also integrated a local SPARQL endpoint Jena Fuseki to provide access to the
M3 domain knowledge and sensor data. Due to incompatibility issues with Google Web
application Tookit (GWT), it cannot be published online yet. It has be en tested under
Apache Tomcat.
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Figure 3.21: M3 tasks time according to the size of data

3.7.2 Evaluating the semantic engine with di�erent IoT datasets

In section 1.5, we introduced 'Hypothesis 2: The semantic engine is generic enough to sup-
port various kind of measurement' and 'Hypothesis 3: The semantic engineenables building
cross-domain IoT applications'. To evaluate our proposed approach, we evaluate the M3
interoperable domain knowledge provided by the M3 templates. The M3 interoperable do-
main knowledge has been used to build di�erent domain-speci�c or cross-domain scenarios
based on di�erent sensor datasets (presented in section 3.6). Wehave evaluated the M3
framework with 6 datasets composed of various sensor measurements as depicted in
Figure 3.22:

� The weather dataset13 simulates luminosity, temperature, wind speed, humidity and
precipitation measurements. This dataset is used for cross-domain scenarios: (1)
smart transportation & weather explained in section 6.3, (2) smart tourism & weather
explained in section 6.5, and (3) smart fridge & weather explained in section 6.4.

� The snow dataset14 simulates only two measurements: precipitation and tempera-
ture. This dataset is mainly used to apply more complicated rules which involve two
measurements at the same time. This dataset is used for cross-domain scenarios: (1)
smart transportation & weather explained in section 6.3, and (2) smart tourism &
weather explained in section 6.5.

� The health dataset15 simulates heart beat, temperature, blood pressure, cholesterol

13 http://www.sensormeasurement.appspot.com/dataset/sensor_data/weatherData_8KB_
17Septembre2014.rdf

14 http://www.sensormeasurement.appspot.com/dataset/sensor_data/snow_dataset.rdf
15 http://www.sensormeasurement.appspot.com/dataset/sensor_data/senml_m3_health_data.rdf
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and skin conductance measurements. This dataset is used for cross-domain scenarios:
smart fridge & weather explained in section 6.4.

� The home dataset16 simulates sound and temperature measurements. This dataset is
used for the home scenario17.

� The home presence dataset18 simulates luminosity and presence measurements. This
dataset is mainly used to apply more complicated rules which involve two measure-
ments at the same time. This dataset is used for the home scenario19.

� The location dataset20 simulates longitude and latitude measurements. This dataset
is used for the restaurant scenario21.

These datasets are semantically annotated witch semantic web technologies and domain
knowledge which are provided by the M3 templates. Moreover, rules provided by the M3
templates provide high level abstractions and suggestions. These datasets and the required
M3 templates have been used in scenarios that we explain in Chapter 6.

Figure 3.22: M3 framework evaluated with 6 di�erent datasets

16 http://www.sensormeasurement.appspot.com/dataset/sensor_data/senml_m3_home_data.rdf
17 http://www.sensormeasurement.appspot.com/?p=home
18 http://www.sensormeasurement.appspot.com/dataset/sensor_data/presenceLight.rdf
19 http://www.sensormeasurement.appspot.com/?p=home
20 http://www.sensormeasurement.appspot.com/dataset/sensor_data/restaurant_lon_lat.rdf
21 http://www.sensormeasurement.appspot.com/?p=restaurant
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3.7.3 Evaluating with end users

In section 1.5, we introduced 'Hypothesis 4: Users are interested to integrate semantic web
technologies to Internet of Things'. Even if it is not a scienti�c evaluation, we have evaluated
the M3 framework by sharing on the web our proof-of-concept, our tools andour expertise.
According to Google Analytics, we frequently have visitors. This evaluation is important
for us, since it shows the e�ectiveness of this work. According to these results, the work is
relevant for other communities and encourage to integrate semantics in Internet of Things.
For instance, from December 23th 2014 to January 22th 2015, we had 347 unique page
views as depicted in Figure 3.23. The most visited web pages are the home page, followed
by LOV4IOT (39 unique page views) and the SWoT generator (22 unique page views). In
these results, we have deleted our own consultations: in Google Analytics we added �lters
to exclude the Antibes city and our Internet Protocol (IP) addresses and even known bots.
The average time spent on the LOV4IoT web page is almost 4 minutes and 2 minutes for
the SWoT generator.

We have also integrated a visitor map. This map shows that the M3 web site has been
visited more than 1545 times from 71 countries since December 5th 2013.

Figure 3.23: M3 web site frequently visited

3.7.4 Discussions

The semantic engine comprises the M3 converter, S-LOR reasoning engine and the query
engine. The M3 converter is not scalable for gigabytes of data, but implementation opti-
mizations are still possible. Instead of using the JAXB implementation, we could use XSLT
to optimize the time needed to semantically annotate M2M data with M3, or use JSON
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instead of XML. We consider the performance of the M3 reasoning and execution of the
SPARQL queries good. The semantic engine validates 'Hypothesis 1: Thesemantic engine
is not too resource consuming'. The �rst optimization that has been donebefore the evalua-
tion was to split the 'M3 rule' dataset into di�erent domains to obtain smaller datasets and
optimize performance just by loading the domain needed. Another possible improvement
is to select only the rules that we need for speci�c sensors to reduce the number of rules
to apply with the reasoning engine. As a future work, we could automatically extract a
lightweight subset of the M3 domain knowledge to reduce the size of M3templates and M3
processing as much as possible.

Evaluating with di�erent IoT datasets validates 'Hypothesis 2: The semantic engine
is generic enough to support various kind of IoT measurement' and 'Hypothesis 3: The
semantic engine enables building cross-domain IoT applications'. This evaluation is really
encouraging and demonstrates the genericity of our approach to deal with di�erent scenarios.
However, such datasets were based on the SenML protocol and the M3 nomenclature. In a
future work, we plan to support more heterogeneous formats.

Regarding Google Analytics result, evaluating with end users is really encouraging and
validates 'Hypothesis 4: Users are interested to integrate semantic web technologies to
Internet of Things'. We could go further in validating the M3 framewor k, by requiring
a logging account to track each user and ask them to evaluate our work. This will be
considered as future work. Wa had numerous bene�t to evaluate this work with Google
Analytics. Indeed, we frequently analyzed the behavior of real-time users which is help us
to improve documentations, emphasize much better this work, add new functionalities, etc.

All the evaluation results show that we should continue to work on improving the M3
framework with more templates and on optimizing software performances.The M3 frame-
work is relevant for di�erent users, not only Semantic Web of Things experts, but also
developers, IoT experts, semantic web experts, domain experts looking at domain ontolo-
gies, etc.

3.8 Concluding Remarks

We described in this chapter the M3 framework to assist IoT developers or even projects
to design interoperable Semantic Web of Things applications. Further, we explained that
M3 could be easily integrated in an ETSI M2M architecture. Finally, our approach is not
just theoretical, but also practical since it has been implementedon the cloud. We will
demonstrate in Chapter 6, that this framework has been used by Android developers to
design cross-domain mobile SWoT applications. Further, our evaluation encouraged us to
improve the M3 framework and continue research in this topic.

As future work, we would like to integrate real data produced by IoT EU projects
freshly released22, and process it within our framework. We also intent to integrate more
complicated scenarios involving more sensors and domains by following IoT EU project
scenarios. Another important aspect is to deal with real-time processing. Finally, we
could �nd a way to provide communications between two M3 applications to provide smart

22 http://iot.ee.surrey.ac.uk:8080/
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discussions between things. Indeed, things will exchange interoperable information with
each other thanks to a common language to describe sensor measurements anda common
reasoning (explained in the next chapter).

In the next chapter (Chapter 4), we explain in more details the way to interpret IoT
data by reusing domain knowledge expertise.
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Chapter 4

Sensor-Based Linked Open Rules

(S-LOR)

"Everyone knew it was impossible. Then one day someone came who did not know, and he

did."

Winston Churchill

"People who are crazy enough to think they can change the world are the ones who do."

Steve Jobs

In this chapter, we assist developers to address "Challenge B: Interpreting IoT data"
which is itself composed of two sub-challenges: "Challenge A: Interoperable IoT data" and
"Challenge C: Inter-domain interoperability". We assume in this work t hat the develop-
ers want to interpret IoT data. We have designed the Sensor-based Linked Open Rules
(S-LOR) approach to easily interpret IoT data and solve the challenges above. Several
challenging tasks had to be done to achieve S-LOR: (1) provide a basis forreasoning, (2)
reuse domain knowledge expertise to enrich IoT data, and (3) redesign aninteroperable
domain knowledge.

This chapter is composed as follows. Section 4.1 explains the need to assist develop-
ers in interpreting IoT data. Section 4.2 describes the M3 nomenclature and ontology to
provide a basis for reasoning. Section 4.3 explains the Linked Open Vocabularies for Inter-
net of Things (LOV4IoT) dataset, a fundamental step for �nding, reusing and combining
existing knowledge expertise. LOV4IoT synthesizes and classi�es more than 270 semantic-
based projects relevant for IoT in various areas such as healthcare, building automation,
transportation, agriculture, tourism, etc. Section 4.4, demonstrates the most challenging
task to examine interoperability issues and redesign an interoperable M3 domain knowl-
edge extracted from LOV4IoT to provide M3 suggestions. Section 4.7 provides the S-LOR
proof-of concept. Section 4.8 evaluates S-LOR, LOV4IoT and the M3 domain knowledge.
Section 4.9 concludes this chapter and outlines future work.
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We assess the following research questions:

� How to �nd and reuse the domain knowledge expertise to interpret sensor data?

� How to combine domain knowledge (ontologies, datasets, and rules)?

� Which semantic-based reasoning mechanism (rule-based inference, recommender sys-
tem, machine learning) should we integrate to interpret sensor data?

� How to extract, reuse and combine rules from existing domain knowledge?

� How to design rules in a uni�ed way to easily share and reuse them?

4.1 Assisting IoT developers in Interpreting IoT Data

In Figure 4.1 the developer uses the M3 converter to semantically annotate IoT data. IoT
data is compatible with the M3 nomenclature and ontology, an essential step for an easy
interpretation of IoT data. Then M3 data is enriched thanks to the M3 in teroperable domain
knowledge composed of M3 domain ontologies, M3 datasets and M3 rules. Enriched M3
data is queried to provide domain-speci�c or cross-domains suggestions to the developer.
Finally, the developer will display results in a user-friendly interface, send alerts or even
order actuators (e.g., open or close a door). We explain in details these components in the
next sections.

IoT 
developer

M3 converter
extractedFrom

LOV4IoT

Produce M3 Data

extractedFrom

M3 rules + 
reasoning engine

Interpret 
M3 Data

M3 interoperable 
cross-domain knowledge:

- Datasets & ontologies

Execute 
M3 SPARQL

 query

Sensor-based Linked Open Rules
 (S-LOR)

Provide
M3 data + 

M3 template

Get Smart 
M3 data or 

M3 suggestions M3 suggestions 
(domain-specific 
or cross-domain)

M3 nomenclature
basedOn

M3 ontology hub

implementedInInterpreting IoT 
data?

Figure 4.1: Assisting developers in interpreting IoT data with M3

4.2 M3 Nomenclature & Ontology

The M3 nomenclature provides a basis for reasoning. Since sensor data is coming from
heterogeneous projects, it is not interoperable. For this reason, we have designed the M3
nomenclature to make the data interoperable and explicitly add the context if needed to
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delete any ambiguities. For instance, a temperature could be a body temperature or an
external temperature. To achieve this step, we have used semantics, more precisely, we
have designed the M3 ontology for the following reasons: (1) to ease interoperability, (2)
to add explicit sensor metadata descriptions, (3) to employ reasoning engine to infer new
knowledge, (4) to reuse domain knowledge, and (5) to provide a 
exible and easy way to
update the M3 nomenclature.

The M3 nomenclature has been implemented as an ontology to provide a basis for reason-
ing and interlinking domains with each other. The M3 ontology synthesizes and uni�es all
terms to describe sensors, measurements, actuators and domains foundin existing projects
referenced in LOV4IoT. For instance, precipitation and rainfall sensorsrepresent the same
sensor. The uniform descriptions mentioned above are fundamentallynecessary to develop
cross-domain applications and services. A common nomenclature is described here after and
the list is not exhaustive. The second column of the Table 4.1 is the recommended uniform
sensor and measurement name, various other names are listed in the third column and units
in the fourth column. Table 4.1 presents such a common nomenclature forthe sensors used
in weather domain. The entire M3 nomenclature is available online1. Similar study has
been performed for sensors used in health care, smart home, transportation, agriculture, air
quality measuring and with actuators. Table 4.2 proposes uniform domain names. The M3
nomenclature has been modeled according to the W3C SSN ontology. More precisely, we
provide an extension ofssn:ObsevationValue , ssn:FeatureOfInterest and ssn:Sensor
concepts (see Figure 4.2). Further, M3 enables to describe SenML sensor measurements in
an interoperable way thanks to this M3 nomenclature (see Figure 4.2). We not only deal
with sensors but also RFID tags, actuators, etc. We de�ned them3:Measurementconcept
to describe SenML measurement. A measurement has a name (e.g., temperature), a value
(e.g., 39) and a unit (e.g., DegreeCelcius). Both the measurement type and the unit follows
the M3 nomenclature to provide interoperable sensor data. The uniform M3 descriptions
of sensor, measurements and domains have already been communicated to oneM2M WG-5
(MAS) 2 [Gyrard and Bonnet, 2014].

4.3 Linked Open Vocabularies for Internet of Things (LOV4IoT)

The Linked Open Vocabularies for Internet of Things (LOV4IoT) enables reusing domain
knowledge expertise. We pursued a deeper analysis of domain knowledge related to sensors
and came up with the following research questions:

� Which sensors or actuators are employed?

� What domains do sensors use?

� Which ontologies exist that cover each domain?

� What reasoning exit that cover each domain to interpret sensor data?
1http://www.sensormeasurement.appspot.com/documentatio n/

NomenclatureSensorData.pdf
2http://onem2m.org/MAShome.cfm
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Table 4.1: M3 uniform description for sensors in the weather domain

� Is the ontology publicly accessible e.g., downloadable from a website?

� Which technologies or tools are used to implement the ontology or rules?

� Does the ontology follow the semantic web best practices?

� Which projects could be reused and combined to other projects?

� Which security mechanisms are used in the project?

To exploit the domain knowledge expertise and facilitate IoT application development,
we have designed the Linked Open Vocabularies for Internet of Things(LOV4IoT) dataset.
LOV4IoT references more than 270 ontology-based works related to sensors in various do-
mains such as health care, building automation, food, agriculture, tourism, security, trans-
portation and smart city. We have discovered, identi�ed, studied and referenced these

95



Table 4.2: M3 uniform description for IoT domain names
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Figure 4.2: M3 ontology, an extension of W3C SSN ontology
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works as depicted in Figure 4.3 since: (1) sensors and their measurements are described, (2)
they can be used to design new cross-domain use cases (e.g., the naturopathy application
to combine health, weather and smart kitchen), (3) the projects are based on ontologies,
(4) the projects designed rule-based systems, (5) domain experts published their works in
conferences, (6) they explained why they integrate semantics, (7) they describe how they
evaluate ontologies, and (8) the ontology or dataset code could be used to implement our
scenarios.
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Incompatibility issues
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Figure 4.3: The LOV4IoT dataset

Some of these works have been presented in section 2.1. We analyze these works to reuse
their ontologies and reasoning mechanisms. Most of the ontologies have beendesigned with
semantic web standard languages such as RDF, RDFS and OWL. Moreover, frequently, the
Semantic Web Rule Language (SWRL) has been used for the reasoning.

4.3.1 LOV4IoT, an extension of the LOV catalogue

LOV4IoT is an extension of the LOV catalogue [Vandenbussche et al., 2015], since the on-
tologies that we classi�ed do not meet the requirements preconized by the LOV catalogue.
The ontologies that we referenced in this dataset are not necessarily shared online, but we
would like to exploit the knowledge expertise mentioned in the research articles. Require-
ments preconized by the LOV community such as ontology metadata or adding labels and
comments to each concept and property are almost never respected. We contributed to the
LOV community, to spread their best practices and encourage the 'sharing and reusing do-
main knowledge' approach. Unfortunately, we have seen that convincingauthors to improve
their ontologies is really a time-consuming task.

This limitation could be overcome by improving ontology editors to encourage people
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to add labels and comments. Recently, a beta version of ProtegeLOV3 has been released,
an extension of the popular ontology editor which suggests popular ontologies referenced in
the LOV catalogue when you are designing a new concept or a new property. The users can
directly reuse the concept or integrateowl:equivalentClass or owl:equivalentProperty
links. However, this plugin does not encourage users to add ontology metadata or labels
and comments as preconized by the LOV community yet.

For these reasons, we build our own dataset, called Linked Open Vocabularies for Inter-
net of Things (LOV4IoT) to reference and classify ontologies relevant for Internet of Things
to: (1) interpret sensor measurements, and (2) combine domains. In our own dataset, we
describe the ontology status according to the LOV criteria.

4.3.2 LOV4IoT table

At the beginning of this work, we had few ontology-based projects referenced. We have
chosen to classify them in a table and have indicated in each column: the authors, the date
of publication, the related research articles, the sensors used, the technologies used, the
rules employed and the security mechanisms. Each row in the tablehas a color to describe
the status of the ontologies and rules: (1) lost or con�dential, (2) we do not know if we
can get the implementations, (3) the authors told us that they will share their knowledge
expertise online, (4) the domain knowledge is shared online but do notmeet he requirements
preconized by the LOV catalogue, (5) the knowledge expertise is sharedonline and is even
referenced on the LOV catalogue since they follow the required best practices. At the
beginning, it was just a table in a word document. But, we thought that i t can bene�t to
other people interesting in such ontologies, so we decided to share this classi�cation. The
word document has been converted to an HTML web page, by keeping the same idea with
the table. It was easier and more 
exible to add a new project or move a project to a new
domain. Then the number grows more and more. So, we decided to split andclassify them
by domains.

An extract of the LOV4IoT dataset is available as an HTML web page4, which is dis-
played in Figure 4.4. The �rst column is dedicated to authors and the second to the
publication date of the work. In the third column related publications are indicated and in
the fourth column the ontology URL if it is provided is given. The �fth c olumn indicates
technologies used and the sixth column gives sensor used in the project. Finally, in the
seventh column are indicated the rules designed in the projects (e.g., if foggy then safety
devices are fog lamp, ESP and ABS). Further, each project is colored according to the
ontology status such as the ontology is con�dential or lost (in red), try to contact authors
to get their ontologies or rules (in white), the authors will soon publish the ontology (in
orange), the ontology is online (in yellow), online and referenced in LOVsince semantic
web best practices are followed (in green). Users such as developers, research engineers
or domain experts can surf on this web page to search domain ontologies according to a
speci�c domain.

3http://boris.villazon.terrazas.name/projects/prolov/index.html
4http://www.sensormeasurement.appspot.com/?p=ontologies
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Figure 4.4: An extract of the LOV4IoT dataset displayed in a HTML web page

4.3.3 LOV4IoT RDF dataset

Then, we encountered an issue, sometimes a same ontology-based project could be inte-
grated in both domains such as smart homes and weather (e.g., Staroch et al. [Staroch, 2013]).
A table was not enough anymore, we wanted to avoid duplications of the same work in two
di�erent domains. Moreover, the number of ontology-based projects attained 200 and the
number of domains was growing. We decided to convert this table into a RDF dataset to
make statistics on it: the total number of ontologies, the number of ontologies by domains,
the number of ontologies according to their status (online, lost, publishing process online,
referenced on LOV and contacting authors). Thanks to this RDF dataset, we could also
�lter ontology-based projects by ontology status or domains, and automatically build a ta-
ble in the HTML web page, to display a subset of the LOV4IoT dataset according to the
user's needs.

The RDF LOV4IoT dataset 5 is available online. An extract of the LOV4IoT dataset
in RDF/XML is depicted in Figure 4.5. Users such as developers, research engineers or

5http://www.sensormeasurement.appspot.com/dataset/lov4iot-dataset
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domain experts can make statistics on this dataset or add �lter on the dataset. Machines
can navigate on the RDF LOV4IoT dataset to easily retrieve the domain knowledge �tting
their needs.

Figure 4.5: An extract of the LOV4IoT RDF dataset

Thanks to the RDF dataset, it becomes easy to create SPARQL queries toautomatically
count the total number of ontologies as depicted in Figure 4.6. We can even count the
number of ontologies of each domain and according to the best practices status. Figure 4.6
shows that:

� The total number of ontology-based projects referenced in this datasetis 269.

� The total number of ontology have been classi�ed by domains as follows: 45 for
smart home, 8 for smart energy, 10 for activity recognition, 30 for tourism, 28for
transportation, 17 for agriculture, 14 for weather, 3 for smart cities, 17 for sensor
networks, 52 for healthcare, 29 for food, 6 for a�ective sciences, 6 for music, 8 for
environments, 7 for �re and 27 for security.

� The total number of ontology have been classi�ed by ontology status as follows: 25
ontologies cannot be shared online (lost, con�dential or not implemented), 113 on-
tologies have been referenced thanks to the research articles that we found but the
ontology is not shared online, we are trying to convince authors to share the ontologies
or rules on the web, 24 ontologies should be shared online soon according to the au-
thors, 87 ontologies have been published online, most of them because weencouraged
authors, 13 ontologies are online and referenced by LOV since the LOV best practices
are adopted, and 7 ontologies were already referenced on LOV.

4.3.4 Extracting a dictionary to describe sensor measurements

Based on this tremendous work of classi�cation and synthesization, we built a dictionary
to describe popular: (1) sensors or actuators, (2) domains, (3) sensor measurements, and
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Figure 4.6: Statistics on the LOV4IoT dataset to count the number of ontologies

(4) units. Further, for each sensor measurement, we associated the corresponding units.
Further, we frequently found synonyms to describe a same sensor orsensor measurements.
We chose the most popular term, and indicate the synonyms in therdfs:comment property
in the M3 ontology. The result of this work is the M3 nomenclature and the M3 ontology
presented above in 4.2.

4.3.5 Extracting rules to interpret sensor measurements

We have classi�ed and synthesized di�erent languages that have beenemployed in the
ontology-based projects. In Figure 4.7 are displayed heterogeneous softwares and languages:

� Rule Interchange Format (RIF) is proposed a standard format for the 'Linked Rules'
[Khandelwal et al., 2011]. RIF is designed by the W3C to unify various rulelanguages:
Semantic Web Rule Language (SWRL), RuleML (Rule Markup Language), R2ML
(REWERSE Rule Markup Language) and F-logic [Kifer, 2008]. Seye et al. implement
a tool to convert RIF rules into SPARQL CONSTRUCT rules and design a RIF
validator [Seye et al., 2012]. However, we did not �nd any RIF-based implementation
tools to extract rules. This language is not popular in the LOVIoT dataset. Only
three works mentioned this language.

� The SWRL language [Horrocks et al., 2004] is frequently used by domain experts,
since tools have been integrated in the popular Protege ontology editor tool. How-
ever, we analyzed the heterogeneity of SWRL rules. Indeed, SWRL rules are not
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interoperable because of the heterogeneity among softwares implementing SWRL syn-
tax and reasoning engines. For instance, we referenced 6 protege plugins (SWRL Tab,
SWRL DL Safe Rule, SWRLJess Tab, SWRL-IQ, SQWRL and SWRLDroolsTab)
implementing SWRL for various reasoning engines.

� The rules can be described asowl:Restriction directly in the ontology. This is
another kind of implementation of SWRL. Frequently, the rules that we are interested
in are implemented in this way.

� SPIN is another language to describe rules, mainly used when the authors used the
TopBraid ontology editor. We referenced only 5 ontology-based projects mentioning
this language.

owl:Restriction

Semantic Rules

Various softwares

SWRL

OWL API
Protege

SPINRIF

TopBraid

Neon

Swoop
Hozo

Owl DL ed2
Jena

Jess

7 Plugins Protege

Compliant 
with W3C

Found in most of the 
sensor-based domain 

ontologies

DLSafeRule

Reasoning

Fuzzy logic, statistic, 
probabilistic, Drools, etc.

=> Inferred  concepts are defined in domain ontologies

Jena used in the 
M3 framework

Figure 4.7: Heterogenous rule languages and softwares

Frequently, we found rules described asowl:Restriction directly in the ontology (see
Figure 4.8). In this �gure, the rule described means that if the precipitation measurement
is equal to 0 millimeter per hour, then it does not rain. This rule has been described in the
weather ontology designed by Staroch et al. [Staroch, 2013]. We expected that all rules are
described in this way in all ontologies, but sometimes the unit is notmentioned or the term
mentioned to describe the sensor measurement type or the unit does not match to our M3
nomenclature, etc.

This heterogeneity hinders the automatic extraction of rules. For this reason, we man-
ually redesign our own dataset of interoperable rules to infer high-level abstractions from
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=> Result of the IF THEN ELSE rule 
(high level abstraction)

=> measurement type

=> unit

=> sensor measurement value

Rule: IF precipitation = 0 mm/h
THEN NoRain

Figure 4.8: Rule described as an owl:Restriction on ontologies

sensor data. Such rules will be based on the M3 nomenclature and the M3 ontology. Since,
most of the existing works design SWRL rules, we use the SWRL language to reuse and
combine rules to enrich IoT data. This dataset of rules is called 'Sensor-Based Linked Open
Rules (S-LOR)' and is based on the M3 nomenclature and M3 ontology. When the S-LOR
dataset attained more than 100 rules, the S-LOR dataset has been split intosub-datasets
to classify rules by domains: (1) health, (2) home, (3) weather, and (4) environment. This
work is extensible with more rules and more domains. These S-LOR datasets are exploited
in the di�erent M3 templates.

4.3.6 Extracting domains

We classi�ed and referenced the most popular domains that we found in ontology-based
projects as explained above in Table 4.2 in section 4.2, more precisely: building automa-
tion, health, weather, agriculture, environment, emotion, transport, energy, tourism, loca-
tion, city, tracking good (e.g., tracking food and tracking CD). In t he building automation
domain, the subclass activity recognition has been de�ned and in the environment domain,
the subclass �re has been added. These domains are described in the M3 nomenclature and
ontology and are used in: (1) the iot application template dataset to describe M3 templates,
(2) the LOV4IoT dataset to select or count the number of ontologies for each domain, (3)
the drop down-list of the SWoT generator when asking to choose a domain, (4) the M3
converter to delete ambiguities and explicitly add the context to IoT measurements, (5)
the M3 web services, and (6) in the classi�cation of IoT scenarios explained in section 3.4,
sub-section 'Making use of M3 templates for IoT EU projects'.

4.3.7 Lessons learned

At the beginning of this thesis, we thought that it would be easy to reuse and combine these
ontologies and rules. Unfortunately, due to heterogeneity, technical issues and limitations
of ontology matching tools, reasoning engines and ontology or rule editors, we have not
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done the automatic extraction and the automatic linking of this domain knowledge. For
these reasons, to show the entire chain to enrich sensor data, we manually re-design our
own interoperable knowledge bases to combine rules, ontologies, datasets and domains to
infer high-level abstractions from sensor data, as explained in the next section.

Nonetheless, we keep in mind the idea of knowledge extraction for future work. We have
analyzed other research �elds and tools which can assist us to overcomethis challenge. For
instance, OWL 2 Rule Template6 which would enable the detection of rule patterns. We
have even found, the DLEJena7, an implementation compliant with the Jena framework
that we could exploit in our M3 framework. Other ideas are to exploit ontology design
patterns, ontology methodology, ontology merging tools and ontology alignments.

4.4 Interoperable M3 Cross-Domain Knowledge

M3 interoperable domain knowledge enables extracting and making interoperable the knowl-
edge expertise from LOV4IoT as depicted in Figure 4.9. The �rst step consists in improving
the domain knowledge by following the semantic web best practices.The second step is
focused on extracting owl:Restriction in domain ontologies and convert them as rules
compliant with our M3 framework and M3 ontology. The third and fourth steps are to
rewrite the domain ontologies and datasets to be compliant with our M3 framework. The
last step consists in integrating ontology matching tools or manually matchcommon con-
cepts to align the domain knowledge to infer additional knowledge and combine domains.

4.4.1 Designing an interoperable M3 domain knowledge

We have redesigned aninteroperable M3 domain knowledge compatible with our M3
framework (see Figure 4.10) to easily reason on sensor data and build cross-domain IoT
applications. To achieve these goals, we had several tasks and semantic web guidelines to
follow as explained below. These tasks are executed through the method given in Figure
4.11.

� Unify syntaxes since ontologies, datasets and rules since they are implemented with
di�erent ontology editors (Protege, OWL API, Top Braid Composer, OWL DL Ed 2,
Hozo) and rules editors (7 SWRL Protege Plugins such as SWRLJessTab, SWRLDL-
SafeRule, SQWRL, SWRLJessTab) and rule languages (SPIN, RIF, SWRL, SPARQL
CONSTRUCT) and rule engine (SWRL Jena rule, Jess).

� Add labels and comments. This is highly recommended for the use of ontologyor
dataset matching tools. Moreover, it is important to rewrite the domain knowledge in
a same language (English) to ease matching tasks and �nally add the source, where
the domain knowledge comes from to reference the work done by domain experts.

6http://www.w3.org/TR/owl2\discretionary{-}{}{}profiles/#OWL_2_RL
7http://lpis.csd.auth.gr/systems/DLEJena/
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Figure 4.9: Extracting and combining M3 domain knowledge

� Extract rules from domain ontologies. As they are frequently designed asowl:Restriction ,
to convert them according to the Jena syntax, the M3 framework and theM3 ontology.

� Separate ontologies, datasets and rules to ease matching tasks.

� Add links between domain ontologies (e.g.,owl:equivalentClass ) or datasets (e.g.,
owl:sameAs). This step is recommended by the Linked Data best practices [David Wood, 2014]
[Heath and Bizer, 2011] and ontology methodologies [Noy et al., 2001].

� Add ontology metadata descriptions proposed by LOV [Vandenbussche and Vatant, 2011]
(e.g., title, rights, authors, licenses). To be referenced on LOV, there is a need to im-
prove the domain knowledge with semantic web tools such as the OOPS project8

[Poveda-Villal�on et al., 2012a] [Poveda-Villal�on et al., 2012b] to detect common on-
tology pitfalls. In case of errors encountered when submitting ontologies on LOV,
there is a need to check ontologies and �x errors with other tools such asVapour9 and
TripleChecker10. The syntax can also be checked with RDF validator11 or the Linked
Data principles12 an be exploited to create a well-designed RDF dataset.

� Share the new domain knowledge online and reference it on semantic webtools. M3

8http://oeg-lia3.dia.fi.upm.es/webOOPS/index-content.jsp
9http://validator.linkeddata.org/vapour

10 http://graphite.ecs.soton.ac.uk/checker/
11 http://www.w3.org/RDF/Validator/
12 http://linkeddata.org/
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Figure 4.10: Redesigning M3 domain knowledge

rules will be suggested to the Linked Open Rules13 which is still a work in progress.
The M3 domain ontologies could be suggested to the Linked Open Vocabularies cat-
alogue14 [Vandenbussche and Vatant, 2011] and the semantic search engines such as
Watson15 [d'Aquin and Motta, 2011] and Swoogle. The M3 domain datasets could be
suggested to the Linked Open Data, the DataHub project16 and to semantic search
engines such as Sindice17 [Tummarello et al., 2007]. The name of the ontology (names-
pace) and the location of the ontology are the same (URI deferencable).

In this thesis, we have retained semantic web best practices and tools such as Methontol-
ogy [Fern�andez-L�opez et al., 1997], Ontology Development Guide [Noy et al.,2001], NeOn
methodology [Suarez-Figueroa et al., 2012], Common errors & common patterns [Rector et al., 2004]
and Linked Data best practices [Heath and Bizer, 2011] [David Wood, 2014] [Janowicz et al., 2014].
These works propose methodologies to build well-structured ontologies or datasets from
scratch and suggest to reuse as much as possible existing works by linking them with each

13 http://www.sensormeasurement.appspot.com/?p=rule
14 http://lov.okfn.org/dataset/lov/
15 http://watson.kmi.open.ac.uk/WatsonWUI/
16 http://datahub.io/fr/
17 http://sindice.com/
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Figure 4.11: S-LOR method

other. We synthesize these methodologies which requires to follow several steps: speci�ca-
tion, knowledge acquisition, conceptualization, formalization, implementation, evaluation,
documentation and maintenance. These steps are described below.

� Speci�cation determines the purpose of the ontology. The goal of our M3 ontology
is to interpret interoperable sensor data. The objective of the M3 domain knowledge
is to build cross-domain IoT applications.

� Knowledge acquisition recommends to reuse existing ontologies. This step has
been done by reading more than 270 ontology-based research articles relevant for IoT
that have been published in conferences. We have synthesized and classi�ed all these
works and detected that they constantly rede�ne the same domain knowledge.

� Conceptualization has been done with an hybrid approach (top-down and bottom
up) by de�ning the most important concepts �rst and generalize them as much as
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possible.

� Formalization has been achieved by de�ning the classes, the class hierarchy and the
properties of classes.

� Implementation has been accomplished with W3C recommendations such as RDF,
RDFS and OWL. It can be achieved with the help of ontology editors such as Pro-
tege. We have created M3 domain datasets (instances) according to the M3 domain
ontologies.

� Evaluation judges the quality of the ontology. It has been explained in details in
Section 4.8.

� Documentation has been done using labels and comments inside the ontology, even
dc:description to prove the veracity of the M3 cross-domain suggestions. We doc-
umented the M3 domain ontologies using the Parrot18 tool.

� Maintenance of M3 ontologies and datasets has been done continuously through this
work.

To design the M3 interoperable domain knowledge, we have followed the process of Suarez-
Figueroa et al. as depicted in Figure 4.12 and extend it for each step mentioned above
[Suarez-Figueroa et al., 2012].

Figure 4.12: Re-engineering ontologies [Suarez-Figueroa et al., 2012]

Updating the M3 ontology with new sensors, measurements, units or domains is simple
and can seamlessly interoperate with the existing environments.

18 http://ontorule-project.eu/parrot/parrot

108



4.4.2 Combining domain knowledge expertise through M3 rules

One of the main challenging task of the M3 framework is tocombine domain knowledge
expertise . There are three possibilities to combine knowledge: via ontologies, datasets
or rules. Frequently, rules could be linked with each other throughconcepts designed in
heterogeneous domain ontologies as depicted in Figure 4.13. Indeed, snow canbe described
in both weather, smart home or transport ontologies. In the weather ontology, snow will be
related to temperature and precipitation, whereas in the transport ontology snow is related
to snow chains, low speed, etc. By linking the common concept snow, we link two domains:
weather and transportation.

TemperaturePrecipitation

SnowWeatherState

Domain Ontology 1: 
Weather ontology [Kofler 2011]

Domain Ontology 2:
Transport ontology [Ruta 2011]

Snow

SnowChains

ABS
ESP

LowSpeed
Concept found 

in ontology

Rule (owl:Restriction):
if precipitation > 0 && 
temperature <= 0 then 
SnowyWeatherState 

Rule (owl:Restriction):
if Snow then safety devices 

(ABS, snow chains, ESP)

Issue 3: No common terms, 
difficult to link domains

BEFORE (Without S-LOR)Issue 1: No 
common terms 
for sensor data

Issue 2: 
Detect owl:Restriction pattern 

to get rules

Figure 4.13: Linking rules by linking concepts

However, the main shortcoming is the lack of links between these ontologies. For this
reason, we added them in rules.

Figure 4.14 shows the deduction of high-level abstraction from sensor data (e.g., heavy
rain). Heavy rain is the result of the reasoning engine by taking into consideration the M3
measurements, M3 units, M3 domains and M3 values. The deduction is also de�ned in M3
domain datasets (e.g., weather and transportation) which enables to enrich original sensor
data. In this example, M3 connects two domains: tourism and transportation thanks to
the common terms described in an interoperable manner in M3 rules andM3 datasets.

Figure 4.15 illustrates the grammar of M3 rules, which has been inspired by the Jena
rule syntax and structure.

Figure 4.16 shows the process to automatically enrich SenML data to infer high-level
abstractions and enrich them with cross-domain datasets. Firstly, wesemantically annotate
SenML sensor data according to the M3 nomenclature and ontology. Then, interoperable
M3 rules are loaded in a reasoning engine with M3 SenML sensor data to infer high-level
abstractions. Since common high-level abstractions can be found in heterogenous domains,
the domains are easily combined to provide cross-domain suggestions.

In this thesis, we are mainly interested in rule-base reasoning engine (e.g., Jena reasoning
engine) to derive high level context information and update the knowledge base with the
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M3 rule is a set of:
- Condition 1 (type of m3:Measurement)
- Condition 2 (type of  m3:Unit)
- Condition 3 (type of  m3:Domain)
- Condition 4 (value of m3:hasValue)

M3 Inferred ResultTHEN

E.g., Snow

E.g., IF m3:Precipitation > 0 m3:MilimeterPerHour 
& m3:Temperature <= 0 m3:DegreeCelcius & 
m3:Weather

Common 
terms

M3 domain dataset 1

M3 domain dataset 2

M3 domain ontology 1

M3 domain ontology 2

Designed 
according to

Designed 
according to

E.g., Weather

E.g., Snow -> SnowChains, 
LowSpeed, ABS, ESP

E.g., Transport

Cross-domain

E.g., Snow
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Issue 1 fixed with 
M3 nomenclature 
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Issue 2 fixed with 
M3 interoperable 
and reusable rules
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Figure 4.14: Rules for interlinking heterogeneous domain datasets

Figure 4.15: Syntax of M3 rules
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Figure 4.16: Sequence diagram for inferring high-level abstractions with S-LOR

high-level abstractions. Reasoning engines such as Pellet, Racer-Pro, Fact++ have been
used to detect and correct inconsistent context information.

Due to ontology matching tools limitations explained in section 2.3.3, we have re-
designed the M3 domain knowledge to combine heterogeneous domains witheach other
when they describe common concepts. Further, the M3 datasets are interoperable with M3
rules and M3 ontologies. This is an essential step to provide M3 cross-domain suggestions.
This step is achieved manually to complete the entire M3 process to semantically enrich
sensor data and combine domains. As future work, we could improve ontology matching
tools, combine them if needed and adapt them to our needs.

4.5 The semantic engine S-LOR integrated in the M3 Ap-

proach

Figure 4.17 summarizes the entire process of the Sensor-based LinkedOpen Rules (S-LOR)
approach integrated in the M3 framework [Gyrard et al., 2014b]. In this �gure, a same
measurement (temperature 38.7 DegC) is described in two di�erentdomains: path A for
healthcare and path B for weather forecasting. This example highlights the necessity to: (1)
explicitly add description to sensor measurements, (2) interpret IoT data, and (3) combine
domains to design cross-domain applications. The �rst box, called 'IoT data' returns sensor
descriptions such as temperature 38.7 DegC. Such descriptions are implemented according
to the SenML language. Then, in the second box, called 'Semantic IoT data', previous
data is semantically annotated according to the M3 nomenclature and ontology, which is
required for the future steps. Then, in the fourth box, called 'Semantic Rule, new domain
concept', the S-LOR approach is exploited, a set of interoperable rules based on the M3
ontology and nomenclature to infer high-level abstractions. In path A, S-LOR deduces the
concept fever, whereas in path B, S-LOR deduces the concept hot. Then, in the boxes 4 and
5, called 'Domain ontologies' and 'Domain datasets' the results of the reasoning provided
by S-LOR are linked to the M3 domain ontologies and datasets. Then, in step6, 'Cross
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domain applications', the M3 interoperable domain knowledge is used tocombine domains
and provides suggestions. For instance, food related to the fever symptom in path A, and
food related to season in path B. Since food referred to the same namespace in both domain
knowledge, it is easy to combine domains. Finally, in step 7, a SPARQL request queries the
M3 interoperable cross-domain knowledge to get smarter data and suggestions.

The provided results will be later parsed and exploited in the �nal application such as
the naturopathy application which suggests home remedies when fever is detected.

IoT 
data (1)
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Figure 4.17: S-LOR integrated in the M3 approach

4.6 S-LOR: A 'Share and Reuse' Based Reasoning Approach

Sensor-based Linked Open Rules (S-LOR) is not just a dataset of interoperable M3 rules
that is exploited in the M3 templates to build semantic-based IoT applications. This is
also an innovative approach, stemming from the 'Linked Open Data' approach, to share
and reuse interoperable rules on the Web to interpret IoT data. Currently, data is consid-
ered as the new oil. From our point of view, the most important aspect is the high-level
abstractions that have been inferred from IoT data. This can be done withrule-based
systems, recommender systems or even machine learning algorithms.In this thesis, we are
mainly focused on the rule-based systems, since we found rules inontology-based projects
referenced in LOV4IoT. Such datasets could be enriched by domain experts and they could
even add ratings on the rules such as trust or popularity. A major challenge is to check
completeness (i.e., cover all possible values) and correctness (i.e., no contradiction) of these
rules when integrating new rules in the dataset.

As future work, we plan to provide templates to guide users to choosethe best systems
�tting their needs according to the kind of data that they want to exp loit. Indeed, we
could guide users to use a speci�c algorithm to interpret sensor data. For instance, in
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[Stocker et al., 2012], the authors use neural networks to classify road vehicles by exploiting
measurement of vibration. Wa are aware, that rule-based systems are su�cient for some
kind of measurement data. We plan to extend our set of templates with new kind of
templates, instead of referencing an URL with a set of rules, we couldreference the machine
learning required for a speci�c sensor. For instance, templates related to vibration sensors
could reference the neural network algorithm.

Existing approaches such as the KAT toolkit [Ganz et al., 2014] [Ganz, 2014] and In-
telligo [Henson, 2013] propose machine learning based approaches to enrich sensor data
combined with semantic web technologies. But there is not yet any approaches to share the
way to enrich IoT data by suggesting which machine learning algorithm should I use. To
solve such challenges, we have in mind to combine KAT and Intelligo to S-LOR to handle
the reasoning with more complicated sensors.

4.7 Implementation

A proof-of concept of S-LOR is depicted in Figure 4.18. The drop-down list displays all
sensors referenced in the M3 ontology. This is done with a simple SPARQL query, get
all rdfs:subclassOf of the m3:Sensor class. For the implementation, we employ the
rule-based Jena inference engine19 to execute M3 rules to infer high-level abstractions and
update the knowledge base. For instance, the user chooses "Precipitation sensor". Then,
S-LOR will query its rule dataset to display all rules involving th is sensor. S-LOR dis-
plays about 20 rules to interpret precipitation values such asHeavyRain, NoPrecipitation ,
MediumRainor Snow. To deduceHeavyRain, precipitation values should be between 20 and

Figure 4.18: S-LOR rules to interpret precipitation measurements

19 http://jena.apache.org/documentation/inference/
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50 millimeter per hour. Snowis a more complicated rule since it involves two sensors:
precipitation and temperature sensors.Snowis deduced when precipitation measurements
are strictly more than 0 millimeter per hour and temperature measurements less than 0
degree Celsius. These rules are used in di�erent scenarios: suggesting activities, garments
or safety devices according to the weather forecasting as explained insection 3.6. A new
scenario is depicted in Figure 4.19 to demonstrate that the M3 framework and S-LOR
are generic and 
exible enough since a reasoning can be performed implying several sen-
sors. This snow scenario suggests activities when it is snowy. It employs S-LOR rules
and M3 tourism datasets. The snow rule is extracted from [Staroch, 2013] and the ab-
straction of activities depending on the weather has been inspired by [Chien et al., 2013],
[Choi et al., 2009], [Daramola et al., 2009], [Wang et al., 2008], [Garc��a-Crespo et al., 2011]
and [Blanco-Fern�andez et al., 2011].

Figure 4.19: Snow & Activity scenario based on the snow rule

For each sensor measurement, we tried to �nd rules as much as possible. More we
have rules, better is the S-LOR dataset. Performance is not an issue in this case, since
we can load only the rules that we need and not the entire dataset. It is really fast and
simple to update the datasets with new rules. Sometimes, overlapping with other rules
appears. In this case, we implement more precise rules. For instance, if a domain expert
implements 16 rules to interpret precipitation measurements, and another domain expert
only 3 rules, we implement the rules designed by the �rst expert since they are more
precise. A limitation of S-LOR, is that rule-based reasoning is not su�cient for all sensor
measurements (e.g., Electrocardiography (ECG), gyroscope). Some sensor measurements
require machine learning algorithms to infer high-level abstractions.

4.8 Evaluation

In this section, we evaluate S-LOR by looking at: (1) completeness and correctness of
M3 rules to validate 'Hypothesis 5: The dataset of M3 rules is reliable to interpret IoT
data', (2) the number of ontologies re-usable from LOV4IOT to validate 'Hypothesis 6:
A dataset of ontology-based projects relevant for IoT can be exploited outside of the M3
framework', and (3) the M3 domain knowledge with semantic web methodologies and tools
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to validate 'Hypothesis 7: The knowledge base built to interpret IoT data encourages the
interoperability of data and domains'.

4.8.1 Evaluating M3 rules with completeness and correctness

In section 1.5, we introduced 'Hypothesis 5: The dataset of M3 rules is reliable to inter-
pret IoT data'. We evaluate S-LOR by looking at completeness and correctness of rules.
Correctness means that there are no incompatibility with other rules. Completeness
means that all sensor values are covered by a high level information. In table 4.3, a new

Table 4.3: Evaluating S-LOR with completeness & correctness

column dedicated to completeness and correctness is added to the M3nomenclature, which
indicates the related rules to each sensor. For instance, M3 humidity rules cover all possible
values (completeness) to deduce high level abstractions, and the overlapping (correctness)
between di�erent works is resolved. Regarding the sun position elevation sensor, correctness
and completeness are not satis�ed yet, but we have 8 M3 rules to interpret the measure-
ments.

In the M3 nomenclature20, for each sensor, we implement M3 rules if we found them in
the works referenced in the LOV4IoT dataset. When we implement the M3rules we have
to check manually completeness and correctness. A new M3 rule should not overlap with
the previous M3 rules. For each sensor, we would like to have M3 rules covering all possible
values, to get high-level abstractions in all cases. Moreover, sometimes two di�erent works
propose non compatible rules related to the same sensor. In this case, we choose the work

20 http://www.sensormeasurement.appspot.com/documentatio n/
NomenclatureSensorData.pdf
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having the more rules related to a speci�c sensor, and delete the previous M3 rules related
to the same sensor. Indeed, if the work has more rule, we consider thatthe rules are more
precise and we can di�erentiate more abstractions from sensor data.

4.8.2 Evaluating LOV4IoT

In section 1.5, we introduced 'Hypothesis 6: A dataset of ontology-based projects relevant
for IoT can be exploited outside of the M3 framework'.

A LOV4IoT evaluation form 21 has been set up to be �lled by users (see Figure 4.20 and
4.21). It has been �lled by 9 persons, this process is still ongoing. This form demonstrates
that this tremendous work of synthesization and classi�cation of all of these projects is useful
for other developers, researchers and not only designed for the M3 framework. It helps them
for their state of the art or �nding and reusing the existing ontologies. Sometimes the results
are not always 100% when the question was not mandatory or when we added later a new
question to get more information. The LOV4IoT evaluation form contains the following
questions and results:

� Who are you? (see Figure 4.20.A). According to the results, the users areeither: 33%
Semantic Web of Things developers or 22% Internet of Things developers.It does not
attains 100% since we added this question later.

� How did you �nd this tool? (see Figure 4.20.B). According to the results, 22% found
the LOV4IOT tool thanks to search engines, 22% thanks to people who recommended
this tool (it includes others), 11% thanks to the research articles,and 11% thanks to
emails that we sent to ask people to share their domain knowledge.

� Domain ontologies that you are looking for? (see Figure 4.20.C). According to the
results, 55% of users are interested in weather ontologies, 44% in health ontologies,
33% in smart home ontologies, 22% in security, emotion or food ontologies, and 11% in
agriculture, tourism or transportation ontologies. This means that users are interested
in all domains that we cover.

� Do you trust the results since we reference research articles? (see Figure 4.20.D).
According to the results, 55% of users trust the LOV4IOT tool since we reference
research articles, 22% are not convinced. We do not know how we can convince them
better.

� In which information are you interested? (see Figure 4.21.E). Accordingto the results,
55% of users are interested in research articles and ontology URL referenced, 33% in
rules, and 22% in sensors or technologies used.

� Do you use this web page for your state-of-the art? (see Figure 4.21.F). According to
the results, 55% of users answered yes frequently, 22% yes, and 22% no.

21 https://docs.google.com/forms/d/1BMuRMlvbUAFYORtDRtdNZMXnvVgMGmy3pvRMgByA2EU/viewform
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� In your further IoT application developments, do you think you will us e again this
web page? (see Figure 4.21.G). According to the results, 66% of users answered yes
frequently, 11% yes, and 11% no.

� In general, do you think this web page is useful: (see Figure 4.21.H). According to
the results, 66% of users answered yes frequently, 22% yes, and 0% no.

� Would you recommend this web page to other colleagues involved in ontology-based
IoT development projects? (see Figure 4.21.I). According to the results, 77% of users
answered yes frequently, 11% yes, and 0% no.

These results are really encouraging to update our dataset with new domain, add more
ontologies, etc.

4.8.3 Evaluating M3 domain knowledge with semantic web methodologies

In section 1.5, we introduced 'Hypothesis 7: The knowledge base builtto interpret IoT data
encourages the interoperability of data and domains.'. Weevaluated the M3 interopera-
ble domain knowledge as recommended by Methontology [Fern�andez-L�opez et al., 1997]
and Ontology Development Guide [Noy et al., 2001]. Figure 4.4 shows that the evalua-
tion has been done with semantic web tools such as Oops22 [Poveda-Villal�on et al., 2012b]
[Poveda-Villal�on et al., 2012a], TripleChecker23, RDF Validator 24, Vapour [Berrueta et al., 2008]
and SSN Validator [Kolozali et al., 2014]. Oops detects some of the most common pitfalls
appearing when developing ontologies. TripleChecker checks that weuse common names-
paces and ontologies and the appropriate concepts and properties. This toolhelps to �nd
typos and common errors in RDF data as a RDF validator. Vapour checks URI dereference-
able and enables to test easily our ontologies on other semantic web tools. We suggested
more than 27 domain ontologies to LOV. Thanks to them we discovered numerousbad
practices. As a consequence we redesigned our own ontologies and datasetsto be compliant
with best practices. Moreover, ontologies and datasets have been usedto build cross-domain
IoT applications. The M3 ontology has been checked with Fact++ and Hermit under Pro-
tege, we did not have any errors. Further M3 rules have been designed according to the
M3 ontologies and have been run with the Jena inference engine. The M3 ontology, do-
main ontologies and datasets have been de�ned according to the best practices designed by
knowledge engineering and ontology modeling. We employed all mentioned tools for our
di�erent domain knowledge that we redesigned such as naturopathy.

4.8.4 Discussions

The evaluation of the rule dataset validates 'Hypothesis 5: The dataset of M3rules is
reliable to interpret IoT data'. However, since we frequently add new sensors, actuators

22 http://oeg-lia3.dia.fi.upm.es/oops/index-content.jsp
23 http://graphite.ecs.soton.ac.uk/checker/
24 http://www.w3.org/RDF/Validator/
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Figure 4.20: Evaluating LOV4IoT through a user form (1)
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Figure 4.21: Evaluating LOV4IoT through a user form (2)

and domains to the M3 nomenclature, we have to �nd at the same time the related rules
and check the completeness and correctness. This task is not always easy.

The evaluation of LOV4IoT with the user form shows that it validates 'Hypothe sis 6:
A dataset of ontology-based projects relevant for IoT can be exploited outside of the M3
framework'. This is really encouraging to maintain and improve this dataset. We are
enriching it with new domains such as smart agriculture, smart city and smart energy. We
would like to add �lter to this dataset, according to the user's needs. Further, as future
work, we would like to design methodologies to design the perfect ontology to be compliant
with the M3 interoperable domain knowledge. We also want to exploit this dataset for the
automatic extraction of the domain knowledge.

Regarding the evaluation of the M3 domain knowledge, it validates 'Hypothesis 7: The
knowledge base built to interpret IoT data encourages the interoperability of data and do-
mains'. However, we came to the conclusion that following semantic web best practices
are not su�cient for reusing and combining domain knowledge due to heterogeneous issues.
Indeed, the domain knowledge has been created by di�erent stakeholders for di�erent pur-
poses. We tried to follow as much as possible best practices, but it is not always possible to
follow them due to technical incompatibilities and lack of time. For instance, we wanted to
have dereferenceable URIs, but because of our Google-based implementation, the automatic
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Table 4.4: Evaluate the M3 domain knowledge with semantic web tools

redirection was forbidden25. We also wanted to use PURL to change the location of our
ontologies or datasets as we want. These two examples show the di�culties to be compliant
with the best practices due to technical incompatibilities issues or lack of time.

4.9 Concluding Remarks

Today, most of the domain ontologies relevant for IoT: (1) are not published online and
cannot be reused, (2) do not follow semantic web best practices, and (3)are not interlinked

25 https://cloud.google.com/appengine/docs/java/config/webxml
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with each other. We have built the LOV4IoT dataset to synthesize and classify more than
270 ontology-based projects, which could be exploited to enrich sensormeasurements. These
ontologies could be better reused if best practices regarding vocabulary publishing would
have been enforced. The LOV4IoT dataset was highly employed to build the M3 ontology
and the M3 interoperable domain knowledge. The LOV4IoT dataset was a necessary step
to build S-LOR, a logic-based approach to deduce high-level abstractions from sensor data.
The main novelty of 'Sensor-based Linked Open Rules' approach that it is possible to share
and reuse rules applied to sensors, as it has been done previously for the Linked Open Data
and the Linked Open Vocabularies. The second main advantage of S-LOR is that, we can
easily combine heterogeneous domains to provide cross-domain suggestions.

During this thesis, we have shared the lessons learned by disseminating our work in
conferences but also standardizations and remind to the next ontology designers the se-
mantic web best practices that we acquired. Actually, there is a realneed to popular-
ize semantic web best practices and standardize common descriptionsas we explained in
W3C Web of Things [Gyrard et al., 2014a], ETSI M2M [Gyrard et al., 2013] and OneM2M
[Gyrard and Bonnet, 2014] standardizations. All semantic web bad practices encountered
and the related guidelines to remedy them are available in a draft document written
[Gyrard and Bonnet, 2014] for the OneM2M international standard. Reusing the existing
domain knowledge and linking them is not so easy.

Future work is enriching S-LOR with more complex sensors and rules to interpret electro-
cardiogram (ECG), accelerometer or gyroscope data measurements or activity rules. An in-
teresting task would be to integrate to S-LOR the KAT toolkit devise d by [Ganz et al., 2013]
[Ganz et al., 2014] and adapt it if necessary. Another interesting task wouldbe to integrate
a semantic and rule-based recommender system to adapt the M3 suggestions to the user
pro�le. For instance, we could reuse and extend cross-domain recommender systems de-
signed by [Hoxha, 2014] or [Tob��as, 2013]. Regarding ontology matching or ontology and
rule editors, we could improve existing tools, combine them if needed and adapt them to
the LOV4IoT dataset.

In the next chapter (Chapter 5), we explain how to aid developers to secure their appli-
cations.
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Chapter 5

Security Toolbox: Attacks &

Countermeasures (STAC)

"When our body-mind is in concert with the universe, everything becomes spontaneous and

e�ortless."

Deepak Chopra

In this chapter, we assist IoT developers to design secure IoT applications by addressing
"Challenge E: Securing IoT applications". We assume in this work that the developers
want to secure their applications. Securing Internet of Things and Machine to Machine
(M2M) applications or architectures is a challenging task because there is a need to secure
heterogeneous communications, devices and applications. It is really time-consuming and
not an easy task to learn security in all of these topics and choose the right security mech-
anisms �tting the needs. To achieve this challenge, we have designed the STAC (Security
Toolbox: Attacks & Countermeasures) to assist software developers and designers who are
not expert in security to �nd the right security mechanisms to secure Internet of Things
(IoT) applications.

This chapter is composed as follows. Section 5.1 introduces STAC components to as-
sist developers in securing IoT applications. The STAC approach is inspired from the M3
approach. Section 5.2 explains the STAC generator to guide users to secure applications.
Section 5.3 describes the STAC ontology and dataset which have been designed using the
approach employed to build the M3 interoperable domain knowledge (explained in sec-
tion 4.4). Section 5.4 provides a proof-of concept. Section 5.5 evaluatesSTAC. Section 5.6
reminds the novelty of STAC. Section 5.7 concludes this chapter andoutlines future work.

In this chapter, we assess the following research questions:

� How to assist developers, using a 'security by design' approach, in securing IoT ap-
plications?

� How to secure IoT architectures and applications since they employ various technolo-
gies?
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� How to reuse existing security ontologies?

� How to provide a cross-domain security knowledge base?

� How to conceive a knowledge base following the semantic web best practices?

� How to reuse the M3 approach in the security domain?

5.1 Assisting Developers in Securing IoT Applications

In Figure 5.1, the developers through the STAC template generator use the STAC security
knowledge base to �nd attacks and security mechanisms speci�c to the technologies used in
an application. For each security mechanism or attack, they obtain additional information
such as security properties (e.g., authentication and con�dentiality) satis�ed, the OSI model
layer involved and the advantages and drawbacks of a security mechanism. STAC has been
build using the M3 approach as it is shown in Figure 5.1:

Security Toolbox: Attacks & Countermeasures (STAC)
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Figure 5.1: Assisting developers in securing IoT Applications with STAC

� The STAC generator enables �nding attacks and security mechanisms according to
a speci�c technology. We also designed some templates based on existing projects
involving sensors. For instance, the CodeBlue project [Malan et al., 2004] employs
sensors such as pulse oxymeter, Electrocardiogram (ECG) and the Wi-Fi technology.
They explain in their work that they use the Elliptic Curve Crypt ography (ECC)
cryptography algorithm to encrypt sensor data. This information has been integrated
in a STAC template to later help developers to secure similar applications.

� The STAC nomenclature to use common terms and avoid any ambiguities. Forin-
stance, a beginner in security or a machine does not know explicitly that a asymmetric
algorithm is a synonym for public key algorithm. For this reason, we de�ne common
terms to ease interoperability between existing works. This step is essential to design
the security cross-domain knowledge base.
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� Security ontologies have been studied and classi�ed in the LOV4IoT dataset and
reused to build the STAC interoperable knowledge base.

� The STAC security knowledge base has been built using the same approach for build-
ing M3 interoperable domain knowledge. Further, it enables to combine several se-
curity domains such as sensor networks, wireless networks cellularnetworks, network
management, web applications, etc.

5.2 STAC generator

Figure 5.2 shows a STAC template de�ning security mechanisms already used in sensor-
based projects. For instance, in the TALISMAN + EU project [Herv�as et al., 2013], they
used the secure Socket Layer (SSL) security mechanism and the X509 certi�cates to secure
their applications, more precisely to secure the transmission of their sensor data generated
by blood pressure and cholesterol sensors.

This STAC template is described in the LOV4IoT RDF dataset1.

Figure 5.2: STAC RDF template securing health applications with SSL and X 509

The STAC template is also available through a user interface as depicted in Figure 5.3.
For instance, the users want to secure a health application using a cholesterol sensor. Users
search in the drop-down list the sensor that they looking for. The SPARQL query will ask
the LOV4IoT RDF dataset and returns the result displayed in Figure 5.3: to secure data
provided by this sensor, users can use the SSL and X509 security mechanisms. The user
interface is the same that we used for S-LOR2.

5.3 Interoperable STAC Cross-Domain Knowledge

Security concerns should always be addressed when designing applications. We have built
the STAC security knowledge base to assist software developers and designers in securing
IoT/M2M architectures and IoT/M2M applications, etc. However, STAC can be used to
secure any kind of applications.

1www.sensormeasurement.appspot.com/dataset/lov4iot-dataset
2http://www.sensormeasurement.appspot.com/?p=swot_template
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Figure 5.3: STAC user-interface template securing health applications with SSL and X 509

5.3.1 Reusing Security Knowledge with LOV4IoT

We found, classi�ed and exploited more than 24 ontology-based works in the LOV4IoT
dataset related to sensor networks, mobile phones, cellular networks, Intrusion Detection
System (IDS) and cryptography as it has been presented in section 2.4.4.Due to their
numerous limitations, we redesigned an interoperable security knowledge base called STAC
(Security Toolbox: Attacks & Countermeasures) [Gyrard et al., 2013] as it has been done
for the M3 interoperable domain knowledge to interpret sensor data. Weencountered the
same issues concerning the security expertise such as lack of semantic web best practices,
ontologies not shared online, heterogeneous terms to describe the same concept and ontolo-
gies structured in di�erent ways, etc. The STAC knowledge base enables to link several
security domains together as depicted in Figure 5.4.

5.3.2 STAC ontology

The STAC ontology3 describes the main security and cryptographic concepts and mecha-
nisms used in various domains: sensor networks, cellular networks (2G, 3G, 4G), wireless
networks (Wi-Fi, Bluetooth, Wimax, Zigbee, Mesh, M2M, Manet, RFID ), web applications,
Intrusion Detection Systems (IDS) and network management. The main goalof this ontol-
ogy is to suggest the best security mechanisms to design secure applications. To achieve
this goal, we have designed the STAC ontology specifying the relationships between several
concepts as depicted in Figure 5.5:

� Attack which explains vulnerabilities in a technology. For instance, the jamming
attack is common to all wireless technologies.

� SecurityMechanism which describes solutions to secure applications.

� Technology which classi�es sensor networks, cellular networks (2G, 3G, 4G), wire-
less networks (Wi-Fi, Bluetooth, Wimax, Zigbee, Mesh, M2M, Manet, RFID), web
applications, Intrusion Detection Systems (IDS) and network management.

3http://securitytoolbox.appspot.com/stac#
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Figure 5.4: The STAC knowledge base

� SecurityProperty . For instance, authentication,integrity and con�dentiality are
well-known security properties.

� OSIModelhas been de�ned to classify attacks and security mechanism in each layer
of the communication system stack.

� Feature which is used to indicate advantages and drawbacks of the security mecha-
nisms. For instance, 'deprecated' is considered as a drawback. Security mechanisms
having this feature should not be used anymore to secure systems.

In the STAC ontology, we link common security concepts (e.g.,EncryptionAlgorithm )
to other existing security ontologies published online and presented in section 2.4.4.

Technology

A Technology is vulnerable to Attack (hasVulnerability property) and has a speci�c
SecurityMechanism (isProtectedBy property). For example, all wireless technologies
have the Jammingattack in common due to the wireless communication, which is not
the case for wired networks. In STAC, we focused on several technologies and the re-
lated instances such asNetworkManagement, Web (ProgrammingLanguage, Ecommerce,
Frameworks, Databases) , wired (Ethernet ) and wireless networks:SensorNetwork, M2M,
Wi-Fi, GSM (2G), UMTS (3G), LTE (4G), etc. (see Figure 5.6).
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Figure 5.5: The top level part of the STAC ontology

SensorWeb

Technology
- standard

- range (short, long)

WWAN

subclassOf
subclassOf

Wireless

NetworkAdministration
subclassOf

Zigbee

2G/GSM

3G/UMTS

4G/LTE

subclassOf

RFID

Bluetooth

Wimax

subclassO
f

ECommerce

WiFi

M2M
Mesh

subclassOf

Wired

subclassOf

Ethernet

subclass
O

f

WPAN

UWB
WLAN

su
bc

la
ss

O
f

WMAN

2.5G/GPRS

2.75G/EDGE
3.5G/
HSDPA

Programming
Language

Database

su
bc

la
ssO

f

Cloud

NetworkCommunication
isA

Framework

OperatingSystem

subclass

O
f

WebService

Server

Manet

Figure 5.6: The technology concept and its subclasses

127



WebAttack

Virus

Trojan

Worm

Spyware

subclassOf

PolymorphicVirus

Spam

BufferOverflow

XSS

CSRF

SocialEngineering

BruteForce

Dictionary
rdf:type

rdf:ty
pe

SessionHijacking

SQLInjection
rdf:type

Figure 5.7: The web attack subclasses and instances

A Technology can be replaced by another technology that is more recent (isReplacedBy
property). This is the case for cellular technologies where the GSM technology has been
replaced by the GPRS technology.

Attack

We classify Attack according to the OSIModelLayer and the Technology. For example,
the Jammingattack occurs in the PhysicalLayer and is speci�c to SensorNetwork whereas
the SQLInjection occurs in theApplicationLayer and targets Webapplications. We have
referenced numerous technologies, attacks and security mechanismsaccording to the OSI
model.

In the STAC ontology, we specify restrictions between attacks and thesecurity mech-
anisms for each technology. For example,SensorAttack can exclusively be protected by
SensorSecurityMechanism and WebAttack by WebSecurityMechanism: the VPN (Virtual
Private Network) security mechanism is a web security mechanism which cannot thwart
sensor attacks.

In Figure 5.7, we have classi�ed the attacks that are speci�c to web technologies. Some
web attacks are de�ned as concepts in the STAC ontology such as Worm to add speci�c
worms such as Morris in the dataset.

OSI model

The OSIModelconcept is a collection of sevenOSIModelLayer concepts:

� Physical Layer which de�nes the electrical and physical speci�cations of the data
connection.

� Link Layer which is responsible for a reliable link between two nodes, by detecting
and correcting errors that may occur in the physical layer.
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� Network Layer which handles the addressing and routing of data.

� Transport Layer which manages packetization of data, then the delivery of the pack-
ets, including checking for errors in the data once it arrives.

� Session Layer which controls the dialogues (connections) between computers.

� Presentation Layer which is usually part of an operating system (OS) and converts
incoming and outgoing data from one presentation format to another.

� Application Layer which is the layer closest to end users. It means that both the
OSI application layer and the user interacts directly with software applications.

The OSI model concept enables classifying instances of attacks and security mechanisms
according to the OSI model layers. For instance, the bu�er over
ow attack is speci�c to
the application layer.

Security property

The security property concept (SecurityProperty ) indicates the security properties: (1)
ensured by each security mechanism (satisfies ), and (2) threatened by each attack (threatens ).
Let's take an example to see how these three concepts are linked. TheVirtual Private Net-
work (VPN) security mechanism satis�es the authentication, con�dent iality and integrity
properties and that the social engineering attack threatens the authentication property.

In our ontology, we have identi�ed twelve security properties:

� Confidentiality keeps information secret from eavesdroppers and unauthorized par-
ties.

� Authentication ensures that a receiver is capable of identifying the authenticity of
the message.

� Integrity ensures that a message is not altered in transit.

� Access Control de�nes who has access to which document.

� Non Repudiation provides proof of: (1) the integrity and origin of data, and (2) an
authentication that can be asserted to be genuine with high assurance.

� Date Freshness or replay protection checks that the data is recent and an adversary
has not replayed old messages.

� Availability ensures that the network is alive and that data is accessible. It means
that if an attack succeeds, its impact should be minimized. The compromise of a
single node should not break the security of the entire network. It also ensures that
services are available in any case.

� Semantic Security ensures that an eavesdropper has no information about the plain-
text, even he it sees multiple encryptions of the same plaintext.
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� Trust checks if the data is reliable.

� Anonymity protects user identity, making it hard to track the whereabouts of a certain
user.

� Authorization ensures that only authorized persons can access to network services
or resources.

� Accountability is the requirement that actions of an entity may be traced uniquely
to that entity.

Security mechanism

The security mechanism concept (SecurityMechanism ) has been de�ned to identify the
security mechanisms that can be used to protectApplication against speci�c Attack as
depicted in Figure 5.8. It can be:

� Security tools (SecurityTool ) such as a network security tool, message encryption
tool, proxy, sni�er, etc.

� Security protocols (SecurityProtocol ) such as web security protocol, sensor security
protocol, WiFi security protocol.

� Cryptographic concepts (CryptographyConcept ) such as hash function, digital sig-
nature, key management, asymmetric algorithms and symmetric algorithms(block
cipher or stream cipher).

A SecurityMechanism can be itself composed of other security mechanisms. For exam-
ple, the VPN security mechanism is composed of (dcterms:hasPart property) the Internet
Key Exchange (IKE) key management and the IPSec protocol which are both security mech-
anisms. Technologies are protected by speci�c security mechanisms. Indeed, sensor security
mechanisms are devoted to secure the sensor technology, Wi-Fi security mechanisms protect
Wi-Fi technologies, etc.

As security mechanism can be replaced by another more secure mechanism, we have
added the property isReplacedBy . For example, for the Wi-Fi technology, the WEP secu-
rity mechanism has been replaced by WPA1 which has been replaced by WPA2.

Feature

To assist developers in choosing the best security mechanism amongall the existing mech-
anisms, there is a need to di�erentiate them by indicating their strengths and weak-
nesses. We have created the concept calledFeature to ful�ll this need. The Feature
concept is composed of several properties such asFree, Flexible , Scalable , Secured,
LowCostDeployment, LowEnergyConsuming, ExchangeKeyEasyand SuitableHeterogeneousCommunication .
Hence, we can indicate that an asymmetric algorithm is high energy consuming, but pro-
pose an easy solution to exchange keys. A symmetric algorithm is low energy consuming,
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Figure 5.8: Security mechanism subclasses

however, exchanging the keys is not an easy task. Another example is thedi�cult task to
secure communications due to various protocols: there are three main security protocols
to secure Wi-Fi communications: WEP, WPA1 and WPA2. The latter is the m ost secure
security mechanism.

5.3.3 STAC dataset

The STAC ontology has been used to build the STAC dataset4 to reference numerous
attacks and security mechanisms in heterogeneous domains. We focusedon the security
for sensor networks, but it would be nice to add other sections in the same way for the
other domains that we implemented in the STAC dataset such as 2G, 3G, 4G, WiFi, RFID,
Zigbee Bluetooth, Wimax, Mesh, M2M. The state of the art of such technologies have been
partially covered.

Security for sensor networks

To build the dataset for security of sensor networks, we have studied the existing attacks
and security mechanisms de�ned speci�cally for sensor networks [Boyle and Newe, 2007]
[Ahmed, 2009] [Borgohain et al., 2015] [Karlof et al., 2004] [Perrig et al., 2002] [Lighfoot etal., 2007]
[Luk et al., 2007] [Zhu et al., 2006] [Casado and Tsigas, 2009] [Douceur, 2002] [Hamid et al., 2006].
In this dataset, we provide all the security attacks and security mechanisms (security pro-
tocols and key management) speci�c to sensor networks, that we have classi�ed according
to the OSI model (Figure 5.1). The security mechanisms speci�c tothe link layer are

4http://securitytoolbox.appspot.com/stac-dataset
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Table 5.1: Classi�cation of attacks and security mechanisms speci�c to sensor networks
according to the OSI model

TinySec [Karlof et al., 2004], SPINS [Perrig et al., 2002] and LLSP [Lighfoot et al.,2007]
which can thwart sensor attacks such as collision, unfairness and exhaustion. Regarding
the network layer, we considered the MiniSec [Luk et al., 2007], LEAP [Zhu et al., 2006] and
ContikiSec [Casado and Tsigas, 2009] security mechanisms which can thwartsensor attacks
such as Sybil [Douceur, 2002], Wormhole, Sinkhole, Hello Floods [Hamid etal., 2006], etc.
All these security protocols use speci�c cryptographic algorithms andsatisfy security prop-
erties. However, these algorithms or security properties are not always speci�ed for each
security protocol. When the algorithms or security properties are provided, we have added
them in the dataset as it is shown in Figure 5.2. As an example, the description of the
LLSP security mechanism has been implemented in the STAC dataset as aninstance (see
Figure 5.9), the cryptographic algorithms used are CBC and AES, the security properties
satis�ed are data freshness, con�dentiality, authentication and semantic security.

Security for 3G

As it has been done for sensor networks, we build the dataset for security of 3G, more pre-
cisely of Universal Mobile Telecommunications System (UMTS). We have studied the exist-
ing attacks and security mechanisms de�ned speci�cally for 3G (see 5.3): [Al-Massari, 2009]
[Mobarhan et al., 2012] [Meyer and Wetzel, 2004] [Xenakis and Merakos, 2004] [Al-Saraireh et al., 2006]
[Koien, 2004] [Abid et al., 2002] [Kitsos et al., 2007] [Boman et al., 2002] [Caragata et al., 2011b]
[Caragata et al., 2011a] [Ahmadian et al., 2009].

Security for 4G

As it has been done for sensor networks, we build the dataset for security of 4G. We
have studied the existing attacks and security mechanisms de�ned speci�cally for 4G:
[Park and Park, 2007] [Gupta and Patil, 2009] [Seddigh et al., 2010] [Aiash et al., 2010] [Rana, 2011]
[Rahman and Sharma, 2012] [Abdelkader, 2009].
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Table 5.2: Security properties satis�ed for sensor security mechanisms

=> Security properties 
satisfied

=> Cryptographic 
algorithms used

=> Security mechanism

Figure 5.9: The description of the LLSP security mechanism describedin RDF

Table 5.3: Security attacks and security mechanisms for 3G
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Figure 5.10: Adding a new technology in the STAC ontology

The same work has been partially achieved for the these technologies: cel lu-
lar networks (2G), wireless networks (Wi-Fi, Bluetooth, Wimax, Zi gbee, Mesh,
M2M, Manet, RFID), web applications, Intrusion Detection Systems ( IDS) and
network management.

5.3.4 Updating STAC

Updating the STAC ontology or dataset is really easy. For instance, in Figure5.10, we
added a new technology, the Bluetooth technology. When we add a new technology in
the ontology, it is recommended to add the related attacks and the security mechanisms
concepts speci�c to this technology and the related restrictions.

5.4 Implementation

The implementation has been done with the same technologies employedfor the M3 frame-
work. The STAC application 5 proposes a menu composed of:

� The cryptography user interface proposing the encryption algorithms,hash functions,
digital signatures, mode of operations and key management (see Figure 5.11).

� The security property user interface containing a list of the security properties and
their methods.

� The attacks and security mechanisms user interface containing the threats, and for
each threat the security mechanisms suggested to protect against it. In the user
interface, the attacks and security mechanisms are listed accordingto the OSI model
and the technologies (Figure 5.13).

5http://www.sensormeasurement.appspot.com/index.html?p=stac
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Figure 5.11: The cryptography user interface

� The security interface speci�c for each communication networks containing the secu-
rity protocols, cryptographic algorithms and attacks. Communication networks can
be: (1) cellular technologies such as 2G, 3G, 4G, or (2) wireless technologies such as
sensor networks, Wi-Fi, Bluetooth, Wimax, Machine-to-Machine (M2M) and Mesh
networks. Figure 5.12 show the security for 2G.

� The STAC user interface suggesting all attacks and security mechanisms speci�c to a
technology. An example is given in the use case presented in section 6.6.

All drop-down lists displayed in these user interfaces interactwith the STAC security knowl-
edge base via SPARQL queries, and then display the obtained results.

Figure 5.11 shows the main cryptographic concepts. It explains that an encryption
algorithm is either a symmetric or asymmetric, and the tooltip teaches that the keys used
in an asymmetric algorithm are di�erent for encryption and decryption. An instance of an
asymmetric algorithm can be RSA. Symmetric algorithms can be either stream cipher (e.g.,
RC6) or block cipher (e.g., AES). The interface displays also hash functions (SHA), digital
signatures (DSS), mode of operation (CBC) and key management (Di�e Hellman) by using
a drop-down list.

The interface depicted in Figure 5.13 allows displaying all attacks and proposes the right
security mechanisms to thwart them. For example, to thwart the eavesdropping attack, we
propose the HTTPS security mechanism. A click on the drop-down list also proposes
authentication method, directional antenna, encryption algorithm, and the VPN security
mechanisms. We also indicate for each security mechanism the security properties satis�ed
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Figure 5.12: The 2G cellular network user interface

Figure 5.13: The attacks and security mechanisms user interface

and their features. The VPN satis�es the authentication, integrity, con�dentiality, access
control, privacy and authorization properties and its features areLowCostDeploymentand
Secured. In the OSI model section are classi�ed all attacks and all security mechanisms
according to the OSI model layer. For example, the SQL injection occurs in the application
layer, the PGP security mechanism protects the application layer, etc.
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Figure 5.14: STAC has been evaluated with the semantic web tools

5.5 Evaluation

Firstly, we have evaluated STAC with semantic web methodologies andtools as it has been
done for interpreting IoT data to validate 'Hypothesis 8: The security knowledge base is
built using the same methodology that for the M3 interoperable domain knowledge'. Then,
we have evaluated it with end users to validate 'Hypothesis 9: A security knowledge base
can help non-experts in security to choose security mechanisms �tting their needs to secure
IoT applications'.

5.5.1 Evaluating STAC domain knowledge with semantic web methodologies

In section 1.5, we introduced 'Hypothesis 8: The security knowledgebase is built using
the same methodology that for the M3 interoperable domain knowledge.'. To evaluate our
proposed approach, we have used the methodology and evaluation, as it has been done for
the M3 interoperable domain knowledge, for the STAC knowledge base. We used the same
semantic web tools such as Oops, TripleChecker, RDF validator and Vapour to evaluate
and if required improve the STAC knowledge base (see Figure 5.14). One issue remains
(content type should be application/rdf+xml) with Vapour which is di �cult for us to solve
since it requires network management skills or access rights on the server to �x this issue.
Moreover, the STAC ontology and dataset have been evaluated and accepted by the semantic
web community since the STAC ontology is now referenced by the LOV project. The LOV
project added the security domain thanks to our work (see Figure 5.15). STAC has been
referenced by LOV with some e�orts. Indeed, we had several links toexisting 'non perfect'
security ontologies such asowl:equivalentClass . The LOV catalogue recommends us to
replace those links byrdfs:seeAlso whereas those links were recommended by semantic
web methodologies [Noy et al., 2001]. Indeed, security ontologies that we found on the Web
hindered the automation of the LOV bots since URI are not dereferenceable, etc.
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Figure 5.15: STAC referenced by the Linked Open Vocabularies catalogue

5.5.2 Evaluating STAC with end users

In section 1.5, we introduced 'Hypothesis 9: A security knowledge base can help non-experts
in security to choose security mechanisms �tting their needs to secure IoT applications'.
To evaluate our proposed approach, we have create an evaluation form6 which has been
�lled by developers and researchers in computer sciences to evaluate whether the STAC
knowledge base can assist them in securing their applications. The form contained the
following questions (see Figure 5.16) and we obtained twenty eight responses7 as follows:

� Your knowledge in security? (see Figure 5.16.A). According to the results, the STAC
application has been tested by di�erent kind of users: 4 % are not familiar with
security at all, 46% of users has a low knowledge in security, 25% are intermediate in
knowledge security and 21% are experts in security.

� Who are you? (see Figure 5.16.B). Finding IoT developers was di�cult, so we sent
this evaluation form to users who might be interested in securing their applications.
According to the results, 36% are researchers and 36% are software developers. At
the beginning �lling this question was not mandatory, so the total is not 100%.

� Are the concepts intuitive and easy to understand? (see Figure 5.16.C). According to
the results, 39% of users understand the concepts from the STAC knowledge base, this
is higher than the number of security experts, so it means that non expert in security
can understand security concepts thanks to the STAC knowledge base. However, 25%

6https://docs.google.com/forms/d/1NKiMQPVR6X6Reioud0-W BZu1bmo3T1Ah7PZm9De-
apk/viewform

7https://docs.google.com/forms/d/1NKiMQPVR6X6Reioud0-W BZu1bmo3T1Ah7PZm9De-
apk/viewanalytics
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Figure 5.16: Evaluation form results from end users

do not understand the concepts at all and 36% do not know if they understand the
security concepts. These results shows there is a need to vulgarize much more security
concepts to non-security experts.

� Is STAC a useful application? (see Figure 5.16.D). According to the results, 36% found
the STAC knowledge base useful, which is displayed in the user inferface, 4% not, and
61% did not well understand the usability. It means that the STAC appli cation should
be improved and we should try to hide security to users by automatically choosing the
security mechanism �tting the need of the applications and even setup the security
mechanisms.

In the same form, we asked the following questions to decide which new technologies
should we integrate in STAC and related attacks and security mechanisms (see Figure 5.17):

� What kind of applications do you need to secure? (see Figure 5.17.A). Usersneed to
secure web and mobile applications. STAC will be enriched with these new domains.

� Are you interested in security for wireless networks? (see Figure5.17.B). Twenty
users were interested to know security related to wireless networks, WiFi, 3G, 4G
and sensor networks. We enriched STAC with these domains, the related security
vulnerabilities and security mechanisms.
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Figure 5.17: Evaluation form results from end users to update STAC with new technologies

� Are you interested in security for network management? (see Figure 5.17.C). Accord-
ing to the result, users are curious about security for network management. We are
enriching STAC with this new domain, the related security vulnerabilities and security
mechanisms. For isntance, we added popular security tools such as Ettercap, Nmap,
Wireshark, Nessus, Metasploit.

� Are you interested in security for mobile applications? (see Figure 5.17.D). Accord-
ing to the result, users are curious about security for mobile phones. We intent to
enrich STAC with this new domain, the related security vulnerabilities and security
mechanisms.

� Are you interested in security for cloud computing? (see Figure 5.17.E). According
to the result, users are curious about security for cloud computing. We intent to
enrich STAC with this new domain, the related security vulnerabilities and security
mechanisms.
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� Are you interested in security for ECommerce application? (see Figure 5.17.F). Ac-
cording to the result, users are curious about this security domain. We intent to
enrich STAC with this new domain, the related security vulnerabilities and security
mechanisms.

� Programming languages used? (see Figure 5.18.A). According to the results,the most
popular programming languages are Java, Javascript, PHP and Python. Thanks to
these results, we are enriching the STAC database with more security mechanisms
such as security framework relevant for such programming languages. For instance,
for the Java language, we added popular security APIs called Java Cryptography
Extension (JCE) and Java Authentication and Authorization Service (JAAS ).

� Frameworks used? (see Figure 5.18.B). According to the results, the most popular
frameworks are Hibernate and Spring. Thanks to these results, we are enriching
the STAC database with more security mechanisms such as security framework. For
instance, for the Spring framework, we added the Spring Security framework in the
STAC dataset.

� Databases used? (see Figure 5.18.C). According to the results, the mostpopular
databases uses are MySQL and PostgreSQL. Thanks to these results, we areenriching
the STAC database with more security mechanisms and known vulnerabilities (e.g.,
SQL injection).

5.5.3 Discussions

From our point our view, the STAC knowledge base follows the semantic web best practices,
which is a main added value compared to existing security ontologies. By referencing our
ontologies to the LOV project, we learnt a lot and discover numerous semantic web tools to
check syntaxes, best practices, etc. Regarding methodologies, it was di�cult for us to decide
between concepts or instances for some security mechanisms. To thebest of our knowledge,
we did not �nd any methodologies explaining this. For instance, at the beginning antivirus
was an instance in the STAC dataset, and became a concept in the ontology since we added
antivirus speci�c tools such as Norton in the dataset. The STAC knowledge base validates
'Hypothesis 8: The security knowledge base is built using the same methodology that for
the M3 interoperable domain knowledge.'. Moreover, the STAC knowledge base partially
validates 'Hypothesis 9: A security knowledge base can help non-experts in security to
choose security mechanisms �tting their needs to secure IoT applications'. The concepts
of security are not so intuitive for non experts, there is a real needto vulgarize as much
as possible security for non-experts. We have to improve the userinterface that we have
proposed and the explanations to assist users in securing their applications. STAC is a
�rst step in this research problem, and requires to investigate much more how we can assist
users in securing their applications. STAC could be improved by hiding security to users
by automatically choosing the security mechanism �tting the need of the applications and
even by setting up the security mechanisms. According to the evaluation results, we are
extending the STAC knowledge base with new technologies as recommended by the users
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142



such as wireless networks, network management, mobile application, cloud, e-commerce,
web, etc.

5.6 The novelty of the STAC knowledge base

In section 2.4.4, we explained that existing security ontologies had shortcomings. These
shortcomings are overcome as following.

� STAC has been designed to secure IoT and M2M, more precisely to assistusers in
securing applications or architectures.

� Lack of unify terms has been solved thanks to the STAC nomenclature, an essential
step to easily combine security domains.

� STAC is a cross-domain security knowledge base which covers numerous security tech-
nologies: sensor networks, Wi-Fi, 2G, 3G, 4G, web applications, network management.
The going work is ocerving new technologies such as Wimax, Zigbee, Blutooth, Mesh
networks, and Manet.

� STAC is a more complete knowledge base since we: (1) classi�ed both threats and se-
curity mechanisms according to various technologies, (2) classi�ed attacks and security
mechanisms according to the OSI model, (3) described strengths andweaknesses of
security mechanisms, and (4) speci�ed the relationships betweensecurity mechanisms,
attacks and security properties.

� Follow semantic web best practice: (1) to reuse the domain knowledge, (2) be refer-
enced on the LOV catalogue, (3) check and �xes syntaxes detected by validator tools,
and (4) follow recommendations from semantic web experts or tools to improve our
knowledge base.

� STAC generator reused the STAC knowledge base which is the main novelty of this
work since it assists users in securing applications.

5.7 Concluding Remarks

In this chapter, we have presented the STAC cross-domain security knowledge base to assist
developers and designers who are not expert in security to secure their IoT/M2M appli-
cations or architectures. However, STAC can be used to secure any kind of applications.
STAC has been designed using the same approach described in the previous chapters (Chap-
ter 3 and Chapter 4). The STAC generator is inspired from the SWoT generator and the
STAC cross-domain knowledge from the M3 interoperable domain knowledge. STAC clas-
si�es numerous technologies and their attacks, the existing security mechanisms, security
properties, features, etc. STAC covers various security domains:sensor networks, cellu-
lar networks (2G, 3G, 4G), wireless networks (sensor networks, Wi-Fi, Bluetooth, RFID,
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Wimax, Zigbee, Manet, Mesh), web applications and network management. The STAC on-
tology and the dataset follow the semantic web best practices, are published online and have
been referenced by the Linked Open Vocabularies catalogue. Further, the STAC generator
exploits this security knowledge base to assist users in securing applications. The STAC
security knowledge base has been employed to build a cross-domain security application
that we describe in section 6.6.

As future work, we intent to automatically enrich the STAC security knowledge base
with new technologies, attacks and security mechanisms by improving the user-friendly
interface and make it more user-friendly. Another step will be to automatically integrate in
the application to secure the security mechanisms (e.g., encrypting data with cryptographic
algorithms) by generating the code required. Further taking inspiration from S-LOR, we
could integrate STAC rules such as 'under attacks' to check the robustness or vulnerability
of the application.

In the next chapter (Chapter 6), we show through �ve uses cases how M3or STAC can
be used.
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Part III

Use Cases & Conclusions

In this last part, we will �rst present in Chapter 6, the uses cases ofthe M3 framework and
in Chapter 7, we will conclude the thesis and outline future work.
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Chapter 6

M3 Framework at Work

"Knowing is not enough; we must apply. Willing is not enough; we must do."

Bruce Lee

In this chapter, more precisely, in section 6.1, we �rst de�ne the di�erent stakeholders
who can use or enrich the M3 framework. Then, in the next sections, we focus on �ve
use cases where the M3 framework has been and can be applied by developers or can
be employed by end-users. More precisely, in section 6.2, we explain how M3 has been
employed by developers to build cross-domain mobile SWoT applications. In section 6.3,
we demonstrate how such applications are used in a car dashboard. In section 6.4, we
present how end-users can use M3 applications embedded in smart fridges. In section 6.5,
we present how end-users can use M3 applications embedded in smartluggage. Finally, in
section 6.6, we describe how the Security Toolbox: Attacks and Countermeasures (STAC)
component presented in Chapter 5 can help developers. As said in Chapter 5, STAC assists
developers in securing IoT architectures or applications by suggesting security mechanisms
�tting their needs. Finally, we conclude this chapter in section 6.7.

6.1 Using and Contributing to M3

In Figure 6.1, we show the di�erent stakeholders of the M3 framework: software develop-
ers, domain experts, semantic web experts, commercial gateways, commercial devices and
standardizations experts.

Software developers get high level abstractions from sensor data and cross-domain
suggestions provided by the M3 framework. The developers have the choice between visu-
alizing these results in a user-friendly interface, sending alerts or controlling actuators. In
section 3.4, we explained that developers can use the M3 web servicesthanks to the M3
API documentation1 to: (1) look for M3 templates, (2) download the M3 templates, and
(3) semantically annotate sensor data. Such web services can be employed in the cloud (ex-
plained in section 3.6) but also in mobile devices (see section 6.2) or even in gateways. To
help developers in designing IoT applications, we have created M3 templates which can be

1http://www.sensormeasurement.appspot.com/?p=documentation
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Figure 6.1: Di�erent stakeholders could be involved in the M3 framework

used to build the SWoT applications without learning semantic web applications (explained
in 3.4).

A second scenario is explicated in section 6.6 to assist developers in securing their
applications. Once, the developers indicate the technology employed in their application,
the STAC application displays the corresponding attacks and security mechanisms.

Domain experts can contribute to the 'Linked Open Rules' and LOV4IoT by sharing
their knowledge expertise: ontologies, datasets and rules. With thehelp of semantic web
experts, the domain experts can contribute to the M3 or the STAC interoperable domain
knowledge bases. For instance, healthcare experts can contribute tothe M3 healthcare
knowledge base by integrating new rules to interpret health measurements. Security experts
can contribute to the STAC knowledge base by integrating new security domains such as
security for Bluetooth or RFID and the related attacks and countermeasures. Domain
expert researchers can also exploit the LOV4IoT web page to compare their works to the
state of the art.

Semantic web experts can contribute to the M3 framework by working on the in-
teroperability issues between ontology and rule editor tools. They could encourage best
practices through their tools too. Ontology matching tool experts couldevaluate their tool
with the new LOV4IoT dataset, instead of the popular benchmark Ontology Alignment
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Evaluation Initiative (OAEI) 2 used to evaluate ontology matching tools. Evaluating future
ontology matchings tools with these two datasets will demonstrate the maturity of ontology
matching tools since they will be relevant for all ontologies developedwith ontology soft-
wares and by non-semantic web experts. For building the LOV4IoT dataset,we collected
a great deal of domain ontologies. Further, we encouraged domain experts to share their
domain knowledge on the web and to follow semantic web best practices.Thanks to this
tremendous work, the Linked Open Vocabulary (LOV)3 claim us as contributors of their
community.

Commercial gateways could integrate our M3 framework directly inside the gateway
to sell a smart gateway. The gateway just needs a �rst connection to the Internet for the
set up phase to download the required M3 template. These gateways could be embedded
in a smart car, smart fridge or smart home. An example of our smart car scenariocould
be embedded in car's dashboard (see section 6.3). The naturopathy scenario could be
embedded in the smart kitchen or the smart refrigerator (see section6.4). The tourism
scenario is relevant if it is embedded in a luggage to suggest garments according to your
destination and the weather forecasting (see section 6.5).

End users enjoy the applications generated by M3. These IoT applications could be
accessible in Google Play, App store, etc. They can also contribute tothe M3 framework
by suggesting new IoT applications that we can easily integrate as a new template. An
example is explained in section 6.3, 6.4 and 6.5.

Commercial devices could follow our M3 nomenclature to describe sensor measure-
ment to ease the automation of IoT/M2M to make data interoperable and facilitate them
interpretation.

Standardization experts could use our M3 framework as a basis for further stan-
dardizations. The M3 nomenclature and M3 ontology provide interoperability to easily
interpret sensor data. They are relevant for standardization bodies like oneM2M, ETSI
M2M, W3C Web of Things and W3C SSN ontology. The uniform descriptions have al-
ready been communicated to oneM2M WG-5 (MAS)4 [Gyrard and Bonnet, 2014]. We ref-
erenced all semantic bad practices and suggested the related guidelines in a draft document
[Gyrard and Bonnet, 2014] to the oneM2M international standard. We explained to the
W3C Web of Things Interest Group the interoperability issues for combining domain knowl-
edge to build cross-domain applications [Gyrard et al., 2014a]. W3C SSN ontology could
standardize our M3 ontology and S-LOR to provide a basis for reasoning on sensor data
as explained in [Gyrard et al., 2014]. We designed an M3 interoperable domainknowledge
which could be used as drafts to standardize domain ontologies relevant forIoT.

6.2 Developing Mobile SWoT Applications with M3

The same scenarios presented in section 3.6 have been developed on Android-based devices
and show that our M3 approach is feasible and 
exible to integrate semantics in constrained

2http://oaei.ontologymatching.org/
3http://lov.okfn.org/dataset/lov/
4http://onem2m.org/MAShome.cfm
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Figure 6.2: M3 architecture for mobile devices

devices such as mobile devices (e.g., smart phones, tablets). In this section, we explain how
this could be done through four steps (see Figure 6.2):

� The sensor discovery phase detects sensors employed. This work is not explained
in this thesis, since it is based on the work designed by Datta et al. which is in
progress [Datta, 2015]. Based on their work, we know the sensors recognized by the
systems.

� The application provisioning phase enables the smart device asking through In-
ternet the M3 template dataset to automatically download the knowledge required
to build the IoT applications for sensors and domains given by the sensor discovery
phase. The M3 template dataset returns a SWoT template with all the domain knowl-
edge needed to later interpret sensor data and combine it with cross-domain domain
knowledge.

� The design application phase uses the M3 converter and M3 rules embedded in
the M3 template to convert sensor data in a uni�ed way. The sensor data comes from
the smart device which gets sensor data encoded according to the SenML format
provided by the gateway. Secondly, a reasoning engine interprets sensor data and
infer additional knowledge. Thirdly, the sensor data inferred is linked to cross-domain
datasets provided in the M3 template to obtain cross-domain suggestions.
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� The actuation phase can be performed according to the cross-domain suggestions
provided by M3. This work is not explained in this thesis, since it is based on the
work designed by Datta et al. which is in progress [Datta, 2015].

Instead of using Jena, the lightweight version AndroJena has been usedin Android-
powered devices for technical reasons. AndroJena includes the reasoning engine and the
SPARQL engine. The Android-powered devices just need a �rst connection to Internet
to download the Semantic Web of Things (SWoT) template. The template contains the
domain knowledge required to interpret sensor data to provide cross-domain suggestions.
The M3 processing is done locally to semantically annotate, reason, enrich and query sensor
measurements. Let us now see in more details how these steps can be performed (see Figure
6.2).

Smart Device  (e.g., 
phone, tablet)

M3 Framework

searchTemplate generateTemplate getSparqlQuery

Generate template: 
M3 ontologies
M3 datasets
M3 domain rules
M3 converter rules

M3 generic sparql query

Sensor + domain
List of cross domain IoT 
application templates

User chooses an IoT 
application template

Query for M3 generic sparql query

Storage

Figure 6.3: Sequence diagram of application provisioning phase

6.2.1 Application Provisioning Phase

Once the sensor discovery phase is achieved, the user selects a sensor (e.g. light sensor) and
an associated domain (e.g. weather). The mobile application then queries a web service
from the M3 framework with the sensor and domain information. The M3 framework
internally retrieves a list of previously de�ned cross-domain scenarios involving the selected
sensor and domain. The application receives and presents the list to the user. For example,
based on light sensor and weather domain, the M3 framework will propose fourcross-domain
scenarios: (i) Weather, Luminosity and Emotion, (ii) Weather, Tourism and Clothes, (iii)

150




































































































































































