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A B S T R A C T

Networks (or graphs) have become ubiquitous as data from diverse disci-
plines can naturally be mapped to graph structures. Characteristics examples
include social and technological networks, collaboration networks, or even
networks generated by textual data. The problem of extracting meaningful
information from large scale graph data in an efficient and effective way
has become crucial and challenging with several important applications and
towards this end, graph mining and analysis methods constitute prominent
tools. The goal of this dissertation is to study and address challenging
problems in this area, focusing on both the design of new graph mining
algorithms and tools, as well as on studying the dynamics and properties of
real-world networks.

In the first part of the thesis, we study the structure and dynamics of
real-world social graphs, focusing on the property of engagement. Typically,
engagement refers to the degree that an individual participates (or is encour-
aged to participate) in a community and is closely related to the departure
dynamics of nodes, i.e., the tendency of individuals to leave the commu-
nity. Building upon recent game-theoretic studies, we propose measures for
characterizing the engagement at both node and graph level, that are based
on the core decomposition of the underlying graph. We have performed
experiments on a multitude of real graphs, observing interesting connections
with other graph characteristics, as well as a clear deviation from the cor-
responding behavior of random graphs. Then, we study a cascading effect
on the network, where the departure of a user may affect the engagement
level of his neighbors in the graph, that successively may also decide to
leave, leading to a disengagement epidemic. We introduce a new concept of
vulnerability assessment under cascades triggered by the departure of nodes
based on their engagement level. Our results indicate that social networks
are robust under cascades triggered by randomly selected nodes but highly
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vulnerable in cascades caused by targeted departures of nodes with high
engagement level.

In the second part, we focus on the problem of information spreading and
more precisely on how to identify influential nodes in complex networks.
This constitutes a crucial task in many application domains, including viral
marketing and information diffusion. Our goal is to locate individual influen-
tial nodes in the network, which are able to perform fast and wide epidemic
spreading. To that end, we capitalize on the properties of the K-truss decom-
position, a triangle-based extension of the core decomposition of graphs. Our
analysis on real-world networks indicates that the nodes belonging to the
maximal K-truss subgraph of the network show better spreading behavior
compared to previously used importance criteria, including node degree
and k-shell index. Additionally, not only more nodes get infected during the
outbreak of the epidemic, but also the total number of nodes infected at the
epidemic’s fadeout is greater. We further show that nodes belonging to such
dense subgraphs, dominate the small set of nodes that achieve the optimal
spreading in the network.

In the last part, we investigate how graph mining tools can be used to
enhance traditional text mining problems and specifically the one of text cate-
gorization, i.e., the supervised learning task of assigning a textual document
to a set of predefined categories. In the typical Bag-of-Words model, the
text is represented as a multiset of its terms, disregarding dependence and
ordering of the words, but keeping only information about the frequency
of appearance. We propose a framework for text categorization adopting a
graph-based representation of documents that encodes relationships between
the different terms. Based on this formulation, we treat the term weighting
task as a node ranking problem in the interconnected feature space defined
by the graph; the importance of a term is determined by the importance
of the corresponding node in the graph, using node centrality criteria. We
also introduce novel global weighting schemes at the document collection
level in order to penalize commonly used terms. Furthermore, we propose
an unsupervised graph-based feature (i.e., term) selection approach, based
on the properties of the k-core decomposition. The significance of our ap-
proach stems from the fact that we augment the unigram feature space of
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the learning task with weights that implicitly consider n-gram information
in the document – as expressed by paths in the graph – without increasing
the dimensionality of the problem. Our results indicate that the proposed
weighting mechanisms produce more discriminative feature weights for text
categorization, outperforming existing frequency-based criteria.
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R É S U M É

Les réseaux (ou graphes) sont devenus omniprésents comme en attestent les
données utilisées dans de nombreuses et diverses disciplines qui peuvent
être naturellement représentées sous forme de graphes. Les réseaux sociaux,
technologiques et collaboratifs ainsi que les graphes de données textuelles
en sont des exemples typiques. Le but de cette thèse est d’étudier et de
répondre à des problématiques liées aux graphes sous deux aspects: la mise
au point de nouveaux outils et algorithmes de fouille de données graphiques
et l’étude des dynamiques et des propriétés des réseaux existants dans la vie
réelle.

La première partie de ce mémoire est consacrée à l’étude de la structure
et des dynamiques des réseaux sociaux existants, en mettant l’accent sur la
notion d’engagement. En effet, cette dernière désigne la propension d’un in-
dividu à participer ou non à une communauté et elle est liée à la dynamique
de départ des nœuds dans un graphe. En se basant sur des travaux récents
en théorie des jeux, nous proposons de nouvelles mesures de l’engagement à
l’échelle des nœuds et du graphe tout entier basées sur la décomposition en
k-core. Nous expérimentons sur des graphes réels, observant des corrélations
intéressantes avec d’autres propriétés ainsi qu’un comportement significa-
tivement différent de celui des graphes aléatoires. Ensuite, nous étudions
l’effet dit de cascade où le départ d’un individu peut affecter l’engagement
de ses voisins et ainsi de suite, créant une épidémie de départs par contagion.
Nous introduisons un nouveau concept d’évaluation de la vulnérabilité des
réseaux en cas de cascades déclenchées par le départ d’individus et ce en
fonction de leur engagement. Les résultats indiquent que les réseaux sociaux
sont robustes en cas de cascades déclenchées en sélectionnant aléatoirement
les individus (c’est-à-dire les sommets du graphe) mais très vulnérables
lorsque les individus à l’origine des cascades ont un degré d’engagement
élevé.
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La deuxième partie est consacrée à l’identification des nœuds influents
(c’est-à-dire les individus capables d’initier rapidement des épidémies de
grande ampleur) dans les réseaux complexes, tâche cruciale dans de nom-
breuses applications telles que le marketing viral et la diffusion d’information.
Nous utilisons les propriétés de la décomposition en K-truss, une récente
extension de la décomposition k-core basée sur les triangles. Notre étude des
réseaux réels indique que les sommets appartenant au sous-graphe maximal
de plus grande K-truss ont un meilleur comportement de diffusion comparés
aux sommets de plus grand degré ou indice k-shell. En outre, on observe
que le nombre de sommets infectés au déclenchement et à la fin (nombre
total d’individus) de l’épidémie est plus grand.

Dans la dernière partie, nous nous intéressons à l’application des outils de
fouille de données graphiques au problème de classification de textes. Dans
la représentation par sac-de-mots classique, un texte est représenté par un
multiensemble de termes, ignorant l’ordre et les relations de dépendance
entre les mots. Nous proposons une approche alternative basée sur les
graphes où chaque document est représenté par un graphe qui encode les
relations de co-occurrence entre les mots, représentation dite par graphe-
de-mots. En utilisant cette formulation, nous traitons la pondération des
termes d’un document comme un problème de classement des sommets dans
l’espace de caractéristiques interconnecté défini par le graphe. L’importance
d’un mot est déterminée par l’importance du sommet associé, mesurée en
utilisant un critère de centralité. L’intérêt de notre approche réside dans
le fait que nous enrichissons l’espace des unigrammes par des poids qui
considèrent implicitement des n-grammes dans le document, sans pour
autant augmenter la dimension du problème et nos résultats suggèrent que
les mécanismes de pondération proposés produisent des caractéristiques
explicatives plus discriminatives pour la classification de textes.
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As you set out for Ithaca
hope the voyage is a long one,

full of adventure, full of discovery.
Laistrygonians and Cyclops,

angry Poseidon – don’t be afraid of them:
you’ll never find things like that on your way
as long as you keep your thoughts raised high,

as long as a rare excitement
stirs your spirit and your body.

...

Hope the voyage is a long one.
May there be many a summer morning when,

with what pleasure, what joy,
you come into harbors seen for the first time;
may you stop at Phoenician trading stations

to buy fine things,
mother of pearl and coral, amber and ebony,

sensual perfume of every kind –
as many sensual perfumes as you can;

and may you visit many Egyptian cities
to gather stores of knowledge from their scholars.

Keep Ithaca always in your mind.
Arriving there is what you are destined for.

But do not hurry the journey at all.
Better if it lasts for years,

so you are old by the time you reach the island,
wealthy with all you have gained on the way,

not expecting Ithaca to make you rich.

Ithaca gave you the marvelous journey.
Without her you would not have set out.

She has nothing left to give you now.

And if you find her poor, Ithaka won’t have fooled you.
Wise as you will have become, so full of experience,

you will have understood by then what these Ithakas mean.

– Ithaca, C. P. Cavafy
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1
I N T R O D U C T I O N

N etworks have become ubiquitous as data from many different
disciplines can naturally be mapped to graph structures [New10;
CF12; New03]. Social networks, such as academic collaboration

networks [Tan+08], sexual networks and interaction networks over online
social networking applications are used to represent and model the social ties
among individuals. Information networks, including the hyperlink structure of
the Web and blog networks, have become crucial mediums for information
dissemination, offering an effective way to represent content and navigate
through it. A plethora of technological networks, including the Internet, power
grids, telephone networks and road networks are an important part of every-
day life. Biological, ecological and networks from the domain of neuroscience,
such as protein-protein interaction, neural, gene regulatory, brain networks
and food webs, can be used to model the function and interaction of natural
entities towards a better understanding of phenomena that occur in nature.
Additionally, networks can be used as proxies to deal with problems and
data that do not inherently contain graph structure; an example of this case
is the one of textual data, where information about the terms and their
relationships is represented as a graph.

Real-world networks, as the ones presented above, are not classified as
random (e.g., the Erdös-Rényi random graph model [ER60]); they present
fascinating patterns and properties conveying that their inherent structure is
not governed by randomness. The degree distribution is skewed, following a
power-law [BA99; FFF99]; the average distance between nodes in the network
is short (the so-called small-world phenomenon [Mil67; AJB99; LH08]); the
ties between entities do not always represent reciprocal relations forming
directed networks with non symmetric links [New03]; the edge distribution
is inhomogeneous resulting in the existence of community structure [GN02].
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introduction

Being able to analyze and understand the dynamics that govern real networks
is a critical step for various real-world applications.

Due to the extent and the diversity of contexts in which networks appear
as well as their far from random interesting properties, the area of graph
mining and analysis has become crucial and challenging, with the following
points being of particular interest:

(i) Design of effective and efficient graph mining algorithms.

(ii) Apply the algorithms to analyze and understand the features, the
structure and the dynamics of complex systems.

(iii) Utilize the extracted knowledge for solving real-world problems.

That way, Network Science has emerged as an interdisciplinary area spanning
traditional domains including computer science, mathematics, sociology,
biology and economics. Motivated by the above points, the driving force
behind this dissertation is the importance of graph mining techniques to-
wards studying and analyzing social and information networks. To that end,
we propose models and algorithmic tools to address various challenging
problem which arise in this area.

1.1 thesis statement and overview of contributions

This dissertation contributes models, tools and observations to problems that
arise in the area of mining social and information networks. We built upon
computationally efficient graph mining methods in order to:

(i) Design models for analyzing the structure and dynamics of real-world
networks towards unraveling properties that can further be used in
practical applications.

(ii) Develop algorithmic tools for large-scale analytics on data with inherent
(e.g., social networks) or without inherent (e.g., text) graph structure.

Our models and algorithmic tools utilize the concept of core decomposition,
an efficient hierarchical representation of the graph with several interesting
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1.1 thesis statement and overview of contributions

Dynamics of Real Networks

Algorithmic Tools for Real Applications

Modeling
Social Engagement

[MV13b]

Vulnerability
Assessment

[MV15]

Graph-Based
Text Categorization

[MS15; MSV15]

Identification of
Influential Spreaders

[RMV15; MRV15]

Degeneracy-based Graph Mining

Figure 1.1: Overview of the contributions presented in the thesis.

properties. In particular, for the former point we show how to model the
engagement dynamics of large social networks and how to assess their
vulnerability with respect to user departures from the network. In both cases,
by unraveling the dynamics of real social networks, regularities and patterns
about their structure and formation can be identified; such knowledge
can further be used in various applications including prediction, anomaly
detection and building robust social networking systems.

For the latter, we examine how to identify influential users in complex
networks, having direct applications to epidemic control and viral marketing
and how to utilize graph mining techniques in order to enhance text analytics
tasks including opinion mining and automatic news classification. Next, we
provide an overview of the contributions of the dissertation with respect to
the above points. Figure 1.1 depicts the overview of the thesis.
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1.1.1 Dynamics of Real Networks

modeling social engagement. Given a large social graph, how to model
the engagement dynamics of individuals?

Social engagement refers to the degree that an individual participates in the
activities of a community and it is closely related to the departure dynamics
of users, i.e., the tendency of individuals to leave the community. We propose
local (i.e., node level) and global (i.e., graph level) models of engagement
based on the properties of k-core decomposition of the underlying social
graph and we examine whether they depend on structural and topological
features of the graph. We perform experiments on a multitude of real graphs,
observing interesting connections to other graph characteristics, as well as
a clear deviation from the corresponding behavior of random graphs. The
proposed models can further help us to better understand the structural
dynamics of social networks, with direct implications on how to build more
stable and robust social networking systems (Chapter 3).

vulnerability assessment in social networks. How to model
and assess the vulnerability of social networks under cascades of user departures?

In social networks, new users decide to become members, but also current
users may depart or stop being active. This phenomenon, also known as
churn or attrition, has been an important topic in the business domain. We
study a cascading effect on the network where the departure of a user may
affect the engagement level of his neighbors in the graph, that successively
may also decide to leave, leading to a disengagement epidemic. Being able
to model and analyze such cascading processes in real social networks is
an important task towards understanding the vulnerability of those social
interaction systems under churn. To that end, we introduce a model to
capture the social contagion effect and we propose a new concept of vulnera-
bility assessment under cascades triggered by the departure of nodes based
on their engagement level. Our experimental results indicate that social
networks are robust under cascades triggered by randomly selected nodes
but highly vulnerable in cascades caused by targeted departures of nodes
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with high engagement level – complementing seminal results in network
science (Chapter 4).

1.1.2 Graph-Based Algorithmic Tools for Data Analytics

identification of influential spreaders . How to locate influential
users in social networks?

Detecting influential spreaders in complex networks, i.e., individuals who
are able to efficiently spread information, is a crucial task with many diverse
applications, including viral marketing and control of disease propagation in
epidemiology. Capitalizing on the properties of the K-truss decomposition, a
triangle-based extension of the k-core decomposition, we propose a method
to locate influential nodes. Our results on real networks indicate that the
nodes identified by the proposed method show better spreading behavior
compared to previously used importance criteria, leading to faster and wider
epidemic spreading (Chapter 5).

graph-based text categorization. How to use graph mining to en-
hance large-scale text analytics?

Text categorization (or classification), i.e., the supervised process of assigning
category labels to documents, is a core data analytics task which lies in the
heart of many real applications, including opinion mining in product reviews
and automatic news classification. Building upon the fact that graphs can
be used to represent textual content, we propose a graph-based framework
for text categorization. In particular, we extract graphs from text, where the
nodes correspond to terms and the edges capture term co-occurrence relation-
ships – addressing the term-independence assumption widely used in many
text analytics tasks. That way, the term weighting process is treated as a node
ranking problem in the feature space defined by the graph. We propose an
unsupervised graph-based feature (i.e., term) selection approach, using the
properties of the k-core decomposition. Our experimental results indicate
that the proposed weighting mechanisms produce more discriminative fea-
ture weights for text categorization, outperforming existing frequency-based
criteria (Chapter 6).
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1.2 outline of the thesis

The rest of the dissertation is organized as follows. In Chapter 2 we present
basic concepts and background material that will be used throughout the
dissertation. The next two Chapters are devoted to our work concerning
the dynamics of social networks; in particular, Chapter 3 presents the work
about social engagement and Chapter 4 the vulnerability assessment under
disengagement social contagion. In Chapter 5 we present our work on
locating influential users in complex networks. Chapter 6 describes how
to apply graph-based methods for the text categorization task. Finally, in
Chapter 7, we offer concluding remarks about the topics covered in the
dissertation and future research directions.
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2
B A S I C C O N C E P T S A N D P R E L I M I N A R I E S

I n this Chapter we provide the basic concepts and background material
that will be used throughout the dissertation. Initially, we give the
definitions for basic graph theoretic and linear algebraic concepts.

Special mention is given to the k-core decomposition in networks and its
applications, since it constitutes a central topic of the dissertation. Finally,
we describe the graph datasets used in Chapters 3, 4 and 5. Table 2.1 gives
a list of used symbols along with their definition. For completeness in the
presentation, in each Chapter we provide all the necessary symbols and
background material. For a general introduction to the field of complex
networks, the reader may refer to Refs. [Boc+06; New03; CF12].

2.1 basic concepts in graph theory

A network is usually represented by a graph (throughout the dissertation we
use the terms network and graph interchangeably). A graph G = (V, E)
consists of a set of nodes V and a set of edges E ⊆ V × V which connect
pairs of nodes (in some cases, the nodes and edges of a graph are also called
vertices and links respectively). The number of nodes in the graph is equal
to n = |V| and the number of edges m = |E|. A graph may be directed or
undirected, unipartite or bipartite and the edges may contain weights or not.
Figure 2.1 depicts some examples of different types of graphs.

Definition 2.1 (Directed and Undirected Graph). In a directed graph GD =

(V, E), every edge (i, j) ∈ E links node i to node j (ordered pair of nodes). An
undirected graph G = (V, E) is a directed one where if edge (i, j) ∈ E, then edge
(j, i) ∈ E as well.

Definition 2.2 (Bipartite Graph). A graph GB = (Vh, Va, Eb) is called bipartite
if the node set V can be partitioned into two disjoint sets Vh and Va, where V =

7
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Symbol Definition

G = (V, E) Network
GB = (Vh, Va, Eb) Bipartite network
V, E Set of nodes and edges for network G
|V| = n, |E| = m Number of nodes and edges in the network
e = (u, v) Edge e ∈ E from node u to node v
dv Degree of node v
Nb(v) Set of neighboring nodes of v
A Adjacency matrix of a graph
Aij Entry of matrix A
AT The transpose of matrix A
λi i-th largest eigenvalue of a matrix
ui Eigenvector corresponds to i-th eigenvalue
uij i-th component of j-th eigenvector

Table 2.1: Symbols and definitions.

Vh ∪ Va, such that every edge e ∈ Eb connects a node of Vh to a node of Va, i.e.,
e = (i, j) ∈ E ⇒ i ∈ Vh and j ∈ Va. In other words, there are no edges between
nodes of the same partition.

Every graph G = (V, E) (directed or undirected, weighted or unweighted)
can be represented by its adjacency matrix A. Matrix A has size |V| × |V| (or
n× n), where the rows and columns represent the nodes of the graph and
the entries indicate the existence of edges.

Definition 2.3 (Adjacency Matrix). The adjacency matrix A of a graph G =

(V, E) is an |V| × |V| matrix, such that

Aij =

{
wij, if (i, j) ∈ E, ∀ i, j ∈ 1, . . . , |V|
0, otherwise.

The above definition is rather general and is suitable both for weighted and
unweighted graphs. For the former case, each value wij represents the weight
associated with the edge (i, j), while for the latter case of unweighted graphs
the weight of each edge is equal to one (i.e., wij = 1, ∀(i, j) ∈ E). If the graph
is undirected, the adjacency matrix A is symmetric, i.e., A = AT, while for
directed graphs the adjacency matrix is nonsymmetric.

8



2.1 basic concepts in graph theory

2

8 4

(a) Undirected graph (b) Directed graph (c) Bipartite graph (d) Weighted graph

Figure 2.1: Examples of different types of graphs. In the case of directed
graph (b), the arrows indicate the directionality of each edge.
In the weighted graph (d) the values associated with each edge
represent the weights (a weighted graphs can be directed or
undirected).

degree. A basic property of the nodes in a graph is their degree. In an
undirected graph G, a node has degree d if it has d incident edges. In the
case of directed graphs, every node is associated with an in-degree and an out-
degree. The in-degree din

i of node i ∈ V is equal to the number of incoming
edges, i.e., din

i = ‖j|(j, i) ∈ E‖, while the out-degree dout
i of node i ∈ V equals

to the number of outgoing edges, i.e., dout
i = ‖j|(i, j) ∈ E‖. In undirected

graphs, the in-degree is equal to the out-degree, i.e., di = din
i = dout

i , ∀i ∈ V.
The degree matrix is defined as the diagonal n× n matrix D, with the degree
of each node in the main diagonal (zero entries outside main diagonal).
Similarly, in directed graphs we can define the in-degree matrix Din and
out-degree matrix Dout for the in- and out- degrees respectively.

connectedness. Let G = (V, E) be an undirected graph. A path is
defined as a sequence of nodes v1, v2, . . . , vk−1, vk, with the property that
every consecutive pair of nodes vi, vi+1 in the sequence is connected by an
edge. Two nodes i, j ∈ V are called connected if there is a path in G from
node i to node j. The above definitions can be extended to directed networks,
where in a directed path, a directed edge should exist from each node of the
sequence to the next node.

connected graph . An undirected graph G = (V, E) is called connected,
if for every pair of nodes i, j ∈ V a path exists from node i to node j. In
the case of directed networks, three different notions of connectivity can
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be defined. A directed graph is called strongly connected if for every pair of
nodes i, j ∈ V, there is a directed path from i to j and a directed path from j to
i. A directed graph is connected if for every pair of nodes i, j ∈ V, it contains
a directed path from i to j or from j to i. Lastly, a directed graph is called
weakly connected if ignoring the directionality of the edges (i.e., replacing the
directed edges with undirected), a connected graph is produced.

connected component. A connected component in an undirected graph
is a maximal subgraph where every pair of nodes is connected by a path.
For directed graphs, the notions of strongly connected component and weakly
connected component can be defined. In the former case, similar to the defini-
tion of strong connectivity that we described earlier, the edge directionality
is taken into consideration, while a weakly connected component requires
the existence of a path between every pair of nodes in the maximal subgraph
without considering edge directionality.

subgraph and induced subgraph. A graph H = (VH, EH) is a sub-
graph of G = (VG, EG), denoted by H ⊆ G, if it is a subset of its edges
and all their endpoints, i.e., EH ⊆ EG and VH = {u, v : (u, v) ∈ EH}. A
subgraph H = (VH, EH) of G = (VG, EG) is called induced, if it is a subset of
its nodes VH ⊆ VG and contains all the edges between the nodes of VH, i.e.,
EH = {(u, v) ∈ EG : u, v ∈ VH}.

complete graph, clique and triangle. A graph G = (V, E) is
called complete, if every pair of distinct nodes is connected by a unique edge.
The complete graph of n nodes has m = (n

2) = n(n−1)
2 edges. A clique is

defined as a subset of the nodes of a graph, such that its induced subgraph
is complete. A triangle subgraph is a clique of three node, i.e., a triplet of
connected nodes (u, v, w) : (u, v), (v, w), (w, u) ∈ E.

2.2 linear algebra: eigenvalues and singular values

As we discussed earlier, every graph can be represented by a matrix, the
so-called adjacency matrix. The adjacency matrix A of a graph G = (V, E) is

10
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the |V| × |V| matrix with elements Aij = 1 if there exist an edge between
nodes i, j in the graph. In the general case where the edges of the graph
contain weights, the entries of the weighted adjacency matrix correspond to
edge weights. For undirected graphs, the adjacency matrix A is symmetric
(i.e., A = AT), while for directed graphs the matrix is nonsymmetric.

Let A ∈ Rn×n be a symmetric matrix. A vector u is defined as eigenvector of
A if and only if Au = λu, where λ is a scalar called eigenvalue corresponding
to u. Then, A can be written as A = UΛUT, where the orthogonal matrix
U contains as columns the eigenvectors u1, u2, . . . , un of A, correspond to
real eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn and Λ = diag(λ1, λ2, . . . , λn) the
diagonal matrix with the eigenvalues as entries [GL96; Str88; Mie11]. The
eigenvalues of the adjacency matrix define the spectrum of a graph and have
close connections with several important graph properties.

As we stated above, in the case of directed graphs the corresponding adja-
cency matrix is nonsymmetric and therefore the eigenvalues can be complex.
Thus, it is preferable to work with the singular values of the matrix which
can be extracted by the singular value decomposition (SVD). That is, the SVD
of a real matrix A ∈ Rm×n is defined as A = UΣVT, where U ∈ Rm×m

and V ∈ Rn×n contain the left-singular and right-singular vectors respec-
tively and Σ = diag(σ1, σ2, . . . , σp) ∈ Rm×n, p = min{m, n}, the diagonal
matrix comprised of singular values σi (note that, for symmetric matrices,
the singular values correspond to the absolute values of the eigenvalues).

2.3 core decomposition in networks

In this section, we describe in detail the concept of k-core decomposition in
networks [Sei83] – a central topic of this dissertation. Initially, we present
the basic concepts, algorithms and extensions of the k-core decomposition;
then, we refer to some key applications in several domains.
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2.3.1 Fundamental Concepts and Algorithms

Informally, the k-core decomposition is a threshold-based hierarchical decom-
position of a graph into nested subgraphs. The basic idea is that a threshold k
is set on the degree of each node; nodes that do not satisfy the threshold, are
excluded from the process. More precisely, let G = (V, E) be an undirected
graph and let k be a non-negative integer.

Definition 2.4 (k-core Subgraph). Let H be a subgraph of G, i.e., H ⊆ G.
Subgraph H is defined to be a k-core of G, denoted by Gk, if it is a maximal
connected subgraph of G in which all nodes have degree at least k.

Definition 2.5 (Graph Degeneracy δ∗(G)). The degeneracy δ∗(G) of a graph
G is defined as the maximum k for which graph G contains a non-empty k-core
subgraph.

Definition 2.6 (Node’s Core Number). A node i has core number ci = k, if it
belongs to a k-core but not to any (k + 1)-core.

Definition 2.7 (k-shell Subgraph). The k-shell is the subgraph defined by the
nodes that belong to the k-core but not to the (k + 1)-core.

Based on the above definitions, it is evident that if all the nodes of the
graph have degree at least one, i.e., dv ≥ 1, ∀v ∈ V, then the 1-core subgraph
corresponds to the whole graph, i.e., G1 ≡ G. Furthermore, assuming that
Gi, i = 0, 1, 2, . . . , δ∗(G) is the i-core of G, then the k-core subgraphs are
nested, i.e.,

G0 ⊇ G1 ⊇ G2 ⊇ . . . ⊇ Gδ∗(G).

Typically, subgraph Gδ∗(G) is called maximal k-core subgraph of G. Figure 2.2
depicts an example of a graph and the corresponding k-core decomposition.
As we can observe, the degeneracy of this graph is δ∗(G) = 3; thus, the
decomposition creates three nested k-core subgraphs, with the 3-core being
the maximal one. The nested structure of the k-core subgraphs is indicated
by the dashed lines on the plot. Furthermore, the color on the nodes suggest
the core number c of each node. Lastly, we should note here that the k-core
subgraphs are not necessarily connected.
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3-core

2-core

1-core

Core number Core number Core numberc = 1 c = 2 c = 3

Figure 2.2: Example of the k-core decomposition.

The concept of degeneracy in graphs, as defined above, is also known as
width [Fre82] and linkage [KT96]. It is also related to the coloring number α

of a graph [EH66], which is defined to be the least k for which there is an
ordering ≺ of the nodes of the graph such that for every v ∈ V, the number
of adjacent nodes w ≺ v is less than α.

Computing the k-core decomposition of a graph can be done through a
simple process that is based on the following property: to extract the k-core
subgraph, all nodes with degree less than k and their adjacent edges should
be recursively deleted [Sei83]. That way, beginning with k = 0, the algorithm
removes all the nodes (and the incident edges) with degree equal or less
than k, until no such nodes have been remained in the graph. Also notice
that, removing edges that are incident to a node may cause reductions to the
degree of neighboring nodes; the degree of some nodes may become at most
k, and thus, they should also be removed at this step of the algorithm. When
all remaining nodes have degree dv > k, k is increased by one and the process
is repeated until no more remaining nodes have left in the graph. Since each
node and edge is removed exactly once, the running time of the algorithm
is O(|V|+ |E|) [MB83]. Batagelj and Zaveršnik [BZ03] proposed an O(|E|)

13
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Algorithm 2.1 k-core decomposition

Input: Undirected graph G = (V, E)
Output: Vector of core numbers ci, ∀i ∈ V

1: Compute the degrees of each node dv, ∀v ∈ V
2: Order the set of nodes v ∈ V in increasing order of their degrees dv
3: for each v ∈ V do
4: cv ← dv
5: for each w ∈ Nb(v) do
6: if dw > dv then
7: dw ← dw − 1
8: Reorder node set V accordingly
9: end if

10: end for
11: end for
12: return Core numbers ci, ∀i ∈ V

algorithm for k-core decomposition, which is presented in Algorithm 2.1.
Note that, maintaining the k-core decomposition of a graph is equivalent of
keeping the core number ci, ∀i ∈ V.

large scale k-core decomposition. As we will present shortly, k-
core decomposition is a tool that has been widely applied in many network
analytics tasks that involve large scale data. Due to its success, several exten-
sions have been proposed for large scale k-core decomposition under various
computation frameworks. In Ref. [MPM13], a distributed k-core decomposi-
tion algorithm was proposed, while in Ref. [PKT14] an implementation for
the MapReduce framework [DG04]. The authors of Ref. [Sar+13] proposed
an efficient incremental k-core decomposition algorithm for streaming graph
data. That way, as new nodes and edges are inserted into or removed from
the graph in an online manner, the algorithm is able to efficiently update
the decomposition, without recomputing it from the beginning. Cheng et al.
[Che+11] proposed an external-memory algorithm for k-core decomposition
of disk-resident massive graphs. Finally, in Ref. [OS14], a local method
for estimating the core number of each node was proposed, using only
information about the neighborhood of the node. That way, by tuning a
parameter that controls the size of the region of interest around a query node,
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we are able to balance between accuracy and computational complexity on
the computation.

extensions to other types of graphs. The k-core decomposition
described above considers that graphs are unweighted and undirected. How-
ever, many real-world networks carry rich semantics, as expressed by more
complex graph types. To that end, there is research effort towards meaning-
ful extensions of the k-core decomposition to other types of graphs. In Refs.
[GTV11b; GSH12; EA13], extensions of the decomposition were proposed
for the case of weighted graphs. Giatsidis et al. [GTV11a] introduced D-cores,
an extension of the k-core structure to directed graphs. In this case, the no-
tion of (k, `)-core is used to represent subgraphs in which all nodes have
in-degree at least k and out-degree at least ` respectively. In Ref. [Gia+14b],
an extension of the k-core decomposition for signed networks was proposed.
Signed networks [KLB09; Kun+10] are used to capture the notion of positive
and negative interactions among the nodes of a graph (e.g., trust/distrust,
friend/foe relationships). Examples of such networks include the trust
networks that can be produced by product review websites like Epinions
(www.epinions.com) and the voting election network between the adminis-
trators of Wikipedia (www.wikipedia.org). Finally, Bonchi et al. [Bon+14]
proposed a core decomposition of uncertain or probabilistic graphs. Those
kind of graphs are used to capture uncertainty, which can be introduced
under several conditions, such as for privacy-preserving reasons. In this case,
every edge in the graph is associated with the probability of existence.

generalized cores . The k-core decomposition was initially introduced
for the degree property of the nodes in a graph. Batagelj and Zaveršnik
proposed the notion of generalized cores [BZ02], which extends cores from
degree to other node properties.

Definition 2.8 (Generalized Cores or p-cores). Let G = (V, E) be a graph and
let w : E→ R be a function assigning values (or weights) to the edges of the graph.
A node property function p that assigns real values on graph G, is defined as p(v, C),
where v ∈ V and C ⊆ V. Then, a subgraph H = (VH, EH) induced by the set
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VH ⊆ V is called a p-core at level t ∈ R if and only if (i) ∀v ∈ VH : t ≤ p(v, VH)

and (ii) VH is a maximal set.

Recall that, a function p is called monotone if and only if:

C1 ⊆ C2 ⇒ p(v, C1) ≤ p(v, C2), ∀v ∈ V. (2.1)

In Ref. [BZ02] it was shown that for a monotone function p, the p-core at
level t of the decomposition can be found be successively removing nodes
with value of p less than t – as has been already described for the k-core
decomposition. Furthermore, the subgraphs correspond to the cores are
nested, i.e., t1 < t2 ⇒ Ht2 ⊆ Ht2 . In fact, if we consider that function p
corresponds to the degree of a node, i.e., p(v, C) = dC

v , where dC
v is the

degree of node v in subgraph C, this function is monotone. Also, many
other functions on the nodes v of the graph including the in-degree and
out-degree, the weighted degree (i.e., sum of weights of the adjacent edges)
and the number of cycles of length k that pass through node v, have been
proven to be monotone; thus, the same procedure can be used to extract the
corresponding p-cores.

extensions of the decomposition. In the related literature, there is
recent research effort to introduce decompositions similar to those performed
by the k-core one, but more meaningful in real applications. An example
of such extension is the K-truss decomposition [Coh08; WC12] and triangle
k-core decomposition [ZP12] (in fact, both decompositions are equivalent).
The main idea is to define the notion of cores on the edges of a graph, by
taking into account the number of triangles that each edge participates to
– thus being able to extract more coherent subgraphs. This decomposition
will be used in Chapter 5. Tatti and Gionis [TG15] introduced the notion of
density-friendly graph decompositions, motivated by the fact that the maximal
k-core subgraph is not necessarily a good approximation of the densest
one. Since such decompositions are typically used as heuristics to detect
dense subgraphs, being able to have guarantees about the density of the
extracted subgraph is crucial in many real applications. Finally, Sariyüce
et al. [Sar+15] proposed the nucleus decomposition – a generalization of the
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k-core and K-truss decompositions. It represents the graph as a forest of
nuclei, i.e., hierarchical structures in which smaller cliques are present into
larger ones with the edge density being improved as we move towards the
leaf nuclei.

2.3.2 Applications

The k-core decomposition and its extensions have been extensively used
in several applications. Seidman [Sei83] was the first that proposed to use
the tool of k-core decomposition in social network analysis, as an easy to
compute and effective way to extract dense subgraphs. Later, other studies in
large scale real networks followed [Hea+08; GTV11b], including the analysis
of Microsoft Instant Messenger (MSN) [LH08] and Facebook [Uga+11] social
graphs. In a similar way, the decomposition has been applied to study
[AH+08], model [Car+07] and examine the evolution of the Internet graph
[Zha+08]. Several theoretical studies about the structure of real networks and
of the corresponding generative models have been presented from the statis-
tical physics community [DGM06; HD+13]. Furthermore, the decomposition
has been used as a visualization tool for large graphs [AhBV06; ZP12].

A common application of the k-core decomposition is the identification of
dense subgraphs; Andersen and Chellapilla [AC09] were based on this to
propose solutions with approximations guarantees for variants of the densest
subgraph problem. In a similar spirit, variants of the community detection
problem has been addressed utilizing the properties of k-core decomposition,
including local community detection techniques [Cui+14] and the influential
community search problem [Li+15] where the notion of influence is defined
as the minimum weight of the nodes in that community.

In our work on community detection [Gia+14a], we built upon the proper-
ties of the decomposition to speed-up the execution time of computational
intensive graph clustering algorithms, such as the one of spectral clustering.
In particular, we proposed CoreCluster, an efficient graph clustering frame-
work that can be used along with any known graph clustering algorithm.
Our approach capitalizes on processing the graph in a hierarchical way
provided by its k-core decomposition. That way, the nodes are clustered in
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an incremental manner that preserve the clustering structure of the graph,
while making the execution of the chosen clustering algorithm much faster
due to the smaller size of the graph’s partitions onto which the algorithm
operates.

Recently, the concept of k-core decomposition has been also applied in
information networks used to represent textual information, and more pre-
cisely, for the task of keyword extraction in documents [RV15; LCC14]. As
we will present in Chapter 6, we also utilize the properties of the k-core
decomposition in the text categorization domain, as a graph-based process
to extract discriminative features for the classification task.

2.4 description of graph datasets

In this section, we briefly describe the graph datasets used in this thesis (the
datasets used for the graph-based text categorization task are described in
Chapter 6). We have considered data from different domains, including social,
collaboration, information and technological networks. In all cases, networks
are treated as undirected, keeping only the largest connected component.
Almost all datasets are publicly available [LK14] (we have constructed the
Dblp dataset). Table 2.2 provides a summary of the network statistics.

Facebook. This network was created from Facebook online social network-
ing platform (www.facebook.com), focusing on the region of New Orleans,
USA. The nodes of the graph correspond to users and the edges indicate
friendship relationships [Vis+09].

Youtube. This network was formed by the Youtube (www.youtube.com)
video sharing platform. In the Youtube’s social network, users establish
friendship relationships via comments’ exchange about videos [Mis+07].

Slashdot. Slashdot (slashdot.org) is a technology news website. The
nodes of the social network that is created correspond to users and the edges
capture friendship relationships among them. In fact, users are able to tag
other users as friends or foes, forming a signed social network with positive
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and negative types of edges. In our experiments, we do not take into account
the type of the edges [Les+09].

Epinions. This is a trust-based (who-trusts-whom) online social network
between the members of the Epinions.com (www.epinions.com) product
review website. The nodes of the network correspond to users of the website
and the edges capture trust relationships between them. Although the
network is signed, in our experiments we discard this information [RAD03].

Wiki-Vote. The graph was created from the online encyclopedia Wikipedia
(www.wikipedia.org) and more precisely from the elections conducted to
promote users to administrators. The nodes of the social network correspond
ot Wikipedia users and an edge between users i, j denotes that user i voted
for user j [LHK10b; LHK10a].

Wiki-Talk. The users that have been registered as contributors to Wikipedia,
have their own talk page, that other users can edit in order to communicate
and discuss about updates on Wikipedia articles. The nodes of this com-
munication network correspond to users of Wikipedia and an edge from
node i to node j indicates that user i edited a talk page of user j at least once
[LHK10b; LHK10a].

Email-EuAll and Email-Enron. Both datasets correspond to graphs
that have been created by email interaction between the members of large Eu-
ropean research institution (Email-EuAll) and Enron Corporation (Enron).
In both graphs, each node corresponds to an email address, and an edge is
added between nodes i, j if i sent at least one email to j [LKF07; Les+09].

CA-gr-qc, CA-astro-ph, CA-hep-ph, CA-hep-th and CA-cond-mat. All
these graphs represent co-authorship collaboration between researchers on
the following fields of Physics: General Relativity and Quantum Cosmology,
Astrophysics, High Energy Physics - Phenomenology, High Energy Physics
- Theory, Condense Matter Physics. They have been constructed from the
arxiv.org repository of electronic preprints (arxiv.org). The nodes of the
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graphs correspond to researchers, while an edge between nodes i, j indicate
that author i co-authored a paper with author j [LKF07].

Dblp. The dataset has the same semantics as the previous ones and it
corresponds to co-authorship relationships in the broader field of Computer
Science, extracted for the DBLP computer science bibliography website
(http://dblp.uni-trier.de). We have created the co-authorship graph
based on the xml file of the scientific publications published on the DBLP
website [Dbl].

Caida and Oregon. Those two technological networks capture commu-
nication information between different routers of the Internet. The graph of
routers can be organized into subgraphs, called Autonomous Systems, that
can exchange traffic flows between them, forming a communication network
[LKF05].
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3
M O D E L I N G E N G A G E M E N T D Y N A M I C S I N S O C I A L
G R A P H S

G iven a large social graph, how can we model the engagement
properties of nodes? Can we quantify engagement both at node
level as well as at graph level? The property of engagement in

social networks refers to the degree that an individual participates in the
activities of a community; it is closely related to the departure dynamics
of users, i.e., the tendency of individuals to leave the community. In this
Chapter, building upon recent work in the field of game theory, we propose
models of user engagement based on the properties of k-core decomposition
of the underlying social graph. After modeling and defining the engagement
dynamics at node and graph level, we examine whether they depend on
structural and topological features of the graph. We perform experiments
on a multitude of real graphs, observing interesting connections with other
graph characteristics, as well as a clear deviation from the corresponding
behavior of random graphs. Furthermore, similar to the well known re-
sults about the robustness of real graphs under random and targeted node
removals, we discuss the implications of our findings on a special case of
robustness – regarding random and targeted node departures based on their
engagement level.

3.1 introduction

Over the last years, there is a considerable interest on studying the properties
and dynamics of social networks, arising from a plethora of online social
networking and social media applications, such as Facebook, Google+ and
Youtube. Typically, users become members of an online community for sev-
eral reasons (e.g., create new friendship relationships and use of applications
offered by a platform) and a lot of research effort has been devoted to under-
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stand the dynamics of formation and evolution of those social communities.
Characteristic example is the observation that individuals decide to join a
community based not only on the number of friends that are already part of
the community, but also on the degree of interactions among these friends
[Bac+06].

However, similar to the decision of becoming member of a community, an
individual may also decide to leave the network. Although in many of the
popular social networking applications typically users do not explicitly leave
the network, the decision of departure can be expressed by inactivity, i.e.,
the user do not participate in the activities of the community. Can we model
and quantify the departure dynamics of individuals in a social graph?

In this Chapter, we are trying to answer the above question studying the
property of user engagement in social interaction graphs. Typically, user en-
gagement refers to the extend that an individual is encouraged to participate
in the activities of community1. In the areas of sociology and economics, the
problem of social engagement examines the engagement of individuals to
products, services or ideas. Similarly, in the field of web mining, the property
of engagement refers to the quality of the user experience, as expressed by
the duration and frequency that a web application is used [BYL12]. In the
context of a social graph, the property of engagement captures the incen-
tive of a user (node) to remain engaged. In other words, the property of
node engagement can be considered as complementary to the one of node
departure.

Typically, an individual decides to remain engaged in the community
(instead of depart), based on the benefit that is derived by the participation.
Intuitively, the benefit of a user is based on its neighborhood, i.e., the number
of friends that are also part of the community. Furthermore, as mentioned
earlier, the strength of interactions among the friends of a user, is also a
crucial factor for being part of the community. Therefore, it becomes clear
that the decision of a user to remain engaged is affected by the structure
of its neighborhood. Suppose now that a user decides to dropout, due to
its low incentive of being part of the community. This decision is possible

1 Wikipedia’s lemma for Social Engagement: http://en.wikipedia.org/wiki/Social_

engagement.
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3.1 introduction

to affect the engagement level of his neighbors, that potentially can depart
as well. This effect can evolve in a contagion within the graph, leading to a
cascade of node departures.

In this work, we model and study the engagement properties of real-world
social graphs. Our approach capitalizes on recent results in the field of
game theory, where the engagement property can be considered in a similar
manner as a product adoption process [MJ09; Har13; Bha+11]. In the case
where individuals decide simultaneously whether to remain engaged or
depart from the graph, the engagement level of each node can be captured
by the properties of the k-core decomposition [Sei83]. Based on this point,
we propose measures for characterizing the engagement at both node level as
well as at graph level. We examine in detail the properties of a large number
of real graphs, trying to better understand the engagement dynamics.

The main contributions of this work can be summarized as follows:

• Problem statement: We study the property of engagement in social
graphs and how it can be used to model the departure dynamics of
nodes in the graph.

• Measures of engagement: Based on game theoretic models, we propose
interesting measures for characterizing the engagement at both node
level as well as at graph level.

• Experiments on real graphs: We perform a large number of experiments
in several real-world graphs, examining the engagement dynamics and
observing interesting properties.

• Implications of our study: We discuss the implications of our study
regarding a new problem of robustness/vulnerability assessment in
real graphs, where nodes decide to leave the graph based on their own
incentives.

The rest of the Chapter is organized as follows. Section 3.2 gives the
related work and Section 3.3 provides the necessary background. Then, in
Section 3.4 we describe the model and the proposed engagement measures.
Section 3.5 presents the experimental evaluation of our method, while in
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Section 3.6 interesting implications of our study are discussed. Finally, we
conclude in Section 3.7.

3.2 related work

In this section we review the related work, regarding the engagement dynam-
ics in social graphs, as well as other applications of the k-core decomposition.
In the very recent literature, there has been presented some game-theoretic
models for the problem of product adoption in networked environments
[MJ09; Har13; Bha+11]. These models form the basis of our approach and
are described in detail in Section 3.4. To the best of our knowledge, the
only related work that provides experimental study for the problem of node
departures in social networks, is the work presented in [Wu+13]. There, the
authors study two real social networks and examine whether the departure
dynamics show similar behavior with the arrival dynamics. In the case
of node departures, the authors of [Wu+13] observed that the active users
typically belong to a dense core of the graph, while inactive users are placed
on the sparsely connected periphery of the graph. As we will present later,
the property of node engagement can be considered complementary to the
one of node departure, and our approach provides a more refined modeling
of the observations made in [Wu+13]. Moreover, related to our work can
be considered recent studies about the formation dynamics of communities
[Bac+06; LS09], as well as studies about diffusion and contagion in social
graphs [Uga+12; AKM08; RMK11; EK10].

As we will present in Section 3.4, our method builds upon the properties
of the k-core decomposition in a graph (see Section 3.3 for more details).
Broadly speaking, the k-core decomposition has been applied in the past for
extracting the most coherent subgraphs [Sei83], graph visualization [ZP12],
identification of influential spreaders [Kit+10], and for studying [AH+08]
and modeling [Car+07] the Internet topology. In this work, we examine
one more application domain of the k-core decomposition in the problem
of node engagement in social graphs; in contrast to the previous studies
that mostly focus on the nodes of the best k-core subgraph, in this work we
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are interested in the hierarchy produced by the decomposition, since it can
provide meaningful insights about the engagement dynamics of the graph.

3.3 preliminaries and background

In this section we briefly discuss the properties of the k-core decomposition
[Sei83], which is utilized by our method. For completeness in the presen-
tation, next we repeat the definitions regarding the main concepts of the
k-core decomposition used in this Chapter (see also Chapter 2, Section 2.3
for a detailed description). Let G = (V, E) be an undirected graph, where
|V| = n, |E| = m and let graph H be a subgraph of G.

A subgraph H is defined to be a k-core of G if it is a maximal connected
subgraph of G, in which all nodes have degree at least k. The degeneracy
δ∗(G) of a graph G is defined as the maximum k for which graph G contains
a non-empty k-core subgraph. A node i has core number ci = k, if it belongs
to a k-core but not to any (k + 1)-core.

As we have already described, the k-core of a graph G can be obtained by
repeatedly deleting all nodes with degree less than k. Furthermore, the k-core
decomposition – which assigns a core number ci to each node i ∈ V – can
be computed efficiently, with complexity O(m) proportional to the size of
the graph [BZ03]. The most important point is that the k-core decomposition
creates an hierarchy of the graph, where “better” k-core subgraphs (i.e.,
higher values of k) correspond to more cohesive parts of the graph.

3.4 problem formulation and proposed method

In this section, we formulate the problem of modeling and quantifying the
engagement dynamics in a social interaction graph. We begin by discussing
the main factors that intuitively affect the decision of nodes to remain
engaged or leave the graph. Then, we present the theoretical model used to
approximate and capture the engagement behavior of nodes, as well as the
proposed engagement measures at both node and graph level.
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3.4.1 Problem Statement and Model Description

Our goal is to model and study the problem of node engagement in social
graphs. Informally, the property of engagement captures the incentive of
individuals to remain engaged in the graph, as opposed to their decision of
departure. In the context of this work, we are interested in the engagement
dynamics of individuals as well as of the whole system, from a network-
wise point of view. In other words, we consider only the underlying graph
structure of a social system, and based on its properties we derive measures
that characterize the behavior in terms of engagement.

Typically, each individual that participates in a social activity – as ex-
pressed by his/her participation in a social graph – derive a benefit. In most
of the cases, this benefit emanates from his/her neighborhood, as captured
by the node degree in the social graph. Furthermore, one additional factor
that affects the benefit of each individual is the degree of interaction among
its neighbors [Uga+12], in the sense that if one’s friends tend to highly
interact among each other, the benefit of remaining engaged in the graph
could potentially be increased.

Let us now suppose that a user decides to drop out from his community
due to the fact that the incentive of staying has been reduced. This decision
will cause direct effects in his neighborhood, in the sense that some of his
friends may also decide to depart. More precisely, a departure can become an
epidemic (or contagion), forming a cascade of individual departures; nodes will
decide to leave and this will also affect not only their neighbors but also the
whole community. Therefore, according to the notion of direct-benefit effects,
individuals who want to incur an explicit benefit by remaining engaged, they
should align their decision with the one of their neighbors [EK10].

Next, we present our model and the proposed measures for engagement
in social graphs. Each node v ∈ V – that corresponds to an individual –
can either remain engaged in the network or can decide to depart. As we
mentioned earlier, it is natural that the decision of each node should be based
on the decisions of its neighbors. The behavior of nodes as a system can
be expressed using game-theoretic concepts, and more precisely it can be
captured by the notion of networked coordination games [EK10]. That is, the
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property of engagement can be viewed as a network model based on direct-
benefit effects: the node’s benefit of remaining engaged in the graph increases
as more neighbors decide respectively to stay in the graph. This formulation
has been extensively studied in the areas of game theory and economics. It is
applied in situations where the nodes have to choose between two possible
alternatives and the structure of the underlying social network affects the
decision: for two neighborhood nodes u and v, there is an incentive to be
aligned with the same decision, since that way they will both increase their
benefits produced by the underlying interactions.

In a similar way, since the benefit of each node for staying in the network
emanates from its neighbors, the problem can be modeled using similar
concepts with the ones of coordination games. We consider that the nodes
of the graph – which correspond to rational individuals/players – decide
simultaneously whether to stay or leave. Each node i ∈ V has the same
set of possible strategies X = {0, 1}, i.e., leave or stay in our case. Let
x = [x1, x2, . . . , xn] be the vector that denotes the decision of each node. The
payoff (or utility) of a node i given the behavior of the rest nodes (as captured
by vector x), can be expressed as:

Πi(x) = benefit
(

xi, ∑
j∈Ni

xj

)
− cost(xi), (3.1)

where benefit(·) and cost(·) are the node’s benefit and cost functions respec-
tively and Ni = {j ∈ V : (i, j) ∈ E} is the neighborhood set of node i. In
other words, the benefit of each node depends on its own decision xi and the
aggregate decisions of its neighbors; this captures at a large extend the prob-
lem of engagement estimation, since in many cases a user remains engaged
according to the degree of interactions with its friends in the community.
Furthermore, every node i incurs a cost for remaining engaged in the graph,
which depends only on its own action. While the actual form of the cost
function does not need to be apriori known in the model, it is clear that
a node will decide to stay engaged if its cost is not higher than its benefit.
Let cost(xi) = k be the cost value of each node i ∈ V. Then, according to
Eq. (3.1), every node that will remain engaged should have non negative
payoff, and therefore Πi(x) = |N x=1

i | − k, where |N x=1
i | is the number of
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i’s neighbors that finally remain engaged, i.e., the degree of i in the graph
induced by nodes with decision x = 1.

Thanks to some very recent results in the area of game theory, the equi-
librium of this game corresponds to the core number ci of each node, as
produced by the k-core decomposition [MJ09; Har13; Bha+11].

Proposition 3.1 (Equilibrium Property, [MJ09; Har13]). The best response (Nash
equilibrium) of each node i ∈ V in the model presented above corresponds to the core
number ci.

In other words, in the case of equilibrium, every node in the induced sub-
graph S formed by nodes with xi = 1 should have minimum degree k,
satisfying the property of ci ≥ k. That way, no engaged node will have
incentive to depart from S and no node outside S, i.e., in V − S, will have
at least k neighbors in S in order to remain engaged after his departure.
As noted by the authors in [MJ09; Har13; Bha+11], the game has multiple
equilibria, but the maximum one corresponds to the “best” k-core structure
of the graph (i.e., k = δ∗(G)). In our case, we are interested in all nodes in
the graph and not only on those that form the best equilibrium; as we will
present shortly these nodes show interesting properties.

3.4.2 Engagement Measures

Having presented the basic theoretical model, we now proceed with the
proposed measures for characterizing the engagement dynamics on graphs.
We are interested in studying the engagement properties at both node (local)
and graph (global) level; furthermore, we are interested in examining the
behavior of specific subgraphs – as produced by the k-core decomposition –
which include nodes with specific engagement level.

Capitalizing on Proposition 3.1, we quantify the property of node engage-
ment using the k-core decomposition, and more specifically the core number
ci of each node i ∈ V.

Proposition 3.2 (Node Engagement). The engagement level ei of each node i ∈ V
is defined as its core number ci.
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3.4 problem formulation and proposed method

Typically, nodes that belong to higher cores of the graph (higher core num-
ber), show better engagement and therefore it is less probable to depart
(or, at least, the incentive to depart is lower). As we discussed in Section
3.4.1, the core number of each node is a reasonable metric (or estimator)
to capture and model the engagement dynamics: nodes remain engaged
if their neighbors (and the neighbors of their neighbors, etc.) also remain
engaged. On the other hand, if a node decides to depart, this may affect
the engagement level of its neighbors – which may decide to leave as well –
forming a cascade of potential departures in the graph. This dynamic effect
of cascades is naturally captured by the k-core decomposition and the core
number of nodes.

Figure 3.1 provides some empirical observations regarding the departure
of nodes – on data with available relevant information – that can be used to
support our modeling approach. As it is difficult to access social graph data
where nodes (users) explicitly define their departure time, we have examined
two snapshots of the Internet topology (Caida and Oregon Autonomous
Systems) with available dropout information. Figure 3.1 depicts the proba-
bility of departure vs. the core number ci of a node. As it can be observed,
nodes that belong to smaller cores (close to the first core) are more probable
to leave the graph, thus supporting our modeling approach. Moreover, this
property is persistent for several time snapshots of the graphs.

Additionally, the proposed engagement metric can be considered as a more
refined modeling explanation of the departure dynamics in social graphs, as
very recently observed in [Wu+13]. The authors of Ref. [Wu+13] studied the
behavior of user departures in social networks and based on some inactivity
criteria (e.g., in a co-authorship network, a user is considered inactive if
he/she has not published a paper in a time period of more than five years),
they observed that nodes which belong to the densely connected core of the
graph mainly correspond to active users. On the other hand, inactive users
(i.e., users that potentially have left the graph) belong to the periphery of
the graph. In other words, the departure of nodes is proportional to their
position in the graph, with nodes in the fringe of the graph presenting higher
probability to dropout. Our modeling approach and the node engagement
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Figure 3.1: Probability of departure vs. core number. The discontinuities in
the plot correspond to zero (we plot only the cores from which
nodes depart).

metric e – based on the properties of the k-core decomposition – quantify in
a precise manner the above structural observations.

We should note that, here we examine the dynamics of engagement (and
thus of departure) by a simple model and metric, that approximates real
settings and observations in a concise manner. However, we do not argue
that the engagement of a user is solely proportional to his core number; other
external factors may affect its behavior as well. Nevertheless, in the rather
realistic case where each node decides to remain engaged for maximizing
its revenue by the participation in the community – thus considering the
decision of its neighbors – the behavior can be modeled by the proposed
metric.

Furthermore, as we will see in the experimental results, the degree of a
node is not an accurate estimator of the departure dynamics: while high
degree is necessary for achieving higher engagement and higher core number,
the opposite is not always true. In many cases, high degree nodes have low
core number because of the fact that their neighbors are not well connected
among each other2. Therefore, the engagement should be described by a
metric able to capture both the size of node’s neighborhood as well as its
connectivity. In Section 3.5 where the experimental results are presented, we

2 A similar behavior has been reported in [AH+08] in the context of Internet graph analysis.
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3.4 problem formulation and proposed method

also examine how other well-known structural characteristics of the graph
(e.g., degree, triangle participation ratio, clustering coefficient) affect the
engagement behavior.

Based on this model of user behavior, we also propose to study the
characteristics of the subgraphs produced in the case of simple scenarios,
where nodes with certain engagement index k (for various values of k) decide
simultaneously to drop out. The subgraph that remains after such types of
departures is defined as the k-engagement subgraph Gk.

Definition 3.3 (k-Engagement Subgraph Gk). Let k be a integer parameter such
that a node remains engaged in G if at least k neighbors are engaged. The graph
Gk which is induced by nodes i ∈ V with engagement level ei ≥ k is defined as the
k-engagement subgraph.

The k-engagement subgraphs correspond to interesting structures of the
graph. Actually, for a specific value of k, subgraph Gk represents the remain-
ing graph, after the cascading effect where nodes with engagement lower
than k have left the graph. The properties of the remaining subgraph – as
captured by Gk – are crucial towards a better understanding of the engage-
ment characteristics, as well as for examining the functional operation of
the remaining graph. As we will present shortly, the size distribution of Gk

for various values of k can inform us about the overall engagement level
of the graph. Furthermore, it is interested to study whether well-known
structural properties – such as the degree distribution of the graph – are
retained after such types of nodes’ departures. We also note that, following
the properties of k-core decomposition, subgraphs Gk form a nested hierar-
chy G0 ⊇ G1 ⊇ G2 ⊇ . . . ⊇ Gk for the possible values of k, in the sense that
subgraphs of higher k also belong to Gk’s of lower k.

Of particular interest is the subgraph Gk that corresponds to the maximum
value of engagement e. In terms of k-core decomposition, the nodes with the
highest engagement level emax are those who belong to the best k-core of the
graph, i.e., k = δ∗(G), where δ∗(G) is the degeneracy of the graph [Sei83].

Proposition 3.4 (Max-Engagement Subgraph). Let k = δ∗(G) be the degeneracy
of the graph, i.e., the maximum k such that there exists a k-engagement subgraph. In
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our context, we consider this value as the maximum engagement level of the graph,
i.e., emax = δ∗(G) and we denote the Max-Engagement Subgraph as Gemax .

The Max-Engagement subgraph is composed by the nodes of the graph that
show the highest engagement level e = emax. More precisely, each node
i ∈ Gemax has degree di ≥ emax within Gemax , implying that this set of nodes
has potentially the lowest incentive to depart from the graph and thus it
corresponds to the best engaged nodes. As we will discuss in Section 3.6,
this subgraph also contains the most influential nodes of the graph, in terms
of departure dynamics.

Having defined the engagement index of each node in the graph as well as
the notion of the k-engagement subgraphs, it would be interesting to summa-
rize this information into one value capable to describe the engagement level
of the whole graph. That is, each individual node contributes to the engage-
ment of the graph – according to its engagement index ei, ∀i ∈ V – based on
the best core ci that the node belongs to. Ideally, in terms of engagement, it
would be better to have a large fraction of the nodes of the graph belonging
to largest cores, thus showing higher engagement. In the extreme case of the
graph with the best engagement properties – which corresponds to the complete
graph Kn = (VKn , EKn) – all nodes belong to the Max-Engagement subgraph
and their engagement index is equal to ei = |VKn | − 1, ∀i ∈ VKn . In order to
capture this behavior, we consider the area under the curve of the cumulative
distribution of the k-engagement subgraphs’ sizes. However, since the graphs
do not have the same maximum engagement level emax, we normalize this
value for each graph into the interval [0, 1], based on a simple normalization:

Normalized ej =
ej −min(e)

max(e)−min(e)
, where j = 1, . . . , emax, min(e) = 1 and

max(e) = emax (for simplicity, we consider that all nodes in the graph have
degree at least one, therefore the minimum engagement is 1).

Proposition 3.5 (Graph Engagement). Let F (e) = Pr(X ≥ e) be the comple-
mentary cumulative distribution function of the sizes of the k-engagement subgraphs.
Then, the total engagement level of a graph G, denoted as EG, is defined as the area
under the curve of F (e), e = [0, 1], i.e.,

EG =
∫ 1

0
F (e) de. (3.2)
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Normalized Engagement e
0

1

1

F
(e
)
=

Pr
(X
≥

e
)

EG

EKn

Figure 3.2: Schematic representation of the engagement index EG. The red
curve shows an example of the complementary cumulative dis-
tribution function of the engagement level of the k-engagement
subgraphs. The area under the curve (light blue region) captures
the engagement properties of the graph. The orange colored
curve shows the engagement level of the complete graph Kn.

Figure 3.2 depicts a schematic representation of the engagement index EG.
The horizontal axis corresponds to the normalized engagement value e,
while the vertical axis represents the probability Pr(X ≥ e) that a node
has (normalized) engagement level at least e (as produced by the sizes the
k-engagement subgraphs). The values of EG are in the range of [0, 1], with
higher values indicating graphs with higher total engagement level (larger
area under red curve). In the case of the complete graph (orange colored
curve), the probability that a node has normalized engagement at least
e, ∀e ∈ [0, 1], is Pr(X ≥ e) = 1. In other words, every node in the graph
has engagement ei = |VKn | − 1, and therefore the size of the k-engagement
subgraphs, for k = 1, . . . , emax, is equal to the size of the whole graph, i.e.,
|VKn |.
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3.4.3 Discussion

Having presented the proposed engagement measures, we briefly discuss
on an important point in the modeling approach followed by our method.
Our approach and the proposed engagement measures are build upon the
game presented in Section 3.4.1, which considers that nodes have complete
information about the structure of the graph [EK10; MJ09]. Although this
assumption may not be very accurate in many settings where individuals
should take a decision (to remain engaged or to depart in our problem), we
consider that in this case is valid since our goal is to model and to provide a
high level study of the behavior of individual nodes and of the graph as a
whole, regarding their engagement properties. Thus, our study builds upon
the fact that we have knowledge of the structure of the graph. In a typical
application scenario of our approach, the administrator of a social graph
(e.g., Facebook) – who has global knowledge of the structure of the graph
– can use the proposed measures to examine the engagement dynamics of
the graph and to potentially detect nodes that tend to leave, due to their low
engagement.

3.5 engagement of real graphs

In this section we present detailed experimental results of the proposed
engagement measures, at both local (node) and global (graph) level. The
experiments were designed to address the following points:

P1: Study the characteristics of the engagement dynamics in real graphs.

P2: Examine how other graph features affect the engagement of the graph.

As we have already mentioned, we consider that the feasibility and ap-
plicability of our approach is supported by the results depicted in Fig. 3.1
and by very recent observations about the departure dynamics in social
graphs [Wu+13]. Actually, here we present a more refined explanation of
the departure dynamics, studying the complementary property of engage-
ment. Furthermore, the time complexity of our approach is linear with
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Network Name Number of Nodes Number of Edges

Facebook 63, 392 816, 886
Youtube 1, 134, 890 2, 987, 624
Slashdot 82, 168 582, 533
Epinions 75, 877 405, 739
Email-EuAll 224, 832 340, 795
Email-Enron 33, 696 180, 811
CA-gr-qc 4, 158 13, 428
CA-astro-ph 17, 903 197, 031
CA-hep-ph 11, 204 117, 649
CA-hep-th 8, 638 24, 827
CA-cond-mat 21, 363 91, 342
Dblp 404, 892 1, 422, 263
Caida/Oregon 26, 475/11, 461 106, 762/32, 730

Table 3.1: Summary of real-world networks used in this study. See Section
2.4 of Chapter 2 for a detailed description of the datasets.

respect to the size of the graph, as it relies on the computation of the k-core
decomposition (see Section 3.3).

Table 3.1 presents the datasets used in our study. All of them are publicly
available and correspond to well-known social and collaboration networks
(except from the last datasets used to support our modeling approach). See
Section 2.4 of Chapter 2 for more details about the datasets.

3.5.1 High Level Properties of k-Engagement Subgraphs

As we described in Section 3.4, a reasonable estimator for the engagement
properties of a node is its core number, i.e., ei = ci, ∀i ∈ V. One important
aspect here is to examine the size distribution of the k-engagement subgraphs,
i.e., the size of the subgraphs that contain nodes with engagement e at least
k. That is, for the various possible values of parameter k (that depend on
the graph), we study the properties of the k-engagement subgraphs. These
characteristics can help us to further understand the engagement dynamics
of real graphs, both at node and at graph level. Figure 3.3 (red curve) depicts
the results for the real graphs presented in Table 3.1.
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Figure 3.3: Size distribution of the k-engagement subgraphs. Each plot de-
picts the size distribution of the k-engagement subgraphs vs. k,
where k = 1, . . . , emax. The red line corresponds to the distribu-
tion of the original graph, while the green one to the random
graph with the same degree sequence as the original one.
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3.5 engagement of real graphs

As we can observe, for most of the datasets, the distribution of the sizes
of the k-engagement subgraphs is almost skewed, meaning that the highly
engagement subgraphs (for larger values of k) are relatively small in size. In
other words, most of the nodes in the graph have small engagement index
e, while a few nodes are highly engaged. Of course, we should note that
the size distributions are not identical for all the graphs we have examined.
Furthermore, the maximum engagement level emax as well as the size of
the Max-Engagement subgraph Gmax – that corresponds to the tail of the
distribution – present different behavior for some of the examined datasets.
We will discuss these points next in this Chapter.

One important question here is if these observations regarding the en-
gagement properties of graphs, capture the behavior of a real system – and
thus can be characterized as patterns of real graphs. In other words, is
there any difference between the Gk’s size distribution of real graphs and
random ones? To answer this question, we have examined the engagement
properties of a configuration model, i.e., a random graph model with the same
degree distribution as the original one. As we can observe from Fig. 3.3
(green curve), a random rewiring of the original graph causes a different
size distribution for the k-engagement subgraphs. More precisely, for most
of the examined datasets, the random equivalent graph shows a much lower
number of engagement levels, but the size of the Max-Engagement subgraph
is much larger compared to the original one – indicating different behavior
in terms of engagement. This observation is somewhat expected; random
graphs are known to have a large core and thus Max-Engagement subgraphs
of relatively large size [PSW96].

However, for a few datasets we have observed an unexpected but rather
interesting behavior. For example, Youtube and Email-EuAll social graphs
show an almost similar size distribution between the original graph and the
random equivalent one. Additionally, Email-EuAll has a much smaller
maximum engagement index emax compared to the random rewired graph.
To better examine this deviation as well as for having a more refined ex-
planation of the observed engagement properties, we have computed a set
of high level characteristics of the k-engagement graphs. More specifically,
we focus on the properties of the Max-Engagement subgraph Gemax , trying
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to understand and capture which factors potentially affect the engagement
properties of the graph.

Figure 3.4 depicts the relationship between some high level characteristics
of the Max-Engagement subgraphs Gemax with important global features of
the graph (for the datasets of Table 3.1). We argue that examining interesting
correlations between graph features and the observed engagement character-
istics, we can draw meaningful conclusions about the engagement dynamics
of real graphs. Initially, we consider the relationship between the size of the
full graph, i.e., |V| and the characteristics of the Max-Engagement subgraphs,
namely the maximum engagement level emax and the number of nodes in
Gemax . As we can see from Fig. 3.4 (a), for the majority of the examined
datasets (green colored squares), the size |V| of the graph shows an almost
linear correlation (in log-log axis) with the maximum engagement level
emax. However, Youtube (blue colored circle) and CA-Hep-Ph (red colored
circle) clearly deviate from this relationship (if we ignore these two graphs,
Pearson’s correlation coefficient is ρ = 0.75). While Youtube corresponds
to the largest graph of our collection, its emax value is relatively small. On
the other hand, CA-Hep-Ph has a relatively small size, while its maximum
engagement level is extremely high. Thus, it seems that to achieve a higher
emax value, the size of the graph is not the only responsible factor. That is,
as we have already mentioned, the existence of clustering structures in the
graph plays a crucial role for the engagement properties.

Figure 3.4 (d) depicts the relationship between the fraction of closed
triplets in the graph (triplets of nodes that form triangles) with the maximum
engagement level. As we can observe, CA-Hep-Ph has the largest fraction of
closed triplets in our collection as well as the highest emax value, although
its size is relatively small. On the other hand, Youtube shows an almost
opposite behavior. Despite its large size, the fraction of closed triplets and the
maximum engagement level are relatively small (in Section 3.5.4, we present
a more detailed examination about the relationship of the engagement and
the existence of clustering structures in the graph).

Figure 3.4 (b) depicts the number of nodes in the graph vs. the number of
nodes in the Max-Engagement subgraph Gemax . Here, we can observe a more
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Figure 3.4: Characteristics of the Gemax subgraphs of the studied graphs (Table
3.1). (a) Maximum engagement level emax vs. the size of the whole
graph. (b) Number of nodes in the Max-Engagement subgraph vs.
the size of the whole graph (Pearson correlation coefficient ρ =
0.6394). (c) Number of nodes in the Max-Engagement subgraph
vs. maximum engagement level emax. Observe the different
behavior between the collaboration (co-authorship) graphs and
the social networks from social media applications. (d) Maximum
engagement level emax vs. fraction of closed triplets in the whole
graph G.
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clear correlation between |V| and the size of Gemax (Pearson’s correlation
coefficient ρ = 0.6394).

Lastly, in Fig. 3.4 (c), we study the size of Gemax vs. the emax values of the
graphs. We can observe two different behaviors in the studied datasets. On
the one hand, we have the collaboration graphs – formed by co-authorship
relationships. Although they capture different scientific disciplines, we can
observe an almost linear correlation in log-log scale. Furthermore, in many
cases, the size of Gemax is almost equal to the maximum engagement level
emax, indicating tightly knit communities at this portion of the graph. For
example, in the case of the Dblp co-authorship graph, the Max-Engagement
subgraph corresponds to a set of around 115 author that have co-authored
the same paper. On the other hand, the graphs from online social networking
and social media applications, follow a different behavior: the maximum
engagement level is kept below a threshold of about 100 and the values
are close to each other – almost constant – although the datasets are of
different size, while the number of nodes in Gemax increases. This can be
possibly explained by the nature of interactions in online social networking
applications; although an individual can achieve a high number of friendship
connections, the degree of collaboration – and similarly of engagement –
among them is constrained to the threshold of around 100 nodes. We also
note that, the value of emax almost matches the size of the best communities
(around 100 nodes) observed by Leskovec et al. [Les+09].

3.5.2 Graph’s Engagement Properties

Having examined the properties of the k-engagement subgraphs, we proceed
to the computation of the total graph engagement index EG. As we described
in Section 3.4, the global engagement properties of the graph can be captured
by the area under the curve of the normalized complementary cumulative
distribution function of the sizes of the k-engagement subgraphs. That is,
for each graph, we normalize the engagement level e in the interval [0, 1]
and we plot the cumulative distribution Pr(X ≥ e), i.e., the fraction of nodes
with normalized engagement at least e. Since we are not only interested in
the maximum engagement level of each graph but on how individual nodes
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Figure 3.5: Normalized cumulative distribution function of the size of k-
engagement subgraphs. Each curve corresponds to the prob-
ability Pr(X ≥ e), i.e., the fraction of nodes with normalized
engagement at least e. The area under curve captures the engage-
ment index EG for the whole graph.

are distributed within the different levels (as expressed by the k-engagement
subgraphs), we are able to compare the engagement properties of different
graphs. Figure 3.5 depicts the results for the collection of graphs of Table
3.1. Furthermore, Table 3.2 shows the EG values that correspond to the area
under curve.

In the case of social graphs (Fig. 3.5 (a)), we can observe that the graph with
the maximum engagement index EG is Facebook. Although Facebook does
not have a large maximum engagement level emax, nodes are well distributed
within levels, with a “good” fraction of nodes having high (normalized)
engagement e. Looking now at the collaboration graphs (Fig. 3.5 (b)), a
first observation is that the Dblp graph shows the lower engagement index
EG, compared to the rest co-authorship graphs. One possible explanation
is that Dblp covers several areas of computer science, with a significant
number of relatively “new” authors. These authors, typically belong to
lower cores of the graph, and thus their engagement is relatively low. On
the other hand, the rest of the co-authorship networks correspond to more
robust communities, where a larger fraction of authors (nodes) has higher
engagement level.
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Social Graph EG

Facebook 0.2514
Youtube 0.0441
Slashdot 0.1221
Epinions 0.0755
Email-EuAll 0.0277
Email-Enron 0.1245

Collaboration Graph EG

CA-gr-qc 0.0971
CA-astro-ph 0.2293
CA-hep-ph 0.0651
CA-hep-th 0.0969
CA-cond-mat 0.1924
Dblp 0.0338

Table 3.2: Graph engagement values EG for social (left table) and collabora-
tion (right table) graphs.

3.5.3 Near Self Similar k-Engagement Subgraphs

In this section, we are interested to study the properties of the k-engagement
subgraphs, under a simple scenario where nodes with low engagement e
decide to depart. More specifically, we study the existence of self-similar
properties in the k-engagement subgraphs and we focus on the simplest
such property which is the existence of a skewed degree distribution. This
property is crucial for the k-engagement subgraphs from several viewpoints.
First of all, the degree of each node corresponds to an important structural
characteristic and therefore it is interesting to examine to what extend it is
preserved by the cascade of node departures. Furthermore, the existence of
hubs in the k-engagement subgraphs is another crucial point, since – among
other things – it is related to how fast information is disseminated in the
graph and to the well known type of robustness under targeted/random
node attacks [AB02]. Therefore, we are still interested to examine the major
characteristics and functionalities of the graph after a cascade of dropouts.

Figure 3.6 depicts the complementary cumulative degree distribution of
the k-engagement subgraphs, under different values of k (note that, k = 1
corresponds to the whole graph). A first observation is that the shape of the
distribution is retained for the examined values of k. In other words, for the
very first levels of engagement, an almost scale invariance is presented, with
respect to the scenario of node departures. However, we do not argue that
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Figure 3.6: Complementary cumulative degree distribution of k-engagement
subgraphs Gk, for various values of k. Note that, the tail of the
distribution also changes for different values of k.

this property is retained for all the engagement levels, i.e., e = 1, . . . , emax
3.

Similar properties hold for the rest datasets.
An interesting point here is to examine the diversity of nodes – in terms

of degree – that finally depart. In our scenario, nodes with low engagement
decide to drop out. How is this mapped to the degree distribution? Typically,
we expect that the nodes which depart, correspond to low degree ones. The
crucial point here is that the produced cascades can cause the departure of
high degree nodes as well, since their engagement level may be reduced.
This is actually the major difference between the notion of node departures –

3 A similar behavior has also been noted for the Internet graph [AH+08].
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based on the engagement level – studied by our work, compared to removals
of nodes based on possible failures [AB02].

As we can observe from Fig. 3.6, for different values of k, the tail of the dis-
tributions – that captures high degree nodes – is also affected by the cascade
of low-engaged node departures. To make this observation more precise, we
compute the correlation between nodes’ degree and their engagement index
e. Clearly, high degree is required to achieve high engagement; however, the
degree alone is not an indicator of high engagement. Figure 3.7 depicts the
node engagement index e vs. the degree of each node (we focus only on
four datasets of our collection). Clearly, a large fraction of high degree nodes
show low engagement level, and thus it is more probable to depart. This
is also an indication that the importance of some hub nodes in the graph
diminishes, in terms of engagement dynamics. Lastly, we have examined this
aspect in the case of random graphs with the same degree distribution as
the original ones. As it can be shown from Fig. 3.7, these graphs show more
smooth behavior compared to real ones; this is one more evidence about
the differences in terms of engagement between real and random rewired
graphs.

3.5.4 Engagement and Clustering Structures

As we have already discussed, it is expected that the engagement level
of a node should be closely related to local clustering structures of the
graph, indicating increased level of collaboration among nodes of the same
neighborhood. Actually, the authors of [Wu+13] report that the probability
of departure is related to the overall neighborhood activity of a node. In
the more general problem of influence and product/behavior/idea adoption
in a social system, the probability that a user will finally proceed with the
adoption, is proportional to the size, as well as to the connectivity of the
neighborhood [RMK11; Bac+06]. Furthermore, the high level characteristics
presented in Fig. 3.4 (d), indicate a relationship between the fraction of
closed triplets in the graph and the maximum engagement level. This is
an interesting evidence, in the sense that in higher order k-engagement
subgraphs (i.e., higher values of k), a higher degree of cohesiveness exists.
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Figure 3.7: Node engagement vs. node degree. Correlation between engage-
ment and degree for each node in the graph. Purple squares
correspond to real graphs and green circles to the random ones.
For the real graphs, observe that high degree nodes can also have
relatively small engagement.

In fact, the number of triangles that each node participates to, seems to be
vital for its core number and therefore for its engagement index. Additionally,
the fraction of closed triplets in a graph is closely related to the clustering
coefficient – a measure that inform us about the tendency of nodes to cluster
together, forming tightly knit groups4. Recently, Gleich and Seshadhri [GS12]
showed that the number of cores in real-world graphs depends on the global
clustering coefficient, where graphs with higher global clustering coefficient
tend to have larger number of cores.

4 http://en.wikipedia.org/wiki/Clustering_coefficient.

47

http://en.wikipedia.org/wiki/Clustering_coefficient


modeling engagement dynamics in social graphs

10
0

10
1

10
2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

k−Engagement Subgraph, k=1...e
max

A
v
g

. 
C

lu
s
te

ri
n

g
 C

o
e

ff
ic

ie
n

t

 

 

Facebook
Youtube
DBLP
CA−Hep−Ph

Figure 3.8: Average clustering coefficient per k-engagement subgraphs Gk.
Observe that the clustering coefficient is gradually increasing for
larger values of k = 1, . . . , emax.

Focusing now on the clustering properties of the k-engagement subgraphs,
for different values of k ranging from k = 1, . . . , emax, we examine how the
clustering structure (as captured by the clustering coefficient) is affected by
the departure of nodes. Figure 3.8 depicts the average clustering coefficient
(CC) of each possible k-engagement subgraph, for four datasets of our
collection. As we can observe, the CC increases gradually as we are moving
to Gk’s of higher engagement, indicating more cohesive subgraphs with
higher degree of interactions among nodes. Actually, this captures the
expected behavior of k-engagement subgraphs, in the sense that nodes which
belong to higher order Gk (higher values of k), should demonstrate stronger
degree of collaboration with their neighbors and thus higher engagement.

Lastly, we consider the clustering properties at node level and we examine
how the triangle participation score of each node i ∈ V (i.e., the number of
triangles that each node participates to) is related to the engagement index ei.
Figure 3.9 presents the correlation of the engagement index e for each node
vs. the triangle participation score. It seems that the triangle participation
score approximates better the engagement level of a node (compared to the
degree), supporting also our intuition that the existence of triangles is vital
for the engagement properties.

48



3.6 disengagement social contagion

0 10 20 30 40 50 60
10

0

10
1

10
2

10
3

10
4

10
5

Node Engagement e

N
o
d
e
 T

ri
a
n
g
le

 P
a
rt

ic
ip

a
ti
o
n
 S

c
o
re

0 10 20 30 40 50 60
10

0

10
2

10
4

10
6

Node Engagement e

N
o
d
e
 T

ri
a
n
g
le

 P
a
rt

ic
ip

a
ti
o
n
 S

c
o
re

(a) Facebook (b) Youtube

0 20 40 60 80 100 120
10

0

10
1

10
2

10
3

10
4

10
5

Node Engagement e

N
o
d
e
 T

ri
a
n
g
le

 P
a
rt

ic
ip

a
ti
o
n
 S

c
o
re

0 50 100 150 200 250
10

0

10
1

10
2

10
3

10
4

10
5

Node Engagement e

N
o
d
e
 T

ri
a
n
g
le

 P
a
rt

ic
ip

a
ti
o
n
 S

c
o
re

(a) Dblp (b) CA-hep-ph

Figure 3.9: Node engagement vs. triangle participation score. Correlation
of the node engagement index with the number of triangles that
each node participates to.

3.6 disengagement social contagion

In this section, we briefly discuss some potential implications of our observa-
tions, regarding the property of engagement. As we presented in Section 3.4,
the engagement of a node is proportional to its core number, and captures
its incentive to remain in the graph. As we observed from the experimental
results in Section 3.5, the size distribution of the k-engagement subgraphs is
skewed, indicating that a large fraction of nodes typically show a relatively
low engagement. Then, based on the size distribution, we were able to
characterize the engagement properties of the whole graph. In that case,
graphs in which a large portion of their nodes has high engagement level,
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correspond to more robust graphs in terms of departures. In other words, in
such graphs, a relatively high portion of nodes (based on the size of the full
graph) do not have incentive to depart.

However, an interesting behavior can possibly occur if we consider a sce-
nario under which nodes can also depart independently of their engagement
level. In other words, although there is no incentive to depart, nodes decide
to drop out possibly due to some external factors. Building upon the fact that
such departures may affect the overall structure of the network, in Chapter 4

we propose and study a novel problem of robustness assessment in social
networks based on the engagement level of each node.

3.7 conclusions and future work

In this part of the dissertation, we studied the problem of engagement
estimation in a social graph. Based on a game-theoretic model, we proposed
several ways to examine the engagement dynamics, at both node level as well
as at graph level. The main contributions of this work concern the following
points:

• Introduce and study the notion of engagement in social graphs. We studied
the property of engagement in social graphs and we examined how
it can be used to model the departure dynamics of the nodes in the
graph.

• Measures of engagement. We proposed interesting and easy to compute
measures for characterizing the engagement dynamics at both node and
at graph level, based on game-theoretic and graph-theoretic concepts.

• Experiments and observation on real graphs. We performed several experi-
ments on real-world graphs, observing interesting properties about the
engagement dynamics.

As future work, we plan extend our study on more complex types of
graphs, such as directed and signed graphs, where the engagement charac-
teristics may behave in a different way. Furthermore, as we will present in
Chapter 4, building upon the notion of engagement, we can derive a novel
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concept of robustness assessment in real graphs, based on departures of
individuals due to their engagement level and not by external attacks or
failures which is the focus of many studies [AJB00; AB02].
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4
V U L N E R A B I L I T Y A S S E S S M E N T I N S O C I A L N E T W O R K S
U N D E R C A S C A D E - B A S E D N O D E D E PA RT U R E S

S ocial networks constitute highly dynamic and evolving structures.
Typically, new users decide to become members of a network, but
also current users depart from the network, or stop being active in

the activities of their community. The departure of a user may affect the
engagement of its neighbors in the graph, that successively may also decide
to leave, leading to a disengagement epidemic. In this Chapter, we propose the
CasD (Cascading Departure) model to capture this cascading effect, based
on recent studies about the engagement dynamics of social networks. We
introduce a novel concept of vulnerability assessment in social networks, under
cascades triggered by the departure of nodes based on their engagement
level. Our results indicate that social networks are robust under cascades
triggered by randomly selected nodes but highly vulnerable in cascades
caused by targeted departures of nodes with high engagement level.

4.1 introduction

Understanding the properties and dynamics of social networks is an inter-
esting task with plenty of applications in both the Web and social sciences.
Typically, the structure of social graphs is not static but is governed by an
increasing level of evolution. Users decide to join in online communities for
various reasons (e.g., create new friendship relationships), that are mostly
motivated by and express means of interaction among individuals in the
social web, and these issues have become the starting points for an intense
research activity in the area [New03; BBV08; EK10; Uga+12; Bac+06].

It is also expected that some users may decide to leave the network, or
in general to stop being active in the activities of their community. This
phenomenon is also known as churn or attrition and has been an important
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t = 1 t = 2 t = 3 t = 4

v v v v

Figure 4.1: Example of cascading behavior triggered by the departure of a
node. At time step t = 1 node v decides to depart. This will
affect the decision of its neighbors (green color) that may decide
to depart as well at time step t = 2 (gray color), forming an
epidemic of disengagement in the network.

topic in the business domain [Das+08]. The key point here is that this
action can affect the decision of their neighbors that, in turn, can decide to
depart as well. That way, as shown in Fig. 4.1, the departure of a single
node can become an epidemic forming a cascade of individual departures that
potentially can lead the graph to a collapsed state. Being able to model and
analyze such phenomena in real social networks is an important task, since
they are related to the vulnerability of those social interaction systems under
node departures.

The problem of robustness (or vulnerability) assessment in real networks
has been extensively studied by different research communities, including
sociology, statistical physics and computer science [CH10]. The observation
of the power-law degree distribution in real networks [AB02] was the basis
for several studies (e.g., Refs. [AJB00; Cal+00; Coh+01]), which showed
that real networks are robust against random failures but vulnerable under
attacks to high degree nodes. Later, similar observations were made for a
cascading version of this robustness assessment problem, where the removal
of a node can cause the redistribution of loads within the network, leading
to a cascade of overload failures [ML02].

However, in the case of social networks, instead of degree-based failures
and attacks, users decide to depart from or stay in the network based on their
own engagement level. As we described in Chapter 3, recent studies about the
departure dynamics in social networks suggest that the engagement level
of nodes is not accurately captured by the node degree [Bha+11; MV13b;
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GMS13] and therefore, well-known degree-based types of robustness assess-
ment – such as the ones described above – do not accurately capture this
feature of social networks.

Based on these points, the goal of this Chapter is to introduce and study a
novel problem of vulnerability assessment in social graphs, under cascades
caused by node departures. The main contributions can be summarized as
follows:

• Cascading Departure (CasD) model: We propose the CasD model, a k-
core decomposition-based model to capture the cascading (epidemic)
disengagement effect due to the departure of a node. The model
is based on recent studies about the departure dynamics in social
networks, which suggest that the engagement level of nodes is captured
more accurately by the core number compared to node degree [Bha+11;
MV13b; GMS13].

• Vulnerability assessment under node departures: Combining the property
of heavy-tailed core number distribution observed in social networks
with the proposed Cascading Departure model, we introduce and study
a new concept of vulnerability assessment in social graphs based on
cascades triggered by random and targeted node departures according
to their core number.

• Experiments and finding on real social graphs: We have performed exper-
iments on real graphs, and our key observation is that online social
networks are extremely robust under cascades started by random de-
partures of nodes; however, they are highly vulnerable under cascades
caused by targeted departures of nodes with high engagement level.

The rest of the Chapter is organized as follows. Section 4.2 briefly reviews
the related work. Section 4.3 and Section 4.4 describe the proposed vul-
nerability assessment in social networks, as well as experimental results on
real-world networks. Finally, we discuss concluding remarks in Section 4.5.
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4.2 related work

In this section we review the related work regarding the properties and
dynamics of social networks, as well as main studies about the robustness
assessment problem. A large number of studies about the dynamics of
real-world graphs have been presented in the related literature (e.g., [New03;
CF12; BBV08]). Of particular interest here are the recent theoretical and
empirical works concerning the engagement and departures dynamics in
social graphs [MJ09; Bha+11; Har13; MV13b; GMS13; Wu+13]. These results
constitute the basis of our approach and were described in detail in Chapter
3. Close to our work are also theories and models about cascading (or
epidemic) behaviors in networked environments [EK10; BBV08] and social
contagion processes [Uga+12]. Moreover, related to our work can also be
considered studies about the formation dynamics [Bac+06], social influence
studies [Tan+09; Liu+10] and stability of social groups (i.e., the ability of
a group within a social interaction network to remain stable, instead of
shrinking, over time) [Pat+12; PLG13].

As we briefly presented in the Section 4.1, the cascading behavior of
node departures can cause a damage to the network, in the sense that its
structure may be affected; being able to model this effect is crucial due to
the implications regarding the robustness of the network. The problem of
robustness (or vulnerability) assessment in real networks has been extensively
studied by different research communities, including sociology, statistical
physics and computer science (see Ref. [CH10] for an extensive review
on the problem). The observation of the power-law degree distribution
in real networks [FFF99; AB02] was the basis for several works [AJB00;
Cal+00; Coh+01], which shown that real networks are robust against random
failures but vulnerable under attacks to high degree nodes. Later, similar
observations were made for a cascading version of this robustness assessment
problem, where the removal of a node can cause the redistribution of loads
within the network, leading to a cascade of overload failures [ML02]. While
our work follows a similar approach as in these studies, the major difference
is that the proposed vulnerability assessment problem is more close to the
case of social networks, where instead of degree-based failures and attacks,
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4.3 disengagement epidemic model

Algorithm 4.1 Cascading Departure (CasD) Model

Input: Undirected graph G = (V, E) and node v ∈ V
Output: Set of removed nodes R

1: c = [c1, c2, . . . , c|V|] = k-core decomposition(G)

2: Ṽ = V \ {v} /∗ Remove node v and the incident edges ∗/
3: repeat
4: /∗ Recompute the core number ∀i ∈ Ṽ ∗/

c̃ = k-core decomposition(G)
5: /∗ Normalize the core numbers c̃i into the interval [0, 1] ∗/

c̃norm
i = c̃i−min(c̃)

max(c̃)−min(c̃) , ∀i ∈ Ṽ

6: for all i ∈ Ṽ do
7: if c̃i < ci then
8: Remove node i from G with probability:

Pr
(
Ṽ = Ṽ \ {i}

)
= 1− c̃norm

i
9: R = R ∪ {i}

10: end if
11: end for
12: until No more nodes are removed
13: return Set of affected (removed) nodes R

users decide to depart or stay in the network based on their own engagement
level which is not fully captured by the node degree property.

4.3 disengagement epidemic model

In this section, we introduce a model of cascading departures in social graphs.
The main idea is that the departure of a node can cause direct effects in
its neighborhood, in the sense that some of the neighbors may also decide
to depart. This cascading behavior is of particular significance in social
networks, since it can lead to an epidemic of disengagement; a departure can
trigger a cascade of successive departures that potentially can affect the
overall structure of the graph.

Algorithm 4.1 gives the pseudocode of the proposed Cascading Departure
(CasD) model. Next, we elaborate on its main aspects. Suppose that a node
v ∈ V decides to depart (later on we will describe how this node can be
selected, namely randomly or targeted) and let Ṽ = V \ {v} be the remaining
node set. At each time step of the model, two points need to be specified: (i)
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how to determine if a departure affects a neighborhood node, and (ii) how
the nodes affected by the cascade decide to depart.

To address these points, we capitalize on the relationship between the
engagement property and the core number, as described earlier. Let ci and c̃i

be the core numbers of a node i before and after the departure respectively.
Each node i ∈ V has an engagement level – that can be captured by the core
number ci – which expresses the incentive of the node to remain in the graph
(or inversely, to depart). Thus, we consider that the nodes that are affected
by a departure are those whose their core number ci has changed after the
departure of node v. We know that after the deletion of a node, the core
number of each node c̃i in the graph, can either be reduced by one or remain.
Thus, if c̃i < ci, node i is characterized as affected by the cascade caused by
a departure (Line 7 in the pseudocode of Algorithm 4.1). Furthermore, in
order to specify if an affected node i ∈ Ṽ will finally depart, we consider that
the probability of departure should be inversely related to the core number
c̃i (nodes with lower core number are more probable to leave). Let

c̃norm
i =

c̃i −min(c̃)
max(c̃)−min(c̃)

, ∀i ∈ Ṽ (4.1)

be the normalized core number of node i in the range [0, 1], where c̃ =

[c̃1, c̃2, . . . , c̃|Ṽ|] (Line 5 of Algorithm 4.1) is a vector that contains the core
numbers of each node, and min(·), max(·) are functions that return the
minimum and maximum element of a vector respectively. Then, node i is
removed from the graph with probability Pr

(
Ṽ = Ṽ \ {i}

)
= 1− c̃norm

i (Line
8 of Algorithm 4.1). This process is repeated as long as nodes continue to
be affected by departures during the previous time step. Finally, in order to
quantify the disengagement effect of a departure, we keep track of the set of
removed nodes R. As we will present shortly, the size of this set depends
heavily on how the initial node v of the cascade is selected.

Figure 4.2 shows an intuitive toy example of the basic idea behind the
model. In this example graph (Fig. 4.2 (a)), all nodes have core number
equal to three (i.e., a 3-core). In the first case shown in Fig. 4.2 (b), suppose
that node v decides to leave. Although this node can potentially affect its
neighbors (blue colored edges), none of them has incentive to leave since
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(a)

w

v

w

v

w

v

(b) (c)

Figure 4.2: Example of two departures of nodes that can trigger (c) or not (b)
a disengagement epidemic.

their core number is not affected. In the second case (Fig. 4.2 (c)), if node w
leaves the network, the engagement level (as captured by the core number)
for two of its neigbors will be affected (green colored nodes); that way, the
core number of those nodes will be decreased to two and therefore they can
decide to depart with probability inversely proportional to this value.

To the best of our knowledge, this is the first proposed approach to model
the cascading behavior of node departures in social networks. Furthermore,
in contrast to other degree-based models which mostly consider features of
technological networks (like the Internet) that are responsible for functional
errors (e.g., Refs. [ML02; AB02]), the proposed model naturally captures the
social component of an epidemic process in the social web, in the sense that
the decision of individuals can potentially be affected by the decisions of
other individuals within their social environment. As we will present in the
next section, based on this model a new concept of vulnerability assessment
in social networks can be derived.

4.4 vulnerability assessment under node departures

A seminal result in the area of robustness/vulnerability assessment in real
graphs, was the finding that networks with a heterogeneous degree distribu-
tion (e.g., power-law), tend to be highly robust against random failures but
vulnerable under targeted attacks to high-degree nodes [AJB00]. In the case
of social networks, instead of node failures, it is more meaningful to consider
node departures; individuals decide to remain engaged or to depart based
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Cascading Departure Model

Network Name Nodes Edges Random Targeted

Epinions 75, 877 405, 739 1.61× 10−2 6.31× 10−1

Facebook 63, 392 816, 886 7.21× 10−2 7.58× 10−1

Youtube 1, 134, 890 2, 987, 624 1.92× 10−2 5.74× 10−1

Dblp 404, 892 1, 422, 263 2.70× 10−3 1.90× 10−1

CA-gr-qc 4, 158 13, 428 2.79× 10−3 1.12× 10−2

CA-cond-mat 21, 363 91, 342 1.60× 10−3 1.84× 10−1

Table 4.1: Graph characteristics and fraction of removed nodes for random
and targeted departures. Observe the significant difference in the
fraction of affected nodes for the two strategies.

on their own engagement level – as captured by the core number. Here we
will show that combining

(i) The CasD model that simulates how the disengagement epidemic is
spreading, and

(ii) Our observations about the skewness of the core number distribution,

we can derive a novel vulnerability assessment problem under node depar-
tures that is suitable for the case of social networks.

4.4.1 Observations on Real Graphs

The CasD model is heavily based on the engagement level of each node, as
captured by the core number. We have examined the core number distri-
bution of a large collection of real-world social graphs presented in Table
4.1, and here we present our findings (in all cases, the examined networks
are treated as undirected. In Section 2.4 of Chapter 2, we provide a detailed
description of each network dataset.

Figure 4.3 depicts the complementary cumulative core number distribution
function (CCDF) for each of the examined social networks. Each plot shows
the cumulative fraction Pr(X ≥ k) of nodes with core number ci = k,
in logarithmic scale on both axes. Note that, these plots depict similar
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Figure 4.3: Complementary cumulative core number distribution function.
Each plot depicts the distribution of the core numbers for the
nodes of the graph on log-log scale. Observe that the distribution
is heavy-tailed. The red line corresponds to the fitted power-law
distribution.
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information as the ones in Fig. 3.3 of Chapter 3. We can observe that
the distribution is heavy-tailed, indicating that the vast majority of nodes
have small core number, while only a few nodes in the graph have high
core number (similar observations have been made for the Internet graph
[AH+08; Car+07]). That is, the probability that a node has core number
ci = k follows the form of p(k) ∝ ϑk−α, for some constants ϑ > 0 and α > 0
(α is called the exponent or slope of the distribution). In terms of engagement
dynamics, this observation states that a very small fraction of the nodes has
high engagement (i.e., high core number), while most of the nodes show
poor engagement characteristics. We have also fitted to the data a particular
subclass of heavy-tailed distributions, called power-law. Figure 4.3 shows the
fitted power-law distribution to the observed data (red colored line) as well
as the estimated exponent α [CSN09]. Although the values of the exponent α

vary, the distributions correspond to heavy-tailed ones.

Heavy-tailed distributions occur frequently in natural and man-made
phenomena; prominent examples here are the degree distributions of the
Internet topology and the Web graph [AB02]. Among other things, these
seminal studies gave rise to the robustness assessment of real networks
under degree-based random and targeted node removals (errors and attacks
respectively) [AJB00; ML02; AB02]. In our case, the main message of our
observations is that most of the nodes in social networks typically have low
core number – and thus low engagement properties, while only a small
portion of the nodes belongs to high k-cores of the graph. Therefore, if a
randomly selected node decides to depart, this node is more probable to
have low core number due to the skewed core number distribution (this is
actually what is happening in social graphs; nodes decide to depart based
on their engagement level, i.e., their core number ci). As we will present
shortly, such nodes typically cause a small scale cascade within the network,
in the sense that their departure affects only a relatively small portion of
the graph. This key observation constitutes the basis for a new problem of
vulnerability assessment in social graphs under random and targeted core-based
(i.e., engagement-based) node departures. Lastly, we should note that the
existence of heavy-tailed core number distribution in real networks is not
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necessarily correlated with the respective degree distribution; therefore, it
can be considered as an inherent property of real-world networks.

4.4.2 Social Vulnerability Assessment

Based on above points, we define two different strategies of node departures,
i.e., how to select a single node v ∈ V that will depart first and trigger a
cascade:

(i) Random departure: a randomly selected node leaves the graph.

(ii) Targeted departure: a node selected among the ones with the highest
core number decides to depart.

The first strategy simulates what is more probable to occur in practice.
The strategy of targeted departures captures the case in which a node,
although it does not have incentive to leave (as expressed by a high core
number), it finally departs due to external factors (such as an adversary
that motivates a user to disengage from the activities of the network). To
examine the dynamics of these two departure strategies, we apply the CasD
model selecting accordingly the initial node v that will trigger the cascade.
To assess the vulnerability of social networks under random and targeted
node departures, we examine the total fraction of removed nodes during the
execution of the model (i.e., for the time steps that the epidemic is spreading).
What we argue here is that cascades triggered by the targeted departure of
high core number nodes will affect a larger portion of the graph and will
potentially cause a relatively large damage due to node disengagements.
However, cascades triggered by random departures typically die out early
causing negligible effects to the social structure.

4.4.3 Experimental Results

Figure 4.4 depicts the cumulative fraction of removed (or more generally
affected) nodes per iteration of the CasD model under random and targeted
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Figure 4.4: Cascading Departure Model triggered by random and targeted
departures of nodes. Cumulative fraction of removed (affected)
nodes per iteration of the model under random and targeted node
departures based on their engagement level. Observe that the
examined social graphs are robust in random node departures
but vulnerable under targeted ones.
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departures (iterations here mean the number of repeat calls (Line 3 of Algo-
rithm 4.1) in the model). All the experiments were conducted 100 times (30
times for the Youtube dataset due to its size) and here we report average
values. As we can observe, in the case where the initial node that will depart
first is selected randomly, the fraction of affected nodes is extremely small
and the epidemic typically dies out early without affecting large portion of
the graph. As shown in Table 4.1, for the Epinions, Facebook and Youtube

graphs, the total fraction of removed nodes is in the order of 10−2. The
behavior of the collaboration networks Dblp, CA-gr-qc and CA-cond-mat

slightly deviates; the total number of affected nodes is in the order of 10−3

(i.e., roughly negligible), that is actually even less intense compared to the
examined social networks. These empirical evidences suggest that real social
graphs tend to be extremely robust against cascades triggered by random depar-
tures of nodes, which is actually the typical behavior in social graphs as we
have already discussed.

What is happening in the case of a targeted departure, where an adversary
motivates a highly engaged user to depart? As we can observe from Fig.
4.4, when the epidemic starts by the departure of a node randomly selected
among the ones with the highest core number (targeted selection), the
behavior is completely different from the one in the random case. We
have noticed that for all datasets, during the first iterations, the number of
affected nodes increases exponentially. As we can see from Table 4.1, targeted
departures have the potential to affect a large portion of the graph (in some
cases more than 50% of the nodes), and this behavior is persistent for all
datasets. Therefore, we argue that real social graphs are vulnerable under
cascades triggered by targeted departures of high core nodes. The good spreading
properties of high core number nodes have already been discussed by Kitsak
et al. [Kit+10], under different settings compared to the ones described here.

Additionally, the vulnerability of social networks under node departures
can be assessed by examining the fragmentation of the graph, as captured
by the fraction of nodes belonging to the largest connected component (i.e.,
the giant connected component) S and the fractional size of the remaining
isolated components 〈s〉. Figure 4.5 depicts the graph fragmentation for an
individual execution of the CasD model. As we can observe, in the case
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of a cascade produced by the departure of a random node, the fraction of
nodes that belong to S and 〈s〉 is slightly affected during the iterations of
the CasD model. Since the initial graphs into which the epidemic process
takes place are connected, this property is also retained during the execution
of the model and at the end, almost all nodes of the graph are still part
of the largest connected component S. On the other hand, in the case of a
cascade triggered by a targeted departure, the fragmentation of the network
is more intense. As it is shown in Fig. 4.5, the fraction of nodes that belong
to the largest component S decreases, while the size of the remaining smaller
components increases exponentially fast. Moreover, in the case of social
networks (Epinions, Facebook and Youtube), after the first few iteration
steps of the model, the size of both S and 〈s〉 almost stabilizes until the last
iteration (this property was observed on a single execution of the model).
Also, notice that the fragmentation is not so intense for the collaboration
networks Dblp, CA-gr-qc and CA-cond-mat. Summarizing, all the above
findings suggest an additional robust-yet-fragile property of networks (e.g.,
[Wat02]) with heterogeneous structural properties.

4.5 conclusions and discussion

In this Chapter, we studied a new problem of vulnerability assessment that
seems to be of particular importance in the case of social networks. Unlike
previous studies that mostly perform degree-based robustness assessment,
we built upon recent studies that propose the core number of a node as
a reasonable indicator about the engagement and departure dynamics in
social networks, and we introduced the CasD (Cascading Departure) model
to describe the epidemic effect triggered by the departure of a node. Then,
combining the observation about the heavy-tailed core number distribution
with the proposed CasD model, we introduced a new concept of vulnerability
assessment in social networks based on random and targeted core number
based node departures. We performed simulation experiments on real graphs
and our empirical findings indicate that social networks are robust against
cascades triggered by random departures of nodes, but highly vulnerable
under cascades caused by targeted departures of high core nodes.
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Figure 4.5: Graph fragmentation under random and targeted departures
for an individual run of the CasD model. Fraction of nodes
(logarithmic scale) in the largest connected component S and in
the rest isolated connected components 〈s〉 per iteration of the
CasD model.
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We consider that the proposed concept of vulnerability assessment is
more close to what really occurs in social networks and the social web, and
suggests several directions for future work. One possible direction could be to
further validate the predictive cascade capabilities of the model by examining
departure (or inactivity) traces of real networks. The CasD model can be also
thought of as an epidemic process [BBV08] and therefore a more thorough
theoretical analysis of its properties is also an interesting future direction.
Lastly, it would be interesting to investigate how additional features that
may contribute to the decision of a node to depart can be incorporated to
the model or how to model more complex types of interactions that arise
in social networks (e.g., positive/negative interactions among individuals
modeled by signed networks).
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5
L O C AT I N G I N F L U E N T I A L S P R E A D E R S I N S O C I A L
N E T W O R K S

U nderstanding and controlling spreading processes in networks
is an important topic with many diverse applications. In the
core of this task lies the problem of identifying influential nodes

in complex networks, which is the focus of this Chapter. Our goal is to
locate individual influential nodes, which are able to perform fast and wide
epidemic spreading. To that end, we capitalize on the properties of the
K-truss decomposition, a triangle-based extension of the core decomposition
of graphs. Our analysis on real networks indicates that the nodes belonging
to the maximal K-truss subgraph show better spreading behavior compared
to previously used importance criteria; more nodes get infected during the
outbreak of the epidemic, and also the total number of infected nodes at the
end of the process is higher.

5.1 introduction

Spreading processes in complex networks have gained great attention from
the research community due to the plethora of applications that they occur,
ranging from the spread of news and ideas to the diffusion of influence and
social movements and from the outbreak of a disease to the promotion of
commercial products. Being able to understand the underlying mechanisms
that govern such processes is a crucial task with direct applications in various
fields, including epidemiology, viral marketing and collective dynamics.

Typically, the interactions among individuals are responsible for the forma-
tion of information pathways in the network and to this extend, their position
and topological properties have direct effect to the spreading phenomena
occur in the network. That way, a fundamental aspect on understanding and
controlling the spreading dynamics is the identification of influential spreaders
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locating influential spreaders in social networks

that can diffuse information to a large portion of the network. For example,
in the case of virus propagation, such as influenza, the transmission of the
disease mainly depends on the extend of contacts of the infected person to
the susceptible population; thus, being able to locate and vaccinate individu-
als with good spreading properties can prevent from a potential outbreak of
the disease, leading to efficient strategies of epidemic control. In a similar
way, suppose that our goal is to promote a product or an idea in order to be
adopted by a large fraction of individuals in the network. A key idea behind
viral marketing is the word-of-mouth effect [TBP09]; individuals that have
already adopted the product, recommend it to their friends who in turn do
the same to their own social circle, forming a cascade of recommendations
[DR01]. The basic question here is how to target a few initial individuals
(e.g., by giving them free samples of the product or explaining them the
idea), that can maximize the spread of influence in the network, leading to a
successful promotion campaign.

The problem of identifying nodes with good spreading properties in
networks, can be further split in two subtopics:

(i) Identification of individual influential nodes with good spreading proper-
ties.

(ii) Identification of a group of nodes that, by acting all together, are able to
maximize the total spread of influence.

For example, in disease spreading, the process is typically triggered by a
single individual node in the network. On the other hand, in the case of viral
marketing, the goal is to convince a small subset of individuals to adopt a
new product, in such a way that, at the end of the process, a large number of
individuals will be influenced [DR01; RD02]. The latter problem is known as
influence maximization [KKT03; KKT05; KKT15] and is briefly discussed in
Section 5.2.

In this work, we focus on the problem of identifying single influential
spreaders in networks. The process that is typically followed to locate
individual nodes with good spreading properties, consists of two steps: (i)
initially, the spreading capability of nodes is quantified based on network
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topological criteria; (ii) the nodes are ranked according to the chosen criterion
and the top-ranked ones as selected as the most influential. These steps are
accompanied by models that simulate how the process is spreading over the
network (e.g., the SIR model discussed in Section 5.2.2).

A straightforward approach towards finding effective spreading predictors
in networks, is to consider node centrality criteria and in particular the one of
degree centrality. In fact, several studies have examined how the existence of
heavy-tailed degree distribution in real-world networks [FFF99] is related to
cascading effects concerning the robustness of such complex systems [AB02;
AJB00; PSV01; Coh+01]. Nevertheless, there exist cases where a node can
have arbitrarily high degree, while its neighbors are not well-connected,
making degree a not very accurate predictor of the spreading properties. For
example, this can occur when a high degree node is located to the periphery
of the network. In fact, the spreading properties of a node are strongly
related to the ones of its neighbors in the graph, and thus, global centrality
criteria seem to be more appropriate for this task.

Of particular importance is the work by Kitsak et al. [Kit+10], which
stressed out that highly connected nodes or those having high betweenness
and closeness centralities, have little effect on the range of the spreading pro-
cess. The main finding of their work was that, less connected but strategically
placed nodes in the core of the network, are able to disseminate information
to a larger part of the population. To quantify the core-periphery structure
of networks, they applied the k-core decomposition algorithm [BZ03] – a
pruning process that removes nodes which do not satisfy a particular degree-
based threshold. Their results indicated that nodes belonging to the maximal
k-core subgraph are able to infect a larger portion of the network, compared
to node degree or betweenness centrality, making the k-core number of
a node a more accurate spreading predictor. Furthermore, extracting the
k-core subgraph is a more efficient task compared to the heavy computation
required by some centrality criteria (e.g., betweenness). Nevertheless, the res-
olution of k-core decomposition is quite coarse; depending on the structure
of the network, many nodes will be assigned the same k-core number at the
end of the process, even if their spreading capability differs from each other.
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Our proposed approach moves on a similar axis as the one by Kitsak et al.
[Kit+10]; we argue that the topological properties of the nodes play a crucial
role towards understanding their spreading capabilities. In particular, we
consider that only a relatively small fraction of the nodes extracted by the
k-core decomposition method corresponds to highly influential nodes. To
that end, we study the spreading properties of the K-truss decomposition
[Coh08; WC12; ZP12], a triangle-based extension of the k-core decomposition,
showing that it can serve as an even better criterion to identify privileged
spreaders. The algorithm is able to extract a more refined and even more
dense subgraph of the initial graph – compared the k-core decomposition –
as the K-truss is structurally more close to a clique. The main contributions
of this work can be summarized as follows:

• K-truss decomposition for locating influential nodes: We propose the K-
truss decomposition algorithm, as a graph-theoretic mechanism to
identify nodes with good spreading properties in the network.

• Experimental evaluation on real graphs: We perform experiments on
large scale real-world graphs, showing that the nodes belonging to
the maximal K-truss subgraph of the network show better spreading
behavior under the SIR epidemic model – compared to previously used
importance criteria – leading to faster and wider epidemic spreading.
Furthermore, the extracted nodes dominate the small set of nodes that
achieve the optimal spreading in the network.

The rest of the Chapter is organized as follows. Section 5.2 presents the
background concepts that are used throughout the Chapter and Section
5.3 reviews the related literature on the problem of identifying influential
nodes in complex networks. Then, in Section 5.4 we present the proposed
method for locating influential spreaders. Section 5.5 presents a detailed
experimental evaluation of our method. Finally, in Section 5.6 we present
concluding remarks.
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5.2 preliminaries and background

Symbol Definition

G = (V, E) Undirected graph G
V, E Node and edge set of graph G
n = |V|, m = |E| Number of node and edges of G
d(v) Degree of node v ∈ V
Nb(v) Set of neighbors of node v
4uvw Triangle subgraph defined by nodes u, v, w
TK K-truss subgraph
Ck k-core subgraph
tedge(e) Truss number of edge e ∈ E
tnode(v) Truss number of node v ∈ V
C Set of nodes with maximum core number value c
T Set of nodes with maximum tnode value
Mv Average infection size caused by node v
τ Epidemic threshold

Table 5.1: List of symbols and their definitions.

5.2 preliminaries and background

In this Section, we discuss the preliminary concepts upon which our ap-
proach for finding influential nodes is built. Initially, we describe in detail
the concept of K-truss decomposition in graphs. Then, we define epidemic
propagation models that are used to simulate information diffusion processes
on networks. Table 5.1 provides a list of symbols used in this Chapter, along
with their definitions.

5.2.1 K-truss Decomposition

Before introducing the K-truss decomposition which constitutes the basis
of our approach, we briefly recall to the notion of k-core decomposition in
networks (a detailed description can be found in Chapter 2, Section 2.3). Let
G = (V, E) be an undirected graph. Ck is defined to be the k-core subgraph
of G if it is a maximal connected subgraph in which all nodes have degree at
least k. Then, each node v ∈ V has a core number c(v) = k, if it belongs to a
k-core but not to a (k + 1)-core. In this Chapter, we denote as C the set of
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nodes with the maximum core number kmax, i.e., the nodes of the maximal
k-core subgraph of G that corresponds to the maximum value of k.

The K-truss decomposition extends the notion of k-core using triangles
[Tso08; Tso+09; Par+14; Bec+10], i.e., cycle subgraphs of length 3 [Coh08;
WC12; ZP12].

Definition 5.1 (Triangle subgraph). Let G = (V, E) be an undirected graph. We
define as a triangle 4uvw a cycle subgraph of nodes u, v, w ∈ V. Additionally, the
set of triangles of G is denoted by 4G.

Definition 5.2 (Edge support). The support of an edge e = (u, v) ∈ E is defined
as sup(e, G) = |{4uvw : 4uvw ∈ 4G}| and expresses the number of triangles that
contain edge e.

Definition 5.3 (K-truss subgraph). Given an undirected graph G = (E, V), the
K-truss, K ≥ 2, denoted by TK = (VTK , ETK), is defined as the largest subgraph of
G, where every edge is contained in at least K− 2 triangles within the subgraph,
i.e., ∀e ∈ ETK , sup(e, TK) ≥ K− 2.

Definition 5.4 (Edge truss number tedge(e)). The truss number of an edge e ∈ G
is defined as tedge(e) = max{K : e ∈ ETK}. Thus, if tedge(e) = K, then e ∈ ETK but
e 6∈ ETK+1 . We use Kmax to denote the maximum truss number of any edge e ∈ E.

Definition 5.5 (K-class). The K-class of a graph G = (V, E) is defined as ΦK =

{e : e ∈ E, tedge(e) = K}.

Based on the above definitions, we can now introduce the concept of
K-truss decomposition.

Definition 5.6 (K-truss decomposition). Given a graph G = (V, E), the K-truss
decomposition is defined as the task of finding the K-truss subgraphs of G, for all
2 ≤ K ≤ Kmax. That is, the K-truss can be obtained by the union of all edges that
have truss number at least K, i.e., ETK =

⋃
j≥K Φj.

The computation of the K-truss subgraph, for a specific value of K ≥ 2, can
be done based on the following procedure: remove all edges e = (u, v) ∈ E
if they do not participate to at least K − 2 triangles, i.e., |Nb(u), Nb(v)| ≤
K − 2. Algorithm 5.1 describes the pseudocode for performing K-truss
decomposition and computing the truss number tedge(e), ∀e ∈ E [WC12].
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Algorithm 5.1 K-truss decomposition

Input: Undirected graph G = (V, E)
Output: K-truss subgraphs, for 3 ≤ K ≤ Kmax

1: K ← 2
2: for each e = (u, v) ∈ E do
3: sup(e) = |Nb(u), Nb(v)|
4: end for
5: repeat
6: while (∃e = (u, v) : sup(e) < K− 2) do
7: W ← Nb(u) ∩ Nb(v)
8: for each e′ = (u, w) or e′ = (v, w), where w ∈W do
9: sup(e′)← sup(e′)− 1

10: end for
11: tedge(e) = K /∗ Truss number of edge e ∗/
12: E = E \ {e} /∗ Remove e from G ∗/
13: end while
14: TK ← G /∗ Output G as the K-truss subgraph ∗/
15: K ← K + 1
16: until |E| = ∅ /∗ All edges in G have been removed ∗/
17: return TK for 3 ≤ K ≤ Kmax

analysis of the complexity. The complexity of Algorithm 5.1 is
polynomial. In general, the computation of the support values in Step 3, i.e.,
the number of triangles that each edge participates to, can be done inO(d2

max)

time, where dmax is the maximum degree in G. Step 7 of the algorithm
requires time O(d(u) + d(v)) for each edge e = (u, v) ∈ E, giving total time
complexity proportional to O

(
∑e=(u,v)∈E d(u) + d(v)

)
= O

(
∑v∈V d2(v)

)
.

Also, the space complexity of the algorithm is O(m + n) [Coh08; WC12].
Wang and Cheng [WC12] proposed an improved algorithm for K-truss
decomposition, based on fast triangle counting algorithms [Lat08; Sch07].
The time complexity of the improved algorithm is O

(
m1.5) and the space

complexity O(m + n).
Next, we provide interesting properties of the K-truss subgraphs that will

be later used in our analysis.

Proposition 5.7 ([Coh08]). Every node v in a K-truss subgraph TK has degree
d(V) ≥ K− 1.

Proof. Let v be a node of TK. Since a K-truss subgraph do not contain isolated
nodes, v should be incident to an edge e = (v, w) ∈ ETK . By the definition
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of TK, nodes v and w must share at least K− 2 additional neighbors (except
from w and v respectively). Then, there should be at least K − 1 nodes
adjacent to v, i.e., d(v) ≥ K− 1.

Proposition 5.8. The K-truss subgraph TK is contained within the (K− 1)-core
subgraph.

Proof. According to Proposition 5.7, each node of TK has degree at least K− 1
within the K-truss subgraph. Thus, TK is part of a (K− 1)-core subgraph.

Although relatively new, the concept of K-truss decomposition has been ap-
plied in many application domains, including network vizualization [ZP12],
online community search for a given query node [Hua+14], coloring of net-
works [RA14] and anomaly detection in financial transaction data [RHC12].
Furthermore, there is an intense recent effort towards scalable algorithms for
the K-truss decomposition method capable to deal with large scale networks,
including MapReduce [Coh09; CCC14], Pregel [QWH12] and parallel im-
plementations [Ros14].

5.2.2 Epidemic Models

Modeling the epidemic and contagious processes in networks, is an active
research topic with plenty of applications in several disciplines. Researchers
from various fields, including epidemiology, computer science and social
science, share similar models to study spreading phenomena; typically, they
rely on similar methodological concepts to describe and analyze how viruses,
influence, ideas and innovation spread over a network [BBV08]. As we have
already mentioned, our approach relies on epidemic models for determining
the spreading effect of specific nodes in the network; in this section, we
describe the basic concepts behind the model used by our study.

One of the mostly studied epidemic models is the Susceptible-Infected-
Revovered (SIR) [KM27; BBV08; Het00]. The model assumes a population of
N individuals, divided on three states:

• Susceptible (S): The individual is not yet infected, thus being susceptible
to the epidemic.
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S I R
β γ

1− β 1− γ

Figure 5.1: State diagram of the SIR model.

• Infected (I): The individual has been infected with the disease and it is
capable of spreading the disease to the susceptible population.

• Recovered (R): After an individual has experienced the infectious period,
it is considered as removed from the disease and it is not able to be
infected again or to transmit the disease to others (immune to further
infection or death).

The infected individuals are able to contact with randomly chosen individ-
uals at average rate β per unit time, called infection rate. Furthermore, an
infected individual can recover at an average rate γ per unit time, called
recovery rate. Figure 5.1 depicts the state diagram of each individual at the
SIR model.

Let S(t), I(t) and R(t) be the number of susceptible, infected and recovered
individuals at time t. Then, the model can be described by the following
differential equations:

dS
dt

= −βSI
N

dI
dt

=
βSI
N
− γI (5.1)

dR
dt

= γI.

The last equation can be considered as redundant, since S(t) + I(t) + R(t) =
N. In the limit of large population size N, from these equations analyti-
cal solutions for several quantities can be derived, such as the size of the
outbreak.
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The model described above and the derived equations, assumes that the
population is fully mixed, meaning that an individual that is infected can
equally infect any other member of the population or subpopulation to which
it belongs to. To overcome this assumption and come up with a more realistic
modeling approach, we can consider the underlying network of connections
among individuals. That way, any susceptible node can only be infected by
an infected neighbor on the graph and several studies in network science
have focused on understanding the spreading dynamics of the SIR model
(and other variants) in networks with special properties [PSV01; MPSV02;
New02; BBV08].

As we will present in Section 5.4, in our implementation of the model
(Algorithm 5.2), initially all the nodes of the network are set at the susceptible
state S, except from the one that we are interested to examine its performance
which is set at the infected state I. Then, at each time step t of the process,
every node that is on the I state can infect its susceptible neighbors with
probability β and afterwards it can recover with probability γ. Note that, a
node cannot directly pass from state I to state R during the same time step t.

5.3 related work

In this section, we review the related work for the problem of identification
of influential spreaders in complex networks. Initially we present methods
for the task of identifying single spreaders in networks – being also the goal
of the proposed work. Then, we briefly refer to the orthogonal problem of
selecting a set of nodes for influence maximization.

5.3.1 Identifying Individual Spreaders in Networks

As we discussed in the Introduction, in order to find effective predictors for
the spreading capabilities of nodes, several centrality criteria can ne applied.
Lu et al. [Lü+11] proposed LeaderRank, a random walk-based algorithm
that is able to outperform PageRank [BP98] on identifying influential users
in social networks. Later, Li et al. [Li+14] extended LeaderRank to properly
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detect influential nodes in weighted networks. Chen et al. [Che+12] proposed
a semi-local centrality measure which serves as a tradeoff between degree
and other computationally complex measures (betweeness and closeness
centrality). The authors of [Che+13a] proposed ClusterRank, a local ranking
method that takes into account the clustering coefficient of a node. In
Ref. [Che+13b], the diversity of the paths that emanate from a node was
considered. The main idea was that the spreading ability of a node may be
reduced if its propagation depends only on a few paths, while the rest ones
lead to dead ends.

Building upon the fact that the k-core decomposition is an effective (and
efficient) measure to capture the spreading properties of nodes, as introduced
by Kitsak et al. [Kit+10] (also presented in the Introduction), several exten-
sions have been proposed. The authors of Ref. [ZZ13] introduced a modified
version of the k-core decomposition in which the nodes are ranked taking
into account their connections to the remaining nodes of the graph as well as
to the removed nodes at previous steps of the process. They showed that the
proposed node ranking method is able to identify nodes with better spread-
ing properties compared to the traditional k-core decomposition. Bae et al.
[BK14] extended the metric of k-core number of each node by considering the
core number of its neighbors. That way, the ranking produced by the method
is more fine-grained in the sense that the effect of assigning the same score
(i.e., k-core number) to many nodes is eliminated. Basaras et al. [BKT13]
proposed to rank the nodes according to a criterion that combines the degree
and the k-core number of a node within an µ-hop neighborhood. In Ref.
[HYL12] the authors introduced a criterion that combine three previously
examined measures, namely degree, betweenness centrality and core number.
The intuition was that, most of the widely used centrality criteria produce
highly correlated rankings of nodes; combining them in a proper way, we are
able to achieve a more accurate indicator of influential nodes. Zhang et al.
[Zha+13] proposed a method to locate influential nodes taking into account
the existence of community structure in networks. In Ref. [BHRM12], the au-
thors considered real social media data, in order to examine to what extend
the structural position of a user in the network allows us to characterize the
ability of an individual to spread rumors effectively. Their results indicate
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that although the most appropriate feature is the degree of a node, only a
few such highly-connected individuals exist; however, by considering the
k-core number metric, we are able to locate a larger set of individuals that
are likely to trigger large cascades. For a detailed review in the area, we refer
to the paper by Pei and Makse [PM13].

5.3.2 Influence Propagation Models and Influence Maximization in Networks

Let G = (V, E) be a graph and let A be the initial seed set of nodes that are
set to active and from which the diffusion starts. Similar to the SIR epidemic
model described in Section 5.2.2, in influence propagation the diffusion starts
from the set A of activated nodes and spreads over the network. Let σ(A)

denotes the expected number of influenced (i.e., active) nodes at the end of
the process. Next we briefly describe two widely used models for influence
propagation.

independent cascade model. This model can be considered as a
special case of the SIR epidemic model. Let At be the set of active nodes
at step t. Then, at step t + 1, each node v ∈ At can activate its inactive
neighbors w ∈ Nb(v) with probability p(v, w). If the activation is succeed,
node w will become active at step t + 1 and it will remain activated until the
end of the process. Furthermore, each activated node has a single chance to
activate its neighbors. The process is repeated until no more activations are
performed and the total number of activated nodes (i.e., influenced) is σ(A).

linear threshold model. In this model, each node v can be influ-
enced by each neighborhood node w ∈ Nb(v) based on a weight bv,w such
that ∑w∈Nb(v) bv,w ≤ 1. Each node v has a threshold θv ∈ [0, 1], chosen
uniformly at random. Node v becomes active if ∑w∈X(v) bv,w ≥ θv, where
X(v) ⊆ Nb(v) is the set of active neighbors of node v. In other words,
threshold θv represents the fraction of neighbors of v that should be active in
order for v to become active. Similarly to the previous model, the process is
repeated until no more nodes become active, and we report the total number
of activated nodes σ(A).
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The Influence Maximization problem is defined as follows: for a given
parameter k, find a set A of k nodes that maximizes the expected number
of influence σ(A). Kempe, Kleinberg and Tardos [KT05] proved that this
optimization problem is NP-hard for both the Independent Cascade and
the Linear Threshold models. However, the optimal solution can be ap-
proximated well under both models; in particular, Kempe, Kleinberg and
Tardos [KKT03] gave a polynomial time greedy algorithm that can achieve(

1− 1
e

)
approximation of the optimal solution, where e is the base of the

natural logarithm. This algorithm provides theoretical guarantees that its
performance can be close to 63% of the optimal one. We refer to the paper by
Kempe, Kleinberg and Tardos [KKT15] for more details about the problem
of influence maximization.

5.4 K-truss decomposition for identifying influential nodes

In this section, we present the proposed approach for the identification of
individual influential spreaders in networks. Our method is based on the
concept of K-truss, a type of cohesive subgraph extracted by the K-truss
decomposition [Coh08; WC12; ZP12] presented in Section 5.2.1.

As we described earlier in this Chapter, a K-truss subgraph Tk of G, is
defined as the largest subgraph where all edges belong to at least K − 2
triangles. Respectively, an edge e ∈ E has truss number tedge(e) = K if it
belongs to TK but not to TK+1. Since the K-truss subgraph is defined on a
per edge basis, in the following we extend the definition to the nodes of the
graph.

Definition 5.9 (Node truss number tnode(v)). Let G = (V, E) be an undirected
graph and let tedge(e), ∀e ∈ E be the truss number of each edge in the graph. We
define as truss number of a node v ∈ V, denoted by tnode(v), the maximum truss
number of its incident edges, i.e., tnode(v) = max{tedge(e), e = (v, u)∀ u ∈
Nb(v)}.

Let T denotes the set of nodes with the maximum node truss number tnode.
In fact, these nodes correspond to the nodes of the maximal K-truss subgraph
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Set C
Set T

6

Figure 5.2: Schematic representation of the maximal k-core and K-truss sub-
graphs of a graph. The red colored nodes correspond to the
3-core subgraph of the graph (set C); the gray shadowed region
indicate the 4-truss subgraph (set T ).

of the graph. In this work, we argue that this set contains highly influential
nodes with good spreading properties.

It has been shown that the maximal k-core and K-truss subgraphs (i.e.,
maximum values for k, K) overlap, with the latter being a subgraph of the
former; in fact, K-truss represents the core of a k-core that filters out less
important information (see Fig. 5.2 for an example). Building upon the
fact that the nodes belonging to the maximal k-core of the graph perform
good spreading properties [Kit+10], here we further refine this set of the
most influential nodes, showing that the nodes having maximum node truss
number (i.e., set T defined above) perform even better, leading to faster and
wider epidemic spreading.

To study the spreading process and evaluate the performance of the nodes
extracted by the K-truss decomposition method, we apply the SIR model
defined in Section 5.2.2. Algorithm 5.2 presents the steps of the proposed
framework for (i) selecting the initial node that will trigger the epidemic
(cascade) and (ii) evaluate the impact of this individual node with respect to
the epidemic spreading under the SIR model.

Initially, we set one node to be in the infected state I. This node corre-
sponds to our single spreader, that is chosen by the K-truss decomposition
method (in general, the initial node can be any node of the graph; as we
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Algorithm 5.2 Identify nodes and evaluate spreading process

Input: Undirected graph G = (V, E), parameters β, γ
Output: Size of infected population Mv for cascade triggered by node v

1: Select node v ∈ T
2: State(v)← I, State(V \ v)← S /∗ Initialization steps ∗/
3: I(0)← {v}, S(0)← V \ v, R(0)← ∅
4: t← 0
5: repeat
6: t← t + 1
7: I(t)← ∅, R(t)← ∅
8: for each node w ∈ V do
9: /∗ Infected (I) nodes can infect susceptible neighbors ∗/

10: if State(w) = I then
11: for each node z ∈ {Nb(w) : State(z) = S} do
12: Pr(State(z)← I) = β (also I(t)← I(t) ∪ {z})
13: end for
14: end if
15: /∗ Nodes that got infected at previous time steps can recover (R) ∗/
16: if State(w) = I and w 6∈ I(t) then
17: Pr(State(w)← R) = γ (also R(t)← R(t) ∪ {w})
18: end if
19: end for
20: until I(t) = ∅ /∗ No more infected nodes left ∗/
21: return Mv ← I(1) ∪ I(2) ∪ . . . ∪ I(t)

will present later in the experimental evaluation, we perform the same pro-
cedure for the baseline methods). The rest of the nodes are assigned to the
susceptible state S. At each time step, the infected nodes can infect their
susceptible neighbors with probability β (i.e., infection rate). Furthermore,
the nodes that have been previously infected can recover from the disease
with probability γ (i.e., recovery rate). The process is repeated until no more
new nodes get infected. That way, the size of the infected population Mv for
the cascade triggered by node v ∈ T , is the union of all the infected nodes
from the beginning of the process.

computational complexity. As we described in Section 5.2.1, the
time complexity of the K-truss decomposition is proportional to O(m1.5),
since it requires the computation of the number of triangles that each node
participates to. This is actually the main weak point of this method, compared
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to the widely used k-core decomposition. However, in this work, we are
mainly interested in the nodes that belong to the maximal K-truss subgraph.
By taking into account Proposition 5.8 which states that a K-truss subgraph is
contained within a (K− 1)-core subgraph, we can speedup the computation
by firstly reducing the graph to its maximal core and then performing further
refinements to extract the K-truss subgraph [Coh08].

parameter settings . In the SIR model used to simulate the epidemic
spreading, one has to set values for parameters β and γ. As we described in
Section 5.2.2, parameter β concerns the probability that an already infected
node will infect a susceptible neighbor, while parameter γ describes the
probability of an infected node to enter the recovered state R where the
nodes are immunized and cannot be infected again in the future. Parameter
β directly controls the spreading process; setting high β values, a relatively
large fraction of the nodes will be infected and thus the role of individual
nodes in the spreading process is diminished. In other words, large infecting
probability will trigger a cascade that is able to cover most part of the
network, independently of the source node that initiated the process. In
fact, parameters β and γ define the epidemic threshold, a quantity that
determines whether the epidemic will be spread to the network or will die
out early [BBV08].

Definition 5.10 (Epidemic threshold τ). The epidemic threshold τ is defined as a
value such that

β

γ
< τ ⇒ infection dies out over time,

β

γ
> τ ⇒ infection becomes an epidemic.

The epidemic threshold depends on the spreading model that is under
consideration as well as on the properties of the underlying graph. In the
related literature, several epidemic threshold conditions have been proposed
for graphs of various properties [Cha+08; Wan+03; PSV02; BnPS02; CPS10;
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BBV08]. In our work, we adopt the estimation proposed by Chakrabarti,
Wang et al. [Cha+08; Wan+03] and Prakash et al. [Pra+11; Pra+12], in which
the epidemic threshold is

τ =
1

λ1
, (5.2)

where λ1 is the largest eigenvalue of the adjacency matrix A of the graph.
Since the graphs that we consider here are undirected, all the eigenvalues
will be real and λ1 > 0 [Chu97; Mie11]. The leading eigenvalue is also
known as spectral radius [BH12] and is related to structural and connectivity
properties of the graph. That way, we set parameter β close to the epidemic
threshold τ of the graph, in order to reduce the effect of the spreading model
on the number of infected nodes. Parameter γ is set to a value close to one
(γ = 0.8 in our experimental results). As we will present in Section 5.5, we
have performed experiments with several values of β and γ and the results
are persistent concerning the comparison of the proposed method to other
baselines.

5.5 experimental evaluation

In this Section, we present experimental results concerning the performance
of the proposed method for the identification of influential nodes.

5.5.1 Datasets and Baseline Methods

datasets. We have performed experiments with several real-world net-
works. Table 5.2 presents the datasets used in our study, along with prop-
erties that will be described later. A detailed description of the datasets is
presented in Section 2.4 of Chapter 2.

baseline methods. In the experimental results that follow, we are
comparing the spreading performance of the nodes belonging to the set T
(truss method), to those belonging to the set C − T (core method), i.e., the
nodes belonging to the maximal k-core excluding those that belong to the
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Network Name Nodes Edges kmax Kmax |C| − |T | |T | τ

Email-Enron 33, 696 180, 811 43 22 230 45 0.00840
Epinions 75, 877 405, 739 67 33 425 61 0.00540
Wiki-Vote 7, 066 100, 736 53 23 286 50 0.00720
Email-EuAll 224, 832 340, 795 37 20 230 62 0.00970
Slashdot 82, 168 582, 533 55 36 38 96 0.00074
Wiki-Talk 2, 388, 953 4, 656, 682 131 53 463 237 0.00870

Table 5.2: Properties of the real-world graphs used in this study (Table 5.1
provides definitions of the symbols). kmax and Kmax denote the
maximum k-core and K-truss numbers respectively (as produced
by the decompositions); |T | represents the number of nodes be-
longing to set T ; |C| − |T | represents the number of the nodes
belonging to set C, excluding the nodes that belong to set T ; τ is
the epidemic threshold of the graph.

maximal K-truss of the graph – since T is subset of C, as discussed in Section
5.2.1. The core method constitutes the basic baseline approach, since it has
been shown that outperforms other well known node importance criteria
such as betweenness centrality [Kit+10].

For completeness in the presentation, we also compare the spreading
capabilities of the nodes that belong to the maximal K-truss subgraph to
those belonging to the set D that contains the highest degree nodes in
the graph (top degree method); we choose |C| − |T | high degree nodes to
achieve fair comparison between the different methods.

5.5.2 Characteristics of K-truss Subgraphs

Before presenting the results about the spreading properties of the proposed
truss method, we present high-level characteristics of the K-truss decompo-
sition applied on the graphs of Table 5.2. Initially, we have examined the
distribution of the node truss numbers tnode of the graphs presented in Table
5.2 and the results are depicted in Fig. 5.3. Each plot shows the complemen-
tary cumulative distribution function (CCDF) of the nodes’ truss number
in log-log scale. As we can observe, in most of the cases the distribution is
skewed, indicating that very few nodes have high truss number; the majority
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Figure 5.3: Complementary cumulative truss number distribution function.
Each plot depicts the distribution of the truss numbers for the
nodes of the graph on log-log scale. The red line corresponds to
the fitted power-law distribution.
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of the nodes belong to ”low” K-truss subgraphs, i.e., small values of param-
eter K of the decomposition. We have also fitted a power-law distribution
[CSN09] to the data (red colored line) and the exponent is shown in Fig. 5.3.
Here, we do not claim that the truss number distribution is fully captured
by a power-law; nevertheless, it corresponds to heavy-tailed distribution and
this fact can help us to better understand the underlying properties of the
data. In our case, this means that we can reduce the graph into a subgraph
with exponentially smaller size and try to locate influential spreaders within
this subgraph. Note that, a similar property has also been observed for the
core numbers produced by the k-core decomposition (Fig. 4.3 in Chapter 4).

In addition to that, we have examined the maximum level of the K-truss
decomposition, i.e., value Kmax, for the various graphs. As we can observe
from Table 5.2, Kmax values vary from dataset to dataset, but compared to
the kmax values of the k-core decomposition, they tend to be much smaller.
This is rather expected since the K-truss decomposition relies on triangle
participation, which is a more strict criterion compared to node degree. This
last point is also a justification for the differences on the number of nodes
belonging to sets T and C. Although these sets are overlapping, the one
that corresponds to K-truss has significantly smaller size compared to the
maximal k-core subgraph. This was also one of the motivations of the work
presented in this Chapter; since the nodes of the maximal k-core subgraph
perform well in information spreading, can we further refine this set by
selecting a small subset that achieves even better spreading properties?

5.5.3 Evaluating the Spreading Performance

Next, we describe the experimental results concerning the performance of
the proposed technique. To evaluate the spreading efficiency of the methods,
we perform the SIR simulation starting from a single node each time, as
described in Algorithm 5.2, and we focus on the following quantities:

(i) The number of nodes that become infected at each time step of the
process and the corresponding cumulative one.

(ii) The total number of infected nodes at the end of the epidemic.
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(iii) The time step where the epidemic fades out.

For each node, we repeat the simulation 100 times (10 times for the Wiki-Talk

graph due to its large size) and report the average behavior. In each case,
we repeat the above for all the respective nodes and calculate the average
behavior for the nodes of each set (truss method versus the two baselines
core and top degree).

The experimental results are shown in Tables 5.3 and 5.4. For this experi-
ment, we set parameter β of the SIR model close to the epidemic threshold
of each graph, as it is shown in Table 5.2 and parameter γ = 0.8. Table 5.3
shows the number of the newly infected nodes for the first ten time steps of
the spreading process, which we consider as the outbreak of the epidemic,
while Table 5.4 depicts the cumulative number of infected nodes per step.
We also report the total number of nodes that were infected at the end of the
process (Final step) and the time step where the epidemic dies out (Max step).

As we can observe, the truss method achieves significantly higher infection
rate during the first steps of the epidemic. Furthermore, in almost all cases,
the total number of infected nodes at the end of the process (Final step) is
larger, while the fade out occurs earlier (Max step). Lastly, as we discussed
above, the number of nodes in the truss set T is much smaller compared
to the set C − T (Table 5.2). By refining significantly the set of influential
nodes in truss set T , the ”weaker” spreaders of C are left in core set C − T ,
explaining the inferior behavior of the core method compared to top degree.

Some small deviations from this behavior are observed in the Slashdot

and Wiki-Talk graphs. In the Slashdot graph, the best performance is
achieved by the top degree method, which from the very first steps is able to
infect a larger amount of nodes. In the case of the Wiki-Talk graph, although
the total number of infected nodes at the end (Final step) of the epidemic
is almost the same for all methods, the proposed truss method performs
quite effectively at the first steps of the process. In fact, it significantly
outperforms both baseline methods achieving an increase of almost 23% on
the cumulative number of infected nodes compared to both core and top

degree methods, at the sixth step of the process.
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We have also computed the cumulative difference of the number of infected
nodes per step achieved by the methods. Let Itrusst be the number of infected
nodes at step t achieved by the truss method (similar for core and top

degree). We define the cumulative difference for the truss and core methods
at step t as

Dtruss-core
t = cumsum

z=1...t
(Itrussz − Icorez ). (5.3)

Similarly, we can define the same quantity for the truss vs. top degree

methods. The results are shown in Figures 5.4 and 5.5. For each graph, we
have performed experiments for two values of parameter β and γ = 0.8. We
observe that the cumulative difference of the number of nodes that are being
infected at every step is always larger between truss and core than between
truss and top degree. Both differences increase during the outbreak of the
epidemic until they stabilize to the number of nodes which is actually the
final difference of the number of nodes that got infected (i.e., entered state I)
during the epidemic process of the two compared methods. Clearly, as in
almost all cases the differences are always above zero, one can conclude to
the effectiveness of information diffusion when the spreading is triggered by
the nodes that belong to the maximal K-truss subgraph.

5.5.4 Comparison to the Optimal Spreading

Since we lack ground-truth information about the best spreaders in the
network, to further study the performance of the proposed K-truss decom-
position method, we have examined the spreading achieved by each node of
the graph. More precisely, we set each node v ∈ V at the state I and simulate
the spreading capabilities of this node using the SIR model, as described
earlier. Let Mv, v ∈ V be the size of the population that is infected by the
epidemic triggered by node v (average value over multiple executions of the
model). Figure 5.6 depicts the distribution of the nodes with respect to the
infection size M, for the Email-Enron and Wiki-Vote graphs (parameter
β of the SIR model was set to β = 0.01 for this experiment). In both cases,
the axes of the plot have been set to logarithmic scale. As we can observe,
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(a) Email-Enron: β = 0.01 (b) Email-Enron: β = 0.03
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(c) Epinions: β = 0.007 (d) Epinions: β = 0.01
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(e) Wiki-Vote: β = 0.009 (f) Wiki-Vote: β = 0.01

Figure 5.4: Cumulative difference of the infected nodes per step achieved
by the truss method vs. the core (truss - core) and top degree
(truss - degree) methods. Parameter γ of the SIR models is set to
γ = 0.8. Continued in Fig. 5.5.
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(a) Email-EuAll: β = 0.01 (b) Email-EuAll: β = 0.03
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(c) Wiki-Talk: β = 0.01 (d) Wiki-Talk: β = 0.03

Figure 5.5: Cumulative difference of the infected nodes per step achieved by
the truss method vs. the core (truss - core) and top degree (truss
- degree) methods. Parameter γ of the SIR model is set to γ = 0.8.

the distribution of the infection size M is skewed; only a small percentage of
nodes are highly influential, while the majority of the nodes are able to infect
only a small portion of the graph (small values of infection size M). Thus,
our goal is to examine how the nodes detected by the K-truss decomposition
are distributed on this small subset of spreading-efficient nodes. Note that,
similar observations have been made for the rest graphs of Table 5.2.

To that end, we rank the nodes v ∈ V of the graph, according to the
infection size Mv. Let
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Figure 5.6: Spreading distribution of the nodes in the network, in log-log
scale. The horizontal axis corresponds to the infection size M
achieved by each node in the graph, after a binning process. The
vertical axis captures the number of nodes that fall on each bin.
Observe that only a small percentage of nodes achieves high
spreading. In both cases, we have set β = 0.01 in the SIR model.

OPT1
∆
= argmax

v∈V
Mv (5.4)

be the node that achieves that highest infection size M among all nodes in
the graph, i.e., OPT1 ≥ OPT2 ≥ . . . ≥ OPT|V|. In order to examine how the
nodes detected by the K-truss decomposition are distributed among the most
efficient (optimal) spreaders, we consider a variable size window W over the
ranked nodes, as shown in Fig. 5.7, and define PTW to be the fraction of nodes
of set T that can be found within W as follows:

PTW =
|TW |/|T |
|W|/|V| , (5.5)

where TW is the set of nodes v ∈ T that are located in the window W of
size |W| (in a similar way, we can define PCW for the nodes of the maximal
k-core subgraph). We are interested to examine how the quantities PTW and
PCW behave with respect to the size of the window W.

Figure 5.8 depicts the distribution of the top-truss PTW and top-core PCW
nodes, for various sizes of window W (i.e., fractions of the most efficient
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OPT1 OPT2 OPT3 · · · OPT|V|

Window W

Figure 5.7: Schematic representation of the ranking of nodes based on the
spreading that they achieve.

spreaders). As we can observe, for almost all datasets, PTW reaches the
maximum value (i.e., 100%) relatively early and for small window sizes,
compared to PCW . The maximum value of PTW indicates that we have found
all the nodes belonging to set T in the window of fractional size W. An
early and intense upward trend of the curve implies that a large fraction
of the nodes belonging to the set of interest (T or C), corresponds to nodes
with the best spreading properties on the graph. For example, in the Email-
EuAll graph, the maximum for the nodes of set T is reached in window
W = 1.7%, while in the case of set C in window W = 2.8%. Thus, the nodes
detected by the K-truss decomposition method (set T ) are better distributed
among the most efficient spreaders, compared to those located by the k-core
decomposition (set C). A slightly different behavior is observed in the Wiki-
Talk and Slashdot graphs; in both graphs, the values of PTW and PCW are
very close to each other for almost all choices of window W, indicating that
both sets have almost the same overlap with the set of optimal spreaders.
Nevertheless, as we have already presented in Tables 5.3 and 5.4, for those
two datasets the spreading performance of the truss nodes achieved during
the first steps of the epidemic is much better.

Lastly, we are interested to study the distribution of the nodes’ truss
number tnode with respect to window W. Similar to what described above,
we consider a fraction of the best spreaders in the graph (as specified by
W) and we examine the distribution of all truss numbers (and not only
the maximum one) within it. Since nodes with high truss number are of
particular importance here, we have considered groups of nodes as follows:

• Individual groups for each of the top five truss numbers, i.e., Kmax to
Kmax−4. That way, the first group contains nodes with truss number
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Figure 5.8: Distribution of the top-truss PTW and top-core PCW nodes among
the nodes with optimal spreading properties under a window
of size W. Observe that for small values of window size W (i.e.,
closer to the optimal spreading), the number of top-truss nodes
is always higher compared to the number of top-core nodes.
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equal to Kmax, the second group nodes with truss number Kmax−1 and
so on.

• The rest groups concern truss numbers in the range Kmax−5 to K =

2, grouping together five consecutive truss numbers each time. For
example, the sixth group contains nodes with truss number in the
range Kmax−5 to Kmax−9. Note that, the last group may contain less
than five truss numbers.

Figure 5.9 depicts the distribution of truss numbers for various values
of window W. The colors on each bar correspond to the groups of truss
number (darker colors for truss numbers closer to the maximum one). As we
can observe in most of the datasets, for small values of window W, a large
number of the nodes belong to the first group, i.e., their truss number is
maximum one. Since in most of the cases only a tiny fraction of the nodes of
the graph belong to the very first groups (i.e., close to Kmax), even for small
window sizes we also observe nodes from groups that correspond to smaller
truss numbers. As the window W increases, i.e., deviate from the optimal
spreading behavior, groups of smaller truss numbers start to evolve. From
these results, it is evident that the truss number is related to the spreading
capabilities of the nodes. Until now, we had only examined the effect of the
nodes that belong to the maximal K-truss subgraph. However, from this
experiment we can conclude that, in general, nodes with high truss number
tend to have good spreading properties – with the truss number being highly
related to the spreading effect.

5.5.5 Impact of Infection and Recovery Rate on the Spreading Process

In the experiments that we have presented so far, parameters β and γ of
the SIR model have been set to some constant values; the infection rate β is
typically set close to the epidemic threshold of the graph (see also Section
5.4), while the recovery rate is considered constant and always set to γ = 0.8.
In this section, we are interested to examine the impact of the infection and
recovery rate on the epidemic spreading achieved by the proposed method
(truss) and the two baseline methods (core and top degree). To that end,

98



5.5 experimental evaluation

0 2 4 6 8 10
0

20

40

60

80

100

Window W (%)

D
is

tr
ib

u
ti
o
n
 o

f 
T

ru
s
s
 N

u
m

b
e
rs

 w
it
h
in

 W

 

 

K (max value)

K − 1

K − 2

K − 3

K − 4

K − 5 to K − 9

K − 10 to K − 14

K − 15 to K = 2

0 1 2 3 4 5
0

20

40

60

80

100

Window W (%)

D
is

tr
ib

u
ti
o
n
 o

f 
T

ru
s
s
 N

u
m

b
e
rs

 w
it
h
in

 W

 

 

K (max value)

K − 1

K − 2

K − 3

K − 4

K − 5 to K − 9

K − 10 to K − 14

K − 15 to K − 19

K − 20 to K − 24

K − 25 to K = 2

(a) Email-Enron (b) Epinions

0 5 10 15 20
0

20

40

60

80

100

Window W (%)

D
is

tr
ib

u
ti
o
n
 o

f 
T

ru
s
s
 N

u
m

b
e
rs

 w
it
h
in

 W

 

 

K (max value)

K − 1

K − 2

K − 3

K − 4

K − 5 to K − 9

K − 10 to K − 14

K − 15 to K = 2

0 0.05 0.1 0.15 0.2
0

20

40

60

80

100

Window W (%)

D
is

tr
ib

u
ti
o
n
 o

f 
T

ru
s
s
 N

u
m

b
e
rs

 w
it
h
in

 W

 

 

K (max value)

K − 1

K − 2

K − 3

K − 4

K − 5 to K − 9

K − 10 to K = 2

(c) Wiki-Vote (d) Email-EuAll

Figure 5.9: Distribution of node’s truss number with respect to the ranking
of the nodes under their spreading properties. The nodes are
classified in groups (different colors) depending on their truss
number; for each window size W, we plot the distribution of truss
numbers observed within it. Observe that, for small window
sizes a large number of the nodes belong to the first group, i.e.,
their truss number is Kmax. When the window is enlarged, the
groups of lower truss numbers involve a large percentage of the
considered nodes.
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we simulate the spreading process for each of the above methods, setting
parameters β and γ as follows:

(i) Parameter β is set close to the epidemic threshold of the graph, while
varying parameter γ ∈ {0.5, 0.8, 1}. Parameter γ = 1 implies that each
infected node moves to the recovered (R) state with probability one, in
the next step of the model.

(ii) The recovery rate is set to γ = 0.8, while considering different values
of parameter β, always above the epidemic threshold of the graph. As
we discussed in Section 5.4, if we consider high values of the infection
rate β, a relatively high fraction of nodes will be infected, and thus, the
spreading capabilities of individual nodes is diminished.

Figure 5.10 shows the results. In all cases, we have computed the cumula-
tive fraction of infected nodes It per step of the process, for each of the three
methods, along with the standard deviation (depicted as error bars in the
plot). As we can observe, while the recovery probability γ decreases, the
number of infected nodes increases both during the first time steps of the
process, as well as at the of the epidemic. This behavior is expected since,
as we discussed above, with high recovery rate γ most of the nodes will
move to the R state, thus being inactive in subsequent iterations of the model.
Regarding the performance of the methods, it is evident that the proposed
truss outperforms both baselines for all different settings of parameter γ.

In the second case where the recovery rate γ is constant, while the infection
probability is increasing, the number of infected nodes naturally increases.
However, for higher values of β, the total number of infected nodes is almost
the same for all methods. This behavior is rather expected; by increasing the
infection rate, the importance of individual nodes in the epidemic process is
reduced. For these values of β, the difference between the methods can be
observed during the outbreak of the epidemic (i.e., first steps of the process),
where the truss method performs qualitatively better.
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Figure 5.10: Impact of infection and recovery probabilities of the SIR model
on the spreading process: (i) parameter β is set close to the
epidemic threshold of the graph, while varying parameter
γ ∈ {0.5, 0.8, 1}; (ii) setting parameter γ = 0.8 and consider-
ing different values of parameter β (always above the epidemic
threshold of the graph).
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5.6 conclusions and future work

Understanding and controlling the mechanisms that govern spreading pro-
cesses in complex networks is a fundamental task in various domains, in-
cluding viral marketing and disease propagation; central to these tasks, is the
problem of identification of influential nodes with good spreading properties,
that are able to diffuse information to a large part of the network. In this
work, we showed that the K-truss decomposition of a network can help
towards identifying single influential spreaders. The K-truss subgraph, being
a subset of the k-core of the network, contributes in the reduction of the set
of privileged spreaders for information diffusion. Using the SIR epidemic
model, we have shown that such spreaders will influence a greater part of
the network during the first steps of the process, but will also cover a larger
portion of it at the end of the epidemic. Additionally, these nodes are well
distributed among those that are achieving the optimal spreading in the
graph.

As future work, we are interested to study the behavior of our method on
time-varying networks, where the network connectivity patterns may change
over time. Therefore, it is interesting to examine how these changes affect
the influential nodes that have been selected by the K-truss decomposition
method. Furthermore, our method is designed to detect single influential
spreaders and, as expected, it does not perform well when multiple initial
nodes should be selected (e.g., as described in the influence maximization
problem in Section 5.3). This is mainly happening because the nodes that
belong to the maximal K-truss subgraph share many common neighborhood
nodes. Thus, it is of particular importance to examine how to extend the
method in order to be able to detect multiple spreaders. Lastly, here we
examined the spreading properties of the nodes detected by the K-truss
decomposition under the SIR epidemic model. It would be interesting to
study the performance of this method under different spreading models,
such as the Independent Cascade and Linear Threshold models presented in
Section 5.3.
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6
A G R A P H - B A S E D F R A M E W O R K F O R T E X T
C AT E G O R I Z AT I O N

T he focus of the dissertation until now, was mostly on mining and
analyzing graphs that correspond to social and collaboration net-
works, or more generally, data that have an inherent graph structure.

However, graphs as powerful modeling tool, can also be used to represent
dependencies of terms within a document – leading to a graph-based rep-
resentation of textual content. The goal of this Chapter is to examine how
graph mining techniques can be used to enhance text analytics problems,
proposing a graph-based framework for text categorization. In particular,
we treat the term weighting task as a node ranking problem in the feature
space defined by the graph; the importance of a term to a document is
determined based on node centrality criteria. We also introduce novel graph-
based global weighting schemes at the document collection level, in order to
penalize the importance of commonly used terms. Furthermore, we propose
an unsupervised feature selection approach at the graph level, through a
trimming process of the less important features based on the properties of
the k-core decomposition. Our results indicate that the proposed weighting
mechanisms produce more discriminative feature weights for text categoriza-
tion, outperforming existing frequency-based criteria. Additionally, the term
selection process can reduce significantly the feature space of the problem
without affecting the accuracy.

6.1 introduction

With the rapid growth of the social media and networking platforms, the
available textual resources have been increased. Being able to automatically
analyze and extract useful information from textual data is an important
task with many applications. Text categorization or classification (TC) refers
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to the supervised learning task of assigning a document to a set of two
or more predefined categories (or classes) [Seb02]. TC can be applied in
several domains. A well-known application is the one of opinion mining
(also known as sentiment analysis), where the goal is to identify subjective
information (i.e., positive or negative opinions) from text corpora. Other
very well-known applications of TC include spam detection [And+00] and
news classification.

The pipeline of the TC problem is similar to any other supervised learning
task for text mining and analysis. Each document is modeled using the
so-called Vector Space Model [BYRN99], i.e., it is represented as a vector in
the space defined by the different terms; if a term occurs in the document,
the corresponding value in the vector is non-zero. Then main issue here is
how to find appropriate weights regarding the importance of each term in
a document. Typically, the Bag-of-Words model is applied [BYRN99] and a
document is represented as a multiset of its terms, disregarding dependencies
between the terms; using this model, the importance of a term in a document
is mainly determined by the frequency of the term. Although several variants
and extensions of this modeling approach have been proposed (e.g., the n-
gram model [BYRN99]), the main weakness comes from the underlying term
independence assumption. The order of the terms within a document is
completely disregarded and any relationship between terms is not taken into
account in the categorization task.

In this work, we explore term weighting criteria for TC that go beyond
the term independence assumption. The notion of dependencies between
terms is introduced via a graph-based document representation model.
Under this model, each term is represented as a node in the graph and the
edges capture co-occurrence relationships of terms with a specified distance
in the document. That way, the term weighting process for the TC task
is transformed to a ranking problem in the interconnected feature space
defined by the graph. The basic advantage of our approach is that we are
able to augment the unigram feature space of the learning task with weights
that implicitly consider information about n-grams in the document – as
expressed by paths in the graph – without increasing the dimensionality of
the problem.
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The main contributions of the work can be summarized as follows:

• Graph-based term weighting schemes: we adopt a graph-based representa-
tion of documents and derive novel term weighting schemes for TC,
through a ranking process in the interconnected feature space defined
by the graph.

• Inverse Collection Weight (ICW): we propose a novel graph-based, term
weighting criterion to penalize the importance of terms across the
document collection level.

• Unsupervised graph-based feature selection: capitalizing on the graph
representation of each document in the collection, we apply the k-
core decomposition to extract discriminative terms in an unsupervised
manner.

• Large scale empirical study: we perform experiments in well-known
datasets for document categorization (e.g., Web pages classification and
sentiment analysis). Our results indicate that the proposed weighting
schemes are able to outperform existing frequency-based ones.

The rest of the Chapter is organized as follows. Section 6.2 reviews the
related work on term weighting schemes, text categorization and graph-
based text categorization methods as well as graph-based models in text
mining, natural language processing (NLP) and information retrieval (IR).
Section 6.3 presents preliminary and background concepts that will be used
throughout this Chapter. Then, in Section 6.4 we introduce the proposed
graph-based framework for TC. Section 6.5 presents the experimental results
and finally, in Section 6.6 we conclude and provide further directions for the
TC problem based on graph representation of documents.

6.2 related work

In this section we review the related work, which can be placed into four
main categories: term weighting schemes for document representation, text
categorization, graph-based text classification and graph-based methods in
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text mining, natural language processing (NLP) and information retrieval
(IR).

term weighting schemes. A core aspect in the Vector Space Model
for document representation, is how to determine the importance of a term
within a document. This is central, and still active, research topic that goes
back to the origins of IR; since then, many criteria have been introduced
with the most prominent ones being TF, TF-IDF [SB88; Rob04; BYRN99;
MRS08] and Okapi BM25 [Rob+96], while some recent ones include N-gram
IDF [SHN15]. With the advances on learning techniques for textual data,
many of these weighting schemes were considered or extended in order
to deal with supervised and unsupervised tasks. Some examples include
the Term Frequency - Inverse Corpus Frequency (TF-ICF) [Ree+06] method
proposed for document clustering and the TF-RF scheme [Lan+09] used
in text categorization. Lan et al. [Lan+] conducted a comparative study
of frequency-based term weighting criteria for text categorization; one of
their outcomes was that, in many cases, the IDF factor is not significant
for the categorization task, leading to no improvement of the performance.
It is interesting to point out here that, more specialized approaches have
been proposed for specific classification tasks, such as the Delta TF-IDF
method that constitutes an extension of TF-IDF for sentiment analysis [MF09].
However, most of the previously proposed frequency-based weights consider
the document as a Bag-of-Words; that way, any structural information about
the ordering or in general, syntactic relationship of the terms is ignored by
the weighting process.

text categorization. TC is one of the most fundamental and well
studied tasks in text analytics and a number of diverse approaches have
been proposed [Lew92; Seb02; Joa98; Joa99; Lod+02; SL01; Nig+00; Kim+06;
Lan+09; DGT02; MN98; Maa+11]. The first step of TC concerns the feature
extraction task, i.e., which features will be used to represent the textual con-
tent. Typically, the straightforward Bag-of-Words approach is adopted, where
every document is represented by a feature vector that contains boolean or
weighted representation of unigrams or n-grams in general [Für98]. In the

106



6.2 related work

case of weighted feature vectors, various term weighting schemes have been
used, with the most well-known ones being TF (Term Frequency), TF-IDF
(Term Frequency - Inverse Document Frequency) and several variants of
them, as described in the previous paragraph. Although these weighting
schemes were initially introduced in the NLP and IR fields, they have also
been applied in the TC task. Paltoglou and Thelwall [PT10] reported that, in
the case of sentiment analysis, extensions of the TF-IDF weighting schemes
introduced in the IR field, can further improve the classification accuracy.
A comprehensive review of this area is offered in the article by Sebastiani
[Seb02].

graph-based text categorization. Close to our work are several
text categorization methods that also capitalize on a graph representation
of the document. Some techniques rely on graph mining algorithms that
are applied to extract frequent subgraphs, which are then used to produce
feature vectors for classification [Jia+10; MLK07; Aro+10; Des+05; RKV15].
The basic shortcoming of those methods stems from the computational
complexity of the frequent subgraph mining algorithm. Furthermore, most
of these methods require from the user to set the support parameter, which
concerns the frequency of appearance of a subgraph. Wang et al. [WDL05]
introduced a term graph model that, contrary to our approach, captures
the relationships among terms using frequent itemset mining algorithms.
Aery and Chakravarthy [AC05] proposed InfoSift, a graph-matching based
method for document classification. Close to our work is the approach
followed by Hassan et al. [HMB07], where they proposed to use random
walks in order to determine the importance of a term. In this work, we show
that we can rely on simpler and easier to compute graph-based criteria –
such as the degree of a node – to achieve even better classification results.

graph-based text mining, nlp and ir. Representing documents
as graphs is a well-know approach in many text analytics tasks. Dhillon
[Dhi01] proposed to deal with the document clustering problem using a
bipartite graph model. The first partition of the graph corresponds to the
terms of the collection, while the other to the documents; then, the existence
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of an edge indicates the appearance of the term to the document. Then,
graph partitioning algorithms can be used to solve the document clustering
problem. Still, one question here is how to weight the edges of the graph
and in most of the related work, the TF-IDF scheme is adopted. Close to our
work are methods proposed for keyword extraction and ad hoc IR. TextRank
algorithm, proposed by Mihalcea and Tarau [MT04], was among the first
works that considered a random walk model similar to PageRank, over
a graph representation of the document, in order to extract representative
keywords and sentences. Later, several methods for these tasks were followed
[ER04; RV15; Bou13; BBD13; BHTM11; LL08]. Another domain where graph-
based term weighting schemes have been applied is the one of ad hoc
Information Retrieval [BL12; BL07; RV13]. As we will present later, our
approach moves on a similar axis as these techniques, but the application
is on the TC task. The interesting reading can refer to [BL12] for a detailed
description of graph-based methods in the text domain.

6.3 preliminaries and background

In this section, we present preliminary and background concepts that will
be used throughout the Chapter. Initially, we briefly discuss the basic
formulation of the TC problem, as well as the frequency-based weighting
criteria that are derived from the traditional Bag-of-Words model, namely
TF and TF-IDF. Then, we introduce the graph-theoretic concepts upon which
our framework for TC is built.

6.3.1 Text Categorization Pipeline and Term Weighting in the Bag-of-Words Model

Let D = {d1, d2, . . . , dm} be a collection of documents and let C = {c1, c2, . . . ,
c|C|} be the set of predefined categories. Text categorization is considered the
task of assigning a boolean value to each pair (di, ci) ∈ D × C, i.e., assigning
each document to one or more categories [Seb02]. In this work, we deal
with the problem of multi-class, single-label text categorization, where each
document is assigned exactly to one category.
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Figure 6.1: Basic pipeline of the Text Categorization task.

The basic pipeline of the TC task is shown in Fig. 6.1. The pipeline that
typically is followed to deal with the problem is similar to the one applied in
any classification problem; the goal is to learn the parameters of a classifier
from a collection of training documents (with known class information) and
then to predict the class of unlabeled documents [Bis06].

The first step in the TC process is to transform documents, which typi-
cally are strings of characters, into a representation suitable for the learning
algorithm and the classification task. Here, we consider the widely used
Vector Space Model, i.e., the spatial representation in which each document
is represented by a vector in the n-dimensional space defined by the terms
T = {t1, t2, . . . , tn} of the overall vocabulary of the collection [BYRN99].
That way, each document di ∈ D is represented by a vector of weights
di = {wi,1, wi,2, . . . , wi,n}, where wi,k is the weight of term k in document
di. The main point here is how to find appropriate weights for the terms
within a document. In the traditional Bag-of-Words model, each document
is represented as the bag (multiset) of its words, disregarding the ordering
or in general, any potential dependencies between the terms of the docu-
ment. Under this model, the importance of a term in a document is mainly
determined by the frequency of the term. That is, the weight of a term
t ∈ T within a document d ∈ D is based on the frequency t f (t, d) of the
term in the document (TF weighting scheme). Furthermore, terms that occur
frequently in one document but rarely in the rest of the documents, are more
likely to be relevant to the topic of the document. This is known as the
inverse document frequency (IDF) factor, and is computed at the collection level.
It is obtained by dividing the total number of documents by the number
of documents containing the term, and then taking the logarithm of that
quotient, as follows:
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id f (t,D) = log

(
m + 1

|{d ∈ D : t ∈ d}|

)
, (6.1)

where m is the total number of documents in collection D, and the denom-
inator captures the number of documents that term t appears. Then, the
TF-IDF scheme is produced by the multiplication of the TF and IDF factors.
In this work, we will use the TF-IDF weighting scheme proposed in [SBM96;
Sin+99], also called pivoted normalization weighting:

t f -id f (t, d) =
1 + ln

(
1 + ln(t f (t, d))

)
1− b + b× |d|`

× id f (t,D), (6.2)

where d is the length of the document, ` is the average document length
and parameter b is set by default to 0.20 (as suggested in [SBM96]). The
TF-IDF scoring function captures the intuitions that (i) the frequency of
a term in a document is proportional of how representative it is for its
content, and (ii) the higher the number of documents a term occurs in, the
less discriminating it is (term specificity)1. This weighting scheme (and its
variants) has been widely used in the TC task; as we will present shortly, the
TF and TF-IDF weighting mechanisms will be the main baseline approaches
for our experimental evaluation.

6.3.2 Graph-Theoretic Concepts

Next, we describe two graph-theoretic concepts upon which our framework
is built.

Node Centrality Criteria

Centrality1 represents a central notion in graph theory and network analysis
in general; it constitutes a measure that captures the relative importance
of the node in the graph based on specific criteria [New10; EK10]. One
important characteristic of the centrality measures is that they consider

1 Several variants of the TF-IDF score have been proposed. See also the description given in
Ref. [Seb02].

1 Wikipedia’s lemma for network centrality: http://en.wikipedia.org/wiki/Centrality.
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either local information of the graph (e.g., degree centrality, in-degree/out-
degree centrality in directed networks, weighted degree in weighted graphs,
clustering coefficient) [EK10], or more global information, in the sense that
the importance of a node is determined by the properties of the node globally
in the graph (e.g., PageRank centrality, eigenvector centrality, betweenness
centrality, closeness centrality). Let G = (V, E) be a graph (directed or
undirected), and let |V|, |E| be the number of nodes and edges respectively.
Next, we define the basic centrality measures that will be used in the rest of
the Chapter [New10].

degree centrality. The degree centrality is one of the simplest local
node importance criteria, which captures the number of neighbors that each
node has. Let N (i) be the set of nodes connected to node i. Then, the degree
centrality can be derived based on the following formula:

degree centrality(i) =
|N (i)|
|V| − 1

. (6.3)

in-degree and out-degree centrality. Those two centrality mea-
sures constitute extensions of the degree centrality in directed networks,
where we treat independently the in-degree (number of incoming edges) and
out-degree (number of outgoing edges) of each node.

closeness centrality. In general, closeness centrality measures how
close a node is to all other nodes in the graph. Let dist(i, j) be the shortest
path distance between nodes i and j. The closeness centrality of a node i is
defined as the inverse of the average shortest path distance from the node to
any other node in the graph [OCL08]:

closeness(i) =
|V| − 1

∑j∈V dist(i, j)
. (6.4)

Contrary to degree centrality, the closeness score is a global metric, in the
sense that it combines information from all the nodes of the graph. Here we
compute the closeness centrality in the undirected graph.
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eigenvector centrality. Let A be the adjacency matrix of an undi-
rected graph G. The eigenvector centrality of node i is defined as

u(i) =
1
λ ∑

j
Aijuj, (6.5)

where λ is a constant. Vector u whose elements are ui, ∀i ∈ V, is derived
from Au = λu, i.e., the vector that contains the centralities of the nodes of
the graph is an eigenvector of the adjacency matrix. Since the centralities
should be non-negative, the Peron-Frobenius theorem [GL96; Str88] suggests
that u is the eigenvector that corresponds to the largest eigenvalue λ of A.

k-core Decomposition

The k-core decomposition [Sei83] constitutes an hierarchical decomposition
of the graph into nested subgraphs of increased coherence and connectivity
properties. The basic idea is to set a threshold on the node degree, say
k; nodes that do not satisfy the threshold are removed from the graph.
More formally, let G = (V, E) be an undirected graph. A subgraph H of
G, denoted by H ⊆ G, is defined as the graph that can be obtained from G
after removing edges or nodes. Then, a subgraph H of G is defined to be a
k-core of G, if it is a maximal connected subgraph of G, in which all nodes
have degree at least k within H. The largest value kmax of k for which such a
maximal subgraph exists, defines the maximal k-core subgraph Gk of graph G.

k-core decomposition has been widely used in many application domains,
including community detection and graph visualization. One important
point here, is that the maximal k-core subgraph Gk can be computed in
O(|E|) time, i.e., linear to the number of edges of G [BZ03]. Extracting now
Gk, can be considered as an unsupervised way to extract a dense subgraph
of the original graph. More details about the k-core decomposition and its
applications can be found in Chapter 2, Section 2.3.
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6.4 proposed framework for text categorization

In this section, we present the basic parts of the proposed graph-based
framework for TC. We adopt the Graph-of-Words document representation,
where documents are represented as graphs that capture term co-occurrence
relationships within a fixed-size sliding window. Then, we show (i) how to
derive meaningful term weighting schemes for TC – both at the document
and collection level – and (ii) how to reduce the unigram feature space of
the problem by an efficient graph trimming process that excludes terms with
low discriminative power.

6.4.1 Graph Construction

We model documents as graphs that capture dependencies between terms.
More precisely, each document d ∈ D is represented by a graph Gd =

(Vd, Ed), where the nodes correspond to the terms t of the document and the
edges capture co-occurrence relationships between terms within a fixed-size
sliding window of size w. That is, for all the terms that co-occur within
the window, we add edges between the corresponding nodes of the graph.
Note that, the windows are overlapping starting from the first term of the
document; at each step, we simply remove the first term of the window
and add the new one from the document. In the experiments that have
been conducted, we have removed stopwords from the datasets. Thus, the
window can expand over different sentences. As graphs constitute rich
modeling structures, several parameters about the construction phase need
to be specified.

directed vs. undirected graph. One parameter of the model is if
the graph representation of the document will be directed or undirected
[New10; EK10]. Directed graphs are able to preserve actual flow on a text,
while in undirected ones, an edge captures co-occurrence of two terms
whatever the respective order between them is. We have tested both choices,
observing that undirected graphs perform significantly better; it seems that
the actual ordering of terms is not a discriminative factor in TC.
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weighted vs . unweighted graph . One approach is to consider wei-
ghted graphs [New10; EK10]. That is, the higher the number of co-occurrences
of two terms in the document, the higher the weight of the correspond-
ing edge (i.e., the weight of each edge will be equal to the number of
co-occurrences of its endpoints). The second and more simple option, is to
consider unweighted graphs. Again, in the majority of the cases that we
examined, unweighted graphs were a better modeling choice for TC.

size w of the sliding window. In the construction of the graph, we
add edges between the terms of the document that co-occur within a sliding
window of size w. Although by increasing the size of the window we are
able to capture co-occurrence relationships between not necessarily nearby
terms (similar to the notion of (long) n-grams), the produced graph becomes
relatively dense. From our experimental results, we have observed that
window of size w = {2, 3} give persistently better classification results.

Figure 6.2 shows an example of a graph-based representation of a textual
document. Note that, the above procedure, as has been applied in our
framework, concerns unigrams; we consider that a similar approach can
potentially be applied to build a graph using n-gram features of documents.
To summarize, the key point of the graph-based representation for TC is
the fact that it deals with the term independence assumption. Even if we
consider the n-gram model, still information about the relationship between
two different n-grams is not fully captured – as happens in the case of graphs.
This has also been noted in other application domains (e.g., IR [BL12; RV13]).

6.4.2 Term Weighting

As we have already presented, when the document is represented by the Bag-
of-Words model, the term frequency (TF) criterion (or TF-IDF) constitutes the
basis for weighting the terms of each document. How this can be done in the
graph-based representation? The answer is given by utilizing node centrality
criteria of the graph [New10; EK10]. That way, the importance of a term in a
document can be inferred by the importance of the corresponding node in
the graph. In Section 6.3, we presented well-known centrality criteria that
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Data Science is the extraction of knowledge from large volumes of data
that are structured or unstructured which is a continuation of the field of
data mining and predictive analytics, also known as knowledge discovery
and data mining.

data
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Figure 6.2: Example of graph-based representation of text after applying
stemming and stopwords removal (undirected graph, window
size w = 3).
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have been widely used for graph mining and network analysis purposes;
here, we propose that those criteria can also be used for weighting terms in
the TC task. Although the semantics behind some of them are simple, still
they can further improve the classification performance, when applied as
term ranking criteria. Let ˜tw(t, d) be the centrality score of term (node) t in
the graph representation Gd of document d. Then, similar to the TF term of
Eq. (6.2), we can define the basic weighting scheme, denoted as Term Weight
(TW), as follows:

tw(t, d) =
˜tw(t, d)

1− b + b× |d|`
. (6.6)

Parameter b is a normalization factor concerning the length of the document;
we set parameter b = 0.003 as suggested by our experimental results (also
reported in [RV13]). The interesting point here is that TW can be used along
with any centrality criterion in the graph, local or global.

Furthermore, we can extend this weighting scheme by considering infor-
mation about the inverse document frequency (IDF factor) of the term t in
the collection D. That way, we can derive the TW-IDF model as follows:

tw-id f (t, d) = tw(t, d)× id f (t,D). (6.7)

In fact, TW and TW-IDF constitute suites for graph-based term-weighting
schemes and thus, they can be applied in any text analytics task. Some
of them have already been explored in graph-based Information Retrieval
[RV13; BL12] and keyword extraction [MT04; LCC14; RV15].

A natural question here is what is the additive value of the TW and
TW-IDF, compared to the widely used TF and TF-IDF. As we have already
discussed, the graph-based representation and the corresponding weighting
functions, question the term independence assumption that is imposed by
the Bag-of-Words model and is inherited to the frequency-based schemes.
The proposed weights are inferred from the interconnection of features (i.e.,
terms) – as suggested by the graph – and therefore information about n-
grams is implicitly captured. That way, the feature space of the learning
problem is kept to the one defined by the unique unigrams of our collection
(instead of using simultaneously as features all the possible unigrams, bi-
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grams, 3-grams, etc.), but the produced term weights incorporate n-gram
information through the graph-based representation. In other words, the
importance and discriminative power of a term is determined by a ranking
process on the corresponding centrality metrics, in the interconnected feature
space defined by the graph.

6.4.3 Inverse Collection Weight (ICW)

In the case of TF-IDF scheme, the frequency of each term in the document
(TF factor) is penalized by the number of documents into which it appears
(IDF factor). As we presented above, the same appearance-based penalization
mechanism can also be applied to the TW graph-based weight, and according
to this the TW-IDF scheme of Eq. (6.7) has been derived. In this section,
we introduce the concept of inverse collection weight (ICW) – a graph-based
criterion to penalize the weight of terms that are ”important” across the
whole collection of documents. The main concept behind ICW is the collection
level graph G – an extension of Graph-of-Words in the collection of documents
D.

Definition 6.1 (Collection Level Graph G). Let {G1, G2, . . . , Gd}|D| be the set
of graphs that correspond to all documents d ∈ D. The collection level graph G =

(VG , EG) is defined as the union of graphs G1 ∪ G2 ∪ . . . ∪ Gd over all documents
in the collection.

The union of two graphs H = (VH, EH) and W = (VW , EW) is defined as the
union of their node and edge sets, i.e., H ∪W = (VH ∪VW , EH ∪ EW). The
number of nodes |VG | in graph G is equal to the number of unique terms
in the collection, while the number of edges |EG | is equal to the number of
unique edges over all document-level graphs (we do not consider weights
over the edges of G).

This graph captures the overall dependencies between the terms of the
collection; the relative overall importance of a term in the collection will be
proportional to the importance of the corresponding node in G. Following
similar methodological arguments as used for IDF [Rob04], we define a
probability distribution over the nodes of G (or equivalently, the unique
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terms of D), with respect to a centrality (term-weighting in our case) criterion;
then, the probability of node (term) t will be

Pr(t) =
tw(t,D)

∑v∈D tw(v,D)
. (6.8)

Note that, in Eq. (6.8), we use D instead of G; we consider that the space
defined by the document collection D is equivalent to the one defined by
graph G with respect to the unique terms of the collection. That way, the
notion of tw(t,D) used here is consistent with what described earlier. Based
on this, we define the ICW measure as

icw(t,D) = log

(
∑v∈D tw(v,D)

tw(t,D)

)
. (6.9)

The ICW measure shares common intuition with the inverse total term fre-
quency described in [Rob04]. In fact, it can be considered as an extension
of the total collection frequency of a term to the graph-based document
representation. Furthermore, similar to TW, it can be used along with any
node centrality criterion.

Using ICW as a graph-based collection-level term penalization factor, we
introduce two new classes of term-to-document weighting mechanisms,
namely TW-ICW and TF-ICW. These weighting schemes are derived com-
bining different local (i.e., document-level) and global (i.e., collection-level)
criteria as follows:

tw-icw(t, d) = tw(t, d)× icw(t,D) (6.10)

t f -icw(t, d) = t f (t, d)× icw(t,D). (6.11)

As we have already discussed, in the case of TW and ICW, any centrality
criterion can be applied. However, the computational complexity is a crucial
factor that should be taken into account (see Section 6.4.5). Nevertheless, as
we have noticed from the experimental evaluation, even using simple and
easy-to-compute criteria, we can have good classification performance.
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Algorithm 6.1 Unsupervised Graph-Based Feature Selection

Input: List of graphs {G1, G2, . . . , Gd}, d = |D| corresponding to the docu-
ments of the collection

Output: Reduced feature set T̃
1: T̃ ← ∅
2: for each graph G ∈ {G1, G2, . . . , Gd} do
3: Gk = (Vk, Ek)← k-core decomposition(G)
4: T̃ ← T̃ ∪Vk
5: end for

6.4.4 Unsupervised Feature Selection

In this section, we describe a method to reduce the number of features (i.e.,
terms) from the collection, that will be used by the classification algorithm.
The idea is to capitalize on the graph representation of each document, in
order to extract meaningful and discriminative terms from each one. To
this end, we apply the k-core decomposition process on each graph (i.e.,
document), retaining only the maximal k-core subgraph. More formally, let
{G1, G2, . . . , Gd}, d = |D| be the graphs corresponding to the documents of
the collection D. Algorithm 6.1 presents the proposed method for feature
selection.

The new feature set T̃ is obtained as the union of the nodes belonging to
each Gk. The main intuition behind this approach is that we can extract
representative keywords from each document, using them as discriminative
features for the classifier. In the past, graph-based keyword selection methods
(e.g., [MT04; Bou13]) have been proved quite successful, with the nodes being
on the maximal k-core subgraph performing rather well [RV15].

In the related literature, several ways have been proposed to perform
feature selection in machine learning tasks. In the case of text categorization,
well-known feature selection criteria can be employed, including Information
Gain, Mutual Information and the χ2 statistic [YP97]. However, all these
widely used criteria are supervised and in many cases computationally in-
tensive. Other, more simple ones, rely on statistical metrics over the terms,
such as the Document Frequency (DF) [YP97], and exclude or retain terms
accordingly. The main issue here is that we should set a threshold on DF and
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keep only those terms that satisfy the threshold. However, this is typically
considered as an ad hoc approach to reduce the feature space, without any
justification of why the terms that are removed are noisy. Furthermore, this
comes to conflict with a fundamental assumption that is widely used in IR;
terms with low DF are rather informative, and therefore should be utilized
in the learning process.

Contrary to those methods, the proposed core decomposition-based one is
purely unsupervised. The maximum value k of the k-core decomposition is
not an input of the algorithm, but depends on the properties of the graph.
As we will present shortly in the experimental results, this process can
reduce the feature space from 3% to almost 30% – depending on the window
size and the properties of the graphs – without sacrificing the accuracy.
Concluding, the proposed term selection technique is able reduce the feature
space in an unsupervised manner with cost linear to the size of the document;
this cost is comparable or even smaller to other text preprocessing or more
complicated feature selection techniques.

6.4.5 Computational Complexity

As described earlier, some formulations of the TW-based schemes consider
centrality criteria that are computationally intensive (e.g., closeness central-
ity). Nevertheless, in the case of TW and TW-IDF, those criteria are applied
on a per document basis, where the corresponding graphs are sparse and
of very small size, and thus are not prohibitive (see also Table 6.1 for the
properties of the graphs). As we have observed from the experiments, the
density of the graph – and therefore the running time – increases with the
size of the window w; however, for very small window sizes (w = {2, 3}), we
can achieve a very good trade-off between accuracy and execution time. We
stress out here that the local and computationally efficient degree centrality
criterion – with complexity on same order as the one of term frequency –
performs quite well in most of the cases. In any case, even the most intensive
criteria considered here (such as the closeness centrality), can be efficiently
approximated quite well [EW04].
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For the collection level graph G and the ICW-based schemes, the basic
point is that the weighting of each term will be computed only once during
the training phase of the model; thus, in the testing phase, heavy computa-
tions are not performed. In a similar way as in the document-based (local)
graphs, the overall execution time can be improved, relying on approxi-
mation techniques of the corresponding measures. Lastly, by applying the
easy-to-compute feature selection method presented earlier, the feature space
of the problem is reduced, improving the training time of the classifier.

6.4.6 Classification Algorithms

Part of the TC pipeline, is the choice of the classification model [Bis06]. Since
the goal of this work is to introduce new term weighting schemes, we rely
on widely used classification algorithms. Specifically, in our experimental
evaluation, we have used linear SVMs, due to their superior performance
in TC [Joa98]. Furthermore, as discussed in [LK02], the choice of the kernel
function of SVM is not very crucial, compared to the significance of the term
weighting schemes.

6.5 experimental evaluation

In this section, we present the experimental evaluation of the proposed TC
framework.

6.5.1 Description of the Datasets

We have evaluated our method on four freely available standard TC datasets:
three datasets for multi-class document categorization2 (news articles: 20ng

and Reuters; web pages: WebKB) and one for sentiment analysis3 (Imdb):

2 The datasets can be found in: http://web.ist.utl.pt/acardoso/datasets/.
3 The dataset can be found in: http://ai.stanford.edu/~amaas/data/sentiment/.
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• 20ng: the 20 Newsgroups dataset constitutes a collection of 18, 821
newsgroup documents belonging to 20 categories. The dataset is split
into 11, 293 documents for training and 7, 528 for test.

• Reuters: this dataset is formed by 8 categories of Reuters-21578 dataset.
It constitutes a collection of news articles that appeared on the Reuters
newswire in 1987. The dataset is split into 5, 485 documents for training
and 2, 189 for testing.

• WebKB: the dataset is composed by the 4 most frequent categories of
webpages from Computer Science departments. It is split into 2, 803
training documents and 1, 396 for test.

• Imdb: it constitutes a movie review dataset [Maa+11] from IMDB,
where each document contains a positive or negative movie review.
The dataset is split into 25, 000 reviews for training and 25, 000 for
testing.

6.5.2 Experimental Set-up and Baselines

We have implemented the proposed TC framework in Python. We have
used the NetworX library4 for the graph-based representation of documents,
the implementation of the term weighting schemes and the term selection
method, and the scikit-learn machine learning library5 for text prepro-
cessing and classification. In the experiments, we have used linear SVMs.

We compare the proposed weighting schemes to several baseline methods
as follows:

(i) The TW weighting scheme to (a) the term frequency with binary n-
gram features (denoted by TF binary) and (b) the traditional TF weights
(denoted by TF).

(ii) The TW-IDF scheme to the well-known TF-IDF of Eq. (6.2).

4 NetworkX Python software package: https://networkx.github.io/.
5 scikit-learn Python software package: http://scikit-learn.org/.
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(iii) The TW-ICW and TF-ICW schemes to the term frequency - inverse
collection frequency method (denoted by TF-ICF), where the penalization
factor (ICF) counts the total frequency of appearance of a term.

We consider that comparing models of similar degree of complexity is more
meaningful. Given the fact that the TF and TF-IDF baselines perform well
in general, we are also interested to have a more broad comparison of the
performances, examining the best scheme for each dataset. We compare the
different approaches using the macro-average F1 score and the classification
accuracy on the test sets; that way, we deal with the skewed class size
distribution of some datasets [Seb02]. For the notation of the proposed
schemes, we use TW (centrality measure) (e.g., TW (degree)) to indicate
the centrality and TW-ICW (centrality at G, centrality at G) (e.g., TW-ICW
(degree, degree)) for the local and collection-level graphs respectively.

6.5.3 Experimental Results

As we have already discussed, the size of the window w considered to
create the graphs is one of the parameters of the model. From the extensive
experimental evaluation that we have performed, we have concluded that
window sizes w equal to 2 and 3 give the most persistent results across
various datasets and weighting schemes. Table 6.1 shows the basic properties
of the graphs that correspond to the documents of each collection. As we
can observe, the average number of nodes and edges of the document level
graphs Gd for both window sizes, is quite small. For the collection level
graph G, the number of nodes |VG | corresponds to the number of unique
terms in the collection. Additionally, as expected, the number of edges |EG |
almost doubles from w = 2 to w = 3.

Table 6.2 presents the results concerning the categorization performance
of the proposed schemes for the four datasets. For completeness in the
presentation, we report results for both cases of window size. Also, since
for the frequency based baseline methods (TF, TF binary, TF-IDF and TF-
ICF) there is no notion of window size, the results for w = 2 and w = 3
are the same (we simply fill all cells of the table). We have also examined
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Document level graphs Gd Collection level graph G

Dataset avg(|Vd|)
avg(|Ed|) |VG |

|EG |
w = 2 w = 3 w = 2 w = 3

20ng 101.14 142.29 159.65 62, 436 771, 517 1, 449, 601
Reuters 40.60 56.51 109.76 14, 575 144, 202 269, 998
WebKB 75.55 110.48 216.05 7, 287 177, 160 329, 288
Imdb 96.69 119.13 233.87 50, 983 1, 377, 742 2, 521, 640

Table 6.1: Properties of the graphs that correspond to the documents of
each collection. For each dataset and for window size w = {2, 3},
we report: (i) the average number of nodes avg(|Vd|) and edges
avg(|Ed|) over all document level graphs Gd = (Vd, Ed), ∀d ∈ D;
(ii) the number of nodes |VG | and edges |EG | of the collection level
graph G = (VG , EG).

several centrality criteria (from undirected and directed graphs) and the
best performance among them was achieved by the degree, closeness and
eigenvector centrality. More precisely, comparing the baseline TF to the
graph-based ones, namely TW (degree) and TW (closeness), in almost all
cases TW gives higher F1 and accuracy results. For example, in the case of
the Imdb dataset, the TW (closeness) weighting scheme achieves 4.4% and
4.5% increase over TF on the accuracy and F1 score respectively.

Similar observations can be made in the case where IDF penalization is
applied. In most of the datasets, the TW-IDF (degree) scheme performs
quite well; in fact, in the 20ng and Reuters dataset, consistently has the best
reported performance compared to all the other weighting mechanisms. The
interesting point here, which is confirmed by the related literature [Lan+],
is that TF-IDF is in general inferior of TF in TC. However, when the IDF
penalization factor is applied on the TW term-to-document weighting, a
powerful mechanism is derived.

In the case of purely graph-based schemes (e.g., TW-ICW), we can observe
that some of them produce very good classification results. In almost all cases,
the two models considered here, namely TW-ICW (degree, degree) and TW-
ICW (degree, eigenvector) are superior of their frequency-based equivalent
(TF-ICF). Furthermore, in most of the datasets, they also outperform TW,
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Reuters WebKB

Weighting Schemes w = 2 w = 3 w = 2 w = 3

F1 Acc F1 Acc F1 Acc F1 Acc

TF 0.9139 0.9666 0.9139 0.9666 0.8837 0.8954 0.8837 0.8954
TF binary 0.8691 0.9566 0.8691 0.9566 0.8686 0.8818 0.8686 0.8818
TW (degree) 0.9130 0.9671 0.9409 0.9707 0.8647 0.8839 0.8906 0.8989
TW (closeness) 0.8979 0.9602 0.9105 0.9634 0.8935 0.9025 0.8876 0.8982

TF-IDF 0.8950 0.9639 0.8950 0.9639 0.8665 0.8789 0.8665 0.8789
TW-IDF (degree) 0.9410 0.9748 0.9396 0.9716 0.8480 0.8753 0.8789 0.8875
TW-IDF (closeness) 0.8930 0.9597 0.8940 0.9584 0.8871 0.8946 0.8729 0.8832

TF-ICF 0.8848 0.9570 0.8848 0.9570 0.8661 0.8825 0.8661 0.8825
TW-ICW (degree, degree) 0.9335 0.9721 0.9194 0.9661 0.8976 0.9040 0.8684 0.8839
TW-ICW (degree, eigenvector) 0.9313 0.9712 0.9201 0.9661 0.8916 0.8982 0.8633 0.8782
TF-ICW (degree) 0.8797 0.9479 0.8797 0.9479 0.8651 0.8775 0.8681 0.8796

(a) Reuters and WebKB

20ng Imdb

Weighting Schemes w = 2 w = 3 w = 2 w = 3

F1 Acc F1 Acc F1 Acc F1 Acc

TF 0.7985 0.8040 0.7985 0.8040 0.8361 0.8376 0.8361 0.8376
TF binary 0.8173 0.8226 0.8173 0.8226 0.8822 0.8813 0.8822 0.8813
TW (degree) 0.7660 0.7827 0.7954 0.8078 0.8620 0.8605 0.8728 0.8726
TW (closeness) 0.8090 0.8171 0.7984 0.8065 0.8740 0.8744 0.8645 0.8649

TF-IDF 0.8222 0.8275 0.8222 0.8275 0.8322 0.8344 0.8322 0.8344
TW-IDF (degree) 0.8261 0.8377 0.8362 0.8454 0.8774 0.8780 0.8661 0.8680
TW-IDF (closeness) 0.8241 0.8321 0.8257 0.8333 0.8480 0.8495 0.8367 0.8389

TF-ICF 0.8328 0.8291 0.8328 0.8291 0.8318 0.8340 0.8318 0.8340
TW-ICW (degree, degree) 0.8291 0.8374 0.8231 0.8301 0.8745 0.8755 0.8539 0.8566
TW-ICW (degree, eigenvector) 0.8354 0.8426 0.8203 0.8279 0.8741 0.8757 0.8552 0.8583
TF-ICW (degree) 0.7862 0.7898 0.7856 0.7892 0.8264 0.8292 0.8262 0.8290

(b) 20ng and Imdb

Table 6.2: Macro-average F1 score and accuracy on the (a) Reuters, WebKB
datasets and (b) 20ng, Imdb, for window size w = {2, 3}. Bold
font indicates the best performance on each column and blue the
best overall performance on each dataset.
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having results very close to the ones of TW-IDF. Here, we consider two
variants of this model. In the TW-ICW (degree, degree) a local centrality
criterion is used both at the document level and at the collection level; in
the TW-ICW (degree, eigenvector), we set a local criterion at the document
level and a global one for the collection graph. As the results indicate, the
first choice has led to the best reported result for the WebKB dataset. We
also note here that, the TF-ICW scheme gave results inferior from the rest
models.

From the above results, it is evident that the graph-based criteria can
further improve the classification task. We consider that the discriminative
nature of the features is derived by the underlying graph and by the fact that
we treat the term weighting process as a ranking task in the interconnected
feature space defined by the graph. That way, we are able to augment
the unigram feature space of the learning task with weights that implicitly
consider information of n-grams (short and long ones) in the document –
as expressed by paths in the graph – without increasing the dimensionality
of the problem. In other words, the feature space is the one defined by
the unigrams of our collection, but the weights capture information beyond
them.

To see this effect more clearly, we have examined the TF n-gram binary
scheme (TF binary), i.e., all the possible n-grams of the collection with binary
weights (up to 6-grams in our experiments). This has the effect that the
feature space of the problem explodes, having the following number of
features: 20ng: 6, 225, 130 , Reuters: 1, 304, 720 , WebKB: 1, 508, 622 and
Imdb: 13, 401, 619 – with direct implication on the efficiency of the method.
For comparison reasons, the size of the unigram feature space considered
by our framework is equal to the unique terms in the collections and much
smaller compared to the n−grams one (also shown in Table 6.1): 20ng:
62, 436 , Reuters: 14, 575 , WebKB: 7, 287 and Imdb: 50, 983. Moreover, as
we can see from Table 6.2, in most of the cases the graph-based weighting
mechanisms are able to outperform TF binary (except from the Imdb dataset;
however, in that case the feature space of TF binary is orders of magnitude
larger).
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Category
Precision Recall F1 score

TF TW TF TW TF TW

project 0.8250 0.8701 0.7857 0.7976 0.8049 0.8323
course 0.9511 0.9668 0.9419 0.9387 0.9465 0.9525
faculty 0.8770 0.8908 0.8770 0.8503 0.8770 0.8700
student 0.8973 0.8767 0.9154 0.9412 0.9063 0.9078

Table 6.3: Comparison of TF vs. TW (degree), per category of the WebKB
dataset (window size w = 3).

Category
Precision Recall F1 score

TF-IDF TW-IDF TF-IDF TW-IDF TF-IDF TW-IDF

project 0.8089 0.8767 0.7560 0.7619 0.7815 0.8153
course 0.9316 0.9519 0.9226 0.9581 0.9271 0.9550
faculty 0.8740 0.8564 0.8717 0.8449 0.8728 0.8506
student 0.8730 0.8787 0.8971 0.9191 0.8849 0.8985

Table 6.4: Comparison of TF-IDF vs. TW-IDF (degree), per category of the
WebKB dataset (window size w = 3).

We have also examined how TW (degree) and TW-IDF (degree) behave on
each category of the WebKB dataset, compared to TF and TF-IDF respectively.
Note here that, the size of the categories is skewed, with ”project” and
”course” being the smallest ones. As we can observe from Tables 6.3 and
6.4, the macro-average precision, recall and F1 score for those categories is
higher compared to TF and TF-IDF. This is an indication that the proposed
TW-based weights perform relatively better – compared to frequency-based –
even when few training examples are available.

To further understand the discriminative power of the graph-based weight-
ing schemes compared to the frequency-based ones, as well as deviations
among them, we examine correlations between the ranking of nodes achieved
from the graph-based representation vs. the one produced by term frequency.
More precisely, for each document of a dataset, we compute the Pearson
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Figure 6.3: Correlation of the raw term centrality weights (degree) and fre-
quencies per document, for each category of the WebKB dataset.
Each point of the plot corresponds to the Pearson correlation
coefficient of the above measures for a document.

correlation coefficient between the ranking achieved by the raw degree cen-
trality and the raw term frequency. We perform this task per category of the
dataset. Figure 6.3 presents the box plot of the results for each of the four
categories of WebKB (each point corresponds to a document). Since the clas-
sification results for both methods are close to each other, we expect to have
high correlation between the corresponding rankings. As we can observe,
although the overall correlation is high, there exist many documents where
the ranking produced by the methods deviates (low value of correlation
coefficient). This is more evident in the ”course” and ”student” categories.
We consider that such deviations in the rankings are able to cause alterations
in the classification results.

Furthermore, we have examined deviations in the rankings produced
by different weighting criteria. We consider the top-20 terms obtained per
document, after ranking them with respect to TF and TW (degree). Then,
we compute the Kendall rank correlation coefficient (or Kendall τ), in order
to quantify the rank correlation between the top terms. Figure 6.4 presents
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Figure 6.4: Kendall τ rank correlation coefficient of the top-20 terms ranked
by TF and TW (degree) per document, for each category of the
WebKB dataset. Each point of the plot corresponds to the Kendall
τ coefficient of the above measures for a document.

the box plot of the results for each category of the WebKB dataset. As
we can observe, the Kendall τ coefficient is slightly above zero, indicating
disagreement in the top ranked terms per method. Even though we do not
have ground-truth information about the discriminative nature of terms,
these results indicate differences on the ranking of the features between
graph-based and frequency-based schemes.

effect of window size. Lastly, Fig. 6.5 depicts the F1 score and clas-
sification accuracy on the WebKB and Reuters datasets of the TW (degree)
scheme for various windows sizes w = {2, 3, . . . , 10}. As we can observe,
the performance is rather stable, with the maximum F1 score and accuracy
achieved close to w = 3. This is mainly the reason for setting w = {2, 3} in
all the experiments that we have performed. In any case, even if much larger
values of w were able to get slightly better results, a smaller window size
would be preferable, due to the overall overhead that could be introduced
(mainly because of the increase on the density of the graph).
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Figure 6.5: Classification performance vs. window size w. (a) F1 score and
(b) classification accuracy of the TW (degree) scheme on the
WebKB and Reuters datasets, for window size w = {2, . . . , 10}.

6.5.4 Graph-Based Feature Selection

We have also examined the performance of the proposed unsupervised
feature selection method that relies on the k-core decomposition of each
graph. Table 6.5 shows the performance results for three of our schemes
applied on all datasets (the rest weighting schemes show similar behavior).
For completeness, we have examined two different window sizes (w = {2, 3}).
In all cases, we report the F1 score and classification accuracy before and after
the feature selection process, along with the percentage of feature reduction.

As we can observe, in most of the datasets we can achieve a quite significant
amount of feature reduction that ranges from 3% to 33%. The smallest
reduction is done on the WebKB dataset for both window sizes; as we
described in Section 6.4.4, the amount of features that are kept by the k-core
decomposition method depends both on the window size as well as on the
properties of the graph. In the rest three datasets, the feature reduction
is quite intense and as expected, increases with respect to w. We could
even use higher values of w to achieve greater reduction; however, in this
case the graphs become more dense increasing the overall complexity of
the framework. In any case, the most important point here is that using a
simple to compute but effective unsupervised mechanism, the classification
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Reuters WebKB

Weighting Schemes w = 2 (23%) w = 3 (28%) w = 2 (3%) w = 3 (6%)

F1 Acc F1 Acc F1 Acc F1 Acc

TW (degree) 0.9130 0.9671 0.9409 0.9707 0.8647 0.8839 0.8906 0.8989
TW (degree) core 0.9144 0.9675 0.9409 0.9707 0.8600 0.8810 0.8913 0.9004

TW-IDF (degree) 0.9410 0.9748 0.9396 0.9716 0.8480 0.8753 0.8789 0.8875
TW-IDF (degree) core 0.9407 0.9739 0.9357 0.9716 0.8499 0.8746 0.8777 0.8875

TW-ICW (degree, degree) 0.9335 0.9721 0.9194 0.9661 0.8976 0.9040 0.8684 0.8839
TW-ICW (degree, degree) core 0.9308 0.9716 0.9193 0.9661 0.8972 0.9047 0.8695 0.8832

(a) Reuters and WebKB

20ng Imdb

Weighting Schemes w = 2 (26%) w = 3 (33%) w = 2 (6%) w = 3 (17%)

F1 Acc F1 Acc F1 Acc F1 Acc

TW (degree) 0.7660 0.7827 0.7954 0.8078 0.8620 0.8605 0.8728 0.8726
TW (degree) core 0.7640 0.7808 0.7907 0.8037 0.8620 0.8604 0.8730 0.8728

TW-IDF (degree) 0.8261 0.8377 0.8362 0.8454 0.8774 0.8780 0.8661 0.8680
TW-IDF (degree) core 0.8249 0.8366 0.8360 0.8453 0.8751 0.8755 0.8666 0.8648

TW-ICW (degree, degree) 0.8291 0.8374 0.8231 0.8301 0.8745 0.8755 0.8539 0.8566
TW-ICW (degree, degree) core 0.8273 0.8360 0.8201 0.8275 0.8744 0.8755 0.8544 0.8569

(b) 20ng and Imdb

Table 6.5: Classification performance (F1 and Accuracy) of the proposed TW
(degree), TW-IDF (degree) and TW-ICW (degree, degree) schemes
before and after (denoted by core) unsupervised feature selection
for the (a) Reuters, WebKB datasets and (b) 20ng, Imdb. Close
to each window size, we provide the feature reduction that was
achieved.

performance on the reduced feature space is almost the same – and in some
cases slightly better – compared to the original one.

6.6 conclusions and discussion

In this Chapter, we proposed a graph-based framework for text categoriza-
tion. By treating the term weighting task as a node ranking problem of
interconnected features defined by a graph, we were able to determine the
term-to-document importance using node centrality criteria. Building on this
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formulation, we proposed novel weighting schemes at the collection level,
in order to penalize globally important terms (as analogous to ”globally fre-
quent terms”). We also proposed an unsupervised feature selection approach
at the graph level, through a trimming process of the less important features
based on the k-core decomposition.

We consider that the ICW scheme and the proposed feature selection
method may also have applications in information retrieval. In fact, graph-
based term weighting has already been applied there, so it would be inter-
esting to also study the performance of the proposed penalization mecha-
nism. Furthermore, another future direction could be to examine supervised
graph-based feature selection techniques; that way, we can create graphs per
category and then perform reduction of terms in those graphs.
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7
C O N C L U D I N G R E M A R K S

G raph data is ubiquitous, posing a wealth of fascinating and chal-
lenging problems. The goal of this dissertation was to develop
methods for mining social and information networks. In partic-

ular, we built upon the concept of core decomposition, proposing efficient
degeneracy-based graph mining methods in order to:

(i) Design models for studying and analyzing the dynamics of real-world
social networks, towards extracting useful knowledge for real problems
and applications.

(ii) Develop algorithmic tools with applications to large scale graph and
text data analytics.

Both points constitute two interrelated aspects of data and network science.
In the following sections, we provide an overview of the main contributions
of the thesis and discuss future research directions.

7.1 summary of contributions

The main contributions of the thesis can be summarized as follows.

social engagement dynamics . In Chapter 3 we studied the engage-
ment dynamics of social networks, proposing node level and graph level
models of engagement based on the properties of k-core decomposition.
Through extensive experimental evaluation, we showed that the engagement
properties present interesting connections to other graph characteristics, as
well as a clear deviation from the corresponding behavior of random graphs.
The proposed models can further help us to better understand the structural
dynamics of social networks, with direct implications on how to build more
stable and robust social networking systems.
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vulnerability assessment in social networks . In Chapter 4 we
introduced a novel concept of vulnerability assessment in social networks,
motivated by the fact that current users may depart from the network or stop
being active on it (similar to the aspect of churn in the business domain).
In particular, we proposed a novel degeneracy-based model to capture
the cascading effect on the network, where the departure of a user may
affect the engagement level of his neighbors in the graph, leading to a
disengagement epidemic. Based on the proposed model, we were able to
study the vulnerability of real social networks under cascades triggered by
the departure of nodes based on their engagement level. Our experimental
results indicated that social networks are robust under cascades triggered
by randomly selected nodes but highly vulnerable in cascades caused by
targeted departures of nodes with high engagement level. Those observations
complementing seminal results in network science about the robustness of
real networks.

identification of influential spreaders . In Chapter 5 we posed
the question how to locate influential nodes that can efficiently spread
information in complex networks – a problem of particular importance in
many application domains, such as epidemiology and viral marketing. We
showed that the K-truss decomposition, a triangle-based extension of the
k-core decomposition, is an algorithmic tool that is able to identify highly
influential nodes compared to previously used importance criteria. The
detected nodes show better spreading behavior, leading to faster and wider
diffusion on the network; they also dominate the small set of nodes that
achieve the optimal spreading in the network.

graph-based text categorization. In Chapter 6 we studied how
graph mining can be used to enhance large-scale text analytics and in partic-
ular the text categorization task which is central in a plethora of data science
applications. We built upon the fact that graphs can be used to represent
textual content; the nodes correspond to terms and the edges capture term
co-occurrence relationships – addressing the term-independence assumption
widely used in many text analytics tasks. That way, we proposed a graph-
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based framework for text categorization, where the term weighting problem
is treated as a node ranking task in the feature space defined by the graph,
applying simple node centrality criteria. We also proposed an unsupervised
graph-based feature (i.e., term) selection approach, based on the properties
of the k-core decomposition. We showed that graph-based weighting mecha-
nisms produce more discriminative feature weights for text categorization,
outperforming existing frequency-based criteria. Additionally, using the
degeneracy-based term selection technique, we are able to reduce the feature
space of the classifier without sacrificing its accuracy.

7.2 future directions

In this section, we discuss future research directions for the topics covered
in the thesis as well as more broad topics of interest in the areas of graph
mining and network science (we have also discussed future directions for
each topic at the end of each chapter).

engagement dynamics on graphs with rich semantics . In the
model presented in Chapter 3, we considered the graphs as undirected. How-
ever, real-world networks convey rich semantics and interaction patterns;
thus, they are modeled by more complex graph types beyond the simple undi-
rected one. For example, a plethora of real-world social networks are by their
nature directed (e.g., twitter’s who-follows-whom network). Furthermore,
many social networks represent trust relationships between individuals and
are modeled by signed networks. Therefore, it is of practical importance to
define models and metrics of engagement in the aforementioned cases. Ad-
ditionally, the property of community structure [For10; MV13a] should also
be taken into account while modeling the engagement dynamics; intuitively,
network-effects are more strong between individuals (i.e., nodes) of the same
community.

prediction algorithms for network vulnerability. A poten-
tial practical application that could make use of the disengagement model
described in Chapter 4, is the prediction of the effect that the departure
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of a user can have on the vulnerability of the network. As we discussed
in Section 4.5 of Chapter 4, in order to examine the predictive capabilities
of the proposed model, we need to further validate it on networks with
ground-truth departure or inactivity information. Nevertheless, designing
forecasting tools with respect to network vulnerability is an interesting future
research direction.

identification of multiple influential spreaders . Our K-truss
decomposition-based method presented in Chapter 5, identifies nodes that
act as single influential spreaders. As we discussed there, by simply choos-
ing more than one nodes from the maximal k-truss subgraph is not a good
approach to deal with the multiple influential spreaders problem due to
the high overlap on the neighborhoods of those nodes (similar behavior
occurs for the case of k-core decomposition; nodes with the maximum k-core
number, typically belong to the same subgraph). How to utilize the good
spreading properties of the nodes belonging to the maximal core subgraphs
(K-truss or k-core) in order to detect a set of N nodes that can maximize the
spread of influence [KKT03], is still an open topic and interesting research
direction. One possible approach is to combine the community structure
property [For10; MV13a] observed in real networks with the core decomposi-
tion, in the following way: (i) extract the N largest communities applying a
community detection algorithm (e.g., [Blo+08]); (ii) find the most influential
nodes per community by the truss or core decomposition methods. Since
communities typical act as bottlenecks for information diffusion, it is interest-
ing to examine what is the total spreading achieved by the ”best spreaders”
of each community.

graph-based text analytics . As we discussed in Chapter 6, graphs
have already been used in several problems in text analytics. We consider
that more tasks from the text mining and information retrieval domains can
also utilize the strong modeling capabilities of graphs as well as the mature
learning and mining methods on graphs. In Section 6.6 of Chapter 6, we
described such research directions with respect to the text categorization
task. Another interesting problem is how to extract informative keywords
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from documents that cover multiple topics in an unsupervised manner, since
the problem has been addressed only for the single topic case.

topics in graph mining algorithm design. Design of graph min-
ing algorithms with respect to the following two points:

(i) Scalability issues. Scalability is always a concern while developing graph
mining algorithms for large scale data. In the recent literature, a big
research effort has been devoted to design or extend already existing
algorithms to frameworks such as MapReduce [DG04], Spark [Zah+10]
and GraphLab [Low+10]. Other scalable graph mining approaches
rely on sampling [LF06; MBW10] or sparsification techniques [SPR11].
Here, we emphasize on algorithms that carefully process the graph
towards improving the total running time. Such an example is the
Louvain community detection algorithm [Blo+08], where modularity
is optimized in an hierarchical manner in the graph, first locally for
small size communities and then continuing by aggregating already
formed communities.

At the same spirit moves our approach, called CoreCluster, for speed-
ing up community detection algorithms [Gia+14a]. The main idea was
to combine a computational intensive graph clustering algorithm (such
as spectral clustering [Lux07]) with an easy to compute, clustering-
preserving hierarchical representation of the graph – as produced by
the k-core decomposition – leading to a scalable graph clustering tool.
We consider that similar methodological approaches can also be ap-
plied to other graph mining tasks – with the k-core decomposition
playing a central role due to its efficiency.

(ii) Resilience to network uncertainty. A particularly important point, which
rarely taken into account while developing and evaluating graph min-
ing algorithms, is their resilience (or stability) to network uncertainty
or perturbation [AV13]. In many cases, the input graph data can be
incomplete or noisy (e.g., due to noise introduced during the collection
of the data or for privacy preserving reasons). Then, the following ques-
tion arises: how stable are the results produced by an algorithms with
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respect to the uncertainty (i.e., noise level) of the input data? It would
be interesting to examine the resilience of graph mining algorithms
(e.g., community detection), as an orthogonal performance evaluation
criterion in addition to efficiency and effectiveness.
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