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Abstract

Wireless Sensor Networks (WSNs) have gained much attention in a

large range of technical fields such as industrial, military, environmen-

tal monitoring etc. Sensors are powered by batteries, which are not

easy to replace in harsh environments. The energy stored by each

sensor is the greatest impediment for increasing WSN lifetime, be-

cause power failure of a sensor not only affects the sensor itself, but

also its ability to forward packets on behalf of others sensors. Since

data transmission consumes more energy than sensing and processing

activities, our major concern is how to efficiently transmit the data

from all sensors towards a sink. We address this issue by proposing a

global solution addressing aggregation, routing as well as channel as-

signment. We suggest three tree-based data aggregation algorithms:

Depth-First Search Aggregation (DFSA), Flooding Aggregation (FA)

and Well-Connected Dominating Set Aggregation (WCDSA) to re-

duce the number of transmissions from each sensor towards the sink.

In each proposed algorithm, the degree of connectivity of each sen-

sor is taken into account in the tree construction, by electing sensors

having the highest degree of connectivity as parents, and sensors with

the lowest as leaves. As a result, aggregated data is efficiently trans-

mitted along the shortest path through multiple hops from parent to

parent towards the sink, helping to reduce the number of individual

transmissions. Our approach provides local optimization for energy

saving that can be used in dense configurations.

Tree-based data aggregation suffers from increased data delivery time

because the parents must wait for the data from their leaves. As the

network topology varies randomly, some parents might have many



leaves, making it very expensive for a parent to store all incoming

data in its buffer. We need to determine the aggregation time each

parent in the tree has to spend in aggregating and processing the

data from its leaves. Failing to account for aggregation time may

lead to a longer waiting time for each parent and increase the overall

data delivery latency. We propose an Efficient Tree-based Aggre-

gation and Processing Time (ETAPT) algorithm using Appropriate

Data Aggregation and Processing Time (ADAPT) metric. Given the

maximum acceptable latency, ETAPT’s algorithm takes into account

the position of parents, their number of leaves and the depth of the

tree, in order to compute an optimal ADAPT time to parents with

more leaves, so increasing data aggregation gain and ensuring enough

time to process data from leaves. The results obtained show that our

ETAPT provides a higher data aggregation gain, with lower energy

consumed and end-to-end delay.

At any time, the amount of data aggregated by parents may becomes

greater than the amount of data that can be forwarded. To alleviate

this, we propose the introduction into the network of many data aggre-

gators called Mini-Sinks (MSs). MSs are mobile and move according

to a random mobility model inside the sensor field to maintain the

fully-connected network in order to aggregate the data based on the

controlled Multipath Energy Conserving Routing Protocol (MECRP).

A set of multiple paths is then generated between MSs and sensors in

order to distribute the global traffic. We have showed that our original

solution can achieve better results in terms of packet delivery ratio,

end-to-end delay, network lifetime, and residual energy compared to

the single and mobile sink solutions.

Sensors may use many radio interfaces sharing a single wireless chan-

nel, which they may use to communicate with several neighbours.

Two sensors operating on the same wireless channel may interfere

with each other during the transmission of data: packets will be lost

and will therefore not be received. We need to know which channel



to use in the presence of multiple channels for a given transmission.

We propose a distributed Well-Connected Dominating Set Channel

Assignment (WCDS-CA) approach, in which the number of channels

that are needed over all sensor nodes in the network in such a way

that adjacent sensor nodes are assigned to distinct channels. Parents

and leaves are assigned to a single static channel. Mediators, are as-

signed to several orthogonal channels so that they can dynamically

switch to the static channels of the parents to aggregate the data.

This allows the data to be efficiently propagated in parallel on mul-

tiple channels from the parent to the mediator to the parent towards

the sink. Our approach outperforms Sensor Multi-Channel Medium

Access Control (SMC MAC) and the single channel in terms of in-

terference, sink throughput, broadcast latency, routing overhead and

energy consumption.

Keywords: wireless sensor network, aggregation, multipath, tree-

based, degree of connectivity, mini-sink, hybrid channel assignment,

radio interface, interference, parents, leaves, mediators.
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Chapter 1

Introduction

Wireless Sensor Networks (WSNs) are seen as a reality, due to the potential appli-

cations in various domains [FMLE10a]. A large number of distributed sensors has

the ability to gather more detail about the physical environment. The distributed

capability of sensors is very important, since data transmission accounts for most

energy consumption in WSNs [KTP+11] and [FRWZ07]. Uploading the data di-

rectly from each sensor to the sink may result in long communication distances

and degrades the energy of sensors. Hence, it makes sense to use local processing

as much as possible in order to reduce the amount of data transmitted by each

sensor towards the sink. In this chapter, Section 1.1 gives an overview of WSNs.

Section 1.2 presents the background and our motivation. Section 1.3 states the

research problem and presents the proposition of our thesis. Section 1.4 presents

the organization of the rest of the thesis.

1.1 Wireless Sensor Network (WSN)

As shown in Figure 1.1, a WSN consists of a large number of sensors and

the sink, which is the final recipient of the sensed information. A WSN can be

defined as a distributed wireless ad hoc network consisting of a large number

of small devices called sensors, scattered over a particular geographical area for

monitoring physical phenomena tracking meteorological changes, seismic activity,
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1. INTRODUCTION

movement of enemy troops, industrial monitoring and control etc. A sensor is a

device in a WSN that is capable of gathering, processing, communicating with

other connected nodes in the WSN. In a WSN, each sensor node is an autonomous

��������

Figure 1.1: Wireless Sensor Network (WSN)

device that consists of communicating, computing, sensing and memory subsys-

tems. A WSN can be considered as a special kind of ad hoc network that consists

of a number of sensors spread across a geographical area. Mobile Ad hoc Net-

works (MANETs) are designed to cope with mobile environments, but can also

be applied to handle mobility in WSNs. [ASSC02b] and [WDA10] survey a va-

riety of WSNs and MANETs. Their fundings allow the differences between the

technologies to be summarized as follows:

• WSNs are designed for gathering information, while MANETs are designed

for distributed computing.

• In MANETs, routing is designed to cope with mobility, while in WSNs,

routing is static.

• In WSNs, the number of deployed sensors can be greater than the number

of nodes in MANETs.

• The data in WSNs flows from sensors towards the sink, while in MANETs,

the data flow is irregular.
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• Power resources and memory of sensors could be very limited and are more

prone to failure, while nodes in MANETs such as laptops may have signif-

icant power resources [BCK11].

• In MANETs, communication is point-to-point, while in WSNs the commu-

nication is hop-to-hop due to the limited communication range.

In the following Section, 1.2, we present the background and motivation of

this thesis.

1.2 Background and Motivation

The lack of a communication infrastructure brings many challenges in the de-

sign of forwarding techniques for WSNs [FMLE10a]. The energy of sensor nodes

can be consumed by sensing, processing and communication (transmission and re-

ception) activities. As shown in Figure 1.2, [Est02] shows that data transmission

consumes more energy than other activities. Whenever a sensor transmits the

data, it consumes a certain amount of energy. Thus, the sensor’s energy transmis-

sion is the greatest impediment for improving overall network lifetime [AFS09]

and [FRWZ07]. The energy constraints of sensors combined with the power re-

quired for data delivery leave a clearly defined amount of energy for all other

services [KTP+11]. A critical aspect in the design of WSNs is to save energy

and keep the network functional for as long as possible. The disconnection of a

certain number of sensors causes topology changes in the overall WSN [Fot10].

In this thesis, we address how data are gathered at the sensors, and how data

are routed through the network in order to evaluate the impact on network life-

time. Several techniques for managing forwarding data in WSNs such as data

aggregation, routing protocols etc, have been proposed in the literature. Data

aggregation is the manner to combine more efficiently the data coming from dif-

ferent sources directly towards the sink. Data aggregation techniques focus on

utilizing temporal or spatial correlation between sensed data to reduce its quan-

tity [FRWZ07]. In temporal aggregation, the data gathered by sensors changes
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Figure 1.2: Energy consumption level [Est02]

slowly over time, whereas for spatial aggregation, the data gathered by neigh-

bouring sensors is similar.

As all sensors gather and route the data either to other sensors or to an ex-

ternal entity called sink, self-configuration is mandated to give all sensors the

possibility of efficiently forwarding data towards the sink. In the most applica-

tions, sensors are assumed to be static, allowing the reporting of gathered data

in a reactive manner. However, [WT09] show that the static deployment of sen-

sors has many limitations as limited connectivity, battery, storage capacity, etc.

Considering the limited connectivity, the deployment of static sensors may not

guarantee the whole coverage of the sensing area [KPQT05]. So, the network may

be partitioned into several non-connected subnetworks. As sensors are battery-

powered, some sensors may die due to the exhaustion of their batteries and may

break the network connectivity. The introduction of some mobile elements in the

WSN to enhance its limitations could be an interesting solution. Instead of having

a central sink responsible for aggregating all the data, introducing multiple mo-

bile data collectors, which are responsible to maintain a fully-connected network

topology, aggregate the data and forward it towards the sink. Thus, reducing the

congestion appearance and relaxing the requirement on network connectivity.

In our thesis, we propose a complete solution combining data aggregation,

an efficient routing of aggregated data and a hybrid multi-channel assignment in
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radio interfaces in order to achieve long-lived wireless multi-hop sensor networks.

In the following Section, 1.3, we state the problem and present the structure

of the thesis.

1.3 Problem Statement and Contributions

1.3.1 Problem statement

As in environmental monitoring, a WSN is designed to gather data throughout

some area, these data gathered needs to be made available at a central sink,

which is the final recipient of the sensed information. It is typically connected

to conventional computing equipment for complex processing of the accumulated

readings. The manner in which data is gathered at the sensors, and routed

through the network has a great impact on energy consumption of sensor nodes

and overall network lifetime. As discussed in [PD07], network lifetime is the dif-

ference in time between the deployment of a sensor in a specific area and the time

when any sensor fails due to wireless link or power failure. In WSNs, all sensors

send their data towards the central sink. This means that communication occurs

from many to one (known as convergecast). In this communication mode, the

data collection can be made through direct or indirect communication. In direct

communication, the sensors upload the data directly to the sink through one-

hop wireless communication. Since when sensors transmit data, they use energy

in transmission, uploading the data directly to the sink may require with long

communication ranges, and so degrade the energy of sensors. Indirect commu-

nication, in contrast, the data is uploaded to the sink via multiple intermediate

sensors (multi-hop), which results in short communication ranges and guarantees

the energy efficiency of the sensors.

• Due to the short wireless communication range of sensors, the sink can

only communicate with a limited number of sensors, namely the sensors in

the vicinity of the sink (see Figure 1.1). It may happen that some sensors

around the sink collect more data because they are aggregating the data
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from other sensors. Thus, congestion starts to build up on these sensors, and

their energy quickly becomes depleted, lead to delays, making them more

prone to shutdown. [LSM07] define congestion as the situation in which

there is too much data traffic at a sensor that it can be accommodated.

• As each sensor is equipped with a limited amount of storage capacity, at any

given moment, some intermediate sensors may fail to receive or transmit

further data to the sink, because the amount of data collected becomes

greater than the amount of data that can be forwarded. This causes local

congestion to emerge at these intermediate sensors, increasing the amount

of data loss, so impacting overall network performance [LSM07].

• Sensors may use many radio interfaces sharing a single wireless channel,

which they may use to communicate with several neighbors. Two sensors

operating on the same wireless channel may interfere with each other dur-

ing the transmission of data: packets will lost and will therefore not be

received [DX11].

Taken together, these considerations lead us to the statement of the problem ad-

dressed by this thesis: how to reduce the forwarding rate of the sensors in the

network in order to increase network lifetime?

1.3.2 Contributions

Data transmission consumes more energy than sensing and processing as de-

scribed by [KTP+11] and [FRWZ07]. Instead of minimizing the sensing and

computation cost, we propose to reduce the number of data transmissions by

each sensor so saving energy in order to achieve long-lived wireless multi-hop

networks [AFS09]. The transmission of data by each sensor towards the sink is

achieved via intermediate sensors. In our thesis, we propose to design a complete

solution combining a powerful tree-based data aggregation scheme, an efficient

routing of aggregated data using mobile elements and a hybrid multi-channel

assignment in radio interfaces in order to increase network lifetime.

Related to data aggregation issue, we propose three tree-based data aggrega-

tion algorithms: Depth-First Search Aggregation (DFSA), Flooding Aggregation
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(FA) and Well-Connected Dominating Set Aggregation (WCDSA) described in

Chapter 3. [FRWZ07] show that tree-based is suitable for applications such as

environmental monitoring in which the maximum sensor reading received by the

sink provides the most useful information. In each algorithm proposed, a tree

is built out from the sink. The degree of connectivity of each sensor is taken

into account in the tree construction instead of the identifier in order to elect

sensors with the highest degree of connectivity as parents (which work as aggre-

gator points), and the sensors with the lowest degree of connectivity as leaves

(which work as non-aggregator points). The degree of connectivity of a sensor

is the number of incident sensors or links to it. In order to route efficiently the

data, the shortest path between each parent and the sink is established. Thus,

the number of data transmissions by each sensor in the network remains mini-

mal, and will involve only intermediate parents through the tree from parent to

parent towards the sink along the shortest path, which guarantees energy effi-

ciency. For each sink location in the network, we select the best position of the

sink in order to obtain the minimum number of packets transmitted towards the

sink and of the maximum number of leaves. We compare the performance of our

suggested algorithms and the existing Breadth-First Search (BFS), Depth-First

Search (DFS) and Flooding in which the identifier of each sensor into account.

We have showed that our new suggested algorithms provide appreciably better

results.

Related to aggregation time issue, tree-based data aggregation results in in-

creased data delivery time because the parents must wait for the data from their

leaves. As the network topology can be random, some parents might have many

leaves, making it very expensive for a parent to store all incoming data in its

buffer. If a parent waits for the data from its leaves for long time, it collects more

data and hence data aggregation gain increases. [RAC04] define data aggregation

gain as the ratio of the benefit of traffic reduction due to aggregation to the total

traffic generated without aggregation. However, this long wait means that the

data delivery time to the sink increases. Thus, it is important to consider the time

taken by parents to aggregate and process the data, because it takes more time

to aggregate and process the data than to transmit the data towards the sink.

Failing to account for the data aggregation and processing time may increase the
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overall data delivery latency or reduce the data aggregation gain. We propose

an Efficient Tree-based Aggregation and Processing Time (ETAPT) algorithm

using the Appropriate Data Aggregation and Processing Time (ADAPT) metric

as described in Chapter 4. Given the maximum acceptable latency, ETAPT’s

algorithm takes into account the position of parents, their number of leaves and

the depth of the tree, allocating an ADAPT time to parents with more leaves.

Thus, increasing data aggregation gain and ensuring enough time to process the

data from leaves. We compare the performance of our suggested ETAPT with

Aggregation Time Control (ATC) [CLL+06] and Data Aggregation Supported

by Dynamic Routing (DASDR) [ZWR+10]. The results obtained show that our

ETAPT provides a higher data aggregation gain with lower energy consumed,

aggregation time and end-to-end delay compared to the alternative DASDR and

ATC methods.

Related to routing issue, during the data aggregation by parents, some in-

termediate parents may fail to receive or transmit further data because of their

limited storage capacity. Deploying many static sinks in the network will be not

the solution, as the heavier forwarding load of sensors around the sink will per-

sist. We propose a new and original approach by introducing into the network

of several mobile elements called Mini-Sinks (MSs), for aggregating the data as

described in Chapter 5. In our network, the sensors and the main sink are fixed,

but MSs are mobile. The MSs move inside the sensor field according to a random

mobility model to maintain a fully-connected network topology, aggregating the

data within their coverage areas based on the controlled Multipath Energy Con-

serving Routing Protocol (MECRP) [FMLE10a] and forwarding it towards the

main sink. MECRP is implemented between sensors and MSs in order to optimize

the transmission cost of the forwarding scheme. A set of multiple paths between

MSs and sensors is then generated to distribute the global traffic over the entire

network. The mobile MSs help to relax the requirement on network connectivity

and congestion appearance since the transmission of data from sensors to MSs is

done through a single hop. We have compared the results obtained with those

for a single and mobile sink proposed by [IKN06]. We have showed that our

solution can achieve better results in terms of packet delivery ratio, throughput,

end-to-end delay, network lifetime, residual energy and overhead.

8



Related to channel assignment issue, sensors may use many radio interfaces

sharing a single wireless channel, which they may use to communicate with several

neighbors. When two sensor nodes operate on the same wireless channel, they

may interfere with each other: packets will lost and will therefore not be received.

Thus, minimizing interference is crucial for improving network performance. To

achieve this, the channel assigned to a particular pair of sensor nodes needs to be

distinct from those of nearby pairs. To do this, we need to know which channel

to use in the presence of multiple channels for a given transmission. This can

be done by determining the number of channels that are needed over all sensor

nodes in the network in such a way that adjacent sensor nodes are assigned

to distinct channels. We propose a distributed Well-Connected Dominating Set

Channel Assignment (WCDS-CA), as described in Chapter 6, in which: a set

of parents and leaves are assigned to a single fixed channel. Mediators linking

two consecutive parents are assigned to several orthogonal channels. So that

they can dynamically switch to the static channels of parents for aggregating the

data. The data is propagated in parallel on multiple channels from the parent

to the mediator to the parent towards the sink. We compare the performance of

our WCDS-CA with Sensor Multi-Channel Medium Access Control (SMC MAC)

presented in [RR09] and the single channel methods. The results have showed

that our approach outperforms SMC MAC and the single channel in terms of

interference, sink throughput, broadcast latency, routing overhead and energy

consumption.

In the following Section, 1.4, we present the organization of the rest of the

thesis.

1.4 Thesis organization

The rest of the thesis is organized in 6 Chapters as follows.

• Chapter 2 reviews existing approaches to the stated problem. In this chap-

ter, we present the state of the art and recent proposals for standards and

protocol architecture for WSNs, data aggregation mechanisms, routing pro-
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tocols, mobility models and channel assignment in WSNs.

• Chapter 3 presents our new tree-based data aggregation algorithms that

aim to reduce the number of transmissions from each sensor towards the

sink in WSNs. The degree of connectivity of a sensor is taken into account

in tree construction in order to elect the sensor having the highest degree

of connectivity as a parent, and the sensor with the lowest as a leaf. As

a result, only the set of parents needs to transmit data towards the sink.

This reduces the aggregate size of data and the number of individual trans-

missions towards the sink.

• Chapter 4 presents an Efficient Tree-based Aggregation and Processing

Time (ETAPT) algorithm which use a Appropriate Data Aggregation and

Processing Time (ADAPT) metric. Given the maximum acceptable latency,

ETAPT’s algorithm takes into account the position of each parent, its num-

ber of leaves and the depth of the tree, in which each parent in the tree

computes an optimal ADAPT time before aggregating and processing the

data from its leaves. Thus, parents with more leaves will be allocated an

appropriate aggregation time, so increasing the data aggregation gain and

ensuring enough time to process data from leaves.

• Chapter 5 presents the use of many mobile Mini-Sinks (MSs) instead of a

single sink for aggregating data in WSNs. Many mobile MSs move according

to a random mobility model inside the sensor field to maintain the fully-

connected network in order to aggregate data. The mobile MSs help to

relax the requirement on network connectivity and congestion appearance

since the transmission of data from sensors to MSs is done through a single

hop.

• Chapter 6 presents the multi-channel assignment in multi-radio WSN de-

ployments. In this chapter, a distributed hybrid algorithm to perform a

selection of communication channels in a WSN is presented. Parents and

leaves are assigned to a single static channel. Mediators, are assigned to sev-

eral orthogonal channels so that they can dynamically switch to the static

channels of the parents. This allows the aggregated data to be efficiently

10



propagated in parallel on multiple channels from the parent to the mediator

to the parent towards the sink.

• Chapter 7 summarizes our contributions and sets out our perspectives.
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Chapter 2

The State of the Art

In this chapter, we review the state of the art for the problems addressed in

this thesis. Section 2.1 reviews some applications of WSNs. Section 2.2 describes

the challenges and characteristics of WSNs. Section, 2.3 reviews the standards

and protocol stack architecture for WSNs. Section 2.4 reviews the state of the

art in data aggregation mechanisms. Section 2.5 reviews the state of the art on

routing protocols for WSNs. Section 2.6 moves to the state of the art of mobility

models for WSNs. Section 2.7 presents the state of the art in channel assignments

for reducing interference. Section 2.8 summarizes the chapter by presenting the

advantages and disadvantages of existing approaches.

2.1 WSN applications

As explored by [ASSC02b] and [Fot10], taking into account the communication

model, WSNs have potential applications in various domains including:

• Building and habitat monitoring: WSNs could be used to monitor vibra-

tions that could damage the structure of a building, and they can also

be used in large buildings to detect and monitor environmental condi-

tions [CEE+01].
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• Inventory management: WSNs can provide security in shops, parking garages,

warehouses etc. Sensors can be attached to every item of inventory, allowing

the tracking of the location of each item at any given time [HKY+06].

• Nuclear, chemical, and biological attack detection: WSNs can be densely

deployed in the targeted area and used as a chemical warning system

that can be useful to the end users, by helping this type of incident ef-

ficiently [EGHK99].

• Medical: Sensors can be attached to the human body to monitor medical

issues like, blood pressure, heart rate, and brain activity. They also help

medical examiners to better predict and understand the situation of patients

by identifying particular symptoms earlier [JMWM04].

• Disaster management: WSNs can be used to map a disaster area, directing

the nearest emergency rescue teams to affected sites [AKA11].

• Precision agriculture: WSNs can be used to measure pesticide level in wa-

ter, and the level of soil erosion to better understanding the agriculture

environment [XTS+11].

• Forest fire: WSNs may be deployed in a forest. Sensors can transmit in-

formation about the seat of the fire to the fire rescue team before the fire

spreads to other areas [PH05].

• Vehicle tracking: WSNs can be deployed to monitor vehicle traffic. The

sensors in car parks should be able to detect vehicle locations, sizes, speeds,

and road conditions [RV08].

• Military applications: WSNs can be used to detect possible enemy move-

ments, explosions, to monitor opposing forces, friendly forces for battlefield

targeting [HKY+06]. Sensors can be attached to every vehicle, allowing

status reporting of information to be aggregated in the base station.

In the following Section, 2.2, we present the characteristics and challenges of

WSNs.
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2.2 WSN Characteristics and Challenges

2.2.1 WSN characteristics

Some characteristics of WSNs as described by [BCDV09] include:

• Small size of sensors: In a WSN, a sensor should small in order to facilitate

large-scale and convenient deployment. In some case, sensors may be hidden

to achieve undetected surveillance.

• Network size: A WSN should be able to be deployed over small and large-

scale area.

• Low cost: A WSN should be cheaper and be able to function even if they

are many in the network [MCH09].

• Low resource usage: sensors should be fugal in their use of energy, commu-

nication capability, memory capacity, bandwidth, battery lifetime etc.

2.2.2 WSN challenges

[JK04] and [HC09] explored and show that the design of routing techniques in

WSNs should have to consider the following features:

• Sensor node deployment

The deployment of a sensor can be manual or random [HC09]. In manual

deployment, the sensors are manually deployed at chosen locations and data is

routed by sensors through fixed paths. In random deployment, the sensors are

deployed randomly at chosen locations [HC09]. [KPQT05] show that an optimal

clustering is important to allow full connectivity and energy efficiency of sensors.

• Energy consumption
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As data transmission consumes more energy than other activities, the sensor’s

energy transmission is the main impediment for maximizing the overall WSN

lifetime. [Hai09] show that power failure of some intermediate sensors during the

transmission may affect the overall WSN lifetime.

• Data forwarding

As all the data gathered by sensors in WSNs are dedicated to the sink, the

forwarding of data can be done in time-driven, event-driven, query-driven, and

hybrid as described by [HC09] and [LL12]. In the time-driven case, sensors period-

ically forward the data at regular intervals. This is suitable for applications that

require periodic data monitoring as described by [CEE+01]. In the event-driven

case, sensors forward the gathered data directly towards the sink. [DADE06] show

that this case is suitable for intrusion detection applications. In the query-driven

case, the sink generates a query to some sensors in the network, and these sensors

forward the gathered data towards the sink based on the query.

• Data aggregation

Due to the fact that some sensors may be close each other during the de-

ployment, some sensors might forward redundant data towards the sink. Data

aggregation schemes should be employed in order to reduce the number of trans-

missions by applying certain functions (minimum, maximum, average, etc) as

described by [KEW02b].

• Sensor homogeneous

In a WSN, sensors should have the same capacity in computation, communi-

cation, power etc [YKR06] and [HC09].

• Scalability and Fault tolerance

The deployment of sensors in a WSN should be large in order to increase the

connectivity between sensors. The design of routing techniques should be adapted

to the density of the network in such a way that the overall network performance

is not affected. If some sensors fail due to the lack of power, the routing protocols

should be able to create new routes in order to forward efficiently the gathered

data [HC09].
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• Sensor mobility

As described by [VSS10], in most applications, sensors are assumed to be static

such as forest monitoring, etc. The mobility of sensors or the sink is important

to reduce the congestion appearance in the network.

2.2.3 Sensor node components

As described by [MCH09], the architecture of a sensor typically includes four com-

ponents: sensing, processing, communication and power as shown in Figure 2.1.
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Figure 2.1: Sensor architecture

• The sensing component consists of an internal Analogue-to-Digital Con-

verter (ADC) and one or more sensor sockets, for detecting environmental

parameters such as temperature, air quality, illumination, etc. This com-

ponent links the sensor with the outside world.

• The processing component includes a processor with a micro-controller,

and storage to execute local data processing. The processing kit performs

networking operations as hop-to-hop routing.

• The communication component consists of wireless transmission and re-

ceiver units. It consists of a short range radio for communication.
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• The power supply is provided by batteries, or other power sources such as

solar energy etc. It supplies energy to the sensor.

In the following Section, 2.3, we present the standard and protocol architecture

for WSNs.

2.3 WSN Standards and Protocol Stack Archi-

tecture

2.3.1 WSN Standards

[YMG08] define WSN standards as the functions and protocols which help

sensors to interfere with a variety of networks. [Wag10] and [YMG08] explore

the standard of WSNs, and show that they have been designed taking into con-

sideration the reliable communication with low energy consumption in order to

improve network lifetime. Some WSN standards include IEEE 802.15.4, Zig Bee,

Wireless Hart, ISA100.11a, IETF 6LoWPAN, IEEE 802.15.3, Wibree and Dash

7 [Nor09].

2.3.1.1 IEEE 802.15.4

IEEE 802.15.4 is used for Personal Area Networks (Pans), which focus on low

complexity and energy consumption. [HG03] say that IEEE 802.15.4 is designed

for applications that need short communication distance to improve network life-

time. The devices working with this standard are designed to work with physical

and data-link layers. Physical layer can operate with 868-868.8 MHz, 902-928

MHz and 2400-2483MHz bands [Wag10]. Some applications of WSNs using this

standard are industrial and environment monitoring, control and automation etc.
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2.3.1.2 Zig Bee

[IEE03] and [Blu08] define Zig bee as the higher layer communication proto-

cols built on IEEE 802.15.4 standard for low rate Pans. [ZHS03] show that Zig

Bee devices are simple to implement, lower cost and use very little power con-

sumption. [YMG08] classify Zig Bee devices into Zig Bee coordinator, Zig Bee

router and Zig Bee end device. Zig Bee coordinator is responsible to create the

network and store the data. Zig Bee routers are responsible of multi-hop com-

munication among nodes in the network. Zig Bee end device is responsible to

communicate with Zig Bee routers. Zig Bee is more suitable in embedded appli-

cations [BPC+07].

2.3.1.3 Wireless Hart

Wireless Hart provides a wireless communication for measurement and control

applications as described in [Car12]. It is based on IEEE 802.15.4, operates on

2400 MHz and devices are energy efficient due to the use of power management

techniques. [YMG08] classify Wireless Hart devices into wireless field devices,

gateways, process automation controller and network manager. Wireless field

devices connect all devices together in the network. Gateways are responsible for

the communication between wireless field devices and the host applications. The

process automation controller is responsible to control the process and ensure

the security. The network manager manages the communication and the routing

among the devices [Wag10].

2.3.1.4 ISA100.11a

ISA100.11a is designed for low data rate, monitoring and automation applica-

tions [YMG08]. ISA100.11a focus on low energy consumption, scalability and

interoperability with other wireless nodes [ISA09]. [YMG08] show that nodes

working with ISA100.11a use only 2400 MHz radio and channel hopping strategy

to reduce interference.
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2.3.1.5 IETF 6LoWPAN

6LoWPAN provides the communication over a network based on IEEE 802.15.4 [MG07].

With 6LoWPAN, devices can communicate directly with IP devices using IP

protocols. [YMG08] show that 6LoWPAN enables an adaptation layer since

IPv6 packet sizes are much larger than the size of IEEE 802.15.4. 6LoWPAN

is suitable for applications with low data rate that needs Internet to communi-

cate [MKHC07].

2.3.1.6 IEEE 802.15.3

IEEE 802.15.3 is used at the physical and Medium Access Control (MAC) with

high data rate wireless Pans [YMG08]. IEEE 802.15.3 operates on a 2400 MHz

band with data rate varying between [11-55] Mbps. It uses Time Division Multiple

Access (TDMA) strategy to ensure quality of service [Wag10]. This standard is

suitable for applications such as video, wireless connectivity.

2.3.1.7 Wibree

Wibree is designed for short-range communication (5-10m) and small power de-

vices such as sensors, keyboards etc [YMG08]. This standard operates on 2400

MHz band with a data rate of 1 Mbps.

2.3.2 Protocol Stack Architecture for WSNs

[ASSC02a] and [OB06] show that the protocol architecture of WSNs consists

of physical layer, data link layer, network layer, transport layer, application layer,

task, mobility and power management planes as shown in Figure 2.2. Physical

layer is responsible of the type modulation used and data communication. The

network layer is responsible to route the data through the network and manages

the network topology with the help of the transport layer [AFS09]. The data link

layer is responsible of assigning communication channels between sensors [AFS09].

The MAC protocol includes in the data link layer helps to reduce the energy

consumption of sensors. The transport layer is responsible of data flow depending
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Figure 2.2: Protocol stack architecture for WSNs

on applications [OB06] and [AFS09]. The task management plane is responsible

to manage and synchronize the activities among sensors [ASSC02a]. The mobility

management plane is responsible to manage the mobility of sensors [OB06]. The

power management plane manages the energy consumption of sensors among

different activities. It uses the synchronization mechanisms to avoid implosion

in order to reduce the energy consumption of sensors. More informations can be

found in [AFS09].

In the following Section, 2.4, we present the state of the art and recent pro-

posals for data aggregation schemes.

2.4 Data Aggregation in WSNs

The idea of data aggregation is to combine the data from various sensors more

efficiently by eliminating redundant data. [FRWZ07] and [RV06] classify data

aggregation techniques into tree, cluster, mesh, chain and hybrid mechanisms.

2.4.1 Tree-based mechanisms
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In a tree-based, in which we focus in this thesis, a tree is built out from the sink

by electing some special sensors to work as aggregation points. Data is aggregated

at intermediate sensors level by level along the tree and forwarded towards the

main sink. This mechanism is suitable for applications which involve in-network

data aggregation, such as environmental monitoring, where the maximum data

values received by the sink provide the most useful information [FRWZ07]. Tree-

based data aggregation has some limitations concerning its robustness and main-

tenance cost. Whenever a packet is lost at a given level of the tree due to link

or sensor failures, data coming from the subordinated levels of the tree is lost.

A further issue is high cost of maintaining the tree in dynamic networks. Data

aggregation using a tree structure has been well-studied in research.

[CLRS01] present Breadth-First Search (BFS) and Depth-First Search (DFS)

as two algorithms to explore the graph by building a tree. DFS is a recursive

algorithm that explores each branch of the graph to the greatest extent possible.

After all links have been explored, it backtracks until it founds a sensor with

an unexplored neighbour. In the BFS algorithm, sensor nodes are checked in

the order that they are discovered, by maintaining a queue that stores all nodes

that have been discovered but not yet processed. At each step, the node at the

front of the queue is processed. For example, when the node S is processed, all

newly-discovered reachable nodes are added to the end of the queue. At each step

of DFS and BFS, the node with greater identifier is processed first. Recall that

DFS and BFS explore each link and sensor in the graph exactly once, so the

running time of both algorithms is O(S + E), where S and E are the number of

sensors and links respectively. However, the memory usage of BFS depends on

the density of the graph, while that of DFS depends on the depth of the graph.

[CL02] propose Connected Dominating Set (CDS) to reduce the energy use in

the routing by minimizing the number of dominating nodes (parents) necessary

to transmit the data. A CDS builds a tree in the graph by locally electing a set

of parents in order to minimize the transmission of routing data. The broadcast

tree of CDS is constructed incrementally out from the sink via a beacon mes-

sage, by electing parents and leaves based on Id of nodes. Thus, sensors with

the highest identifier are elected as parents, and sensors with the lowest identi-

fier are elected as leaves [GP09]. A CDS of the graph is a set of parents such
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that any two sensor nodes can communicate with each other via a series of adja-

cent sensors in the set [FMLE11b]. The broadcast tree defined by the CDS can

serve as the communication backbone in the graph. [FLS06] present an approach

that uses a spatial aggregation (when the values generated by nearby sensors

are similar), and temporal aggregation (when the data sensed by sensors changes

slowly over time), to find correlation between sensed data in order to reduce

its quantity and hence avoid congestion. [SBLC03] shows that these techniques

are especially useful in monitoring applications. [CMT05] propose an additive

stream cipher that allows efficient aggregation of encrypted data. The cipher is

used to compute statistical values such as mean, variance and standard deviation

of sensed data, while achieving significant bandwidth gain. However, they do not

address the issue of CPU resource constraint. [PHS00] propose a distributed

architecture together with their Border Gateway Reservation Protocol (BGRP)

for inter-domain resource reservation. BGRP builds a sink tree for each of the

stub domains. This reduces control state memory requirements by aggregating

reservations. Consequently, the amount of information that must be propagated

between nodes is reduced, so conserving resources. [KEW02b] evaluate the im-

pact of network density on the energy costs associated with data aggregation.

However, the time complexity remains unknown in the multi-hop case. [YLL09]

propose the first distributed aggregation model based on maximal independent

sets to minimize data latency. [GND+05] propose an approach based on the

construction of CDSs. The sensors belonging to the broadcast are connected in

such a that they can collect data from any sensor in the network.

Other approaches can be found in [CLRS01; CL02; ZWS10; MF08].

2.4.2 Cluster-based mechanisms

In a cluster-based, the network is divided into clusters as described by [YKR06].

Some special sensors, called Cluster Heads (CHs), are elected in order to aggre-

gate the data locally within each cluster and transmit the result towards the sink.

The CHs can communicate with the sink directly via long range transmissions

or via multi-hops through other CHs [HC09]. The advantages and drawbacks of
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cluster-based are more or less similar to those of tree-based.

[HCB02] propose Low-Energy Adaptive Clustering Hierarchy (LEACH), to

provide a balancing of energy usage through random rotation of CHs. In LEACH,

some sensors are selected as CHs based on signal strength, and rotate this role

among the sensors in the network. No global knowledge is required. The rotation

of the role of the CH is conducted in such a way that uniform energy dissipation

in the sensor network is obtained. [YG02] present COUGAR as which uses in-

network data aggregation to obtain greater energy savings. COUGAR selects

a leader node to perform data aggregation and transmit the data to the sink.

COUGAR needs extra overhead and energy consumption on each sensor. In

COUGAR, leader nodes help to maintain in case of node or link failures. [HC09]

show that COUGAR differs from LEACH in the election of leader or cluster

head. [YF04] propose Hybrid Energy-Efficient Distributed clustering (HEED).

HEED is a multi-hop data aggregation method which focus on residual energy and

intra-cluster communication. The purpose is to distribute energy consumption

to prolong network lifetime, and to minimize energy consumption during the CH

selection phase, minimize the control overhead of the network.

2.4.3 Mesh-based mechanisms

Instead of having a tree-based in which each sensor sends its data to a parent,

in the mesh-based, one or more alternate path exists between a sender and a

destination sensor when the primary path fails [HC09]. These alternate paths are

kept alive by sending periodic messages. Data may propagate from the sources

towards the sink along multiple paths and data aggregation may be performed by

each node. Some drawbacks of this category are extra overhead due to sending

duplicates data and the high cost of maintaining the alternate paths.

[CYJ10] propose an approach using a scalable multi-path routing for mul-

tiple sinks in wireless sensor networks. Their approach helps to achieve energy

efficiency at minimum latency cost. The forwarding mechanism is based on a

node’s own knowledge, sender guidance and neighborhood knowledge in order to

find the shortest possible route with maximum path aggregation. However, the

time complexity remains unknown. [NGAS04] propose an approach where data
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aggregation is performed through a multi-path mesh. The network is organized

into rings around the sink, which are formed when a node sends a query over

the network. [GGSE01] present an approach which uses multipath to solve path

recovery due to the failure of sensors belonging to the path between a source

and the sink. Data transmission is done along a single path until it becomes un-

available. [SS03] present a routing algorithm which aggregates data in a robust

manner in order to increase network lifetime. [MYH06] propose a multi-path

scheme based on multiple spanning trees. In their approach, multiple paths exist

between sensors and parents in order to efficiently forward the data. This struc-

ture allows duplicate data to propagate, and consequently increases robustness,

since multiple copies of the same data are sent along different paths in contrast

to tree-based.

2.4.4 Chain-based mechanisms

In a chain-based, sensors are organized into a chain in such a way that each node

transmits and receives from only the closest node among its neighbors in contrast

to clustering, in which sensors transmit data to the cluster heads where data

aggregation is performed [TMZH12]. A chain-based has two major advantages:

first, network lifetime is increased by using collaborative techniques among sen-

sors. Second, it requires only local coordination between sensors that are close

together, so that the bandwidth consumed in communication is reduced. Unlike

LEACH (see Section 2.4.2), PEGASIS avoids cluster formation and uses only one

node in a chain to transmit to the sink instead of using multiple sensors.

[TMU06] propose a Chain Oriented Sensor Network (COSEN) for efficient

data collection which ensures maximal utilization of network energy and increases

network lifetime. Simulation results show that COSEN achieves around 20% bet-

ter performance than that of PEGASIS in respect of number of rounds before the

first sensor dies. [LR02] propose Power-Efficient Gathering in Sensor Information

Systems (PEGASIS), where the nodes are organized into a chain. The election

of the head node is done by randomly choosing a node from the chain that will

transmit the aggregated data to the sink, thus reducing the energy expenditure

as compared to the clustering approaches where, if a cluster head is far away
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from the sensors, it might expend excessive energy in transmission. [DWZ03]

propose an energy-efficient chain construction algorithm which uses a sequence of

insertions to add the least amount of energy consumption to the whole chain. It

also saves about 260% time on average in comparison to PEGASIS. In PEGASIS,

only one node is allowed to transmit to the sink at each time, and long delays can

be introduced for nodes that are distant on the chain. Since sensors need only to

communicate with their closest neighbors and they take turns in communicating

with the sink, network lifetime is extended. When the round of all sensors com-

municating with the sink arrive terminates, a new round will start, and so on.

This reduces the power required to transmit data per round, as power drain is

spread uniformly over all nodes.

2.4.5 Hybrid-based mechanisms

A hybrid-based combines tree and mesh mechanisms. In a hybrid-based, sensors

are divided into two categories: those sensors using a tree mechanism to forward

packets and those using a mesh mechanism. The network is organized in sub-

regions implementing one of these two mechanisms [SBAG10].

[SZZL07] present an IEEE 802.15.4 standard based low power WSN with

Mobile Gateway (MG). MG is use to minimize the network partition. [GBJS08]

focus on the software architecture and introduce the network protocol stack of

the Linux kernel. [MNG05] propose an approach in which, under low packet loss

rates, a tree-based data aggregation is used because of the efficiency that it offers

in representing and compressing the data. In the case of high loss rates or when

transmitting partial results which are accumulated from many sensor readings, a

mesh-based data aggregation is used due to its increased robustness.

In the following Section, 2.5, we present the state of the art and recent pro-

posals on routing protocols for WSNs.

2.5 Routing Protocols in WSNs

One of the main design goals for WSNsans is to carry out data communica-
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tion while trying to prolong the operational lifetime of the network and prevent

connectivity degradation by employing some routing mechanism based on energy

management techniques as described in [Fot10]. The design of routing protocols

in WSNs is influenced by many challenging factors. These factors must be over-

come before efficient communication can be achieved. [AY05] and [AFS09] state

that the overall routing techniques taking into account the network structure are

classified into data-centric, hierarchical and location-based. Furthermore, these

protocols can be classified into reactive, proactive or hybrid routing taking into

account the route discovery process [OB06]. In reactive routing, routes are cal-

culated on demand. In proactive routing, routes are calculated before they are

needed, while hybrid routing combines both.

In this section, we give a background that discuss routing design issues that

affect the routing process in WSNs.

2.5.1 Data-centric

Data-centric is a query-based and depends on the naming of the data desired,

which helps to eliminate redundant messages [Fot10].

[WC12] and [DL05] present flooding and gossiping as two techniques to for-

ward data between sensor nodes. In flooding, each node in the network broadcasts

to nodes in it neighborhood. Each node receiving the packet, checks if that packet

has not broadcast before to rebroadcast. The process stops when all nodes in the

network received the packet. [AAFL13] show that flooding suffers from broadcast

storm problem which affects network performance. Recall that in flooding, each

link in the graph delivers the message one or twice, the message usage is O(| E |),

and the time complexity is O(D), where E and D are the number of links and

the diameter of the network respectively. However, gossiping gives only a small

low improvement over flooding, since the receiving sensor sends the packet to

a randomly-selected neighbor. [RJH99] propose Sensor Protocol for Information

via Negotiation (SPIN) that aims to name each packet using meta-data. SPIN

advertisement cannot guarantee the delivery of packets if sensors that are inter-

ested in specific data are far from its source and intermediate sensors are not

interested. SPIN improves on flooding and gossiping in respect of redundancy,
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overlapping of sensing area. [DL05] present Directed Diffusion (DD), in which

the sink uses a list of attribute pairs to broadcast queries to its neighbors, which

are capable of aggregation. DD uses only one path among all those discovered to

transmit the data until the path fails. Packets are sent via a reinforced path at

a high rate. It differs from SPIN in terms of its need for data queries. DD is not

suitable for applications that need continuous data delivery.

2.5.2 Hierarchical

Hierarchical protocols divide the network into clusters to efficiently maintain the

energy consumption by involving the sensors in multi-hop communication in each

cluster, so reducing the number of transmissions to the sink [YKR06].

[RSFG04] present Energy-Aware Routing (EAR) as a routing method that

focuses on network survivability by randomly choosing a set of sub-optimal paths,

which help to save energy and so increase network lifetime. Since the paths are

choose randomly, this provides increases propagation delay during the transmis-

sion and hinders the ability for recover in case of node failure. Unlike DD, EAR

constrains the ability to recover from a sensor failure. [FPH05] and [PJLR05]

present Gradient Based Routing (GBR) as a slightly modified version of DD,

which keeps the number of hops to the sink constant once an interest has been

expressed. The gradient of the link is the difference between the nodes and neigh-

bors heights. Several paths are created, but the data are transmitted over the

path with the largest gradient. [Son05] presents the Low-Energy Adaptive Clus-

tering Hierarchy (LEACH) as an approach that forms clusters of sensors based on

received signal strength. Local cluster heads perform aggregation and route pack-

ets to the sink. The protocol does not require global knowledge of the network

and is not suitable for large-scale networks. Power-Efficient Gathering in Sensor

Information Systems (PEGASIS) has been proposed as improvement on LEACH

in [Son05]. It differs from LEACH because it uses multi-hop path by forming

chains and selecting one sensor to forward to the sink rather than using many

intermediate sensors. [AY05] show that Threshold Sensitive Energy Efficient sen-

sor Network protocol (TEEN) is more efficient that LEACH for applications that

need periodical reports.
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2.5.3 Location-based

Location-based protocols use geographic location information to calculate the

distance between two sensors in order to evaluate energy consumption during

data forwarding.

[KK04] propose Minimum Energy Communication Network (MECN), which

uses low power global position system to identify a relay region. MECN is self-

reconfiguring and can dynamically adapt to node failure. It is best suited to

static WSNs. [AY05] Geographic and Energy Aware Routing (GEAR) which uses

heuristics to forwards packets towards a defined region. They propose in addition

Geographic Adaptive Fidelity (GAF) which uses the same principle as DD, but

restricts the interest through a defined area.

In this thesis, we focus on data centric routing protocols, because the energy

can be saved during data aggregation when the number of sensors is large, and

when the sensors are close to each other and far from the sink [KEW02a]. For

more detailed information concerning routing protocols in WSNs, we refer you to

the survey described by [AY05] and [AFS09].

In the following Section, 2.6, we present the state of the art and recent pro-

posals in the routing using mobile nodes in WSNs.

2.6 Mobility Models for WSNs

Mobility in WSNs introduces many challenges, as described in 2.2.2. [CM10]

define several mobility models using a formal mathematical description that gen-

eralizes the characteristics of mobility patterns. [BH04] define the mobility models

as a formal mathematical description of the movement pattern of mobile users,

how their positions velocity change over the time. [Sch06] and [DD11] define

mobility patterns as the movement of physical objects, such as vehicles, peoples,

which are characterized by the speed, acceleration etc. [PS11] and [SZ09] clas-

sify the mobility models in WSNs as memory-based and memory-less models, as

shown in Figure 2.3. [BHSW07] show that the mobility metrics that differen-

tiate the two models are: velocity, angle, acceleration, distance between nodes,
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transmission range, etc.

�����������	
��

�
�����
�� �
�������
	

���	�������

���	������������

���	�����
�����

�
�����������
	

�������������
	

�����������
	

�������
����
	

�

�������
	

 
���������
	

��!�������"����
	

#����$
���������
	

$����������
	

�
%

��
������

#��!������
	

�!�!
����
	

&���	������
	

Figure 2.3: Mobility models in WSNs

2.6.1 Memory-Based models

In memory-based models, the mobile sensor uses its previously-stored database

to direct its movement. Some examples of memory-based models as described

by [BH04] are: Gauss-Markov Mobility (GMM), City Section Mobility (CSM),

Geographic Mobility (GM), Manathan Mobility (MM), Freeway Mobility (FM)

and Reference Point Group Mobility (RPGM). The GMM works on the previous

speed and direction for the current move, and the velocity of the node is modelled

as Gauss-Markov stochastic process [LH99]. As described by [HA09], the CSM

puts constraints on the movement of a node based on a city street grid. A mobile

node moves along the street according to the speed limit. In GM, node movement

is restricted to the pathways in the sensing field [BSKH04] and [BH04]. MM is

used to emulate the movement of cars in a city [DAGS07]. [DAGS07] show that

FM is used for exchanging traffic status or tracking a vehicle on a freeway. As
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proposed by [HGPC99], RPGM is used in military battlefield communication in

which each group has a logical centre, known as group leader.

2.6.2 Memory-Less models

In memory-less models, the mobile sensor does not make use of any memory

when changing their locations. Some examples of memory-less models as de-

scribed in [CBD02] are: Random Walk Mobility (RWM), Random Waypoint

Mobility (RWpM) and Random Direction Mobility (RDM). In RWM, a mobile

node moves from its current position to a new position by randomly choosing

a speed and direction between [speedmin, speedmax] and [0, 2π] degree respec-

tively [PS11] and [BMJ99]. RWpM includes pause times between changes in

direction and speed. During the mobility of the mobile node, it make a pause

time before moving to the new position. Once the pause time expires, the mobile

node chooses a random destination with a speed between [0, speedmax] and so

on. RWpM is similar to RWM if pause time is zero and [0, speedmax] = [speed-

min, speedmax] [BMJ99]. In RDM, a mobile node chooses a random direction

instead of a random destination as in RWpM [BH04]. The node travels as far

as the boundary of the sensor networks deployment area. When the boundary

is reached, the node stops to move for a certain period of time, chooses another

angular direction between [0 , π] degree, and repeating the procedure indefinitely.

As sensors are limited in memory capacity, we focus on memory-less models in

this thesis. In the past, many works have proposed using sensor or sink mobility

to collect the data. In the case of the mobile sink, which is the final destination

for all the gathered data: the mobile sink moves in order to collect the data from

fixed sensors as described in [XCCM08]. In the case of sensor mobility, individual

sensors move in the sensing area to collect the data and maintain connectivity

among the sensors as described by [CCI+11]. In this chapter, we are interested in

the mobile sink, as the mobility of sensors is very complicated in practical WSNs,

due to the limited resources of sensors as described in section 2.2.1.

[DD11] classify sink mobility into mobile base station, mobile data collector

and rendezvous-based, taking into account the movement pattern of the mobile

sink and the manner that the data are collected. In the mobile base station
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case, [EGB06] explore the consequences of the location of the mobile base station

changing as result of movement. The data forwarded by fixed sensors to the

mobile base station is relayed towards the sink. In the mobile data collector case,

many mobile data collectors are used to collect sensed data from fixed sensors.

Rendezvous-based schemes combine a mobile base station and a mobile data

collector. In this case, sensors forward the data to rendezvous points close to the

path of mobile devices, and the data gathered is stored at rendezvous points until

it can be relayed to the mobile sinks. In a WSN, a mobile sink can follow three

types of mobility pattern [PS11]: random, fixed or predictable and controlled

mobility.

2.6.2.1 Random mobility

With random mobility, mobile data collectors move along a random path within

the sensor field and implement a random technique for collecting the data from

fixed sensors. Random mobility can be efficient in reducing the appearance of

congestion; however, it does not guarantee the collection of data from all sensors

and may result in long delays in data delivery.

[IKN06] use random sink mobility to reduce data latency and increase the

network lifetime of WSNs. A single sink is moving in a random manner in the

sensor field to aggregate the data. The restriction in their approach is that the

mobile sink can only gather data from 3 hop neighbors. [GT02] use random

mobility of all the nodes to improve data capacity. They prove that two-hop

routes are sufficient to achieve the maximum throughput of the network. [SRJB03]

propose an architecture for data collection in sparse sensor networks. Their model

exploits mobile devices, called MULEs, to collect data from sensors in range, and

forward it towards the sink using a random walk mobility model. [VS09] propose

the evaluation of various deployment strategies involving sink mobility in the

real world in order to reduce energy consumption and propagation delay while

increasing network lifetime.
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2.6.2.2 Controlled mobility

With controlled mobility, the control of the movement of the mobile data collec-

tor is used to increase network performance. The node to be visited is chosen

from among those close to the mobile data collector as that with the earliest

buffer overflow deadline. Since controlled mobility is used to reduce data latency

and increase load balancing, it is less cost-effective than fixed path mobility as

explored by [JSS05].

[HC08] explore recent data dissemination techniques using mobile sinks and

analyze the impact of mobility on network lifetime. [LNS09] study the theoretical

aspects of the uneven energy depletion phenomenon around a sink, and address

the problem of energy-efficient data gathering by mobile sinks. [JZD07] propose

a model which utilizes context-aware pervasive mobile devices to collect data in a

sensor field. [CH03] propose controlled mobility to improve network lifetime and

data fidelity. Their idea is to add multiple mobile entities in order to achieve

load balancing. [LH05] propose an approach that uses the mobility of the sink in

such a way that the sensor nodes located in the vicinity of the sink change over

time. They show that combining the mobility of the sink and routing protocols

helps to balance the load in order to optimize network lifetime. [KGH07] present

the use of a mobile sink to reduce congestion into the network. They use the

mobility of mini-sinks according to a controlled mobility pattern in order to ag-

gregate data from fixed sensors. The number of hops is limited, helping to reduce

the energy consumption of sensors. [BCPP11] propose a realistically deployable

distributed heuristic for coordinating the motion of multiple sinks through the

network. They demonstrate that their solution achieves network lifetime signif-

icantly greater than those deploying the sinks statically. [WBMP05] propose a

novel linear programming model for network lifetime maximization, which gov-

erns the movement of the sink rather than minimizing energy consumption at

the nodes. Their proposed model results in a fair balancing of energy deple-

tion among the network nodes. [MC09] propose an approach in which mobile

sinks change their position when the energy of sensors close to mobile sinks is

depleted. The new position of mobile sinks follows the path with the maximum

energy of sensors. [WHCY07] propose an energy-aware data aggregation scheme
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for transmitting data to a mobile sink. Their approach is based on a grid in

which each sensor with location information and limited energy are considered.

In the region of interest, the gateway which has the highest residual energy is

chosen as the root. Each of the other sensors chooses its parent sensor among

its neighbors based on information about its residual energy and distance to the

root. Therefore, the gateway which will has more residual energy can connect to

more neighboring gateways, so distributing energy consumption and increasing

network lifetime.

2.6.2.3 Fixed path mobility

In fixed path mobility, the mobile data collector moves along a fixed path. In

this case, all sensors should know the movements of data collectors in order to

forward the data, helping to improve overall network performance. However,

whenever the mobile data collector moves, routing paths need to be updated

with a consequential high routing and energy overhead.

[VVZF10] propose an approach that combines a probabilistic flooding strat-

egy to collect data. [YYS06] propose the use of mobile sinks to route data towards

the destination via the shortest paths. Residual energy is taken into account in

the shortest paths calculation in order to maximize network lifetime and reduce

overhead. [CCA09] study the effects of sensor node mobility on the formation

of networks conforming to IEEE 802.15.4/Zig Bee. They authors focus on both

single-sink and multi-sink configurations to analyze network performance as a

function of the number of sinks. [LPP+06] propose an approach that uses a

routing protocol to balance the energy dissipation and reduce the amount of data

loss. The discrete mobility of the sink is used, where the sink pause time is greater

than its mobility time. [PBH07] propose the use of a reactive sink mobility con-

cept for data collection by implementing a novel gradient-based routing protocol

in order to improve the fault tolerance and load balancing.

In the following Section, 2.7, we present the state of the art and recent pro-

posals in channel assignment in WSNs.
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2.7 Channel Assignment in WSNs

Much research has been done in the area in channel assignment in WSNs.

[DX11] divide channel assignment in WSNs into static or quasi-static, dynamic

and hybrid strategies.

2.7.1 Static assignment

Considering static or quasi-static assignment, [SGD+07] and [TXZ05] propose a

mapping between a wireless channel and a wireless link for long-term use. This

method can be subdivided into common and varying channel assignment ap-

proaches. In common channel assignment, the radio interfaces of every sensor

are all assigned the same set of channels. In varying channel assignment, the

radio interfaces of different sensors may be assigned to different sets of channels.

Thus, increases network throughput. However, the static assignment of channels

may generally incur high overheads, and nodes must have a global knowledge

of the network. Static assignment can also lead to network partition and topol-

ogy changes that may increase the length of paths between the sensor nodes.

Consequently, management of topology changes needs to be carried out carefully.

[MDS10] propose a graph-theoretic formulation of channel assignment using

a novel topology control perspective. They also develop a new greedy heuristic

channel assignment algorithm for finding connected, low interference topologies

by utilizing multiple channels. [KLL11] suggest a cross-layer approach that selects

appropriate channels for each mesh node to use with carefully-tuned transmit-

ter power, and computes the optimal multicast flows from multiple cooperative

gateways. Simulation results show that their proposed solution provides high

throughput for multicast routing. [RR09] propose Sensor Multi-Channel Medium

Access Control (SMC MAC) to alleviate the hidden terminal problem. Hidden

terminal is when two nodes that are out of range of one another, both transmit

on the same channel at the same time, resulting in interference and data loss at

a common receiving node. The performance of their method gives better results

than a single channel in terms of throughput and latency. [WSHL08] propose

a greedy algorithm in which the network is divided into subtrees. They allocate
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different channels to each subtree, and then forward each data packet along its

corresponding subtree; this is suitable for use when the number of channels is

small. [WM10] evaluate three popular types of static channel assignment on

a wireless mesh network. They show that routing protocols must be modified

to take advantage of static channel assignment techniques. [JDM11] propose a

cross-layer approach to joint channel assignment and construct a multicast tree

based on binary integer programming to minimize the impact of hidden termi-

nals. The authors achieve promising results, although their method is distributed

and fairly complex, incurring high overheads when the density of the network in-

creases.

2.7.2 Dynamic assignment

Considering dynamic assignment, [BCD04] and [DAVR05] propose changing the

channel on the interface frequently. Consequently, when nodes need to communi-

cate with each other, a coordination mechanism is needed to ensure they are on

a common channel. The benefit of dynamic channel assignment is the ability to

switch an interface to any channel, thereby gaining the potential of using many

channels with few interfaces. The challenges involve channel switching delays

and the need for coordination mechanisms for channel switching between sensor

nodes. However, [CB04] show that the fast switching of the channel makes theses

techniques not suitable for use with the commodity hardware in which the delays

during the switching can be greater.

[JX11] propose a network restoration solution via the joint design of traffic

rerouting, channel re-assignment, and scheduling over a multi-radio multi-channel

wireless mesh network. They provide a greedy static edge to channel assignment

algorithm, where a channel is initially assigned to a graph edge and remains fixed

over all time slots. [RBAB06] propose an approach to handle channel assignment

for radios instead of links. However, the interference problem remains unsolved.

[GGCS10] propose a link layer algorithm that continually learns channel charac-

teristics and dynamically decides when to switch between radio interfaces. Based

on the results obtained from a practical analysis, they achieve up to 52% energy

saving compared to when a single channel is used. [SRSL11] propose a new
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multichannel allocation protocol for Zig Bee WSNs. Their approach is based on

the availability of multiple channels, allowing to dynamic tuning to different fre-

quencies in order increase the number of simultaneous transmissions on adjacent

links. However, their approach does not perform well with multi-hop.

2.7.3 Hybrid assignment

Hybrid assignment in which we focus in this thesis, combines static and dynamic

assignments by applying a fixed assignment for some interfaces and a dynamic

assignment for others. Approaches can be sub-classified based on whether the

fixed radios use a common or a varying channel.

[RRT+11] propose a hybrid method which they call interference and traffic

aware channel assignment. Their approach performs efficient multi-hop routing

between every node and the designated gateway nodes by reducing intra-flow and

inter-flow interference among the network nodes. [KV06] propose a link layer

protocol based on a novel assignment strategy to manage the use of multiple

channels. Fixed interfaces are assigned to fixed channels for long intervals of

time, while switchable interfaces can be switched more frequently among the

non-fixed channels to maintain connectivity.

In the following Section, 2.8, we summarize the chapter.

2.8 Summary

In this chapter, we have presented the state of the art and recent proposals in

standards, data aggregation, routing, mobility models and channel assignment in

WSNs. In Section 2.3, we saw that WSN standards include IEEE 802.15.4, Zig

Bee, Wireless Hart, ISA100.11a, IETF 6LoWPAN, IEEE 802.15.3, Wibree and

Dash 7.

In Section 2.4, we classified data aggregation schemes into tree, mesh, cluster,

chain and hybrid mechanisms as shown in Table 2.1. In this thesis we have

proposed three simple and efficient tree-based data aggregation algorithms. We

have chosen tree-based approach because it is suitable for applications such as
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environmental monitoring in which the maximum sensor reading received by the

sink provides the most useful information. In each proposed algorithm, a tree

is built out from the sink taking into account the degree of connectivity of each

sensor instead of the Id of a sensor. Thus, electing sensors having the highest

degree of connectivity as parents, and sensors with the lowest as leaves. As a

result, aggregated data is efficiently transmitted along the shortest path through

multiple hops from parent to parent towards the sink, helping to reduce the

number of individual transmissions. Our proposed tree-based data aggregation

algorithms performs well in a dense networks in which the data generated traffic

is not high.

Mechanisms Functions Advantages Disadvantages
Tree Data size reduc-

tion, Lossy and
Lossless

Medium scalability,
Medium resilience
of link failures

High cost of maintain-
ing tree, Low robust-
ness, No energy sav-
ings

Cluster Data size re-
duction, Signal
strength

Medium overhead,
Energy savings, Lo-
cal route repairs

Low scalability, Low
resilience in mobility

Mesh Duplicate sensi-
tive, Duplicate
insensitive

High scalability
of links, High re-
silience in mobility,
High robustness

High overhead, high
cost of maintaining al-
ternate paths

Chain Data size reduc-
tion

Energy savings due
to the rotation of
leader node

High delay, Low re-
silience of links, Low
robustness, Low re-
silience in mobility

Hybrid Data size reduc-
tion, Duplicate
sensitive, Dupli-
cate insensitive

High resilience
of links, Medium
overhead, Medium
scalability

No energy savings

Table 2.1: Classification of data aggregation structures in WSNs

In Section 2.5, we classified routing protocols for WSNs into data-centric,

hierarchical and location-based as shown in Table 2.2. In this thesis, we focus on

data-centric routing because it helps to eliminate redundant messages during the
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transmission in order to improve network performance.

Protocols Characteristics
DATA centric

Flooding Overhead due to duplication, overlapping of sensing
Gossiping Low overhead, high delay

Direct Diffusion Not suitable for applications that need continuous data
delivery

SPIN No overhead and overlapping, but not suitable for ap-
plications that need continuous data delivery
HIERARCHICAL

LEACH Low overhead, less energy consumption than gossiping
and flooding, and not suitable for large area

TEEN High overhead, suitable for applications that need peri-
odic data delivery

GBR Low overhead, overcomes Gossiping and Flooding
PEGASIS Local coordination between sensors that are close to-

gether, avoids cluster formation, only one node in a
chain to transmit to the sink
LOCATION-based

MECN Can dynamically adapt to node failure, suitable for fixed
sensors

GEAR Reduces the energy consumption, not scalable and does
not support data diffusion

GAF Not suitable for applications that need continuous data
delivery, balance of energy consumption among sensors

SLURP Uses approximate geographic and source routing to
reach the destination, which needs high power consump-
tion

Table 2.2: Classification of routing protocols for WSNs

In Section 2.6, we saw that the mobility models in WSNs can be classified

as memory-less and memory-based models. In the memory-less models that are

the focus of this thesis, taking into account the mobility pattern, the mobile

data collector can implement random, controlled and fixed mobility as shown in

Table 2.3. As our approach deals with addressing both aggregation, routing and

channel assignment. In the following Chapters 3, 4, 5 and 6, we will present in

detail respectively our tree-based data aggregation schemes, our efficient routing

39



2. THE STATE OF THE ART

protocol for aggregated data using mobile elements and finally multi-channel

assignment scheme.

Pattern Characteristics Advantages Disadvantages
Random Random path Low congestion No guarantee of the

collection of all data
Controlled Controlled path Low latency and Good

load balancing
Less cost-effective
than fixed path

Fixed Fixed path Low latency and Low
energy consumption

Need to update the
routing paths, and
high routing overhead

Table 2.3: Classification of mobility patterns

Section 2.7 concludes by presenting the classification of channel assignment

into static, dynamic and hybrid types as presented in Table 2.4. In this thesis,

we focus on a hybrid assignment in which a set of parents and leaves are assigned

to a single fixed channel. Mediators linking two consecutive parents are assigned

to several orthogonal channels. So that they can dynamically switch to the static

channels of parents. Thus, aggregated data is propagated in parallel on multiple

channels from the parent to the mediator to the parent towards the sink.

In the following Chapter 3, we present in detail our new tree-based data

aggregation schemes.
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Strategy Channel Advantages Disadvantages
Static Common and

varying chan-
nel

Unchanging connec-
tivity of the network,
high throughput

Network partitions,
topology changes
increase the length of
path between nodes

Dynamic Scheduling
links to
channels

Ability to switch to
any channel

High switching delays,
need coordination
mechanisms between
nodes, not suitable
for use with current
commodity hardware

Hybrid Fixed and
dynamic
channels

Simple coordination
algorithms

High switching delays

Table 2.4: Classification of channel assignment strategies
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Chapter 3

Tree-based Data Aggregation

Schemes

Data aggregation in WSNs is an energy conservation technique which attempts

to reduce the size of transmitted data by locally collecting the data at intermedi-

ate sensor nodes and applying aggregation operation in order to transfer only the

most useful results towards the sink. In this chapter, we present our motivation

in Section 3.1 and define the problem to be addressed. Section 3.2 presents our

new tree-based data aggregation algorithms. Section 3.3 presents the simulation

set-up and comparative results, while Section 3.4 summarizes the chapter.

3.1 Motivation

Over the last few years, WSNs have been perceived as an alternative so-

lution for communication in a large range of technical fields [FMLE10a]. The

self-configuring nature of ad hoc networks makes them suitable for several appli-

cations areas such as environmental monitoring etc. The lack of a communication

infrastructure brings many challenges in the design of communications techniques

for these networks. Each sensor is equipped with a limited amount of storage,

and is able to communicate with its neighbours over wireless connections. In
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3. TREE-BASED DATA AGGREGATION SCHEMES

hostile environments, where it is often difficult to replace the sensor batteries,

self-configuration is mandatory in order to maintain the network’s functionality

as long as possible.

Numerous techniques for managing forwarding data in WSNs have been pro-

posed in the literature. The idea of data aggregation is to combine more efficiently

the data coming from different sources directly towards the sink. In WSNs, data

is usually collected by sensors throughout some area, and needs to be made avail-

able at a central sink, which is typically connected to conventional computing

equipment for complex processing of the accumulated readings. Data aggrega-

tion techniques focus on utilizing temporal or spatial correlation between sensed

data to reduce its quantity [FRWZ07]. In temporal aggregation, the data gath-

ered by sensors changes slowly over time, whereas for spatial aggregation, the

data gathered by neighbouring sensors do not vary much over time [SBLC03].

[FLS06] show that spatial aggregation try to find correlations amongst the data

received from different sensors with the goal of reducing the traffic load and ap-

pearance of congestion. [GP09] state that minimizing the amount of data is

known to be NP-hard problem. In our work, we focus on spatial data aggrega-

tion, using in-network data aggregation, in order to reduce the quantity of data

transmitted.

3.1.1 Problem statement

Let consider the network topology as shown in Figure 3.1, consisting of many

sensors and a single sink. All sensors need to transmit the gathered data towards

the single sink. Every time a sensor transmits a data packet, energy is consumed

and the battery is depleted. Thus, communication (transmission) is a primary

source of energy depletion in WSNs.

Each sensor periodically makes measurements, and forwards its data towards

the sink. When area covered becomes too large, some sensors may be far away

from the sink and will need the help of intermediate sensors for their data to

reach the sink. Due to the short wireless communication range of sensors as

described in Section 2.2.1, the sink can only communicate with a limited number
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Figure 3.1: Wireless Sensor Network (WSN)

of sensors, namely those in the vicinity of the sink. Some sensors around the sink

may collect more data because they are aggregating the data from other sensors.

Thus, congestion starts to build up on these sensors, and the energy in these

sensors quickly becomes depleted, degrading network performance.

The problem addressed in this part of our thesis is how to reduce the number

of individual transmissions by each sensor in the network.

3.1.2 Tree-based Data Aggregation

To alleviate the problem described above, we need to know how data are

gathered at the sensors, and how data are routed through the network in order

to evaluate the impact on the overall network performance. As data transmission

consumes more energy than sensing and processing. Our idea for reducing the

energy consumption is to reduce the amount of data transmitted from each sensor

by reducing the number of sensors necessary to transmit the data. To achieve this,

we employ data aggregation techniques. When an event occurs, sensors sense and

forward successive data items towards the sink via intermediate sensors, which

eliminate local redundancy and transmit only the necessary data towards the sink.

We propose three tree-based data aggregation algorithms: Depth-First Search

Aggregation (DFSA), Flooding Aggregation (FA) and Well-Connected Domi-

nating Set Aggregation (WCDSA). Our motivation to use a tree-based is because
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3. TREE-BASED DATA AGGREGATION SCHEMES

it is more suitable for applications which involve in-network data aggregation,

where data concerning maximum values provides the most useful information

when received at the sink [FRWZ07].
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Figure 3.2: WSN: Tree construction

In each algorithm proposed, the tree is built out from the sink as shown in

Figure 3.2, taking into account the degree of connectivity of sensors to direct the

aggregation policy in order:

• to elect sensors with the highest degree of connectivity as parents, and the

sensors with the lowest degree of connectivity as leaves.

• to establish the shortest path between each parent and the sink.

• to minimize the data transmitted on the network, as it is propagated from

parent to parent along the shortest path towards the sink.

3.1.3 Illustration

To better understand the effect of the sensors’ degree of connectivity, let consider

a simple topology consisting of five sensors annotated with their degree of con-

nectivity, and a single sink as shown in Figure 3.3(a). Let d(si), be the degree

of connectivity for a given sensor si. i is the number of links incident to si. Let

(Mi (i = 1....5)), be the set of data gathered by each sensor. In conventional

propagation, as shown in Figure 3.3(a), each sensor should transmit as shown in
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Figure 3.3: Effect of sensor’s degree of connectivity

Table 3.1. The total number of transmissions between sensor nodes towards the

sink in the following routing paths is 12.

S1 S4 S5 Sink
S2 S4 S5 Sink
S3 S4 S5 Sink
S4 S5 Sink
S5 Sink

Table 3.1: Routing Table from each sensor towards the Sink

Figure 3.3(b) shows how the tree is built out from the sink by electing the

sensors having the highest degree of connectivity as parents, and those with the

lowest degree of connectivity as leaves. We randomly and uniformly choose a delay

time varying between [0 - T]. T represents the time that each sensor performs

before to receive and process data packets. When T expires, the sensor aggregates

all incoming data packets into one, which is sent over a single link as follows:

{S1, S2, S3} → S4

{S4} → S5

{S5} → Sink

In this manner, the total number of transmissions is reduced to 5 instead of

the 12 needed by a conventional scheme. Thus, selecting the sensors with highest
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degree of connectivity as parents and the lowest as leaves helps to reduce the total

number of transmissions towards the sink as a consequence reduces the overall

energy consumption of each sensor.

In the following Section, 3.2, we sate the assumptions of our work and present

the our new tree-based data aggregation algorithm.

3.2 New Tree-based Data Aggregation Algorithms

This section is related to [FE09; FMLE10b; FMLE11b].

3.2.1 Assumptions

We state the assumptions of our work as follows:

• Sensors are deployed over an area of size L.

• Sensors are homogeneous (same computing, memory capacities,...) and

have fixed locations.

• A single fixed sink is the final recipient of all the gathered data.

• Each leaf node has one parent that is responsible for forwarding the received

data towards the sink.

• Leaves can only sense and transmit their measurements to their parents.

• Each sensor keeps track of its own degree of connectivity value d(s).

• Each sensor node maintains a list of the identifies (Ids) of its neighbours.

• Aggregation of multiple packets results in one packet.
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3.2.2 Network model

Our proposed WSN consists of low power sensors and can be modelled as a unit-

disk connected graph G = (S,E), where S is the set of N sensors and E is the

set of wireless links between any two sensors. Gi (i = 1,.....,i), the set of partial

graphs. Let v be a subset of S. We denote by D(Si, Sj), the Euclidean distance

between a pair of randomly-chosen sensor nodes (Si, Sj). P , a path connecting

any two sensor nodes.

Lemma 1. It is always possible to enumerate the nodes of all connected graphs

G = (S,E) under the form x1, ....., xn such that the set of partial graphs Gi

restricted to nodes {x1, ....., xi} is connected for all i.

Proof. Take any node x1 ∈ S, and suppose by induction that x1, ....., xi have been

chosen for a certain i < | S |. Let us then choose a node y ∈ G−Gi. According

the hypothesis, G is connected, thus ∃ a path P connecting y to x1. We decide

to choose xi+1 as being the last node of P in G−Gi. By construction, we know

that xi+1 has a neighbour in Gi. The degree of connectivity of each Gi ensues by

induction on i.

3.2.3 Depth-First Search Aggregation (DFSA) algorithm

DFSA consists of three mayor phases: tree construction, data forwarding and

tree recovery phases.

• Phase 1: Tree construction

The construction of DFSA is similar to DFS at each step, except that the

sensor with the highest degree of connectivity is explored first. The sink starts

to explore its two neighbours S1 and S2 as shown in Figure 3.4.

The sink chooses S2 as current node because d(S2) > d(S1), and then sends

a request message containing three entities: the sensor Id, the degree of connec-

tivity value d(v), and the Time To Leave (TTL). When S2 receives the message

from the sink, S2 chooses in its local neighbourhood the sensor with the highest

degree of connectivity S5 as current node, records it Id and degree in the message,

decreases the TTL value before to send the message. Propagation continues step
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Figure 3.4: DFSA: Tree construction

by step at node S2 as shown this sequence:

S2 −→ S5 −→ S8 −→ S10 −→ S13 −→ S12 −→ S11. When the message reaches

node S11, it stops because all its neighbours S8 and S13 have already been visited.

The sensor S11 initiates a beacon and send to S12 to inform that the propagation

has been stoped because all its neighbours have already been visited. This beacon

is sent back from S12 towards the sink in the sequence:

S13 −→ S10 −→ S5 −→ S2 −→ Sink. Once the sink receives the beacon, initiates

the bactracking on the sensor S1, and iterates the propagation in depth until

all nodes have been visited. During the propagation of the message, each node

stores the sensor Id and the degree of connectivit d(v) value for all visited nodes

in its routing table. When the process is complete, each sensor node knows its

unique predecessor in the tree. Nodes with the highest degree of connectivity and

at least one leaf are elected as parents or aggregators and nodes with the lowest

degree of connectivity and without leaves are elected as leaves. We recall that

the algorithm is centralized by the sink as it knows the overall network topology,

but distributed by each sensor as each sensor chooses its parent based on its local

neighbourhood.

• Phase 2: Data forwarding

In the resulting tree obtained previously, we want to forward efficiently the data.

As in a dense network, many parents may be connected with other parents. In

order to know precisely which parent to send the data, we have used Dijkstra’s
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algorithm in order to extracted the shortest path between parents and the sink

(Algorithm 1). Thus, data transmission takes place from parent to parent towards

the sink along the shortest path in order to reduce the number of individual

transmissions by each sensor.

Input: G = (S,E), V = S, NeighborsList = ∅, sink, depthTree

Output: Tree construction and forwarding.

while V 6= ∅ do
choose any Sensor u ∈ V = V.FirstSensor;

V .RemoveFirstNode;

Sensor with greater degree is processed first;

for all Leaves ∈ NeighborsList do

if Leaves are unvisited then
choose u as parent;

then, set Leaves to visited;

V .addFirstSensor;

end

end

end

n = length (pred) ;

NbpacketsDFSA ←− length (predDFSA) - 1;

for i = sensor do
path = RoutingDijkstra (length, i, sink);

depthTree = max (depthTree, length (Path) - 1);

if (depthTree (find (data (V (l), 1 : data (V (l))) = k))= 0) then
data (V (l)) ←− data (V (l)) + 1;

NbpacketsDFSA = (NbpacketsDFSA length (Path) - 1);

end

NbpacketsDFSA ←− sum (NbpacketsDFSA);

end
Algorithm 1: Pseudo-code for DFSA

• Phase 3: Tree recovery

During the transmission of data, it might happens that at any given level of the

tree, a leaf or a parent fails due to link failures or when the energy of a sensor
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becomes 0. During the tree construction phase, each sensor stores in it routing

table the degree of connectivity of all the sensors in it local neighbourhood. Thus,

when a leaf elects the first node having the highest degree as it parent, consider

the other as alternatives. Thus, in the case of link failures, each leaf will directly

checks in its routing table in order to elect the new node with the greater degree

of connectivity as it new parent in order to forward the incoming gathered data.

The analysis of tree recovery will be done in our short term future work.

3.2.4 Flooding Aggregation (FA) algorithm

FA consists of two mayor phases: tree construction, data forwarding and tree

recovery phases.

• Phase 1: Tree construction

In order to construct the tree in FA, we start by the Pure Floofing (PF) in which

the sink starts by sending a request message to both its direct neighbours S1 and

S2. The message contains two entities: the sensor Id and the Time To Leave

(TTL) value. Each node in the network receiving the message, checks if that

message has not broadcast, records it Id in the message, decreases the TTL value

before to rebroadcast to sensors in its neighborhood. This to avoid that a sensor

receives several times the same message. This propagation scheme is repeated

until all sensor nodes have been reached as shown in Figure 3.5. In order to elect

parents and leaves, we have analyzed all common sensor between all paths. For

each connection between a sensor and the sink in the network, we evalute the

number of times that each sensor is traversed by a path during the phase of PF

initiated by the sink. The result is stored in a connectivity map. Based on the

connectivity map, we select sensors with a highest connectivity level as parents,

otherwise they are leaves.

• Phase 2: Data forwarding

In order to forward the data from the resulting tree, the shortest path between

parents and the sink is determined using Dijkstra’s algorithm. Thus, data trans-

mission takes place from parent to parent along the shortest path towards the
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Figure 3.5: FA: Tree construction

sink in order to reduce the number of individual transmissions (see Algorithm 2).

FA provides a slight improvement over PF because data can be sent in an efficient

manner along the tree. Consequently, network load is decreased by reducing the

number of packets transmitted from each sensor towards the sink.

Input: Connected graph G = (S,E); sink, Congestionmap, TTL

Output: Tree construction and forwarding.

sensor = 1 : n;

sensor ←− Remov (sensor, sink);

predFlood = (1, n);

Congestionmap = (1, n);

for i = sensor do
Path = RoutingDijkstra (length, i, sink);

Nbpackets (i) = length (Path) - 1;

Congestionmap (Path) ←− Congestionmap (Path) + 1;

if length (Path) 6= 2 then
predFlood(i) = Path (2);

end

predFlood (i) = sink;

end
Algorithm 2: Pseudo-code for FA
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• Phase 3: Tree recovery

During the transmission of data, it might happens that at any given level of the

tree, a leaf or a parent fails due to link failures or when the energy of a sensor

becomes 0. During the tree construction phase, each sensor stores in its routing

table the Id of nodes having a highest connectivity level from it local neighbour-

hood. Thus, when a leaf elects the first node having the highest connectivity

level as it parent, consider the other as alternatives. Thus, in the case of link

failures, each leaf will directly checks in it routing table in order to elect the new

node with the highest connectivity level as it new parent in order to forward the

incoming gathered data. The analysis of tree recovery will be done in our short

term future work.

3.2.5 Well-Connected Dominating Set Aggregation (WCDSA)

algorithm

WCDSA consists of two mayor phases: tree construction, data forwarding and

tree recovery phases.

• Phase 1: Tree construction

Since the construction of WCDSA is based on the Connected Dominating Set

(CDS), we first outline CDS. When nodes cannot modify their communications

range in the network to save energy, the simple way to reduce energy use in

routing is to minimize the number of dominating nodes (parents) necessary to

transmit the data. The broadcast tree of CDS is constructed incrementally out

from the sink via a request message, by electing parents and leaves based on

degree of connectivity as shown in Figure 3.6(a). Thus, sensors with the highest

degree of connectivity are elected as parents, and sensors with the lowest degree

of connectivity are elected as leaves. A CDS of G is a set of parents S ′ (S ′ ⊆ S),

such that every sensor in S − S ′ is in the neighbourhood of at least one node

in S ′, and the set of parent S ′ is connected. As shown in Figure 3.6(a), the

broadcast tree defined by the CDS can serve as the communication backbone in

G, because it ensures that every sensor node is adjacent to the set, and any two
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sensor nodes can communicate with each other via a series of adjacent sensors in

the set [FMLE11b] and [GP09].

������

����
	

	

	

	

	

	 
 � 
 �




� � 
 �

���

�

	

	

	

	

	

	

	

	

	

	

	 
 





� 


���

	

	

	

	

	

� �

�

� �

������

����

��������

���

���

Figure 3.6: WCDSA: Tree construction

WCDSA computes the minimum number of parents in S ′. After constructing

the tree as shown in Figure 3.6(a), electing sensors with the highest degree of

connectivity as parents, and sensors with the lowest degree of connectivity as

leaves. Some specific common sensors, called mediators, linking two consecutive

parents are elected as shown in Figure 3.6(b). A mediator serves as router during

forwarding procedures. From Figure 3.6(a)-(b) we note that the total number of

parents necessary to cover the network, the cardinality of

|WCDSA |= 5 ≤| CDS |= 10 (3.1)

• Phase 2: Data forwarding

To efficiently forward the data, the shortest path between parents and media-

tors is established using Dijkstra’s algorithm. This allows the data to be efficiently

propagated along multiple hops from parent to mediator to parent towards the
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3. TREE-BASED DATA AGGREGATION SCHEMES

sink, helping to reduce the number of individual transmissions (see Algorithm 3).

Input: Connected graph G = (S,E), sink, length

Output: Tree construction and forwarding.

Initially , V = S, CDS (S) = ∅.

while V 6= ∅ do
take any v ∈ V ;

CDS (S) = CDS (S) ∪ v;

V = V \ (v ∪ N(v));

end

S’ ←− CDS;

for all u, v ⊆ CDS do
S’ = S’ ∈ Path;

Path = RoutingDijkstra (length, sink)

end

Parent = 1 : n;

for i = 1: length (Parent) do
Leaf = Remov (Leaf , Parent(i));

WCDSA ←− WCDSA find (Parents (i));

end
Algorithm 3: Pseudo-code for WCDSA

• Phase 3: Tree recovery

During the transmission of data, it might happens that at any given level of

the tree, a leaf or a parent fails due to link failures or when the energy of a sensor

becomes 0. During the tree construction phase, each sensor stores in it routing

table the degree of connectivity of all the sensors in it local neighbourhood. Thus,

when a leaf elects the first node having the highest degree as it parent, consider

the other as alternatives. Thus, in the case of link failures, each leaf will directly

checks in its routing table in order to elect the new node with the greater degree

of connectivity as it new parent in order to forward the incoming gathered data.

The analysis of tree recovery will be done in our short term future work.

In the following Section, 3.3, we present simulation set-up and comparative

results.
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3.3 Simulation set-up and Comparative results

In this section, we describe the simulation set-up and followed by presenting of

the comparative results.

3.3.1 Simulation set-up

Evaluations of BFS, DFS and our proposedDFSA, FA andWCDSA described

above were implemented in Scilab, an open-source software package for numerical

computation. It is released under the CeCILL license and available under different

operating systems [Gom06]. We analyzed each method for different network sizes

varying from 50 to 500 sensors, randomly deployed in a square area 1000m x

1000m. The parameters of analysis are described in Table 3.2. Since the euclidean

Table 3.2: Simulation parameters

Parameters Description Value
L Simulation area 1000m x 1000m

PLength Packet length 2 Kbits
Traffic rate UDP traffic 5 packets/sec

MAC MAC layer IEEE 802.11b
R Locality radius (m) 30m

SIMUT ime Simulation time 900s
N Number of sensors [50-500]

distances between sensors, D(Si, Sj), are also randomly distributed for different

pairs of (Si, Sj), a direct connection between two neighbouring sensors (Si, Sj) is

possible if and only if D(Si, Sj) ≤ R. Each sensor generates a data every 5s. In

order to validate our analysis, we repeated the experiments ten times with the

same topology, with 95% confidence interval. The averaged value of these ten

runs are presented.

3.3.1.1 Evaluation criteria

Since the sink is the final recipient of the sensed information, it location is crucial

to efficiently receive the gathered data. The scope of our simulation is restricted to
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3. TREE-BASED DATA AGGREGATION SCHEMES

studying the effect of sink location on aggregation efficiency across many topolo-

gies. We suppose that each sensor in the network can be the sink. Thus, for all

the 193 sensors, we vary the position of the sink. We compare the performance

of our suggested algorithms as presented in Table 3.3. This analysis allows us to

select the best position of the sink in order to obtain:

• the minimum number of packets transmitted by sensors to the sink in G.

• the maximum number of leaves in G.

Technique Tree criteria Performance
DFS Node Id Number of relay nodes
BFS Node Id Number of relay nodes
DFSA Node degree Number of leaves and

transmissions
FA Node congestion level Number of leaves and

transmissions
WCDSA Node degree Number of leaves and

transmissions

Table 3.3: Performance criteria

A short description of BFS and DFS has been given in Chapter 2, Sec-

tion 2.4.1.

3.3.2 Comparative results

Let consider the network topology consisting of 193 sensors with 513 wireless

links as shown in Figure 1. Each sensor in the network generates a packet every

3s. We simulated the WSN with different positions of the sink in order to find

the best location as shown in Figure 3.8.

• Evaluation of the minimum number of packets transmitted by all sensors

to the sink.

Figure 3.9 shows how the minimum number of packets transmitted by each

sensor to the sink varies with the transmission method and the sink location. The
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Figure 3.7: Network topology consisting of 193 sensors

Figure 3.8: Network topology consisting of 193 sensors with different locations of
the sink
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3. TREE-BASED DATA AGGREGATION SCHEMES

figure 3.9 shows that DFS and DFSA present the worst results with around

2785 and 2670 packets, with the sink located at nodes 78 and 31 respectively.

An improvement is seen with WCDSA, BFS and FA with around 1121, 1167

and 1441 packets when the sink is located at nodes 148, 98 and 73 respectively.

That is due to the use of mediators and parents during the transmission of data.

Table 3.4 provides statistical results for minimum, maximum and mean number

Figure 3.9: Number of packets in each method

of packets transmitted for each method. We can see that BFS, WCDSA and

FA outperform DFSA and DFS with the lowest mean numbers of packets of

1663, 1830 and 1979 packets respectively. Because, BFS, WCDSA and FA have

fewer number of parents than DFSA and DFS, so transmit less packets.

• Evaluation of the maximum number of leaves in G.

In terms of maximum number of leaves, Figure 3.10 shows that FA and BFS

give the worst results with respectively around 50% and 58% of leaves with the

sink located at node 33 for FA and node 166 for BFS. DFS and DFSA, with

respectively around 61% and 63% of leaves, with the sink located at nodes 48

and 21, present an improvement over FA and BFS. The maximum leaf count is
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Methods Min Sink Max Sink Mean Packets
BFS 1167 98 2714 54 1663
DFS 2785 78 4657 76 3715
DFSA 2670 31 4539 49 3599
FA 1441 73 2988 54 1976

WCDSA 1121 148 2982 54 1830

Table 3.4: Statistical results for the number of packets for each position of the sink

Figure 3.10: Ratio of leaves for each method

achieved using WCDSA, which gives around 66% of leaves with the sink located

at node 81.

Table 3.5 provides statistical results for minimum, maximum and mean of

the number of leaves for each method. We can easily see that in terms of mean

value, FA presents the worst results with around 47% of leaves. An improvement

over FA is achieved by BFS and DFS with around 54% and 59% of leaves

respectively. DFSA and WCDSA outperform FA, BFS and DFS with a mean

of 62% and 64% of leaves.

In order to understand the behaviour of our methods in dense networks, we

randomly select a fixed position for the sink, and evaluate the average number

of packets transmitted and the percentage of leaves in G for different numbers

of sensors. Figure 3.11 shows that, the density of the network varies between

[100− 500] sensors, BFS, FA and WCDSA outperform DFSA and DFS with

an average of 2310, 2841 and 4485 packets respectively. In terms of average
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3. TREE-BASED DATA AGGREGATION SCHEMES

Method Min Sink Max Sink Mean Leaves
BFS 52 16 58 166 54
DFS 57 26 61 48 59
DFSA 61 42 63 21 62
FA 44 16 50 33 47

WCDSA 62 1 66 81 64

Table 3.5: Statistical results for the number of leaves for each position of the sink

percentage of leaves, the Figure 3.12 shows that, as the density of the network

varies between [100−500] sensors, WCDSA, DFSA and DFS outperform BFS

and FA with an average of 78.94%, 76.74% and 74.72% of leaves respectively.

That is due to the fact that the degree of connectivity implies the number of

incident sensor, and helps to maximize the number of leaves in order to reduce

the number of parents.
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Figure 3.11: Average number of packets in each method

In the following Section, 3.4, we summarize the chapter.
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Figure 3.12: Average percentage of leaves in each method

3.4 Summary

There are many algorithms centralized and distributed, for maximizing the num-

ber of leaves in network graphs. In this chapter, we have suggested three new

tree-based data aggregation algorithms, DFSA, FA and WCDSA, that aim to

reduce the number of transmissions from each sensor towards the sink in WSNs.

The degree of connectivity of a sensor is taken into account in tree construction

in order to elect the sensor having the highest degree of connectivity as a parent,

and the sensor with the lowest as a leaf. As a result, only the set of parents

needs to transmit data towards the sink. This reduces the aggregate size of data

and the number of individual transmissions towards the sink, and maximizes the

number of leaves. Simulations were performed, taking into account the minimum

number of packets transmitted towards the sink and of the maximum number

of leaves as performance criteria. We have showed that the new suggested algo-

rithms provide appreciably better results than existing algorithms such as BFS,

DFS, flooding and CDS as shown in Table 3.6. Our suggested algorithms are

particularly useful in resource-constrained networks since each sensor does not

need to have global knowledge of the entire network topology and perform well

in a dense networks in which the data traffic generated is not heavy. However,

as the sink is the final recipient of all the gathered data. We have seen that the

position of the sink has a great impact on network performance, because among

all the algorithms evaluated, none performs well for the same position of the sink.
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3. TREE-BASED DATA AGGREGATION SCHEMES

DFS BFS DFSA FA WCDSA
Tree-
criteria

Node’s Id Node’s Id Node’s de-
gree

Node’s
connectiv-
ity

Node’s de-
gree

Topology Uniform Uniform Uniform Uniform Uniform
Performance
criteria

Number of
relays

Number of
relays

Number of
transmis-
sions and
leaves

Number of
transmis-
sions and
leaves

Number of
transmis-
sions and
leaves

Advantages No need
global
knowledge

No need
global
knowledge

Load de-
creased,
lifetime
increase

Load de-
creased,
lifetime
increase

Load de-
creased,
lifetime
increased

DisadvantagesNo energy
saving

No energy
saving

No re-
silience
of node
failures

No re-
silience
of nodes
failures

No re-
silience
of nodes
failures

Table 3.6: Comparison

The resulting tree constructed of BFS, DFS, DFSA, FA and WCDSA with

each sink location can be seen in Appendix 7.2.

Due to the fact that data gathered by sensors could be similar, in the short

term: we will consider the correlation of data transmitted in order to mitigate the

problem of reporting similar data by close sensors. We will evaluate the energy

consumption during data aggregation by parents. We will evaluate the impact

on the overall overhead in the network. In the long term issue, we will take into

account the tree maintenance. Whenever a packet is lost at a given level of the

tree due to link or sensor failures, data coming from the subordinated levels of

the tree is lost.

In Chapter 4, we propose an Efficient Tree-based Aggregation and Processing

Time (ETAPT) algorithm, which uses a metric called Appropriate Data Aggre-

gation and Processing Time (ADAPT) to compute an optimal delay for a parent

before aggregating and processing the data from its leaves.
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Chapter 4

Efficient Tree-based Aggregation

and Processing Time

In the previous chapter, we saw that tree-based data aggregation could be an

efficient technique for reducing the number of individual transmissions by each

sensor in the network. As the sink must receive the data from all sensors, it is

important to forward the data in a timely manner towards the sink. We address

in this chapter the time taken by parents to aggregate and process the data from

their leaves. We first present our motivation and related work in Section 4.1.

Section 4.2 states the problem and presents our proposal. Section 4.3 presents

our model and describes notation. Section 4.4 presents our approach. Section 4.5

presents performance metrics and comparative results and Section 4.6 summarizes

the chapter.

4.1 Motivation

In WSNs, each sensor covers a defined area, collecting local data and send-

ing it towards the main sink. It may happen that some sensors deployed in the

monitored area sense common data. Consequently, much energy will be wasted

if all this data is forwarded towards the sink. We have seen in Chapter 3 that

data aggregation based on a tree structure is an efficient technique for conserv-
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4. EFFICIENT TREE-BASED AGGREGATION AND
PROCESSING TIME

ing energy [FRWZ07] and [FMLE11b]. As the sink must receive the data from

sensors in a timely manner, this data aggregation has a relationship with the

data aggregation time. We need to determine the data aggregation time that

each parent in the tree should spend in aggregating the data sent from its leaves.

Failing to account for data aggregation time may lead to a longer waiting time

for each parent and increase overall data delivery latency. The promptness with

which data is delivered to the sink indicates better network performance.

4.1.1 Related works

As our WSN focuses on gathering the data from the environment, it is impor-

tant to forward the data towards the sink in a timely manner. Several approaches

have been proposed concerning an optimal data aggregation delay. In this section,

we briefly describe some previous work in the field.

[ZWR+10] propose Data Aggregation Supported by Dynamic Routing (DASDR)

in which sensors that monitor events are concentrated in space as far as possible

and data packets flow to the sink along different paths. Dynamic routing builds a

depth field, that aims more efficient data aggregation process. Results show that

DASDR helps to obtain a high data aggregation gain, saves energy and scales

well with network size. [CLL+06] propose dynamic Aggregation Time Control

(ATC) based on the number of leaves. ATC allocates more aggregation time to

sensors having more children to increase data aggregation gain. However, ATC is

not suitable to multi-hop sensor networks since it requires global knowledge of the

network. In addition, the broadcast scheme used during the construction of the

tree needs a high communication overhead and decreases network performance.

[SO04] propose an approach in which sensors schedule their time-outs based on

their position in the tree. Their approach does not need a centralized control.

However, they do not take into account the number of children in each sub-tree,

leading to traffic congestion. [QK08] compute the data aggregation time-out for

clustered WSNs. The time-out is computed based on the packet transmission

and cascading delay. [SPS10] develop an approach which delivers the data to

the sink within the deadline. They estimate the time-out of each sensor in the
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tree, so that the data generated by each sensor is delivered to the sink before the

deadline. [CTL11] propose to construct a centralized and decentralized structure

in the network in order to reduce the transmission delay during the collection

of data. [LZZ12] propose a Delay-minimized Energy-efficient Data Aggregation

(DEDA) algorithm to minimize data aggregation latency. The physical distance

between sensors is taken into account in DEDA to save the transmission energy

and energy consumption is balanced among the nodes in order to improve network

lifetime.

Our proposal is based on the one used by [ZWR+10] and [CLL+06]. However

we take into account the position of parents, their number of leaves and the depth

of the tree, in such a way that parents with more leaves will be dynamically

allocated an appropriate aggregation time, so maximizing the data aggregation

gain and improving network performance.

In the following Section, 4.2, we state the problem addressed in this chapter

and present our proposition.

4.2 Problem statement and Proposition

4.2.1 Problem statement

In our context (spatial aggregation), the data gathered by sensors that are

close to each other do not vary much over time. Tree-based data aggregation

results in increased data delivery time because the parents must wait for the

data from their leaves. Since the network topology can be random, as shown in

Figure 4.1, some parents may have many leaves, making it very expensive for a

parent to store all incoming data in its buffer. [CLL+06] show that if a parent

waits for the data from its leaves for a long time, it collects more data and hence

Data Aggregation Gain (DAG) increases. DAG is the ratio of traffic reduction

due to aggregation to the total traffic without aggregation. However, this long

waiting time means that the data delivery time to the sink may increase. Thus,

it is important to consider the time taken by parents to aggregate and process

the data, because it takes more time to aggregate and process the data than to
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Figure 4.1: WSN with leaves and parents

transmit the data towards the sink. Lacking of attention to the data aggregation

and processing time may increase the overall data delivery latency or reduce the

DAG.

The problem addressed here is to determine the data aggregation time each

parent in the tree should spend in aggregating and processing the data from its

leaves?

4.2.2 Proposition: ETAPT algorithm

We propose an Efficient Tree-based Aggregation and Processing Time (ETAPT)

algorithm using the Appropriate Data Aggregation and Processing Time (ADAPT)

metric to calculate the data aggregation and processing time for parent nodes as

shown in Figure 4.2. Given the maximum acceptable latency, ETAPT’s calcula-

tion takes into account the position of parents, their number of leaves and the

depth of the tree, in order to compute for each parent an optimal ADAPT before

aggregating and processing the data from its leaves. So, allocating an appropriate

aggregation time (AggT ime) to parents with more leaves in order to increase the

DAG, thus ensuring enough time to process the data from leaves.

In the following Section, 4.3, we present the network model and describe the

notations.
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Figure 4.2: Distribution of aggregation time

4.3 Network model and Notation

4.3.1 Network model

The proposed WSN can be modelled as a connected graph G = (S,E), where S

is the set of N fixed sensors, and E is the set of wireless links. We use the locality

model suggested in [ZCD97] to determine network connectivity. The probability

of a link between two sensor nodes Si and Sj is given by:

P =







1 if D(Si, Sj) 6 R

0 if D(Si, Sj) > R
(4.1)

Where D(Si, Sj) is the Euclidean distance between sensors Si and Sj, and R is

the locality radius.

4.3.2 Assumptions

We assume in our approach that:

• Sensors are deployed in an area of size L.

• Sensors are homogeneous (same computing, memory,...) and fixed.

69
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• Each sensor maintains a list of the identifies (Id) of its neighbours.

• Each sensor keeps track of its own degree of connectivity value d(s).

• Each leaf has one parent that is responsible for forwarding the received data

towards the sink.

• Leaves can only sense and transmit their data to their parents.

• Aggregation of multiple packets results in one packet.

• A single sink is the final recipient of all the sensed data.

• Tmax is the maximum acceptable latency.

4.3.3 Notation

Let s ∈ S. Let Path (s1, sk) be the sequence: s1, s2...sk. We defineHopDistance(s1, sk)

= k − 1 as the number of hops from sensor s1 to sk. Let d(s) be the degree of

sensor s. δ is the minimum transmission time between two sensors of the same

HopDistance in the tree, and ensures that there is a difference in the waiting times

at consecutive HopDistance of the tree. We define:

LEAF = s | s ∈ S, d(s) = 1 (4.2)

as the set of leaves in the tree,

M = S − LEAF − sink (4.3)

as the set of parents in the tree, and

HopDistance(s) = d(s, sink) (4.4)

as the number of hops of the Path (s, sink). We recall that HopDistance (sink)

= 0. Let the depth of the tree be:
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Depth = Maxs∈LEAF
(d(s, sink)), (4.5)

the number of hops from the sink to the deepest leaf in the tree (the maximum

number of hops towards the sink in the tree). We define the weighted length of

the Path (s1, sk) as:

WPath(s1, sk) =

k−1
∑

i=1

d(si), (4.6)

the sum of the degrees of the descendant sensors. Let L′EAF be all the leaves

in a subtree rooted at sensor s, s ∈M . We define the maximum weighted depth

of the subtree as:

MaxWPath(s) = Maxsi∈L
′

EAF
(WPath(si, s)), (4.7)

the maximum degree of all the descendant sensors in L′EAF to root to sensor

s in the subtree. For all (s ∈ LEAF ), MaxWPath(s) = 0.

Finally, Tmax be the maximum acceptable latency.

In the following Section, 4.4, we describe our ETAPT algorithm.

4.4 ETAPT description

This section is related to [FMLE10b; FMLE11b; FLE14].

As shown in Figure 4.2, the tree is built out from the sink, taking into account

the degree of connectivity of sensors d(s). The sensors with the highest degree of

connectivity are selected as parents and those with lowest degree of connectivity

as leaves. Given Tmax, ETAPT will determine the ADAPT for each parent based

on its position, its number of leaves and the depth of the tree. We assume that

every sensor generates a data packet of the same length periodically, and multiple

packets can be combined into one packet after the data aggregation process. Any
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packets arriving after the ADAPT time calculation are discarded. The algorithm

consists of two major procedures: MaxWPath, HopDistance, degree of sensor and

average waiting and aggregation times determination.

4.4.1 MaxWPath and HopDistance of sensor determination

The first phase consists in determining, for each sensor in the tree, itsMaxWPath(s)

and HopDistance (s). The Sink broadcasts a beacon as a RequestMaxWPath with

a HopDistance field, which is incremented as the beacon travels through the tree as

shown in Figure 4.3(a). Every sensor, on receiving the RequestMaxWPath, adds
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Figure 4.3: Beacon structure

its HopDistance value to the beacon, and forwards it to its neighbours. In order to

reply to the RequestMaxWPath message, every sensor, starting from the deepest

leaf, calculates its own MaxWPath to its parent, generates a ReplyMaxWPath

message and sends it to its parent as shown in Figure 4.3(b). Suppose that

s ∈ M is a parent. It calculates and saves its own MaxWPath (s) based on the

ReplyMaxWPath it receives, generates a new ReplyMaxWPath including its

own MaxWPath and sends it to its parent. The ReplyMaxWPath messages

are propagated in a cascading manner along the tree towards the sink. When

the sink has received all the ReplyMaxWPath messages, it chooses the largest
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MaxWPath value from among them and sets:

MaxWPath(Sink) = Largest(MaxWPath). (4.8)

4.4.2 Determination of average waiting and aggregation

times

The second phase of ETAPT consists in determining the average waiting time

Avgwait per sensor in order to determine the aggregation Time AggT ime in the tree.

The Avgwait for each sensor (s) is based on Tmax, MaxWPath(s) and HopDistance

(s). When the sink receives a request from an external user specifying Tmax, the

sink, based on the information it received in the first step, calculates the Avgwait

per sensor and AggT ime in the tree as follows:

Avgwait =
(Tmax − δ ∗Depth)

MaxWPath(sink)
(4.9)

We assume that Tmax > (Depth∗δ). After the sink has calculated the Avgwait,

it broadcasts a new beacon message as shown in Figure 4.3(c) through the network

including Tmax and Avgwait as shown in Figure 4.4. Every sensor, on receiving

the new beacon message, calculates its AggT ime as follows:

AggT ime = Avgwait ∗MaxWPath(s) + (Depth−HopDistance(s)) ∗ δ (4.10)

δ is the minimum transmission time between two sensors of the same HopDistance

in the tree.

4.4.3 Illustration

Consider a simple topology consisting of 15 sensors as shown in Figure 4.5. We

want to calculate d(s), HopDistance (s), MaxWPath(s) and AggT ime (s) for each

sensor in the tree. We suppose that Tmax = 5s and δ = 0.2s. Taking into account

equation (4.9), the Avgwait = 0.64s and the Depth = 3. The ADAPT time
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Figure 4.4: ETAPT: Algorithm

calculation is summarized in Table 4.1.
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Figure 4.5: WSN: ADAPT calculation

In the following Section, 4.5, we define the performance metrics and present

comparative results.
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Table 4.1: ADAPT calculation

S d (S) HopDistance (S) MaxWPath (S) AggT ime (S)
S1 5 1 7 4.88
S2 4 1 4 2.96
S3 3 2 2 1.48
S4 1 2 0 0.20
S5 1 2 0 0.20
S6 4 2 3 2.12
S7 1 2 0 0.20
S8 2 2 1 0.84
S9 1 2 0 0.20
S10 1 3 0 0
S11 1 3 0 0
S12 1 3 0 0
S13 1 3 0 0
S14 1 3 0 0
S15 1 3 0 0

4.5 Performance metrics and Comparative re-

sults

4.5.1 Performance metrics

The following metrics are used to evaluate our approach:

• Data Aggregation Gain (DAG)

DAG is defined as the ratio of the benefit of traffic reduction due to aggrega-

tion to the total traffic generated without aggregation.

DAG = 1−
PAggregated

∑N

i=1 PGeneratedi

(4.11)

PAggregated is the total number of data packets aggregated by parents.

• Aggregation Time (AggT ime)
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AggT ime is defined as the appropriate time need by a parent to aggregate the

data from its leaves.

• End-to-End Delay (E2EDelay)

DelayE2E is the average of the time difference between sensed data leaving a

sensor and it being received by the sink.

DelayE2E =

∑PReceived

i=1 (TReceivedi − TRansmissioni
)

PReceived

(4.12)

PReceived is the total number of data packets received by the sink. TReceived is

the reception time at the sink, TTransmission is the transmission time from each

sensor. The lower the value, the more promptly is data delivered to the sink.

• Energy Consumed (EC)

Often, sensors are deployed in a hostile environment where replacing the bat-

teries is not always possible. A good choice of energy model is essential to optimize

sensor network lifetime. Our approach assumes that sensors are usually in the

active mode. The energy model used is the same as in [CPH08]. For each pair

of sensors (Si, Sj), the energy consumed when sending a packet of m bits over a

one-hop wireless link d can be calculated as:

Sending sensor energy consumption:

ET i(m,D) = Eelec ∗m+ Eamp ∗m ∗D
2 (4.13)

Receiving sensor energy consumption:

ERj(m) = Eelec ∗m (4.14)

The total energy consumed by each pair (Si, Sj) is:

ET (m,D) = ET i(m,D) + ERj(m) (4.15)

ET i is the energy consumed for the transmission of a packet by the source Si,

ERj is the energy consumed to receive a packet Sj, Eelec is the energy consumed
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to run the transmitter and receiver, Eamp is the energy used by the amplifier and

D is the Euclidean distance between Si and Sj .

4.5.1.1 Simulation set-up

We implemented a simulation of our network topology using QualNet 5.0 [Qua97]

A topology is totally described by the number of stationary sensors N belonging

to the network and their locations. Throughout our analysis, we deploy 100 fixed

sensor nodes inside a square area L. The sink is placed at the top left corner

of L. During the execution of our simulations, a given source and destination

pair remains in the evaluated set until communication between them fails due to

energy depletion. We repeated the experiments 20 times for the same topology,

with the 95% confidence interval of each data. We took the average value of these

20 runs. Initially, each sensor was charged with an energy of 104 Joules. In the

analysis, we set Tmax = 3s, 4s, 5s, 6s.

The parameters of analysis are described in Table 5.2.

Table 4.2: Simulation parameters

Parameters Description Value
E Full energy of sensor 10000 Joules (J)

Eelec Energy of trans/receiver 50 (nJ/bit)
Eamp Energy of amplifier 100 (pJ/bit)
L Simulation area 1000m x 1000m

PLength Packet length 2 Kbits
Traffic rate UDP traffic 4 packets/sec

MAC MAC layer IEEE 802.11b
Tmax Maximum acceptable latency Between [3, 4, 5, 6]s
B Bandwidth 128 (kbps)
R Locality radius (m) 20m
N Number of sensors Between [20...100]

77



4. EFFICIENT TREE-BASED AGGREGATION AND
PROCESSING TIME

4.5.2 Comparative results

We ran simulation to compare our ETAPT strategy with ATC [CLL+06] and

DASDR [ZWR+10] described in Section 4.1.1. Figure 4.6 depicts the evolution of

DAG as a function of Tmax. We can see that as Tmax increases, the DAG increases

for all the three methods. This shows that as Tmax increases, each parent has

enough time to aggregate its data efficiently. ETAPT, with an average DAG of

90%, outperforms DASDR and ATC, which give 84% and 73.5% respectively.

This is because, in ETAPT, the AggT ime of a leaf is proportional to MaxWPath

(leaf). A leaf with a small MaxWPath should transmit the data quickly to its

parent; only leaves having the same MaxWPath value have the same AggT ime.

However, DASDR and ATC use a cascading time-out. This means that sensors at

the same HopDistance in the tree have the same AggT ime, consequently increasing

the amount of data loss due to congestion at intermediate parents.
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Figure 4.6: Evolution of DAG vs. Tmax

We now evaluate the evolution of DAG as a function of the number of sensors,

as shown in Figure 4.7. In the analysis, we set Tmax = 3s, and we observe the

evolution. We see a decreasing of DAG from [60 − 80] sensors, that is due to

the fact that some leaves are not disconnected to their parents resulting in a tree

with disconnected sub-trees. We can see that for all algorithms, as the number

of sensors increases, DAG also increases in each algorithm. That means that

the three algorithms continue to deliver data accurately towards the sink as the

number of sensors increases. ETAPT achieves the best DAG with an average of
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86.4%, compared to 78.4% for DASDR and 71.4% for ATC.
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Figure 4.7: Evolution of DAG vs. Number of sensors

After a packet has been sent along a path Pi(i = 1...., k), we must perform

an energy reduction operation on each sensor along the path except for the sink.

Thus, after a packet is sent by a sensor, the energy level of that sensor is decre-

mented by the amount of energy required to send the data packet. A sensor is

considered non-functional if its energy level reaches zero. Figure 4.8 shows the

evolution of the total EC for different techniques with a varying value of Tmax.
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Figure 4.8: Evolution of EC vs. Tmax

We observe that ATC and DASDR have a higher energy consumption than

ETAPT. That is due to the fact that in the construction of the tree, we elect

sensors having the highest degree of connectivity as parents instead of these with
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the highest identifier, as in ATC and DASDR. Thus, each sensor has exactly one

parent that forwards its data, considerably reducing concurrent transmissions in

the network. Our proposal reduces the total EC compared to DASDR and ATC

by around 35% and 67% respectively.
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Figure 4.9: Evolution of EC vs. Number of sensors

We evaluated the evolution of the total EC with increasing number of sensors,

as shown in Figure 4.9. We observe a decreasing of EC with increasing number of

sensors. That is due to the fact that in dense network, parent nodes might have

many leaves which helps by reducing the number of parents necessary to transmit

the data in the tree, and hence reduces the EC. The average maximum energy

is obtained by ATC with around 45J. An improvement is obtained by DASDR,

which uses only around 25J. ETAPT outperforms both, with an average EC of

just 16J.

Figure 4.10 shows AggT ime vs. the locality radius. In this analysis, we set

Tmax = 6s, and vary the locality radius of sensors among [20, 30, 40, 50, 60]m. We

can see that as locality radius increases, the AggT ime decreases in all methods.

That is because increasing the locality radius creates a disjoint network in which

some sensors are not connected. This decreases the degree of connectivity of

parents, and considerably reduces the AggT ime of each parent. ETAPT reduces

the AggT ime compared to DASDR and ATC by around 31% and 60% respectively.

Figure 4.11 depicts the evolution of AggT ime vs. the depth of the network. We set

Tmax = 6s, and vary the depth of the network among [3, 4, 5, 6]. As we have seen
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in Section 4.4, AggT ime is a function of the depth of the network. We observe that
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Figure 4.11: Evolution of AggTime vs. Depth

as the depth of the network increases, AggT ime also increases because, the deeper

the tree, the more time parents in the tree will need to aggregate the data from

leaves. In all three methods, while increasing the Depth, ETAPT reduces the

AggT ime compared to DASDR and ATC by around 17% and 40% respectively.

Figure 4.12 depicts the evolution of DelayE2E vs. the degree of connectivity.

We set Tmax = 6s, and vary the degree of connectivity of the network among

[5, 10, 15, 20] with a network consisting of 200 sensors. ETAPT has a smaller

DelayE2E compared to DASDR and ATC. This is because there is no need for

each parent to synchronize with other parents in the tree before sending data.
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Figure 4.12: Evolution of DelayE2E vs. Degree of connectivity

In the following Section, 4.6, we summarize the chapter.

4.6 Summary

In this chapter, we have proposed an efficient ETAPT algorithm using the

ADAPT metric. Given the maximum acceptable latency, ETAPT’s calculation

takes into account the position of each parent, its number of leaves and the depth

of the tree, allocating an ADAPT time to parents with more leaves, so increasing

the data aggregation gain and ensuring enough time to process data from leaves.

Simulations were performed in order to validate ETAPT. The results obtained

show that our ETAPT provides a higher data aggregation gain with lower energy

consumed, AggT ime and DelayE2E compared to the alternative DASDR and ATC

methods. Our suggested ETAPT algorithm is particularly useful in resource-

constrained networks, since it does not need synchronization among sensors in

the network.

In the short term, we will take into account the cost of maintaining the tree

in dynamic networks and evaluate the impact on energy consumption. Later, we

will study the relationship between waiting time and data aggregation gain in

order to make it scalable in more complex WSNs.

In Chapter 5, we propose a new and original approach by introducing into the
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network several mobile elements called Mini-Sinks (MSs) in order to cope with

the onset of congestion due to limited storage capacity in the sensors. Multipath

routing is implemented between sensors and MSs in order to distribute the global

traffic over the entire network.
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Chapter 5

Mobility of Mini-Sinks for

Reducing Congestion

The mobility of the sink can be seen as a feasible solution to handle fixed sen-

sors and mitigate the appearance of congestion in WSNs. In this chapter, we first

present in section 5.1 our motivation and the problem addressed. Section 5.2

describes our Mini-Sink mobility for reducing congestion into the network. Sec-

tion 5.3 describes the performance metrics and evaluation criteria we have used

to validate our model. Section 5.4 presents simulation set-up and comparative

results. Section 5.5 summarizes the chapter.

5.1 Motivation

As an emerging technology, WSNs have gained much attention in a large range

of technical fields such as industrial, environmental monitoring etc. The lack of

a predefined communication infrastructure increases the challenge in the design

of communication techniques in hostile environments, where it is often difficult

to replace sensor batteries after deployment. As all sensors collect and route the

data either to other sensors or to an external entity called sink, [CT04] show

that self-configuration is mandated to give all sensors the possibility of efficiently

forwarding data towards the sink for improving network performance. In the most
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applications, sensors are assumed to be static, allowing the reporting of gathered

data in a reactive manner. However, [WT09] show that the static deployment

of sensors has many limitations as limited connectivity, energy, etc. Considering

the limited connectivity, the deployment of static sensors may not guarantee the

whole coverage of the sensing area and the overall network [KPQT05]. So, the

network may be partitioned into several non-connected subnetworks. As sensors

are battery-powered, some sensors may die due to the exhaustion of their batteries

and may break the network connectivity. In our work, we propose to combine

mobility of sensors and a controlled data aggregation approach to alleviate the

limitations described above.

5.1.1 Problem definition

The main cause of decreasing network performance in WSNs is the transmission

of data from all sensors towards a single sink. We have seen in Chapter 3 and 4

that, data aggregation using the tree structure could be an efficient technique for

reducing the energy consumption of sensors. Let consider a WSN consisting of

several sensors and a single sink as shown in Figure 5.1. Each sensor is equipped

��������

Figure 5.1: Wireless Sensor Network (WSN)

with a limited amount of storage capacity. During the transmission of data, some

parents may fail to transmit or receive the data from other parents or leaves
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because the amount of data aggregated becomes greater than the amount of data

that can be forwarded. Thus, causing the emergence of local congestion at these

parents, increasing the amount of data loss. So, impacting network performances.

The problem addressed here is how to decrease the number of forwarding packets

of sensors in the network?

5.1.2 Proposition

An approach to alleviate this problem is to introduce some mobile elements in the

WSN to enhance its limitations as described by [WT09]. In our approach, instead

of having a central sink responsible for aggregating all the data, we introduce an

original approach combining a multipath routing and the mobility of Mini-Sinks

(MSs) as shown in Figure 5.2.

����
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Figure 5.2: Wireless Sensor Network with Mini-Sinks

These MSs move in the sensor field according to a random mobility model in

order to maintain a fully-connected network topology, aggregating the data within

their coverage areas based on the Multipath Energy Conserving Routing Protocol

(MECRP) and forwarding it towards the sink. MECRP is implemented in MSs

and sensors in order to optimize the transmission cost of the forwarding scheme.

A set of multiple paths between MSs and sensors is generated to distribute the

global traffic over the entire network.
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The mobility of MSs help to increase the connectivity capability, so relaxing

the requirement on network connectivity between sensors. The transmission of

data from sensors to MSs is done through a single hop in order to reduce the

appearance of congestion into the network.

In the following Section, 5.2, we present the network model and describe Mini-

Sink model.

5.2 Model description

This section is related to [FMLE10a; FMLE11c; FLE12b; FLE12a; FLE12d].

5.2.1 Assumptions

We assume in our model that:

• Sensors and MSs are deployed in an area of size L.

• Each sensor maintains a list of the identities (Id) of its MSs.

• Each sensor has its own Routing Table (RT).

• Each sensor has a limited buffer to accommodate locally gathered data.

• Each sensor takes readings and forwards them to the most easily accessible

MS.

• MSs are mobile and have an unlimited energy.

• MSs know the location of all fixed sensors.

• Each MS knows its relative distance to the sink.

• Each MS floods periodically a beacon to all sensors in its locality.

• MSs are responsible for aggregating the data from sensors and forwarding

it towards the sink.
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5.2.2 Network architecture

Our network architecture consists of three classes of nodes:

• MSs are special nodes equipped with unlimited energy and storage capacity.

• Sensor nodes are responsible for sensing their nearby environment.

• A single sink is the final recipient of all the sensed data, and provides a

gateway to conventional computing equipment.

5.2.3 Network topology

The proposed WSN can be modelled as a connected graph G = (S,E), where S

is the set of n stationary sensors, and each E ⊂ S × S is the set of links. We use

the locality model suggested by [ZCD97] to determine network connectivity. The

probability of a link between two sensor nodes Si and Sj is given by:

P =







1 if D(Si, Sj) 6 R

0 if D(Si, Sj) > R
(5.1)

Where D(Si, Sj) is the Euclidean distance between sensors Si and Sj, and R is

the locality radius. The goal of our model is to study overall network performance

resulting from the mobility of MSs. We use the terms multiple paths and route

diversity interchangeably.

5.2.4 Mini-Sink mobility model

In our approach, the MSs move according to a random mobility model inside the

sensor field as shown in Figure 5.3. N MSs are randomly placed in the area of size

L. Each MS Ni is defined in respect of its coordinates (xi, yi), and moves from a

given position (xi, yi) to a new position (xdi, ydi) with a velocity [vmin, vmax], in

the range [0...2π]. Figure 5.3 shows that each MS moves with a different velocity

represented by differing dashed line styles. When a MS reaches the locality radius

of the sink, it stays there for a time ti selected in the range [tmin..., tmax], in order
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Figure 5.3: Random mobility of MSs in a square area of size L

to forward the data that it has aggregated based on the MECRP towards the

sink. After this interval, the MS restarts its displacement process by selecting a

new position, and so on. During mobility, when each MS arrives at the locality

radius of the sink, it stays at the same position for a time ti, which is as long as

is necessary to transfer the data that it has aggregated to the sink. During this

time, the MS also plays the role of a relay point for its neighboring MSs. The

time needed for each MS depends on the amount of data to be transfered to the

sink.

5.2.5 Multipath Energy Conserving Routing Protocol (MECRP)

In the following Section, we outline our Multipath Energy Conserving Routing

Protocol.

The MECRP protocol has been designed to optimize the cost of the forward-

ing scheme, postpone the onset of congestion and to counteract the high traffic

variability in WSNs as described by [PD07]. The route discovery approach de-

rives directly from the Dijkstra’s algorithm. [MG94] present the Meta Dijkstra’s

algorithm, consisting of iterative applications of Dijkstra’s algorithm in a chang-

ing topology. Once a path is discovered, its links are deleted from the topology

and the performance of the new shortest path in the current graph is evaluated,

and so on until a set of maximal paths is found. Unfortunately, such deletion
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may be too restrictive as it can reject the neighbourhood of the source node from

the remaining topology. [TTAE09; LMWT11; YBO09] say that it can lead to

create a disconnected graph in which the source and destination nodes are not

connected together. In our new approach, we prefer changing the current topol-

ogy by adding limited weights to all discovered shortest path edges. We recall

that the Meta Dijkstra algorithm corresponds to a particular case of the modified

Dijkstra’s algorithm where infinite weights are used.

In the following Section, 5.2.6, we describe the multiple paths extraction and

controlled data aggregation of MSs.

5.2.6 Multiple paths extraction

We consider a network of n identical static sensors. The sink is located at

several hops from the sensors. We want to extract a set of multiple paths that

allows each sensor to transmit its data to the MS. Since data transmission is a

function of the distance and energy, our challenge is take into account simultane-

ously both the Euclidean distance between sensor and MS and the current energy

of the sensor. The following notations as shown in Table 5.2.6 are used in the

paths calculation.

n Number of sensors
Si Sensor i
Ci Cost of Si

CMSj
Cost of MSj

Dij Euclidean distance between Si and MSj

Pi Path from Si to MS
ei Current energy of Si

Idi Identity of MSi

L Square area where sensors are deployed
γ, δ Weights

Table 5.1: Notations

Let J(Si, MSj) be the transmission cost between Si and MSj(i 6= j). We

have modified Dijkstra’s algorithm in order to compute and build the lowest cost
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path between a sensor and MS. This cost is a linear function of two metrics: the

Euclidean distance between neighbor nodes and their current energy, defined as:

J(Si,MSj) = γ
Dij

R
+ δ

ei

E
(5.2)

E corresponds to the full-charged energy of a sensor. γ and δ are weights

used to change the importance of the two metrics in path cost calculation. We

have used γ = 1 and δ = 1, so the contributions of energy and distance are equal.

Initially, we set the cost of all sensors to infinity (∞), and the cost of the MS

(CMS) to 0. During the mobility of MSs, each MS floods a request intended to

all the sensors in it locality radius. The request contains its cost CMS. For a

transmission between Si and MSj , the algorithm:

• Selects the sensor Si,

• compares the costs for all outgoing links (i, j),

• Updates the cost.

The following cases are checked:

• If CMSj
+ J(Si,MSj) > Ci, then Si just discards the message without

updates.

• If CMSj
+ J(Si,MSj) < Ci, the algorithm updates the cost Ci to CMSj

+

J(Si,MSj). The sensor Si records the Id j of MSj in its routing table to

further transmit the data.

• If CMSj
+J(Si,MSj) = Cj , then Si randomly chooses the cost of all outgoing

links.

5.2.7 Controlled data aggregation

Consider the network topology as shown in Figure 5.4. MSs are represented by

black disks with a velocity vector that points to their destination. Sensor nodes

are represented by white disks. Arrow length is proportional to the velocity.
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Figure 5.4: Controlled data aggregation of MSs

While each MS is moving, it broadcasts periodically a beacon to all sensors in

its locality radius in order to inform them that it is a MS. The beacon contains

the cost CMS, which is initialized to 0, the identity Id of the MS and the type

of gathered data. During the sensing activity of sensors, it may happen that

some sensors are connected to many MSs due to their mobility. In order to know

which MS is most suitable and presents the lowest cost path for transferring the

data, each sensor in direct communication with MSs calculates the lowest cost

path using MECRP described above before sending the data to the best MS as

described in Section 5.2.9. Thus, for a transmission between sensors and MSs,

the defined traffic is not all carried on a single path, but it is spread over multiple

paths. This results in a fair balancing of the energy depletion among sensors.

The onset of the global congestion is delayed, as the route diversity modifies the

probability of taking a path according to its load. This dynamic path selection

implies that the traffic remains more regular for the sensors involved in the routing

paths. Thus, route diversity appears to be a promising solution for coping with

high traffic variability and improving network performance.

We consider in our model three communication modes while MSs are moving:

• Multi-MS mode: each sensor is allowed to connect itself simultaneously to

several MSs in order to increase its connectivity capabilities. The sensor
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node under consideration stores and updates the lowest cost path towards

each accessible MS.

• Multiple routing paths MS mode: each sensor is only interested in the

closest MS, although multiple paths are used between a sensor and the

closest MSs. These paths are discovered using MECRP.

• MS Point-to-point mode: two MSs want to establish a connection with each

other. In this mode, packets always follow a single path if the topology stays

stable. However, the path is updated when the topology change occurs.

5.2.8 Energy model

In our model, sensors use batteries as their source of energy. The good choice of

energy model is essential to maximize sensor lifetime. Our model considers that

sensors are in the active mode. The energy model used is the same as in [CPH08],

and the same as in Chapter 4, Section 4.5. We recall that the reception energy is

not taken into account in our approach as the transmission between sensors and

MS is done via a single hop.

5.2.9 Illustration

Let consider the network topology consisting of 9 sensors, 5 MSs and a single

sink and as shown in Figure 5.5. Let consider the transmission from S2 to the

sink via MS1 and MS2. In this case, we have two possible cases.

Considering S2 and MS1:

• If CMS1
+ J(S2,MS1) < C2, then S2 updates its cost and adds the Id of

MS1 in it routing table as a possible MS to further transmit the data.

• If CMS1
+ J(S2,MS1) > C2, the S2 does not update it cost.

Considering S2 and MS2:

• If CMS2
+ J(S2,MS2) < C2, then S2 updates it cost adds the Id of MS2 in

it routing table.
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• If CMS2
+ J(S2,MS2) > C2, then S2 does not update it cost.

����

Figure 5.5: Multipath discovery calculation

At the end, each sensor in the network knows the cost of the path of all the direct

MSs and the corresponding Ids. All the discovered paths are classified in the

routing table (see Algorithm 4). We number each discovered path Pi for i = 1...q

such that CP1
< CP2

< CP3
...CPi

...CPq
. CPi

represents the cost of the path i.

Whenever S2 want to transmit the data, several possible paths can be used to

forward the data. In conventional data transmission based on a single path, for

each transmission, S2 generally chooses the path P1 because it has the lowest

cost. The other paths are considered as alternatives. In our new approach, S2

uses each discovered path in turn for the transmission of successive connection

packets. The same calculation can be performed for all the sensors in the network.

In the following Section, 5.3, we describe the performance metrics and evalu-

ation criteria that we used to validate our model.

95



5. MOBILITY OF MINI-SINKS FOR REDUCING CONGESTION

procedure INITIALIZATION;1

Cs = 0; Ci =∞ for all i = 1...N ;2

e =∞; R =50; L=1000; E=10000;3

end procedure;4

procedure MULTIPLE PATHS EXTRACTION;5

for i = 1..N do;6

if Ci + J(i, j) < Cj then;7

Cj ← Ci + J(i, j);8

(Update RT);9

Sj ← Id;10

else;11

Ci > Cj ;12

(No update, discard);13

end if ;14

end for;15

end procedure;16

procedure CONTROLLED DATA AGGREGATION;17

Queue Initialization(Q);18

for i = 1..N do;19

Ci =∞;Cs = 0;20

while (Q != Null) do;21

Queue Removal(Q, i);22

if Cj > Ci + J(i, j) then;23

Cj ← Ci + J(i, j);24

Queue Insertion(Q, j);25

end if ;26

end while;27

end for;28

end procedure;29

Algorithm 4: MECRP: Pseudo-code
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5.3 Performance metrics and Evaluation crite-

ria

5.3.1 Performance metrics

The following metrics are used to evaluate our approach:

• Packet Delivery Ratio (PDR)

PDR is the ratio of packets that are received by the sink to the total packets

generated by sensors.

PDR =
PReceived ∗ 100
∑n

i=1 PGeneratedi

(5.3)

PReceived is the total number of data packets received by the sink, PGenerated the

total number of data packets generated by sensors, and n the number of sensors.

• Throughput

Throughput is the total number of data packets received by the sink in a

period of time.

Throughput =

∑n

i=1 PReceivedi ∗ PLength

SIMUT ime

(5.4)

PReceived is the total number of data packets received by the sink, PLength the

length of a packet, SIMUT ime the simulation time.

• End-to-End Delay (E2EDelay)

E2EDelay is the average sum of the difference delay of each data packet is

received by the sink and the time a data packet is sent by sensors to MSs.

E2EDelay =

∑PReceived

i=1 (TReceivedi − TRansmissioni
)

PReceived

(5.5)

TReceived is the reception time by the sink, TRansmission the transmission time

by each sensor. Smallest is this value indicates the promptness of data delivered

to the sink.
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• Multiple Paths Overhead (MPO)

We have seen in subsection 5.2.7 that, while each MS is moving, it broadcasts

a beacon message to all sensors in its locality radius in order to inform them that

it is a MS. We consider in our model that, the beacon message exchanged to

find the routing paths is a data packet. We evaluate the MPO per sensor due to

discover, establish, update and maintain multiple routing paths between sensors

and MSs. MPO is the percentage of the total number of packets exchanged (to

calculate, update and maintain multiple paths by a each sensor) to the total

number of packets that are received by the sink.

MPO =

∑n

i=1 PExchangedi ∗ 100

PReceived

(5.6)

PExchanged is the total number of packets exchanged by sensors.

• Residual Energy (RE)

When a packet is sent along a path Pi(i = 1...., q), we must perform an energy

decrease operation on sensor except for the MS. Thus, after a data packet is sent

by a sensor, the energy level of that sensor is decremented by the amount of

energy required to send the data packet as described in 5.2.8. Thus, the RE of

a sensor is a fraction of its initial energy value. RE is the difference between the

initial energy and the energy consumed by a sensor:

RE = E −ET (k,D) (5.7)

• Energy Overhead (EO)

EO is the ratio of the total energy exchanged (to discover, establish, update

and maintain multiple paths) to the total energy consumed to transfer the data

by each sensor to MSs.

EO =

∑n

i=1EExchangedi ∗ 100

ET (k,D)
(5.8)

EExchanged to calculate, maintain multiple paths.
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• Network Lifetime (NL)

NL is calculated as the total number of packets that can be transferred in

the network before the link between sensors and MSs is disconnected due to the

energy depletion. We have seen above that when a packet is sent along a path

Pi(i = 1...., q), we must perform an energy decrease operation on sensor except

for the MS. If after the decrease operation, RE of a sensor becomes 0, the sensor

under consideration and its corresponding links are removed from the topology.

Suppose that P (Si,MS) is the path between a given sensor Si and a destination

MS. NL is obtained by maximizing the RE of the path P (Si,MS).

NL = max

q
∑

i=1

RE(P (Si,MS)) (5.9)

5.3.2 Evaluation criteria

For the defined network topology, MECRP is applied between a selected sensor

and the closest MS. We recall that in the case of a single sink and the mobile

sink as described by [IKN06], a single packet is transmitted between each pair

(Si, Sj). In our approach, as multiple paths are used between sensors and MSs,

we assume that many packets are transmitted between each pair (Si,MSj). As

a consequence, packets can be transmitted over multiple paths until the network

topology changes to a new configuration. We used simulations to investigate:

• How many MSs should be used in order to have a fully-connected network?

• The PDR and Throughput due to the use of MSs.

• The effect of session length (k) on overall NL and RE.

• The effect of locality radius (R) on overall NL and RE.

• The effect of network density on overall NL and RE.

• The EO and MPO due to calculate and maintain multiple routing paths.

• The E2EDelay due to the mobility of MSs.
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In the following Section, 5.4, we describe the simulation set-up and present

the comparative results.

5.4 Simulation set-up and Comparison results

5.4.1 Simulation set-up

We implemented a simulation of our network topology using QualNet 5.0 [Qua97].

A topology is totally described by the number of stationary sensor nodes n be-

longing to the network, their locations, and the link characteristics (l direct edges

between sensor nodes). A link is defined by a starting node (head) and a finishing

node (tail). The parameters of analysis are described in Table 5.2.

Parameters Description Value
E Full Energy of Sensor 104 (J)
Eelec Energy to run transc/receiver 50 nJ/bit
Eamp Energy of amplifier 100 (pJ/bits)
L Simulation area (m) 1000 x 1000
Packet Packet length 2 Kbits
Traffic UDP traffic rate 6 packets/sec
MAC MAC layer IEEE 802.11b
Slength Session length [1...60] packets
B Bandwidth 250 (kbps)
R Locality Radius 50m
Movement Random Way Point model
Routing Routing protocol MECRP
vmax Maximum velocity 10mps
SIMUT ime Simulation time 1000s
ti Time Needed [0...3]s
n Number of Sensors [25...100]
N Mini-Sinks 30

Table 5.2: Simulation parameters

In all our analysis, we deploy 100 fixed sensors inside a square area of seize L.
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The sink is placed at the corner of the square area. Each sensor is able to transmit

to its lowest cost MS a certain number of packets before its energy is depleted.

MSs move with a velocity in the range [0.... vmax]. During the execution of

our simulations, a given source and destination pair remains in the evaluated set

until communication between them fails due to energy depletion. We repeated 10

times the experiments for the same topology, with 95% confidence interval. We

took the average value of these 10 runs. Initially, each sensor is charged with an

energy of 104 Joules. A sensor node was considered non-functional if its energy

reached the value 0.

5.4.2 Comparison results

All the results are compared with the case of a single and mobile sink as presented

by [IKN06]. [IKN06] use random sink mobility to reduce data latency and

increase the network lifetime of WSNs. A single sink is moving in a random

manner in the sensor field to aggregate the data. The restriction in their approach

is that the mobile sink can only gather data from 3 hop neighbors. However,

random data collection does not guarantee the collection of data from all sensors

and may result in long delays.

5.4.2.1 Multi-MS mode

• Number of MSs needed

Figure 5.6 shows the results of the number of sensors connected simultane-

ously to several MSs in order to increase the connectivity capability. We can see

that the number of sensors connected to MSs increases as the number of MSs

increases. The fully-connected network can be achieved using more than 25 MSs

for a network consisting of 100 sensors.

5.4.2.2 Multiple routing paths MS mode

• Evolution of PDR due to the use of MSs

Figure 5.7 shows the results of PDR as a function of number of sensors. We

observe that, we obtain the same PDR as [IKN06] with 25 sensors. When
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Figure 5.6: Number of sensors connected to MSs
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Figure 5.7: PDR vs Number of sensors
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the number of sensors varies between [25...100], the single static sink presents

a small percentage of PDR. That is due to the fact that, in the single sink, the

forwarding is done using intermediate sensors and some sensors may fail to receive

of transmit the data. Hence, [IKN06] achieve a higher PDR than the case of a

single static sink. Because with [IKN06], the mobility of the sink reduces the

use of intermediate sensors during the forwarding schemes. In all cases, our MS

approach achieves the better PDR with an average of 95.5%, compared to 88.55%

for [IKN06] and 75.75% for the single static sink. That is due to the fact that

in our approach, the forwarding is made from sensors to MSs, no transmission

between intermediate sensors.

• Evolution of Throughput due to the use of MSs

Figure 5.8 shows the results of throughput as a function of the velocity of

MSs. We recall that the throughput depends on the velocity of MSs. It can be

observed from Figure 5.8 that, the throughput decreases with increase velocity

of MSs. We can see that the maximum throughput is achieved with the velocity
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Figure 5.8: Throughput vs Velocity

of 2.5mps. When the velocity increases from [2.5 - 10]mps, our approach out-

performs [IKN06] and the single sink with an average of 11.24% and 35.94%

respectively. That is due to the fact that [IKN06], only a single static sink is
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moving, compared to our approach in which many MSs are moving. We can con-

clude that, increasing the velocity of MSs degrades the throughput since some

sensors may not be able to transfer the data to MSs on time.

• Effect of session length (k) on overall NL.

We evaluate now the overall NL. In the single and mobile sink as described

by [IKN06], a single packet is transmitted in Session Length (Slength) between

each pair (Si, Sj). We assume that k packets are transmitted in each Slength

between each pair (Si,MSj). We then vary the value of k in order to observe the

behavior of our approach and the techniques implemented.

0 10 20 30 40 50 60
0

200

400

600

800

1000

1200

1400

1600

1800

N
e
tw

o
rk

 l
if
e
ti
m

e

Session length

Single sink

Ioannis et al.

Approach

Figure 5.9: Network lifetime vs Session length

Figure 5.9 shows the results of NL as a function of Slength. We send k packets

at a time for each Slength. We observe from Figure 5.9 that, when we vary Slength

between [1...60], [IKN06] achieve better NL than the case of a single static sink.

In all cases, our Mini-Sink approach outperforms [IKN06] by around 16% and

the single static sink by around 40% due to the use of multipath during the

forwarding.

• Effect of locality radius (R) on overall NL.

Figure 5.10 shows the impact of the locality radius on NL. We can see that

when the locality radius is less or equal to 35m, the single static sink improves
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Figure 5.10: Network lifetime vs. Locality radius

NL than [IKN06] and our approach by around 14% and 5% respectively. While,

when the locality radius varies between [40...100]m, our approach significantly

outperforms [IKN06] and the single static sink by around 5% and 20% respec-

tively. That is due to the fact that increasing the locality radius may create a

disconnected network in which some nodes are not connected together. In con-

trast, in our case, the mobile MSs help to maintain the connectivity between

sensors and MSs in order to transmit the data at any moment.

• Effect of RE on Slength.

Figure 5.11 shows the results of the RE vs. Slength. We see that in all the three

algorithms, RE increases with increasing Slength. That is due to the fact that we

do not take into account the reception energy as in our approach, each sensor

send its data to MS via a single hop. In comparison with the case of a single sink

and [IKN06], in which multihop is used, the consideration of reception energy

could affect the evolution of RE presented here. In the case of a single static

sink, the forwarding scheme uses multi-hop along the shortest path towards the

sink. We observe that [IKN06] improve RE than the single static sink by around

20%. Our approach still outperforms [IKN06] in terms of RE by around 15% and

the single static sink by around 31%.

• Evolution of RE on Locality radius.
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Figure 5.11: Residual energy vs Session length
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Figure 5.12: Residual energy vs. Locality radius
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Figure 5.12 depicts the impact of the locality radius on RE. We see that, as

the locality radius varies between [25...100]m, the RE of all the three techniques

decreases considerably. That means the locality radius has a strong impact on

the RE. In all the cases, our approach outperforms [IKN06] and the single static

sink by around 36% and 50% respectively.

• Evolution of NL as a function of RE and network density.

In order to understand the behavior of our approach, we evaluate our algo-

rithm between [100...300] sensors. Figure 5.13 and Figure 5.14 depict the average

NL and RE as a function of network density. We observe that, when we in-
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Figure 5.13: Network lifetime vs. Network density

crease the number of sensors by keeping the locality radius constant, the results

obtained by [IKN06] are very close to our approach in terms of NL as shown

in Figure 5.13. [IKN06] perform better than the case of a single static sink. In

terms of the maximal RE as shown in Figure 5.14, our approach still outperforms

[IKN06] and the single static sink by around 45% and 63% respectively.

• Evolution of EO and MPO

Figure 5.15 and Figure 5.16 show the evolution of EO and MPO as a function

of number of sensors. We can see from Figure 5.15 that, our approach performs
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Figure 5.14: Residual energy vs. Network density

better [IKN06] and the single sink in terms of the maximum EO by each sensor

with around 11%, 20% and 35% respectively. For the average EO, our approach

presents an average EO with around 7.75%, [IKN06] around 12.25% and the

single sink around 21.75%. Statistically, our approach outperforms [IKN06] and

the single sink with around 58% and 180% respectively.
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Figure 5.15: Energy overhead vs. Number of sensors

In Figure 5.16, we observe that our approach and [IKN06] used the lowest

beacon packets to find the routing paths compared to the single static sink. That

is due to the fact that the single static sink uses the simple flooding in the route
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discovery process, and needs a higher number of beacon messages if the battery

fails. Our approach improves MPO than [IKN06] and the single sink with an
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Figure 5.16: Multiple Paths Overhead vs. Number of sensors

average of around 14.75% and 78.51% respectively. This happens because our

approach needs less beacon messages to discover and maintain multiple routing

paths to MSs.

5.4.2.3 MS Point-to-point mode

• Evolution of E2EDelay.

Figure 5.17 shows the normalized E2EDelay as a function of the velocity of

MSs. We can see that the single static sink presents the large E2EDelay. Because,

whenever a sensor wants to send the data, a sensor performs a route discov-

ery process which takes more time. Compared to the single static sink because

in [IKN06], the mobility of the sink reduces considerably the route discovery pro-

cess and so on. Whereas, in the single static sink, there is no mobility of the

sink. Figure 5.17 shows that with the increasing velocity of MSs, our approach

achieves the smallest E2EDelay than [IKN06] and the single static sink.

In the following Section, 5.5, we summarize the chapter.
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Figure 5.17: E2EDelay vs. Velocity

5.5 Summary

In this chapter, we have seen the use of many MSs, instead of a single sink

for aggregating data. Many mobile MSs move according to a random mobility

model inside the sensor field in order to aggregate data within their coverage

areas based on the controlled MECRP and forward it towards the sink. MECRP,

based on route diversity, is implemented in MSs and sensors in order to optimize

the transmission cost of the forwarding scheme. Thus, a set of multiple paths be-

tween MSs and sensors is generated to distribute the global traffic, so as to reduce

the appearance of congestion over the entire network. We have compared the re-

sults obtained with those for a single and mobile sink proposed by [IKN06], and

showed that our solution can achieve better results in terms of PDR, Throughput,

E2EDelay, NL, RE, EO and MPO. The mobile MSs help to increase the connec-

tivity capability, so relaxing the requirement on network connectivity between

sensors. The transmission of data from sensors to MSs is done through a single

hop in order to reduce the appearance of congestion in the network.

In our future work, we will evaluate the impact of interference between sensors

and MSs during the forwarding procedures, and study the complexity of our

proposed method.

In the following Chapter 6, we propose a multi-channel assignment in multi-
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radio to reduce network interference, and thus improve network performance.
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Chapter 6

Multi-Channel Assignment in

Multi-Radio

Sensors may use many radio interfaces sharing a single wireless channel, which

they may use to communicate with several neighbours. Two sensors operating on

the same wireless channel may interfere with each other during the transmission of

data. In this chapter, we present in section 6.1 our motivation. Section 6.2 states

the problem and presents our proposition. Section 6.3 describes our distributed

channel assignment for reducing interference. Section 6.4 describes performance

metrics and evaluation criteria. Section 6.5 presents performance and compara-

tive results and Section 6.6 summarizes the chapter.

6.1 Motivation

In our Chapter 3 and 4, we have proposed a tree-based data aggregation, in

which the aggregated data are propagated from parent to parent towards the

sink in order to reduce the amount of data transmitted. Sensors may embody

many radio interfaces sharing a single wireless channel, which they may use to

communicate with several neighbours. During the transmission of aggregated

data, an efficient allocation of channels could reduce interference. [L0́7] shows
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that, computing the minimum number of channels necessary to assign to all sensor

nodes in the network is NP-Hard. We propose a distributed method called: Well-

Connected Dominating Set Channel Assignment (WCDS-CA), in which we assign

a unique channel in the network to each radio interface in such a way that the

number of distinct channels assigned to adjacent links of any given sensor is at

most the number of radio interfaces of that sensor.

6.2 Problem statement and Proposition

6.2.1 Network topology and Assumptions

The proposed WSN can be modelled as a connected graph G = (S,E), where

S is the set of N fixed sensors, where each sensor node may be equipped with

many radio interfaces and E ⊂ S × S is the set of M wireless links between any

two sensor nodes. Two sensors Si and Sj with (i, j) ∈ E can communicate if the

Euclidean distance between both D(Si, Sj) 6 R, and both have a radio interface

with a common channel (R is the locality radius). Let v ∈ S, and d(v) the set of

adjacents neighbours of v.

Our network architecture consists of three classes of nodes:

• Leaves are sensors with the lowest degree of connectivity.

• Parent are sensors with the highest degree of connectivity.

• Mediators are sensors linking two adjacent parents.

In our approach, we make the following assumptions:

• Sensors are deployed in an area of size L.

• Radio interfaces in each sensor have the same reception and transmission

range.

• Each sensor maintains a list of the identifies (Ids) of its neighbours.
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• Each sensor keeps track of its own degree of connectivity value.

• Sensors are homogeneous (same computing, memory,...) and fixed.

• Each leaf node has one parent that is responsible for forwarding the received

data towards the sink.

• Leaves can only sense and transmit their measurements to their parents.

• Multiple packets can be combined into one packet after aggregation process.

• A single sink is the final recipient of all the sensed data.

6.2.2 Problem statement

We define a channel assignment matrix X : E −→ C, such that for all pairs of

sensor nodes u and v adjacent (u,v) ∈ E, X(u) 6= X(v). C = {1, 2....k} , a set

of positive integers represents the available channels. Sensors may incorporate

many radio interfaces sharing a single wireless channel, which they may use to

communicate with several neighbours. Data transmission along a communication

link between two adjacent parents may interfere with transmissions along other

communication links if they transmit on the same channel. Two adjacent parents

communicating with links (i, j) and (i′, j′) interfere if they transmit on the same

channel at the same time. Thus, the interference can be defined as the set of

links that can interfere with any given link in the graph G [SGDC08].

6.2.2.1 Contention graph

To define the interference in the graph G, we extract the contention graph G′ =

(S ′, E ′), S ′ ⊂ S, E ′ ⊂ E×E with (i′, j′) ∈ E ′. To illustrate the contention graph

G′, we consider a simple network topology consisting of four sensor nodes Si, ..., Sn

for (i = 1, .., 4) as shown in Figure 6.1. Each sensor node is equipped with several

radio interfaces represented by small circles, while the links are represented by

dotted lines. Each link is labelled with its channel number. Figure 6.1 depicts

a network topology with all sensors using channel 1 at the same time. Data

transmission cannot be achieved between pairs of nodes when multiple nodes
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Figure 6.1: All radios sharing the channel 1

transmit because all are tuned to the same channel. Consequently, interference

between links and collisions of data packets transmitted over the channel occur

leading to a decrease in network performance. The number of channels C =

{1, 2....k} that can be assigned to each sensor is limited by the number of radio

interfaces on each sensor ri ≤ C. To indicate whether interference exists on link

(i, j), we define Ii,j as the interference indicator.

Ii,j =







1 ifX(i, j) = X(i′, j′), interference exits on link (i, j)

0 otherwise, no interference exists on link (i, j)
(6.1)

The problem addressed here is to know which channel to use in presence of

multiple channels for a given transmission?

6.2.3 Proposition

To alleviate the problem of interference described above, we propose a distributed

hybrid channel assignment mechanism called WCDS-CA, as shown in Figure 6.2,

in which we assign a unique channel in the network to each radio interface in

such a way that the number of distinct channels assigned to adjacent links of any

given sensor is at most the number of radio interfaces of that sensor.
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Figure 6.2: Distributed channel assignment

Let M be the number of pairs of links that are assigned a common channel

and are connected by a link in G′. Let Z be the total interference on these M

links. Our objective is to minimize Z. Hence, we have:

Z = min
∑

(i,j)∈E

Ii,j (6.2)

In the following Section, 6.10, we present our hybrid assignment method.

6.3 Distributed hybrid channel assignment

In this section, we present our distributed hybrid channel assignment mechanism

to reduce interference.

This section is related to [FMLE10b; FMLE11a; FLE12c; FLZE13].

6.3.1 Overview of WCDS-CA

Our WCDS-CA method is an application of graph colouring, in which channels

are assigned frequencies corresponding to the colours assigned to sensors.

• Step 1: Classify the nodes in the table in decreasing order according the

degree of connectivity. Assign each sensor node its order number in the list.
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6. MULTI-CHANNEL ASSIGNMENT IN MULTI-RADIO

• Step 2: Going through the list in order, assign a colour not yet used to the

first node not yet coloured, and assign the same.

• Step 3: If there are some sensor nodes not coloured in G, go back to step

2; otherwise the assignment of colours is complete (see Algorithm 5).

The construction of WCDS-CA consists of two phases: Tree construction and

data forwarding.

• Phase 1: Tree construction

The construction of WCDS-CA is based on the CDS technique. The broadcast

tree is constructed incrementally from the sink via a beacon message, by electing

parents and leaves based on the degree of connectivity (as shown in Figure 6.3).

A CDS of G is a set of parents S ′ (S ′ ⊆ S), such that every sensor in S − S ′

is in the neighbourhood of at least one node in S ′, and the set of parent S ′ is

connected [GP09]. WCDS-CA computes the minimum number of parents in S ′.
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Figure 6.3: WCDS-CA: Broadcast tree

From the resulting tree as shown in Figure 6.3, mediators linking two parents

consecutive are elected. From Figure 6.3, we note that, the total number of

parents necessary to cover the network, the cardinality of

| WCDS − CA |= 5 ≤| CDS |= 10 (6.3)
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• Phase 2: Data forwarding

To efficiently forward the aggregated data, a set of parents and leaves are

assigned to a single fixed channel. Mediators are assigned to several orthogonal

channels so that they can dynamically switch to the static channels of parents

for aggregating the data. The shortest path between parents and mediators

is performed using Dijkstra’s algorithm. This allows the data to be efficiently

propagated in parallel on different channels from the parent to the mediator to the

parent towards the sink in order to reduce the number of individual transmissions

as described in Chapter 3, Section 3.2.

Input: Connected graph G = (S,E); Set of channels C.

Output: Distributed Channel Assignment f : S −→ C.

for i = 1 to n do1

assign to i color 12

for i = 1 to n do3

for j = 1 to n do4

if i is adjacent to j and has the same colour,5

(search for a new colour for j) then6

k ←− (color of j) + 1;7

for l = 1 to n do8

if colour of l is k and l is adjacent to j then9

k ←− k + 1;10

next l;11

assign colour k to j12

end13

end14

end15

end16

end17

end18

Algorithm 5: Pseudo-code for a feasible colouring of G

In the following Section, 6.4, we define the performance metrics.
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6. MULTI-CHANNEL ASSIGNMENT IN MULTI-RADIO

6.4 Performance metrics

The following performance metrics are used to evaluate our proposed approach

in a 802.11b-based WSN.

• Interference

Interference is the number of pairs of links that are assigned to a common

channel and are connected by a link in G′.

Interference = max
∑

(i,j)∈E

Ii,j (6.4)

• Sink throughput

Sink throughput is the total number of data packets received by the sink in

a period of time. The higher the value of the sink throughput the better is the

network performance.

Sink throughput =

∑n

i=1 PReceivedi ∗ PSize

SIMUT ime

(6.5)

PReceived is the total number of data packets received by the sink, PSize is the

size of a packet, SIMUT ime is the simulation time and n is the number of sensors.

• Broadcast latency

Broadcast latency is the time taken between the first data packet transmission

by parents along the tree and the last data packet received by the sink. Broadcast

latency indicates the promptness of data delivered to the sink with lower latencies

being more desirable.

Broadcast latency = TReceived − TRansmission (6.6)

TReceived is the reception time by the sink, TTransmission is the transmission

time by each parent.

• Energy Consumed
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The energy model used is the same as in Chapter 4, Section 4.5.

• Routing Overhead

As we mentioned earlier, the tree is built out from the sink via a beacon

message. Each sensor in the network receiving the beacon message, adds its

degree of connectivity in the beacon and forwards it to the next sensor and so on.

At the end, each sensor elects its parent based on the degree of connectivity. In

the case of a failure of a parent, each leaf performs the same operation in order to

identify its parent responsible for transmitting the data. Each beacon exchanged

in a data packet. We want to evaluate the ratio of the total number of beacon

messages exchanged (to discover, update and maintain the paths) by the sensors

to the total number of packets that are received by the sink. Routing overhead

is the percentage of the total number of packets exchanged to the total number

of packets that are received by the sink and the lower the routing overhead the

better it is.

Routing Overhead =

∑n

i=1 PExchangedi ∗ 100

PReceived

(6.7)

PExchanged is the total number of packets exchanged by the sensors.

In the following Section, 6.5, we describe the simulation set-up and present

the comparative results.

6.5 Simulation set-up and Comparative results

6.5.1 Simulation set-up

We implemented a simulation of our WCDS-CA using MatLab [Mol70], we used

network sizes that vary from 50 to 400 sensors generated in a square area 1000m

x 1000m. In all the analysis, the number of channels C was varied from 1 to 4

while the number of radio interfaces for each sensor node was a random quantity

varying between 2 to 10. To validate our analysis, we repeated the experiments

20 times using the same network topology. The averaged value of these 20 runs
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are presented. We consider a network topology consisting of 184 sensor nodes

Table 6.1: Simulation Parameters Used

Parameters Description Value
E Initial energy for each sensor 104 (J)
Eelec Energy to run transc/receiver 50 (nJ/bit)
L Simulation area (m) 1000 X 1000
Traffic rate UDP traffic 3 packets/sec
MAC MAC layer IEEE 802.11b
C Number of channels 1− 4
Radio Radio propagation Log-Shadowing
Routing Routing protocol Dijkstra
S Sensor placement Random
Eamp Energy of amplifier 100 (pJ/bit)
PSize Packet size 32 bytes
SIMUT ime Simulation time 1000 s
B Bandwidth 250 (kbps)
R Locality radius (m) 30m
N Number of sensors 184
Sink Number of sinks 1

with 498 wireless links, where 42 parents are elected based on the degree of

connectivity. The sink is chosen randomly among the parent nodes and it is

fixed as shown in Figure 6.4. Mediators lie between two parents as shown in

Figure 6.4. Each sensor in the network generates a packet every 3s. To evaluate

the performance and efficiency of our proposed WCDS-CA method, we compare

the performance of WCDS-CA with two other previously proposed approaches:

one using a single channel and another approach Sensor Multi-Channel Medium

Access Control (SMC MAC) presented by [RR09] using the cited performance

metrics. Interference, sink throughput, broadcast latency, routing overhead and

energy consumed.

In SMCMAC, all the sensors are equipped with a single half-duplex transceiver

and use a dedicated control channel and eight data channels to dynamically switch

from one channel to another. The channel negotiation is done using request to

send and clear to send frames. For a transmission between three consecutive
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sensors, the request to send timeout value of the intermediate sensor is increased

in order to alleviate the hidden terminal problem. From a simulation point of

view, the performance of SMC MAC gives better results than the single chan-

nel in terms of throughput and latency. However, the authors do not propose

how to assign a specific channel to each radio in the presence of multiple distinct

channels. A single channel is dedicated for the control data thereby reducing the

capability of using distinct channels. In addition, the authors do not address the

switching delays incurred when switching from one channel to another during the

transmission which is important when evaluating the data delivery latency. As

in WSNs, the data transmission is made from many (all the sensors) towards a

single sink. SMC MAC just performs better for one to one transmission instead

of many to one transmission as in our approach. In contrast with our proposed

WCDS-CA method, we determine the number of channels that are needed over

all sensors in such a way that adjacent nodes are assigned to distinct channels.

6.5.2 Comparative results

Figure 6.4 shows the feasible assignment of the graph. We see leaves and parents

operating on the single fixed channel, while mediators linking two consecutive

parents operating with several orthogonal channels.
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Figure 6.4: Feasible colouring graph
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• Impact of number of common links on each channel.

Figure 6.5 shows the case of a single channel where all communications are

made simultaneously on a single channel. It shows the number of common links

against the number of sensors when using each sensor node both for communica-

tions and routing. We observe from Figure 6.5 that sensor nodes 30, 42, 43, 75

and 183 have a greater number of common links because they have many neigh-

bours. This means that the probability that interference occurs at these nodes is

higher. More precisely, the maximum number of common links used per sensor

node to communicate with and send the data to its neighbours in this case is

around 37. The mean number of common links is around 14, and the minimum is

around 2. We recall that, in this case, there is no channel assigned to a particular

sensor node. Every node can communicate with any other if they are within its

communication range.
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Figure 6.5: Interference on a single channel

Next, we evaluate the number of common links used by each sensor node when

several channels are used. When we consider channel 1, as shown in Figure 6.6,

we observe that the maximum number of common links per node using this

channel is around 14. The mean number of common links is around 5. In the

case of channel 2, as shown in Figure 6.7, we note that the maximum number

of common links used by each sensor node is around 12, and the mean value is

around 3. Figures 6.8 and 6.9 depict a roughly similar number of common links,

but with mean values of 3 and 2 for channel 3 and 4 respectively.
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Figure 6.6: Interference on channel 1: Simultaneous communications
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Figure 6.7: Interference on channel 2: Simultaneous communications
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Figure 6.8: Interference on channel 3: Simultaneous communications
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Figure 6.9: Interference on channel 4: Simultaneous communications
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It is worthwhile noting, from the above results, that the maximum number

of common links decreases to around 62% for channels 1, 3 and 4, and 67%

for channel 2 compared to the values obtained when a single channel is used.

Considering the mean value of the number of common links, we also observe

better results for the mean value of common links as shown by the decrease of

around 64% for channel 1, 71% for channel 2, 78% for channel 3 and 85% for

channel 4.

From the topology shown in Figure 6.4, the broadcast tree based on Breadth-

First Search (BFS) is built out from the sink taking into account the sensor degree

of connectivity. Thus, data transmission takes place in breadthwise along multiple

hops over each channel from parent to mediator to parent towards the sink. The

resulting broadcast tree is showed in Figure 6.10. The broadcast tree consists of

42 parents, and mediators lie between two parent nodes. In this broadcast tree,

we want to evaluate the number of data transmitted from parent to mediator to

parent towards the sink.

����

Figure 6.10: WCDS-CA: Broadcast Tree based on BFS

• Evaluation of sink throughput on each channel.

Figure 6.11 shows the throughput received by the sink for each channel used.

We note that in all the three cases, when the number of channels and radio inter-

faces used per sensor node increases, the sink throughput increases. In the case

of a single channel where all transmissions are made simultaneously on channel
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1, the maximum sink throughput is 700 bps. An improvement is seen with SMC

MAC using 4 channels with the maximum sink throughput increasing to around

1300 bps. WCDS-CA outperforms both, with the maximum sink throughput

reaching 1450 bps, again using 4 channels.
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Figure 6.11: Evolution of sink throughput on each channel

Table 6.2: Throughput with Single, SMC MAC, and WCDS-CA

Methods Single SMC MAC WCDS-CA Improv
with
SMC
MAC
over
Single

Improv
with
WCDS-
CA over
Single

Improv
with
WCDS-
CA over
SMC
MAC

Throughput 46% 86% 96% 46.15% 51.72% 10.35%

Table 6.2 shows the percentages of useful sink throughput on each channel

and the percentages improvement with SMC MAC over single, WCDS-CA with

single and WCDS-CA with SMC MAC respectively. We can see that WCDS-CA

outperforms SMC MAC and the single channel for the maximum sink throughput

due to the hybrid assignment of channels.

• Impact of network density on sink throughput.
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Figure 6.12 shows that, when we vary the number of sensors from 50 to 400, the

maximum sink throughput increases for all three techniques. When the number

of sensors is less than 70, the single channel performs better than WCDS-CA with

an average maximum sink throughput around 500 bps. This is because in WCDS-

CA, under lower network density, some sensors will not be connected together

creating a disconnected network in which parents and leaves are not connected.

We can also observe that, when the number of sensors is less than 80, SMC MAC

performs better than both WCDS-CA and the single channel. This is because in

SMC MAC, the dedicated control channel for the channel negotiation performs

better for lower network density. An interesting result is that, when the number

of sensors is 200, WCDS-CA and SMC MAC achieve the same maximum sink

throughput of around 1000 bps. In dense networks (i.e., more than 200 sensors),

WCDS-CA outperforms SMC MAC and the single channel with maximum sink

throughputs reaching around 1430, 1350 and 800 bps respectively. This is because

SMC MAC and the single scale well for one to one transmission rather than many

to one.

50 100 150 200 250 300 350 400
400

600

800

1000

1200

1400

1600

Number of sensors

S
in

k
 t
h
ro

u
g
h
p
u
t 
(b

p
s
)

Single channel

SMC MAC

WCDS−CA

Figure 6.12: Evolution of sink throughput with network density

Table 6.3 shows percentages of useful sink throughput and the percentages

improvement with SMC MAC over single, WCDS-CA with single and WCDS-

CA with SMC MAC respectively with different network densities. The results

show that WCDS-CA scales better with the density of the network than with

SMC MAC and the single channel.
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Table 6.3: Throughput with Single, SMC MAC, and WCDS-CA

Methods Single SMC MAC WCDS-CA Improv
with
SMC
MAC
over
Single

Improv
with
WCDS-
CA over
Single

Improv
with
WCDS-
CA over
SMC
MAC

Throughput 53% 90% 95% 41.11% 44.22% 5.26%

• Impact of broadcast latency on each channel.

Broadcast latency indicates the promptness of data delivered to the sink and

therefore needs to be minimized. As mentioned previously, leaves can only sense

and transmit their measurements to their parents. Parents aggregate the data

from leaves before forwarding it towards the sink via mediators. Figure 6.13 shows
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Figure 6.13: Broadcast latency on each channel 1, 2, 3, 4

that the broadcast latency decreases when the number of channels increases in

WCDS-CA and SMC MAC, but not for the single channel. In the case where all

the sensors send the data packets using channel 1, all the three methods have the

same average broadcast latency of around 2.75 ms. Broadcast latency in the case

of a single channel decreases between approximately [2.75 - 2.6] ms. When the

number of channels increases from 2 to 4, the broadcast latency decreases between
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[2.75 - 1.5] ms and [2.75 - 1.2] ms in SMC MAC and WCDS-CA respectively. In

terms of broadcast latency, WCDS-CA outperforms the other schemes.
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Figure 6.14: Variation of average broadcast latency with sensor density

• Impact of network density on broadcast latency.

Figure 6.14 shows that, when the number of sensors varies from 50 to 400, the

single channel yields the worst results, with broadcast latency varying between 3.2

and 4.5 ms. An improvement is obtained with SMC MAC, where the broadcast

latency varies between 2 and 3.3 ms. That is due to the fact that in SMC

MAC, all the sensors are equipped with a single half-duplex transceiver and use

a dedicated control channel and eight data channels to dynamically switch from

one channel to another in order to alleviate the hidden terminal problem. The

lowest broadcast latency is obtained with WCDS-CA, varying between 1.8 and

2.4 ms. From Figure 6.14, we observe that when the number of sensors varies

between 100 and 150, SMC MAC achieves lower latency than WCDS-CA and

the single channel. Statistically, we note that using WCDS-CA can reduce the

minimum broadcast latency by around 10% and 47% relative to SMC MAC and

the single channel respectively.

• Energy consumption on each channel.

Figure 6.15 shows the results of the average energy consumed on each channel

to deliver the data to the sink. In our analysis, we considered the energy used to
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transmit and receive the data as described previously. We note that when only

a single channel is used to deliver the data packets towards the sink, the energy

used in delivering the data for all the three methods is around 45 mJ. As the

number of channels increases, the energy used decreases considerably for both

WCDS-CA and SMC MAC. This is because the data are transmitted in parallel

along multiple channels instead of a single channel.
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Figure 6.15: Evolution of energy consumed on each channel 1, 2, 3, 4

Table 6.4 presents the maximum and minimum energy consumption used with

each method. WCDS-CA consumes the least energy compared to the two other

approaches. WCDS-CA can reduce the maximum energy consumed by about

77%, SMCMAC by about 60% and the single channel by about 15%. Statistically,

we can see that WCDS-CA reduces the energy consumed by about 6.66%, 25%

and 44.4% over SMC MAC on channels 2, 3 and 4 respectively.

• Impact of network density on energy consumption.

Figure 6.16 depicts the average energy consumed as a function of network

density. We observe that, as the network density varies between [50 − 400] sen-

sors, the energy consumed in the single channel varies between [38− 67] mJ. An

improvement is obtained with SMC MAC, where it varies between [30− 64] mJ.

The lowest energy consumed is obtained with WCDS-CA with the average energy

consumed varying between [23− 57] mJ.

Table 6.5 shows the maximum and minimum energy used by various ap-

proaches with different network densities. As the network density varies between
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Table 6.4: Energy consumed with Single, SMC MAC, and WCDS-CA

Methods Single SMC MAC WCDS-CA Improv
with
SMC
MAC
over
Single

Improv
with
WCDS-
CA over
Single

Improv
with
WCDS-
CA over
SMC
MAC

Maximum
energy
consump-
tion (mJ)

45 mJ 45 mJ 45 mJ 0 mJ 0 mJ 0 mJ

Minimum
energy
consump-
tion (mJ)

38 mJ 18 mJ 10 mJ 20 mJ 28 mJ 8 mJ

Decrease
in energy
consump-
tion (%)

15% 60% 77% 52.63% 73.68% 44.44%
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Figure 6.16: Variation of energy consumed with network density
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Table 6.5: Maximum and Minimum Energy consumed by Single, SMC MAC, WCDS-

CA

Methods Single SMC MAC WCDS-CA Improv
with
SMC
MAC
over
Single

Improv
with
WCDS-
CA over
Single

Improv
with
WCDS-
CA over
SMC
MAC

Maximum
energy
consump-
tion (mJ)

67 mJ 64 mJ 57 mJ 3 mJ 10 mJ 7 mJ

Minimum
energy
consump-
tion (mJ)

38 mJ 30 mJ 23 mJ 8 mJ 15 mJ 7 mJ

Decrease
in energy
consump-
tion (%)

43.28% 53.12% 59.64% 21.05% 39.47% 23.33%
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[50−400] sensors, the energy used to transmit the data increases for all methods.

WCDS-CA outperforms both the single channel and SMC MAC approaches. This

is because the single and SMC MAC approaches use the simple flooding technique

in their route discovery process. Each beacon exchanged in a data packet during

the route discovery process to find the routing paths consumes a certain amount

of energy. With our approach, once the tree is built, each sensor elects locally its

parent for transmitting the data. Our proposed approach does not to rebuild the

tree several times and consequently needs less beacon messages to find and for-

ward the data towards the sink which ultimately result in energy saving compared

to the SMC MAC and the single channel techniques.

• Impact of routing overhead on each channel.

1 2 3 4
11

11.5

12

12.5

13

13.5

14

14.5

15

Number of channels

R
o
u
ti
n
g
 o

v
e
rh

e
a
d
 (

%
)

Single channel

SMC MAC

WCDS−CA

Figure 6.17: Evolution of routing overhead on each channel

Figure 6.17 shows that, our approach uses a lower number of beacon messages

compared to SMC MAC and the single channel to find, establish and maintain the

route in the network. This is because once the tree is built, each sensor knows the

degree of connectivity of its single hop neighbourhood and saves this information

in its memory. When failures occur, the election of the parent is made locally,

and there is no need to have a global knowledge of the network. Our proposed

approach improves routing overhead by about 5% and 10% over the SMC MAC

and the single channel approaches respectively.

In the following Section, 6.6, we summarize the chapter.
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6.6 Summary

In this chapter, we have presented a distributed hybrid algorithm to perform a

selection of communication channels in a WSN. A tree is built out from the sink,

electing sensors with the highest degree of connectivity as parents, and sensors

with the lowest degree of connectivity as leaves. Parents and leaves are assigned to

a single static channel. Mediators, are assigned to several orthogonal channels so

that they can dynamically switch to the static channels of the parents to collect

data. This allows the data to be efficiently propagated in parallel on multiple

channels from the parent to the mediator to the parent towards the sink. We

have showed that our approach outperforms SMC MAC and the single channel in

terms of interference, sink throughput, broadcast latency, routing overhead and

energy consumption. Table 6.6 summarizes the advantages and disadvantages of

previous approaches discussed.

In the short term, we will take into account the tree maintenance in the

case where a parent or a mediator fails. We will study how the tree will be

reconstructed in such a way that it does not affect the overall network topology.

Finaly, we will apply MERCP present on mediators, in order to improve data

aggregation process.

In the following Chapter 7, we summarize the contributions presented in this

thesis and present the perspectives.
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Approach Strategy Advantages Disadvantages
[MDS10] Static Low interference,

High throughput
High overhead, No en-
ergy saving

[WSHL08] Static Low interference
and latency, High
throughput

Not efficient in dy-
namic conditions,
need global knowledge

[WM10] Static Low interference,
Efficient rout-
ing, Works with
existing hardwares

No energy saving,
High overhead

[JDM11] Static Low interference,
Efficient routing

High complexity
and overhead, Not
distributed

[RR09] Static Efficient routing No energy saving,
Need global knowl-
edge, Not works with
existing hardwares

[JX11] Dynamic Low interference,
Efficient routing,
High throughput

High overhead and de-
lay

[RBAB06] Dynamic Low interference,
Efficient rout-
ing, Works with
existing hardwares

No energy saving,
High overhead

[GGCS10] Dynamic High throughput,
Energy saving,
Works with exist-
ing hardware

Need global knowl-
edge, High overhead

[RRT+11] Hybrid High throughput,
Lower delay

No energy saving,
Need global knowl-
edge

[KV06] Hybrid Alleviate hidden
problem

Not good in many
to one transmission,
High overhead, Lower
possibility to assign
distinct channels

WCDS-CA
(Proposed
approach)

Hybrid Efficient routing,
Energy saving,
Low interfer-
ence, No need
global knowledge

Not suitable with
existing hardware
due to switching
among radios

Table 6.6: Summary of previous approaches
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Chapter 7

Conclusions and Perspectives

Wireless Sensor Networks (WSNs) have been designed for gathering the data

and send back to users via the sink. In WSNs, each sensor node is equipped with

a small battery and communicate with its neighbours over wireless connections.

When sensors transmit the data, they use their energy in transmission. Thus, the

sensor energy is the main impediment for improving overall WSN performance

such as lifetime. A critical aspect in the design of WSNs is to save energy and

keep the network functional for as long as possible. Our objective in this thesis

was to propose to reduce the number of transmissions in order to enhance the

network lifetime. We address this issue by investigating simultaneously aggrega-

tion, routing and channel assignment sub-issues. We propose a global solution

that aims to enhance the network lifetime. The key concepts introduced are: de-

gree of connectivity in tree-based aggregation, multipath routing between sensors

and mini-sinks, parents, leaves, mediators and channel assignment in aggregating

nodes. Finally, we present the perspectives of our work.

7.1 Conclusions

7.1.1 Tree-based Data Aggregation Schemes in WSNs

In Chapter 3, we have suggested three tree-based data aggregation algorithms:

Depth-First Search Aggregation (DFSA), Flooding Aggregation (FA) and Well
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Connected Dominating Set Aggregation (WCDSA), that aim to reduce the num-

ber of transmissions from each sensor towards the sink. Building the tree is

helpful because the maximum amount of data receives by the sink provides the

most useful information and does not need to have global knowledge of the entire

network. The degree of connectivity of a sensor is then taken into account in the

tree construction, by electing sensors having the highest degree of connectivity

as parents, and sensors having the lowest degree of connectivity as leaves. As

a result, only the set of parents needs to transmit data towards the sink. The

shortest path between parents and the sink is extracted using Dijkstra’s algorithm

for forwarding purposes. Thus, data transmission takes place along the shortest

path from parent to parent towards the sink in order to reduce the number of

individual transmissions by each sensor. As the sink is the final recipient of the

gathered data, its locations is very crucial to receive all the data. In addition, we

have studied the effect of sink location on aggregation efficiency through many

topologies.

Extensive simulations have been performed and the results have been com-

pared with some existing algorithms such as Breadth-First Search (BFS), Depth-

First Search (DFS) and flooding. Simulation results have showed that the results

of the minimum number of data packets transmitted towards the sink and the

maximum number of leaves in each algorithm varies for each position of the sink

chosen. For all the positions of the sink chosen, WCDSA outperforms better than

BFS, FA, DFSA and DFS respectively due to the using of mediators during the

data transmission.

7.1.2 Efficient Tree-based Aggregation and Processing Time
in WSNs

In Chapter 3, we have seen that tree-based data aggregation is an efficient tech-

nique to reduce the number on transmissions by each sensor in the network, by

electing parents and leaves. These data aggregated by parents may suffers from

increased data delivery time because the parents must wait for the data from

their leaves. As the network topology can be random, some parents might have

many leaves, making it very expensive for a parent to store all incoming data in
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its buffer. If a parent waits for the data from its leaves for long time, it collects

more data and hence data aggregation gain may increase. Thus, we need to de-

termine the time taken by parents to aggregate and process the data, because

it takes more time to aggregate and process the data than to transmit the data

towards the sink. In Chapter 4, we have suggested an Efficient Tree-based Ag-

gregation and Processing Time (ETAPT) algorithm using the Appropriate Data

Aggregation and Processing Time (ADAPT) metric to ensure that the data ag-

gregation and processing time in parents is appropriate. Given the maximum

acceptable latency, ETAPT’s calculation takes into account the position of par-

ents, their number of leaves and the depth of the tree, in order to compute an

optimal ADAPT time for parents with more leaves in order to increase the data

aggregation gain, thus ensuring enough time to process the data from leaves.

Performance evaluation has been carried out in order to validate ETAPT and

the results have been compared with those proposed by [ZWR+10] and [CLL+06].

The results obtained show that our ETAPT provides a higher data aggregation

gain with lower energy consumption and aggregation time compared to existing

approaches. Our suggested ETAPT algorithm is particularly useful in resource-

constrained networks since it does not need synchronization among sensors in the

network.

7.1.3 Mobility of Mini-Sinks for Reducing Congestion in
WSNs

We have seen in Chapter 3 and 4 that, tree-based data aggregation could be an

efficient technique for reducing the energy consumption of sensors, by reducing

the individual data transmitted by each sensor. As sensors are equipped with a

limited amount of storage capacity. Some parents may fail to transmit or receive

the data from other parents or leaves because the amount of data collected be-

comes greater than the amount of data that can be forwarded. Thus, causing

the emergence of local congestion at these parents and increasing the amount of

data loss. To alleviate that, we have proposed in Chapter 5 the introduction of

mobile elements in the network to enhance this limitation. So, instead of having

a central sink responsible for all data aggregation, introducing multiple data ag-
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gregators, called Mini-Sinks (MSs). MSs move in the sensor field according to a

random mobility model in order to maintain a fully-connected network topology,

aggregating the data within their coverage areas based on the controlled Multi-

path Energy Conserving Routing Protocol (MECRP) and forwarding it towards

the sink. MECRP, is implemented in MSs and sensors in order to optimize the

transmission cost of the forwarding scheme. Thus, a set of multiple paths between

MSs and sensors is generated to distribute the global traffic, so as to reduce the

appearance of congestion over the entire network.

Simulations have been made and the results have been compared with those for

a single and mobile sink proposed by [IKN06]. The obtained results have showed

that our proposition achieves 95% of packet delivery ratio, 94% of throughput,

69% of end-to-end delay, 93% of network lifetime, 7.75% of energy overhead and

13% of multiple paths overhead. The results showed that for a network consisting

of 100 sensors, the using of 30 MSs is enough to maintain a fully-connected

network topology. Thus, the mobility of MSs help to relax the requirement on

network connectivity and reduce congestion appearance since the transmission of

data from sensors is done through a single hop to MSs.

7.1.4 Multi-Channel Assignment in Multi-Radio WSNs

In Chapter 3 and 4, we have seen that leaves can only transmit to parents. During

the transmission of data, two parents may interfere with transmissions along other

communication links if they transmit on the same channel at the same time.

Sensors may use be equipped with several radio interfaces which they may use

to communicate with several neighbours. Inefficient data transmission cannot be

achieved between pairs of parents when more than one parent is transmitting.

Consequently, interference between links and collisions of data packets. We have

been interested by knowing which channel to use in presence of multiple channels

for a given transmission. We have proposed in Chapter 6, a distributed hybrid

channel assignment called Well Connected Dominating Set Aggregation (WCDS-

CA), in which we assign a unique channel in the network to each radio interface

in such a way that the number of distinct channels assigned to adjacent links of

any given sensor is at most the number of radio interfaces of that sensor. After
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have been build the tree, electing sensors with the highest degree of connectivity

as parents, sensors with the lowest degree of connectivity as leaves and mediators

linking between two parents are elected. Parents and leaves are assigned to a

single static channel. Mediators, are assigned to several orthogonal channels so

that they can dynamically switch to the static channels of parents for aggregating

the data. This allows the data to be efficiently propagated in parallel on multiple

channels from the parent to the mediator to the parent towards the sink.

We compare the results obtained with our proposed approach with those ob-

tained for single and Sensor Multi-Channel Medium Access Control (SMC MAC)

presented by [RR09] using performance metrics such as interference, sink through-

put, broadcast latency, energy consumption and routing overhead. We demon-

strate that our approach achieves better performance results over previous ap-

proaches.

7.2 Perspectives

Related to aggregation issue, in the short term:

• We will take into account the tree maintenance.

Whenever a packet is lost at a given level of the tree due to link or sensor failures,

data coming from the subordinated levels of the tree is lost.

• Study the relationship between waiting time and data aggregation gain in

order to make it scalable in more complex WSNs.

• Apply our MERCP on mediators, in order to improve data aggregation

process.

• Evaluate the impact on energy consumption during data aggregation by

parents.

• Vary the length of the data packet in order to evaluate the impact on energy

consumption.
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• Evaluate the cost in terms of time and energy to construct the tree.

Related to routing, we will:

• Evaluate the impact of interference between sensors and MSs during the

forwarding procedures.

• Evaluate the high cost of maintaining the tree in dynamic networks.

As the data gathered by sensors could be similar, in the long term:

• Consider the correlation of data transmitted in order to mitigate the prob-

lem of reporting similar data by close sensors.

• Integrate into a simulator all the algorithms proposed.

• Analyze the overall overhead with the scalability.

• Set-up a testbed applied for example to a real application such as environ-

mental monitoring.
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Appendix 1

The resulting trees constructed of BFS, DFS, DFSA, FA and WCDSA

described in Chapter 3, with each sink location can be seen below.
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Figure 1: Initial topology consisting of 193 sensors
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. APPENDIX 1

Figure 2: BFS: Resulting Tree with different locations of the sink

Figure 3: DFS: Resulting Tree with different locations of the sink
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Figure 4: DFSA: Resulting Tree with different locations of the sink

Figure 5: FA: Resulting Tree with different locations of the sink
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. APPENDIX 1

Figure 6: WCDSA: Resulting Tree with different locations of the sink
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%1.$1 4* 1 ,' ',! ()*,9,!1 2*,! &')!44! !1 24'1 *(-&'* ! 2.', 4!1 *224%* %.$1 .33!

4* 3!1',! (!1 2.44'*$ 1 (*$1 4)*%,B .E 4!1 (.$$-!1 3*8%3*4!1 ,!F'!1 2*, 4! 1%$6 ,!GH !$ 

4!1 %$I.,3* %.$1 4!1 24'1 ' %4!1/ ;*$1 #*&'! *4+.,% #3! 2,.2.1-B '$ *,9,! !1 .$1 ,'% 

J 2*, %, (' 1%$6 .33! 4! 3.$ ,! 4* =%+',! K/KB !$ 2,!$*$ !$ .32 ! 4! (-+,- (!

.$$!8% - (! #*&'! *2 !', 2.', #.%1%,:

���� �����	


������

�

��

��

��

��
��

��

��

�

��
��

��

�� ����

=%+/ K/K:  !"#$% &# $()#%* "$+" ,- . /012

 0!1 *2 !',1 *L*$ '$ (-+,- (! .$$!8% - -4!5- .33! 2*,!$ 1 ! !'8 *L*$ '$

(-+,- (! .$$!8% - I*%94! .33! I!'%44!1/

 0! #!3%$ 4! 24'1 .', !$ ,! #*&'! 2*,!$ ! 4! 1%$6B !8 ,*% 5%* 4)*4+.,% #3! (!

;%M61 ,*/

NO



 !"#!$ %&# '("")&# *(+,,("- &.0&1&"- 2-,& -,0"#1!#&# 3!0 %& 4&1!" %& *%+# (+,- 5

-,03&,# *%+#!&+,# #0+-# '& *0,&"- 5 *0,&"- 3&,# %& #!"6$ ,)'+!#0"- 0!"#! %& "(17,& '&

-,0"#1!##!("# !"'!3!'+&%%&# '& '("")&# '& 408+& 0*-&+,9

 ! "#$%&'##()(#* +( ,%)-./*%'#, (* &0,-.*/*, ')2

3/&/*%4,

 ! !" #$%&'($$)*)$+ ,) -&*./0+&($-

:(+# 03("# 0"0%;#) 408+& 0%<(,!-41& 03& +" "(17,& '& 0*-&+,# 30,!0"- &"-,& =50>

500℄ '0"# +"& @("& '& 10001 A 100019 BC!1*%)1&"-0-!(" 0 )-) D0!-& 03& %& #!1+%0-&+,

EFGB H9 B0 (""&A!(" &A!#-& &"-,& '&+A 0*-&+,# #C!%# #("- '!#-0"-# 'C0+ 1(!"# 3019

I(+, 30%!'&, "(-,& 0"0%;#&$ "(+# 03("# ,)*)-) 10 D(!# %&# &A*),!&"&# 03& %0 121&

-(*(%(<!& '& 90% 'C!"-&,30%%& '& ("J0"& &"-,& 408+& '("")&#9 B0 30%&+, 1(;&""& '&

&# ,)#+%-0-# &#- *,)#&"-)& !>'&##(+#9

I+!#8+& %& #!"6 &#- %& '&#-!"0-0!,& J"0% '&# '("")&# 1&#+,)&#$ #0 *(#!-!(" &#- ,+!0%&

*(+, ,&&3(!, &.0&1&"- %&# '("")&#9 BC(7K&-!D &#- 'C)-+'!&, %C&L&- '& %0 *(#!-!("

'+ #!"6 *&"'0"- %C0<,)<0-!(" '&# '("")&#9 M0"# "(-,& 0"0%;#&$ "(+# #+**(#("# 8+&

408+& 0*-&+, '0"# %& ,)#&0+ *&+- 2-,& %& #!"69 I(+, 408+& *(#!-!(" '+ #!"6$ "(+#

#)%&-!(""("# %0 1&!%%&+,& *(#!-!(" *(+, (7-&"!, %& "(17,& 1!"!1+1 '& *08+&-# -,0"#1!#

0+ #!"6$ &- %& "(17,& 10A!1+1 '& D&+!%%&# '0"# %& ,)#&0+9

 ! ! 12-./+0+- (*40'0+&5-

I%+#!&+,# #!1+%0-!("# ("- )-) D0!-&# 03& 8+&%8+&# 0%<(,!-41&# &A!#-0"-# (11& M&*-4>

N!,#- E&0,4 OMNEP$ H,&0'-4>N!,#- E&0,4 OHNEP9 B&# ,)#+%-0-# "(+# ("- 1("-,) 8+& %&

QR



 !"#$% "& &"'" (% )*+'%,- ,$* -"&- *' -& . %, /%  !"#$% "*0&"'" (% 1%'&//%- (* -

3*+'% */4!$&,3"% 5*$&% , )!'$ 3*+'% )!-&,&! (' -& . 3!&-&6 7!'$ ,!',%- /%- )!-&,&! -

(' -& . 3!&-&%-8 9:;<= )$>-% ,% (% "%&//%'$- $>-'/,*,- +'% ?@<8 @=8 ;@<= %, ;@<

$%-)%,&5%"% ,6

 !" #$%&'$

;* - % 3*)&,$%8  !'- *5! - )$>-% ,> ,$!&-  !'5%*'0 */4!$&,3"%- (A*4$>4*,&! #*->- -'$

/* ! -,$',&! (A*$#$%-B ;%),3C@&$-, <%*$3 =44$%4*,&! D;@<=E8 @/!!(& 4 =44$%4*C

,&! D@=E %, 9%// :!  %,%( ;!"& *,& 4 <%, =44$%4*,&! D9:;<=E6 :%- */4!$&,3"%-

! , )!'$ #', (% $>('&$% /%  !"#$% (% ,$* -"&--&! - (% 3*+'% *),%'$ 5%$- /% -& .6

;* - 3*+'% */4!$&,3"% )$!)!->8 ' *$#$% %-, ! -,$'&, F )*$,&$ (' -& . % )$% * , % 

!"),% /% (%4$> (% !  %0&,> (% 3*+'% *),%'$ )!'$ 3!&-&$ /%- *),%'$- *G* , ' (%4$>

(% !  %0&,> >/%5> !""% )*$% ,- %, %'0 *G* , ' (%4$> (% !  %0&,> 1*&#/% !""%

1%'&//%-6 H% 3%"& /% )/'- !'$, % ,$% 3*+'% )*$% , %, /% -& . %-, >,*#/& )*$ /A*/4!$&,3"%

(% ;&I.-,$*6 =& -&8 /%- (!  >%- )!'$$! , J,$% ,$* -"&-%- 5&* /% 3%"& /% )/'- !'$, F

,$*5%$- )/'-&%'$- -*',- (% )*$% , F )*$% , 5%$- /% -& . % $>('&-* , *& -& /%  !"#$% (%

,$* -"&--&! - & (&5&('%//%- (% 3*+'% *),%'$6 H* )!-&,&! (' -& . >,* , $'&*/% )!'$ /*

$>%),&! (%- (!  >%-8 )!'$ 3*+'% )!-&,&! (' -& . (* - /% $>-%*'8  !'- ->/%,&!  ! -

/* "%&//%'$% )!-&,&! )!'$ !#,% &$ /%  !"#$% "& &"'" (% )*+'%,- ,$* -"&- *' -& . %,

/%  !"#$% "*0&"'" (% 1%'&//%- (* - /% $>-%*'6

;* - /% 3*)&,$% -'&5* ,8  !'- )$!)!-! - '  !'5%*' */4!$&,3"% KL&% , M$%%C#*-%(

=44$%4*,&! * ( 7$!%--& 4 M&"% DKM=7ME8 )!'$ */'/%$ /% ,%")- (A*4$>4*,&! %, (%

,$*&,%"% , (% (!  >%- (%- 1%'&//%- )*$ /%- )*$% ,-6

NO



 !"#$%& '

 !"#$ %##&'#&() *+%,&),%-('. !- *!

-&%(-!"!.- *! *'..)!$

 !"# $% &'!()*+% ,- "./# !0."# 0/ 1/% $2!3+43!*)." 5% 5.""4%# (./++!)* 6*+% /"% *%'8

")1/% %9!% 5% ."#%+0!*)." 5% $24"%+3)% %" +45/)#!"* $% ".:;+% 5% *+!"#:)##)."# )"8

5)0)5/%$$%# 5% '!1/% !(*%/+ 5!"# $% +4#%!/< =/)#1/% $% #)"> 5.)* +%%0.)+ $%# 5.""4%#

5% *./# $%# !(*%/+#- )$ %#* ):(.+*!"* 5% *+!"#:%**+% $%# 5.""4%# ? *%:(# 0%+# $% #)"><

 !"# % '!()*+%- "./# (+4#%"*."# 5!"# $! @%*)." A<B ".*+% :.*)0!*)." %* C.+:/$."#

$% (+.;$D:%<  !"# $! @%*)." A<,- "./# (+4#%"*."# $%# +)*D+%# 5% (%+C.+:!"%# %* $%#

+4#/$*!*# .:(!+!*)C#<  !"# $! @%*)." A<A- "./# +4#/:."# $% '!()*+%<

 ! #$%&'(! !)' (!*&+ , -./012345 ./012245 .0126℄<

 !" #$%&'(%&$)

 !"# $%# E&@F#- '!1/% !(*%/+ ./0+% /"% G."% 54H")%- .$$%*!"* $%# 5.""4%# %*

$%# *+!"#C4+!"* 0%+# $% #)">< &.::% $% #)"> 5.)* +%%0.)+ $%# 5.""4%# 5%# !(*%/+# ?

*%:(#- $2!3+43!*)." 5% 5.""4%# %#* %" 4*+.)*% +%$!*)." !0% $% *%:(# 52!3+43!*)." %* 5%

*+!)*%:%"*< I)"#)- !(+D# !0.)+ ."#*+/)* $2!+;+% (./+ *+!"#:%**+% $%# 5.""4%# .::%

54+)* 5!"# $% '!()*+% (+445%"*- )$ %#* ):(4+!*)C 5% ."#)54+%+ $% *%:(# :)# (!+ $%#

(!+%"*# (./+ !3+43%+ %* 5% *+!)*%+ $%# 5.""4%# 5% $%/+# C%/)$$%#< J" %K%*- %$! (+%"5

BL



 !"#%#& &'#( )! *!+&( ),"-./-!. !* *."0*!. '!( )%11/!( 2#! )! '!( *."1(+!**.! 3!.(

'! (0145 6" &.%+&*0*#)! )! '" )/'03."1! )!( )%11/!( "# (014 " %#*0* 7 #1! +!0''!#.!

&!.8%.+"1! )# ./(!"#5

 !"!" #$%&'()*+$, -' .%$/(0&1

 !"# "$%&' $"%')%' *!+&,+!%-$" #.!%-!/'01 /'# 2$"",'# 3'#4&,'# .!& /'# !.%'4&# .&$5'#

#$"% #-3-/!-&'#6 78!+&,+!%-$" 2'# 2$"",'# '#% &'%!&2,' .!& /' 2,/!- 2' %&!"#3-##-$" 2'

'//'#9- !& /'# .!&'"%# 2$-:'"% !%%'"2&' 2' &'':$-& /'# 2$"",'# 2' /'4&# ;'4-//'#6 <$33'

/! %$.$/$+-' 24 &,#'!4 .'4% =%&' 2,./$>,' !/,!%$-&'3'"%1 '&%!-"# .!&'"%# 2!"# /8!&?&'

.$4&&!-'"% !:$-& ?'!4$4. 2' ;'4-//'# $33' /' 3$"%&' /! @-+4&' A6B6 C/ #'&!-% !##'D
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@-+6 A6BE  !"#$% &# $()#%* "$+" ,- . /012

$F%'4) .$4& 4" .!&'"% 2' #%$G'& %$4%'# /'# 2$"",'# '"%&!"%'# 2!"# #! 3,3$-&'6 H-

4" .!&'"% !%%'"2 2' &'':$-& /'# 2$"",'# 2' #'# ;'4-//'# .'"2!"% /$"+%'3.#1 -/ !&$I%

/' +!-" 28!+&,+!%-$"1 3!-# '.'"2!"% !4+3'"%' /' %'3.# 2' 2,/-:&!"' 2'# 2$"",'# !4

#-"G6 J-"#-1 -/ '#% -3.$&%!"% 2' $"#-2,&'& /' %'3.# K4' 5!K4' .!&'"% 2$-% 3'%%&'

LM



 !"# $%#&%'# '( (#$)('# *'+ ,!--&'+ ,' +'+ .'")**'+/ 0&%*)%'# ' ('2 + ,3$%#&%$()!-  '"(

$"%2'-('# *' ('2 + ,' ,&*)4#$-' ,'+ ,!--&'+ $" +)-5 !" #&,")#' *' %$)- ,3$%#&%$()!-/

 ! "#$%&'(! )$*&!+, -- !)/ !&*- 0! &1 0,/!#(-21/-$2 0* /!(") 0314#,41/-$2 5*! 615*!

"1#!2/ 0$-/ !7!/*!# 012) &31#%#! "$*# 14#,4!# !/ /#1-/!# &!) 0$22,!) 0! )!) 8!*-&&!)/

 !"!# $%&'()*+')%&

6!"# #&+!",#' '  #!7*82'9 -!"+  #! !+!-+ "- -!"4'$ $*%!#)(:2'9 ;<)'-( =#''>7$+',

?$($ @%%#'%$()!- $-, 6#!'++)-% =)2' A;=@6=B9 C")  '#2'( ,' +3$++"#'# C"' *' ('2 +

,3$%#&%$()!- '( ,' (#$)('2'-( ,' ,!--&'+  $# *'+  $#'-(+ '+( $  #! #)&/ @ #8+ $4!)#

!-+(#")( "- $#7#' !22' *' 2!-(#' *$ D)%"#' E/F/
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D)%/ E/FG  !"#$!%&#!'( )& #*+," )-./$0/.#!'(

;($-( ,!--& *$ ,"#&' 2$H)2$*' $' ($7*'9 *3$*%!#)(:2' ;=@6=  #'-, '- !2 ('G

 *$  !+)()!- ,'+  $#'-(+I

 *' -!27#' ,' .'")**'+I

 *$  #!.!-,'"# ,' *3$#7#'/

FJ



 !"#!$ %&# '()&"*# (+("* '%,# -& .&,!%%&# #& /&))0"* (%%0,&) ," *&1'# ('')0')!2$ (3"

-4(,51&"*&) %& 5(!" -4(5)25(*!0" &* -& -!#'0#&) -& #,6#(11&"* -& *&1'# '0,) *)(!*&)

%&# -0""2&# -&# .&,!%%&#7

 !" #$%&'$() *( +($,-$./0() (& $2)34&/&) -.+/$/&%,)

 !"!# $%&'(%)* +) ,)%-.%/01)*

80,# (/0"# !1'%21&"*2 "0# (%50)!*91&# #0,# :,(%"&* (/& ," "01<)& -& ('*&,)# /()!=

("* &"*)& >100 = 500℄ -("# ,"& @0"& -& 10001 A 100017 B( 0""&A!0" &A!#*& &"*)&

-&,A ('*&,)# #4!%# #0"* -!#*("*# -4(, '%,# 2017 C0,) /(%!-&) "0*)& ("(%+#&$ "0,# (/0"#

)2'2*2 20 .0!# %&# ("(%+#&# (/& %( 1D1& *0'0%05!&7 B( /(%&,) 10+&""& -& &# )2#,%*(*#

&#* ')2#&"*2& !E!7 B& #!"F &#* '%(2 (, 0!" &" 9(,* &* G 5(,9& -& %( @0"& -& 0,/&)*,)&7

C&"-("* %4&A2,*!0" -& "0# #!1,%(*!0"#$ ,"& #0,)& -0""2& &* ,"& -&#*!"(*!0" #0"* 0"=

#!-2)2&# H,#I,4G & I,& %( 011,"!(*!0" &"*)& &%%&# #4())D*& &" )(!#0" -& %42',!#&1&"*

-42"&)5!&7  , -2<,* -&# #!1,%(*!0"#$ 9(I,& ('*&,) (/(!* ,"& <(**&)!& 0"*&"("* ,"&

2"&)5!& -& 104 J0,%&#7 80,# (/0"# 0"#!-2)2 %( -,)2& 1(A!1(%& (&'*(<%& /()!("* &"=

*)& >K$ L$ M$ N℄#$ (3" -42*,-!&)O %& 5(!" -4(5)25(*!0"$ %42"&)5!& 0"#0112& &* %& *&1'#

-4(5)25(*!0"7

 !"!" 34*56'0'* ./,0%0'&-*

C%,#!&,)# #!1,%(*!0"# 0"* 2*2 .(!*&# &* %&# )2#,%*(*# #0"* 01'()2# (/& -&,A *&9"!I,&#

')09&# -& %( "�*)&O Q(*(  55)&5(*!0" R,''0)*&- <+ Q+"(1! S0,*!"5 TQ RQSU >VWS+XY℄

&*  55)&5(*!0" Z!1& [0"*)0% T Z[U >[BB+YN℄7 B&# ("(%+#&# "0,# 0"* 10"*)2 I,& "0*)&

('')09& ')2#&"*& -& 1&!%%&,)# )2#,%*(*# I,& Q RQS &*  Z[ (/& ," '0,)&"*(5& -&

5(!" -4(5)25(*!0" -4&"/!)0" 90\$ 01'()2 G 84\ '0,) Q RQS &* 73.5\ '0,)  Z[7

]]



 !"$%"&"' (& !")!**&'+!" $" ,"$%-+$. "!/) !")'&'!") 0/$ "!'%$ &11%!2$ %,3/+'

34$"5+%!" 34.786 $' 67.226 (& !")!**&'+!" $" ,"$%-+$ 3&") 7897: $' 8; %$)1$<

'+5$*$"'= >!/% ,5&(/$% ($ '$*1) 34&-%,-&'+!". "!/) &5!") ?&+' 5&%+$% (& 3+)'&"$ 3$

!**/"+&'+!" $"'%$ [20, 30, 40, 50, 60]*= @!/) !")'&'!") 0/$ ($ '$*1) 34&-%,-&'+!"

3+*+"/$ 3&") 2&/"$ 3$) '%!+) *,'2!3$)=  $+ $)' 3A &/ ?&+' 0/4&/-*$"'$% (& 3+)'&"$

3$ !**/"+&'+!" %,$ /" %,)$&/ 3,!""$', 3&") ($0/$( $%'&+") &1'$/%) "$ )!"' 1&)

!""$',)= >&% !"),0/$"'. $(& 3+*+"/$ ($ 3,-%, 3$ !""$B+', 3$) 1&%$"') $' %,3/+' ($

'$*1) 34&-%,-&'+!" 3$ 2&0/$ 1&%$"'= C!%)0/$ "!/) 5&%+!") (& 1%!?!"3$/% 3/ %,)$&/

3$ [3, 4, 5, 6]. $" -&%3&"' !")'&"' ($ '$*1) 34&-%,-&'+!". "!/) !")'&'!") 0/$ ($ '$*1)

34&-%,-&'+!" &/-*$"'$ &/))+=  $+ $)' 3A &/ ?&+' 0/$ ($) 1&%$"') &11&%'$"&"' D (4&%E%$

&/%!"' E$)!+" 3$ E$&/!/1 1(/) 3$ '$*1) 1!/% &-%,-$% ($) 3!"",$) 3$ ($/%) ?$/+(($)=

7&") '!/) ($) &). "!'%$ &11%!2$ 1$%*$' 3$ %,3/+%$ ($ '$*1) 34&-%,-&'+!" 34$"5+%!"

176 3&") 7897: $' 406 3&") 8; =

 ! "#$%&#

7&") $ 2&1+'%$. "!/) &5!") 5/ /" "!/5$&/ &(-!%+'2*$F GH+$"' ;%$$<E&)$3 7&'&

8--%$-&'+!" &"3 >%!$))+"- ;+*$ IG;8>;J. 0/+ 1$%*$' 3$ )4&))/%$% 0/$ ($ '$*1)

34&-%,-&'+!" $' 3$ '%&+'$*$"' 3$ 3!"",$) 1&% ($) 1&%$"') $)' &11%!1%+,= G'&"' 3!"",

(& 3/%,$ *&B+*&($ &$1'&E($. ($ &(/( 3$ (4G;8>; 1%$"3 $" !*1'$ (& 1!)+'+!" 3$)

1&%$"'). ($ "!*E%$ 3$ ?$/+(($) $' (& 1%!?!"3$/% 3$ (4&%E%$= 8+")+. ($) 1&%$"') &K&"'

1(/) 3$ ?$/+(($) )$%!"' 3!',) 3K"&*+0/$*$"' 34/" '$*1) 34&-%,-&'+!" &11%!1%+,. &L"

34&/-*$"'$% ($ -&+" 34&-%,-&'+!" $' 3$ 3!""$% )/H)&**$"' 3$ '$*1) 1!/% '%&+'$% ($)

3!"",$) 3$ ($/%) ?$/+(($)= C$) %,)/('&') !E'$"/) )/+'$ &/B )+*/(&'+!") *!"'%$"' 0/$ "!'%$

&11%!2$ 1$%*$' 34!E'$"+% /" -%&"3 -&+" 34&-%,-&'+!". /"$ ?&+E($ !")!**&'+!" $" ,"<

$%-+$ $' /" '$*1) 34&-%,-&'+!" %$(&'+5$*$"' ?&+E($ !*1&%, D MNO:+PQ℄ $' M CC+QS℄=

TU



 !"# $% '!()*+% #,)-!"*. "/,# (+/(/#/"# $0)"*+/1,*)/" 1!"# $% +2#%!, 102$23%"*# 3/4

5)$%# !6" 1% +21,)+% $0!((!+)*)/" 1% $! /"7%#*)/" 1,% 8 $! !(!)*2 1% #*/9!7% $)3)*2%

1%# !(*%,+#:

;<



 !"#$%& '

 ! "#$%&%'( )*+ "%,%-+%,.+ /#01

1()0%1* &! #,3*+'%#,

 ! "#$%&%'( )* +%,- ./*' 0'1/ 2*/ #""/ *,/ +#&*'%#, !..1#.1%(/ .#*1 1()*%1/ &4!..!1%'%#,

)/ &! #,5/+'%#, )!,+ &/+ 6789+: ;!,+ / <!.%'1/= ,#*+ .1(+/,'#,+ )!,+ &! 8/'%#, >:?=

,#'1/ "#'%2!'%#, /' @#1"*&#,+ &/ .1#$&A"/: ;!,+ &! 8/'%#, >:B= ,#*+ .1(+/,'#,+ &/+

1%'A1/+ )/ ./1@#1"!,/+ /' &/+ 1(+*&'!'+ #".!1!'%@+: ;!,+ &! 8/'%#, >:C= ,#*+ 1(D

+*"#,+ &/ <!.%'1/:

 ! #$%&'(! !)' (!*&+ , -./0123$4 ./01224 .012564 .0125$4 .01257℄:

 !" #$%&'(%&$)

 / "!,E*/ )4%,@1!+'1*'*1/+ .1()(F,%/+ !..#1'/ .&*+%/*1+ )(F+ )!,+ &! #,/.'%#, )/+

'/<,%E*/+ )/ #""*,%!'%#, .#*1 &/+ 6789+= #G %& /+' +#*2/,' )%H%&/ )/ 1/".&!/1 &/+

$!''/1%/+ )/+ !.'/*1+ !.1A+ )(.&#%/"/,': 7#""/ '#*+ &/+ !.'/*1+ #&&/'/,' /' '1!,+D

@A1/,' &/+ )#,,(/+ I )4!*'1/+ !.'/*1+ #* !* +%,-= &4!*'#D#,F5*1!'%#, /+' 1/#""!,)(/

.#*1 )#,,/1 &! .#++%$%&%'( I '#*+ &/+ !.'/*1+ )/ '1!,+@(1/1 /H!/"/,' &/+ )#,,(/+

!F, )4!"(&%#1/1 &! ./1@#1"!,/ )* 1(+/!* J7KL>℄: ;!,+ &! .&*.!1' )/+ !..&%!'%#,+=

&/+ !.'/*1+ +#,' +'!'%E*/+= ./1"/''!,' &/ '1!,+@/1' )/ )#,,(/+ )4*,/ "!,%A1/ 1(!'%2/:

N!1 #,'1/= JOKLP℄ #,' "#,'1( E*/ &/ )(.&#%/"/,' +'!'%E*/ )/+ !.'/*1+ ! .&*+%/*1+ %,D

BQ
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 !"# "$ #%&'(" )*'$ +%,$*- ./012 '&3 (44.*5"% '$3#' "$ (43'"# &'.'3*!$$% '3 "$ 78
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