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Modeéle Statistique de I’Animation Expressive de la Parole et du Rire pour un
Agent Conversationnel Animé

RESUME : Texte

Notre objectif est de simuler des comportements multimodaux expressifs pour les agents
conversationnels animés ACA. Ceux-ci sont des entités dotées de capacités affectives et
communicationnelles; ils ont souvent une apparence humaine. Quand un ACA parle ou rit, il est
capable de montrer de fagon autonome des comportements multimodaux pour enrichir et compléter
son discours prononcé et transmettre des informations qualitatives telles que ses émotions. Notre
recherche utilise les modéles d’apprentissage a partir données. Un modeéle de génération de
comportements multimodaux pour un personnage virtuel parlant avec des émotions différentes a été
proposé ainsi qu'un modéle de simulation du comportement de rire sur un ACA. Notre objectif est
d'étudier et de développer des générateurs d'animation pour simuler la parole expressive et le rire
d’'un ACA. En partant de la relation liant prosodie de la parole et comportements multimodaux, notre
générateur d'animation prend en entrée les signaux audio prononcés et fournit en sortie des
comportements multimodaux.

Notre travail vise & utiliser un modéle statistique pour saisir la relation entre les signaux donnés en
entrée et les signaux de sortie; puis cette relation est transformée en modele d’animation 3D. Durant
I'étape d’apprentissage, le modéle statistique est entrainé a partir de paramétres communs qui sont
composés de parametres d'entrée et de sortie. La relation entre les signaux d'entrée et de sortie peut
étre capturée et caractérisée par les paramétres du modéle statistique. Dans I'étape de synthése, le
modéele entrainé est utilisé pour produire des signaux de sortie (expressions faciale, mouvement de
téte et du torse) a partir des signaux d'entrée (FO, énergie de la parole ou pseudo-phonéme du rire).
La relation apprise durant la phase d'apprentissage peut étre rendue dans les signaux de sortie.

Notre module proposé est basé sur des variantes des modéles de Markov cachés (HMM), appelées
HMM contextuels. Ce modéle est capable de capturer la relation entre les mouvements multimodaux
et de la parole (ou rire); puis cette relation est rendue par I'animation de 'ACA.

Mots clés: Modéle de Markov caché, Agent Conversationnel Animé, Synthése d’Animation,
Animation de la Parole, Animation du Rire



Data-Driven Expressive Animation Model of Speech and Laughter for an
Embodied Conversational Agent

ABSTRACT : Text

Our aim is to render expressive multimodal behaviors for Embodied conversational agents, ECAs.
ECAs are entities endowed with communicative and emotional capabilities; they have human-like
appearance. When an ECA is speaking or laughing, it is capable of displaying autonomously
behaviors to enrich and complement the uttered speech and to convey qualitative information such as
emotion. Our research lies in the data-driven approach. It focuses on generating the multimodal
behaviors for a virtual character speaking with different emotions. It is also concerned with simulating
laughing behavior on an ECA. Our aim is to study and to develop human-like animation generators for
speaking and laughing ECA. On the basis of the relationship linking speech prosody and multimodal
behaviors, our animation generator takes as input human uttered audio signals and output multimodal
behaviors.

Our work focuses on using statistical framework to capture the relationship between the input and the
output signals; then this relationship is rendered into synthesized animation. In the training step, the
statistical framework is trained based on joint features, which are composed of input and of output
features. The relation between input and output signals can be captured and characterized by the
parameters of the statistical framework. In the synthesis step, the trained framework is used to
produce output signals (facial expression, head and torso movements) from input signals (FO, energy
for speech or pseudo-phoneme of laughter). The relation captured in the training phase can be
rendered into the output signals.

Our proposed module is based on variants of Hidden Markov Model (HMM), called Contextual HMM.
This model is capable of capturing the relationship between human motions and speech (or laughter);
then such relationship is rendered into the synthesized animations.

Keywords : Hidden Markov Model, Embodied Conversational Agent, Animation Synthesis, Speech
Animation, Laughter Animation



Résumeé

Notre objectif est de simuler des comportements multimodaux expressifs pour
les agents conversationnels animés ACA. Ceux-ci sont des entités dotées de
capacités affectives et communicationnelles; ils ont souvent une apparence
humaine. Quand un ACA parle ou rit, il est capable de montrer de facon
autonome des comportements multimodaux pour enrichir et compléter son
discours prononcé et transmettre des informations qualitatives telles que ses
émotions. Notre recherche utilise les modeles d’apprentissage a partir données.
Un modele de génération de comportements multimodaux pour un personnage
virtuel parlant avec des émotions différentes a été proposé ainsi qu’un modele
de simulation du comportement de rire sur un ACA. Notre objectif est d'étudier
et de développer des générateurs d'animation pour simuler |la parole expressive
et le rire d’'un ACA. En partant de la relation liant prosodie de la parole et
comportements multimodaux, notre générateur d'animation prend en entrée
les signaux audio prononcés et fournit en sortie des comportements
multimodaux.

Notre travail vise a utiliser un modele statistique pour saisir la relation entre les
signaux donnés en entrée et les signaux de sortie; puis cette relation est
transformée en modele d’animation 3D. Durant |'étape d’apprentissage, le
modele statistique est entrainé a partir de parameétres communs qui sont
composés de parametres d'entrée et de sortie. La relation entre les signaux
d'entrée et de sortie peut étre capturée et caractérisée par les parametres du
modele statistique. Dans |'étape de synthése, le modele entrainé est utilisé
pour produire des signaux de sortie (expressions faciale, mouvement de téte et
du torse) a partir des signaux d'entrée (FO, énergie de la parole ou pseudo-
phoneme du rire). La relation apprise durant la phase d'apprentissage peut étre
rendue dans les signaux de sortie.

Notre module proposé est basé sur des variantes des modeles de Markov
cachés (HMM), appelées HMM contextuels. Ce modeéle est capable de capturer



la relation entre les mouvements multimodaux et de la parole (ou rire); puis
cette relation est rendue par I'animation de 'ACA.

La suite de ce document se présentera comme suit; la premiere section
introduira le domaine d’application du travail de thése ; la deuxiéme section
décrira les contributions de cette these; la troisieme section présentera
brievement des travaux existants sur lesquels notre travail s’appuie; la
guatrieme section présentera les modeles développés pour la synthese
d’animation a partir de la parole; la cinquieme section présentera les modeles
développés pour la synthese d’animation a partir du rire ; la cinquieme section
conclura ce résume.



1. Introduction

La communication humaine implique des signaux audio et visuels. Les signaux
audio correspondent a la parole y compris le contenu parlé et la prosodie;
les signaux visuels concernent I'expression du visage et les mouvements du
corps. De plus, les humains sont trés habiles a déduction et l'alighement de
divers mouvements subtils pour satisfaire une intention communicative, y
compris I'émotion. lls sont également capables de lire et décoder ces
comportements complexes [99]. Les signaux de communication peuvent étre
utilisés par I'homme pour déduire et exprimer une intention, un état
émotionnel, etc.

Les Agents Conversationnels Animés (ACA) sont une forme d'interface homme-
machine. Ce sont des entités dotées de capacités de communication et
d'expression car ayant une apparence humaine. Un ACA est capable de
communiquer avec I'homme ou un autre ACA. Il est souvent installé sur un
appareil équipé d’'une caméra, d’'un écran, d'un haut-parleur et d’un
microphone, ce qui permet de recevoir et de transmettre les signaux audio et
visuels. Par conséquent, il est capable d’écouter et de parler a son interlocuteur
(par exemple, un utilisateur); il est aussi capable d’observer les expressions du
visage et de corps de linterlocuteur et d'affichage leur expression a
I'interlocuteur.

Depuis quelques années, I'ACA est devenu de plus en plus populaire dans
plusieurs applications d'interactions homme-machine, comme I'encadrement
social. Par exemple, dans le Project Européen TARDIS (http://public.tardis-
project.eu/), 'ACA est utilisé en tant que recruteur virtuel. TACA communique
avec un utilisateur (qui joue le role d’'un candidat) lors de la formation
d'entrevue d'emploi. Le recruteur virtuel peut décider de facon autonome de
procéder a l'entretien; il peut choisir attitudes sociales a exprimer envers la
personne interrogée. La figure 1 montre deux images d'un ACA avec des
attitudes amicales et hostiles. La figure 2 montre les captures d'écran des
interactions entre le recruteur virtuel et l'interviewé. Dans cette application,



I'ACA est évalué et percu par I'homme (les utilisateurs), donc la qualité
d’expression est cruciale pour engager les utilisateurs dans une telle application.

The interviewee explains
how he schedules his work

Figure 2: Captures d'écran de I'entretien d'embauche modélisé [20]. L'image de
gauche montre le recruteur virtuel; I'image de droite montre la réponse de la
personne interrogée.

De nombreuses études de psychologie ont été menées
sur la caractérisation des expressions multimodales d'émotions. Les résultats de
ces études sont exploités par des chercheurs afin de modéliser les
comportements émotionnels des ACA. Ces modeles concernent non seulement
la manifestation des émotions par le biais d’expressions faciales [12], mais aussi
via les mouvements du corps [28].

Pour modéliser les comportements de communication d’'un ACA, les modeles
de procédure ont été initialement proposés par [23, 95, 22, 8]. Elles sont basées



sur un ensemble de regles provenant de la littérature en communication
humaine. Toutefois, il est extrémement difficile de définir un grand ensemble
de regles pour décrire toutes les possibilités des comportements humains. De
plus, plusieurs regles peuvent entrainer des conflits dans la synthese
d’animation []. En outre, les animations obtenues a partir de ces modeles
souffrent d'un manque de naturel et variabilité. Donc, des chercheurs ont
exploré d’autres approches basées sur les données humaines, appelées
modeles statistiques, qui ont été élaborées pour améliorer l'intelligibilité et la
variabilité des animations synthétisées. Ces modeles reposent sur |'usage d’une
grande base de données des mouvements humains expressifs. Ces modeles ont
la capacité de capturer la corrélation entre le signal audio de parole et les
expressions faciaux ou corporelles [14, 123, 39, 31, 19, 18, 56, 78, 70, 71, 26].

Notre recherche s’appuie sur ces modeles statistiques. Elle vise a utiliser de tels
modeles pour calculer la relation entre le signal audio de parole ou de rire; puis
utiliser cette relation pour synthétiser I'animation d’'un ACA a partir du signal
audio de parole ou de rire.



2. Contributions

Nos contributions peuvent étre divisées en deux parties indépendantes. Tout
d'abord, nous avons construit des modeles de synthese d'animation faciale a
partir du signal audio de parole pour I'ACA; ensuite, nous avons construit des
modeles de synthese de I'animation a partir du signal audio de rire pour I’ACA. Il
s'agit de I'animation de |'expression du visage, le torse et des épaules. Ces
modeles peuvent étre utilisés comme générateurs d’animation de parole et de
rire pour I'ACA.

Dans notre travail de synthese de I'animation de la parole, nous introduirons
l'utilisation des modeles de Markov cachés contextuels [121, 103] pour
synthétiser les animations. Des travaux existant ont utilisé les HMM contextuels
pour la reconnaissance. Dans les HMM contextuels, les fichiers DPG
(distribution de probabilité gaussienne) sont définis en fonction de certaines
variables externes (ou contextuelles); ces variables peuvent étre ['état
émotionnel, I'age, etc. Dans notre travail, les variables contextuelles sont les
caractéristiqgues du signal audio. En outre, nous avons étendu les HMM
contextuels a des HMM entierement paramétrés. Puis les HMM entierement
paramétrés sont utilisés pour synthétiser I'animation a partir des signaux de
parole, ou les caractéristiques de la parole sont utilisées comme variables
externes.

Les modeles proposés sont évalués par le calcul de la distance entre les
trajectoires du mouvement humain et de I'animation de synthése. Les résultats
montrent que nos modeles donnent de meilleurs résultats sur cette tache que
les modeles de référence (HMM standard).

Les HMM ont été utilisés pour synthétiser I'animation dans des travaux
existants [19, 56, 18, 78]. Nos modeles donnent de meilleurs résultats que les
travaux existants. L'étude montre que prendre en compte a la fois les sourcils
et les mouvements de téte augmentent la précision de I'animation de synthese;



ce résultat confirme aussi que les mouvements des sourcils et de la téte se sont
reliés.

Dans notre travail de synthese de I'animation du rire, nous avons construit des
générateurs d'animation. Ces générateurs concernent le haut du corps, par
exemple la machoire, les levres, les joues, les paupiéeres, les sourcils, la téte, les
épaules et le torse. A notre connaissances, nos modeles sont la premiere
tentative de construire des générateurs d'animation pour la synthese de
I'animation du rire pour tout le corps.

D’abord, nous avons utilisé trois méthodes pour calculer les animations des
différentes parties du corps. Des modeles de fonctions linéaires de régression
sont utilisés comme générateurs de la levre et de la machoire, qui prennent en
entrées les séquences de pseudo-phonémes de rire et des caractéristiques de
prosodie de rire. Les mouvements de la joue, des paupiéeres, des sourcils et de
la téte sont synthétisés par concaténation des mouvements segmentés issus de
la base de données. Cette synthese prend en entrée la séquence de pseudo-
phonémes de rire et les intensités de ces phonémes. Les mouvements des
épaules et du torse sont estimés par proportionnel-dérivé (PD) Contréleur, qui
prend en entrée les mouvements synthétisés de la téte. Ces trois approches
peuvent synthétiser les animations correspondantes en temps réel. Une
évaluation subjective a été réalisée pour estimer la pertinence de ces
approches.

Pour étudier en outre les animations du haut du corps, nous avons construit un
nouveau jeu de données de rire humain, ou I'audio du rire humain, les rotations
de la téte et du torse sont enregistrés. Un HMM spécifique, boucle HMM
(BHMM), est utilisé pour capturer et synthétiser les types de mouvements
(tremblements) de la téte et du torse. En plus, les probabilités de transition
d'états paramétrées sont utilisées dans LHMM; elle est appelée TPLHMM.
TPLHMM est utilisé pour capturer et rendre la relation entre le signal audio du
rire et les mouvements de la téte et du torse. Enfin, nous nous sommes inspirés
de HMMs couplés. Nous en construisant une variante en combinant plusieurs
TPLHMMs couplés, appelés CTPLHMMSs, pour capturer et rendre la relation
entre les mouvements de la téte et du torse.

L'évaluation objective montre que les modeles proposés peuvent générer rire
des séquences de mouvements. L'évaluation subjective montre que nos
modeles sont capables de capturer le dynamisme du mouvement de rires et
d'améliorer la perception humaine.



3. Létat de lI'art

Synthétiser une séquence d'observations réaliste (appelée ci-apres une
trajectoire) a partir d'un HMM est une question essentielle. La synthése de la
séquence d'observations la plus probable étant donné une séquence d'états
particuliere donne une trajectoire constante par morceaux trés peu probable.
Bien qu'une technique d'interpolation puisse étre utilisée pour lisser la
séquence d’observations, cela pourrait endommager la dynamique percue de
I'animation déduite du HMM appris.

Une technique a été proposée dans [113] pour synthétiser une trajectoire
réaliste a partir d'un HMM appris. Dans ce travail, un vecteur de
caractéristiques comprend un ensemble de caractéristiques dites statiques
accompagnées de leurs vitesses de leurs accélérations. Cette méthode vise a
synthétiser la séquence d'observations (autrement dit de caractéristiques
statiques) la plus probable qui satisfait certaines contraintes sur leurs évolutions.
La figure 3 montre un échantillon de la trajectoire générée par un HMM [57] en
utilisant cette méthode. Comme on peut le voir, la trajectoire produite (ligne
pleine) est beaucoup plus lisse que la séquence la plus probable de
I'observation (ligne pointillée).

-
o
o

Observation

—_
o

Time index
Figure 3: Un échantillon de la trajectoire générée a partir d'un HMM appris [57].
La ligne pointillée est la séquence des moyennes. La ligne continue est générée
par la technique de synthese de [113]. Il s'agit d'une trajectoire beaucoup plus



lisse que la ligne pointillée.

Dans notre travail, les chaines de Markov sont utilisées pour modéliser les
séquences de descripteurs de mouvement en considérant ces descripteurs
comme les observations des états cachés. Pour dépasser les limites inhérentes
aux HMMs, dans notre travail, les descripteurs de la parole ne sont pas
toujours pris comme des observations émises par |'état caché, ils sont utilisés
pour calculer les parametres des HMMs dans I'étape de synthese. Cette
méthode s’inspire d’une extension des HMMs, appelée HMMs contextuels [121,
103]. Ceux-ci sont des HMMs dont les distributions des observations
dépendent de variables contextuelles, aussi appelées variables externes. Les
HMMs contextuels ont été utilisés pour la reconnaissance de gestes dans des
travaux antérieurs, alors qu'ils sont utilisés pour la synthese des
comportements dans notre travail. Basé sur les HMMs contextuels existants,
nous avons développé une nouvelle extension de ceux-ci, appelés HMMs
entierement paramétrables (FPHMM). Pour les FPHMMs, non seulement les
observations, mais aussi les probabilités de transition entre les états dépendent
de variables contextuelles. Dans notre travail, les variables contextuelles sont
les caractéristiques de prosodie de parole.

Les Modeles de Markov cachés (HMM) sont des modéles génératifs statistiques
(autrement dit, ils peuvent étre utilisés pour générer/synthétiser les données)
bien connu pour analyser les flux des données. Ils peuvent étre appliqués a des
données tel que le signal de parole ou les descripteurs du mouvement humain.
Ces modeles sont appris automatiquement a partir d'un corpus de données.
Cela permet de capturer les caractéristiques dynamiques du flux de données.
Une fois que le modele a été appris, il peut étre exploité pour déduire de
nouvelles instances de flux de données dans une phase de synthése [19]. Ci-
dessous, nous rappelons les bases de la modélisation par HMMs afin
d'introduire les notations nécessaires. Une présentation détaillée peut étre
trouvée dans [102].

Plus précisément, un HMM est basé sur une chaine de Markov de premier
ordre. Il comprend un nombre fini d'états dont la séquence obéit aux propriétés
markovienne (nous considérons les modeles de Markov d’ordre 1 seulement),
ce qui signifie que I'état a l'instant t est indépendant de tous les états antérieurs
a I'exception de |'état au temps. La propriété de Markov permet de restreindre
le calcul des probabilités de transition d'un état a un autre.



Une fonction de densité de probabilité (pdf) est associée a chacun des états,
c’est habituellement une distribution gaussienne ou un mélange de
distributions gaussiennes. Un tel paramétrage des HMMs vient de la seconde
hypotheése appliquée au modele: I'observation a l'instant, t, est supposée
indépendante de toutes les autres observations et de tous les états étant donné
I'état a l'instant, t.

Ces deux propriétés des HMMs ont rendu ces modeles tres populaires car ils
permettent d’utiliser algorithmes trés efficaces et simples. Pourtant, ces
hypothéses ne sont jamais satisfaites dans la pratique avec des données réelles.
Du point de vue de la synthese, ces hypothéses sont beaucoup trop fortes et se
traduisent par une limitation de 'expressivité pour générer des trajectoires
réalistes [73]. Un certain nombre de chercheurs ont contribué a surmonter un
tel inconvénient, a des fins de reconnaissance en introduisant les HMMs
segmentaires ou les HMMs trajectoire qui détendent I'hypothese
d'indépendance entre les observations successives [107, 38]. Parmi ceux-ci,
guelques travaux peuvent étre exploités pour synthétiser des trajectoires plus
réalistes [121, 103], nous nous appuierons sur ces derniers ici.



4. Synthese d’animation de parole

De nombreux travaux ont étudié les relations entre différentes modalités
d’expression. Ces modalités sont manipulées afin de produire un message unifié
correspondant a I'intention du locuteur. Elles sont reliées et synchronisés avec
chacune d’entre elles. Les sourcils et les mouvements de téte, en tant que
prosodie visuelle, sont souvent utilisés pour compléter I'information verbale.
Notre travail se focalise sur la réalisation d’un modele statistique de génération
de mouvements de tétes et de sourcils a partir du signal de parole. Ce modele
peut étre entrainé sur des échantillons d’apprentissage et peut alors synthétiser
des animations a partir des caractéristiques du discours. Etant donné les
avantages des modeles HMM pour représenter des flux de données, nous avons
choisi d’utiliser un tel modele pour notre travail.

4.1 Modele contextuel

Dans les HMMs contextuels, les distributions de probabilité gaussienne sont
définies comme étant fonctions de variables externes (ou contextuelles). Dans
le cadre de la reconnaissance de parole, ces variables peuvent étre la
morphologie, le genre ou I'age comme dans les travaux [121, 103]. Inspiré par
ces travaux, nous proposons un nouveau modele que nous appellerons Fully
Parameterized Hidden Markov Model (FPHMM). Un FPHMM est une extension
d’'un HMM contextuel ou en plus des moyennes et matrices de covariances, tel
que dans [121, 103]. Les probabilités de transition et la distribution de I'état
initial sont également paramétrées (utilisant un ensemble de variables externes)
et dépendent des variables contextuelles au lieu d’avoir une valeur fixe.
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Figure 4: Représentation d’'un CHMM (a gauche) et d'un FPHMM (a droite) en
tant que Réseau Bayésien Dynamique pour générer une séquence de
mouvements a partir d’'une séquence de parametres de parole. Alors qu’un
CHMM utilise les parametres de la parole pour modifier les parameétres, un
FPHMM utilise en plus ces parametres pour configurer les transitions entre les
états.

4.2 Modele Contextuel pour synthese
d’animation

4.2.1 CHMM

Afin de construire un systeme speech-to-motion, on peut apprendre un CHMM
avec les parameétres du discours comme variables contextuelles (et dynamiques).
Une fois qu’un tel modéle a été entrainé, on peut définir un CHMM pour le
discours seulement en ignorant les parametres du mouvement. On peut
également utiliser le signal du discours pour définir un CHMM pour le
mouvement, modifiant les parametres de celui-ci grace au flux du discours. En
réalité, il s'agit d'un CHMM ou les parametres varient dans le temps. Lors de
I'étape de synthése, les parametres du discours sont d’abord interprétés afin de
trouver la séquence d’état la plus probable, puis nous utilisons la «Single
Method» pour synthétiser une trajectoire a travers cette séquence d’état.

4.2.2 FPHMM

Dans notre travail, un FPHMM est utilisé pour synthétiser le flux de mouvement
a partir du flux du discours comme suit. Premierement, nous apprenons un
FPHMM qui considere les parametres du discours comme variables
contextuelles et qui produit des parametres du mouvement. Puis, lors de



I'étape d’entrainement, les flux de mouvements et de discours sont tous les
deux utilisés pour entrainer le FPHMM. Lors de l|'‘étape de synthese du
mouvement (c.a.d. synthése de I'animation), seulement le flux du discours est
connu. Il est utilisé pour calculer les probabilités des transitions et les
distributions de probabilités dans les états en fonction du temps. Une fois que
tous les parametres du modele sont configurés, on peut calculer la séquence
d’états la plus probable, ou on peut déduire la distribution de probabilités sur
toutes les séquences d’états. Finalement, a partir de |é séquence la plus
probable ou des distributions sur I'ensemble des séquences, on peut générer
une trajectoire.

4.2.3 Combinaison des modeles FPHMMs et
CRFs

Nous avons étudié la combinaison du modele HMM entierement paramétré
et du modele Conditional Random Fields (CRFs) [65]. Nous appelons ce modele
hybride FPHMM-CREF. Il est inspiré du travail réalisé par [71].

Pour l'apprentissage, nous apprenons d'abord un FPHMM. Dans cette étape,
nous déterminons la séquence d'état la plus probable en utilisant uniguement
des caractéristiques de parole dans le FPHMM appris. Ensuite, le CRF est appris
en utilisant I'ensemble des séquences d’état comme ensemble de données
d’apprentissage.

Pour la synthése de lI'animation, le CRF prend en entrée un signal de parole
pour obtenir une distribution des probabilités sur toutes les séquences d'états.
De plus, les caractéristiques de parole sont utilisées pour définir les
distributions des probabilités de transition entre les états du FPHMM. Enfin,
étant donné la séquence d'états la plus probable (la distribution sur les
séquences de I'état), on peut estimer une séquence d’observation (intégration)
suivant toutes les séquences d’état des séquences d’observation.



5. Synthese d’animation a partir du
signal audio du rire

Le rire apparait souvent dans la communication humaine. Méme si le rire est un
signal de communication important dans l'interaction humaine, il n’a
commencé a étre étudié que depuis la fin des années 1990 [105]. Avant cela,
tres peu d'études en psychologie (par exemple, [34]) décrivaient le
comportement associé au rire et ses fonctions communicatives. Le rire est
fortement lié a des émotions positives et a la bonne humeur [106].

Toutefois le rire n'est pas toujours lié a la gaieté. Des études ont rapporté 23
différents types de rire [58], comme le rire hilare, hystérigue embarrassé,
désespéré, ou méprisant. Le rire est donc lié a divers états émotionnels. Ses
expressions, au niveau acoustique et comportemental, varient en conséquence.

Dans notre travail, nous nous concentrons sur le rire hilare qui est le rire faisant
suite a un événement drble, et qui est déclenché par des stimuli amusants et
positifs (par exemple une blague). Le rire hilare est un des 23 types de rire
définis par [58]. La morphologie du rire comprend les expressions faciales, les
mouvements du corps et des vocalisations [105].

Notre objectif est de développer un Agent Conversationnel Animé (ACA)
capable de rire. Pour cela, nous devons proposer des approches pour
synthétiser les signaux multimodaux du rire. Niewiadomski et Pelachaud [87]
indiguent que la synchronisation entre toutes les modalités est cruciale pour la
synthése de l'animation du rire. Les humains sont tres habiles dans
I'observation des comportements non verbaux, et ils détectent la moindre
incongruité dans les animations multimodales synthétisées. Nous avons
développé des modeles statistiques pour la synthese des comportements
multimodaux de rire. Le modele statistique est d'abord appris sur des données
humaines, puis est utilisé pour synthétiser des animations multimodales. Nous
présentons successivement deux approches que nous avons congues et
évaluées.



Le premier systeme est une preuve de concept qui combine plusieurs briques
de base, traitant toutes les données d’animation en sortie de systeme. Le
deuxieme systeme est un systeme élaboré focalisé sur la synthese des
mouvements de la téte et du torse.

5.1 Premier systeme de synthese
d’animation a partir du signal audio du rire

Pour la syntheése d’animation du rire, plusieurs types d’entrées sont considérés
pour notre systeme, compris dans le jeu des données disponibles (celui des
bases de données). |l s’agit d’'un choix raisonnable des entrées, mais aussi
d’une contrainte qui vient du jeu des données a disposition.

Nous avons utilisé des caractéristiques prosodiques en entrée, comme dans les
travaux précédents [14, 29, 16, 62, 48, 39, 74, 31, 66, 109, 19, 18, 56, 70, 71, 73,
78]. Nous avons aussi utilisé une autre information de plus haut niveau sur la
réalisation du rire. Il s’agit de la séquence de pseudo-phonémes du rire, qui
exprime la séquence des unités élémentaires du rire. C’est I'équivalent pour le
rire de la séquence de phonemes pour la parole. Pour aucun pseudo-phonéme
du rire, on dispose d’informations sur son intensité et sa durée.

Le jeu de données que nous avons utilisé est une base de donnée existante,
appelé AVLC [114]. Cette base de données comprend les signaux audio, les
mouvements de téte et des expressions faciales. Cela nous permet d’exploiter
des modeles statistiques. Linconvénient de cette base de données est le
manque de mouvements de torse et des épaules. Pour pallier cet inconvénient,
nous nous sommes orientés vers une méthode déterministe.

Notre premier systeme s’appuie sur plusieurs briques de base. Il est composé
de trois modules de synthése. Le premier module est la synthése des
mouvements des levres et de la machoire. Ce module prend en entrée les
caractéristiqgues prosodiques et les pseudo-phonémes du rire. Le deuxieme
module est la synthése des mouvements de la téte et des autres expressions
faciales, tel que les sourcils, les paupieres et les joues. Ce module prend en
entrée les pseudo-phonémes du rire. Le troisieme module est la synthese des
mouvements du torse et des épaules. Comme nous ne disposons pas de
données humaines pour ces mouvements, ce module prend en entrée une
autre information, les mouvements synthétisés de la téte. On peut trouver tous



les détails sur les entrées de ces trois modules sur la figure 5. Dans la section
suivante, nous présentons ces trois modules successifs.

speech features pseudo-phoneme, duration sequences

A4 \1' \ 4
lipand jaw head and eyebrow .| torso and shoulder
motions synthesis motions synthesis “| motions synthesis

N \ N
animated virtual agent

Figure 5 Trois modules de synthese.

5.1.1 Synthese des mouvements des levres et
de la machoire

Pour la synthese des mouvements des lévres et de la machoire, notre travail
s‘appuie sur I’hypothese que ces mouvements ne dépendent que des
caractéristiqgues prosodiques et des pseudo-phonémes du rire. On utilise des
fonctions linéaires pour modéliser la relation entre la prosodie et les
mouvements. Les mouvements des levres et de la machoire sont définis par 23
parametres. Nous utilisons donc 23 fonctions linéaires pour estimer les valeurs
de ces parametres. Les coefficients des fonctions linéaires sont appris a partir
de la base de données par le critere des moindres carrés.

5.1.2 Synthése des mouvements de la téte
et des expressions faciales

Les mouvements synthétisés sont ici ceux de la téte et des expressions faciales,
tels que les sourcils, les paupieres et les joues. La synthése de ces mouvements
est indépendante et basée sur la méme méthode.

La Figure 6 montre la procédure de la synthese des mouvements de la téte.
Pour chaque pseudo-phonéme du rire, on a un ensemble des mouvements issu



de la base de données d’apprentissage. On sélectionne donc un de ces
mouvements pour chague pseudo phoneme de rire des entrées. La sélection de
la séquence des mouvements de téte correspondant a la séquence de pseudo
phoneme de rire peut étre vue comme le choix de la meilleure séquence. Nous
expliquons ce choix de correspondance ci-apres.

Input: Sequence of pseudo-phonemes

Pseudo-phoneme . /a/ /o/ /e/ ‘e
Duration d, d, d,
( \ N\ N
o N El
f\\\ A //E
o000 /-\_;/ | - A [ X N
® o ]
® o o
® @ ®
Set of head Set of head Set of head
motion for motion for motionfor
a Jo/f e
< / J L J k/ / J

Figure 6 Synthese des mouvements de la téte

4 cost value Cour

CCont

_ lengthDifference
" positionDistance

Figure 7 Deux critéres pour la sélection des mouvements

La qualité de la correspondance s’appuie sur deux critéres. Le premier critére



est le colt de duré, qui est le mesure de l'adéquation de duré entre les
mouvements sélectionnés et pseudo-phoneme de rire. Le deuxieme critéere est
la qualité d’enchainement des mouvements des pseudos phonemes de rire. |
est I'écart de distance entre la position a la fin du mouvement précédent et
celle au début du mouvement suivant. Ces deux criteres sont montrés sur la
figure 7. La qualité de correspondance est calculée par la somme pondérée de
ces deux criteres. Le parametre de combinaison de ces deux criteres sont
déterminés a la main.

5.1.3 La synthese des mouvements du torse
et des épaules

LUinconvénient de la base de données que l'on utilise est le manque de
mouvements du torse et des épaules. Dans la mesure ou les mouvements du
torse et des épaules sont importants pour les animations du rire, on développe
donc une méthode déterministe, appelé PD controller.

PD controller prend en entrée les mouvements synthétisés de la téte et calcule
en sortie les mouvements du torse et des épaules. Cette synthese est basée sur
I’hypothese que les mouvements du torse et des épaules suivent bien les
mouvements de la téte. Par exemple, quand la téte penche vers I'avant, le torse
penche vers l'avant aussi.

Pour étre plus précis dans le PD controller, la sortie est toujours lissée ainsi que
I'entrée. La sortie dépend de I'entrée courante et de la sortie précédente. La
figure 8 montre un exemple d’animations produite avec PD controller, ou la
courbe bleue est I'entrée, 'animation de la téte et la rouge la sortie, I'animation
du torse.
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Figure 8 Exemple des animations de la téte en entrée et du torse en sortie avec
le PD controller. La courbe bleue est la trajectoire du torse, et la rouge est celle
de la téte.

5.2 Le second systeme de la synthese
d’animation a partir de signal audio de rire

Pour synthétiser les mouvements de la téte et du torse avec un modele
statistique, on enregistre une nouvelle base de données, qui comprend les
signaux audio et les mouvements de la téte et du torse.

Les mouvements de la téte et du torse sont connus comme des mouvements de
tremblements. Pour modéliser tel mouvements, nous avons exploité un modele
Markovien particulier, appelé Loop HMM (LHMM). 6 LHMMs sont développés
respectivement pour les 6 dimensions caractéristiques des mouvements (3
rotations de la téte and 3 rotations du torse). La figure 9 est une représentation
de la topologie de LHMM.



~

Observation

Figure 9 Représentation de la topologie de LHMM.

LHMM est un modele markovien de gauche a droite dans lequel les retours en
arrieres sont possibles. Les probabilités de transition d’état sont définies de tel
facon que le processus va grosso modo de la gauche vers la droite. Le cycle
correspond a un mouvement d’aller-retour. La distribution des probabilités
associées aux états est définie comme une distribution gaussienne dont les
moyennes sont reparties sur le domaine de valeur de caractéristique modélisé.
En parcourant ce modele de gauche a droite, on décrit un mouvement en forme
de vague similaire au tremblement. La figure 10 montre un exemple de

I'animation synthétisée par LHMM.
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Figure 10 Comparaison des trajectoires a partir des différents modeles

Lautre idée importante est le paramétrage des probabilités de transition d’état
selon les caractéristiques de prosodie. C’est-a-dire que les probabilités de
transition d’état, a un instant t, dépendent de les signaux de prosodie a un
instant donné, t. Cela permet d’augmenter le réalisme et la variabilité de
I'animation synthétisée, mais aussi le lien entre I'audio et I'animation.

La figure 10 est un exemple de I'animation. La trajectoire du bas est un exemple
humain; celle du haut est synthétisée avec LHMM; celle du milieu est Ia
trajectoire synthétisée avec LHMM intégrant des transitions paramétrées,
appelé TPLHMM. La trajectoire avec LHMM sont similaires entre elles. LHMM
ne prend pas l'audio en entrée, la trajectoire se ressemble donc beaucoup. La
trajectoire avec TPLHMM est assez marquée par le signal audio et dépend des
fichiers audio donnés en entrée.

Comme indiqué précédemment, on cherche la synthése des modalités de la
téte et du torse. L'idée simple est de construire le modele par modalité, I'un
pour la téte et I'autre pour le torse. En fait, nous proposons un modele joint
pour modéliser les deux modalités des mouvements a la fois. Cela permet de
modéliser le lien entre deux modalités des mouvements et d’augmenter la



qualité de I'animation synthétisée.
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Figure 11 Topologie de LTPHMM couplé pour la synthese des mouvements

Nous nous sommes inspirés du HMM couplé. Nous en avons une variante en
combinant les modeéles appelés LTPLHMM couplé (CTPLHMM). La figure 11
montre une représentation de topologie de CTPLHMM. La position courant de
la téte dépend non seulement de la position précédente de la téte mais aussi la

position précédente du torse.



6. Conclusion de la Synthese d'Animation
a Partir de Parole

Dans notre premier travail (synthese d'animation de la parole), notre but est de
construire des modeles pour la syntheése d'animation de la parole. Tout d'abord,
nous nous sommes concentrés sur la synthese d'animation des sourcils, puis
nous avons généralisé cette synthese d'animation des sourcils a la synthése des
animations des sourcils et de la téte en méme temps.

Dans la premiere étape, synthese de l'animation des sourcils, les modeles
contextuels existants basés sur des HMM, appelés HMM contextuels [121, 103]
dans cette these, sont utilisés comme générateurs d'animation. De plus, nous
avons étendu ces HMM contextuels en HMM entiérement paramétrés (Fully
Parameterized HMM, FPHMM). Puis ces FPHMM sont utilisés comme
générateurs d'animation. Nous avons effectué des évaluations ou nous avons
comparé les résultats produits par différents types de HMM. Ces évaluations
objectives montrent que les HMM contextuels et les FPHMM surpassent les
HMM standards [56, 19] et que les FPHMM sont meilleurs que les HMM
contextuels.

Dans la deuxieme étape, synthese d’animation des sourcils et de la téte, les
FPHMM sont généralisées en générateurs d'animation des sourcils et de la téte.
Dans cette étape, nous étudions si l'intégration de la relation entre les
mouvements des sourcils et de la téte augmente la qualité des signaux
synthétisés. Pour répondre a cette question, nous comparons les résultats des
deux modeles. Les animations synthétisées sont évaluées en utilisant des
méthodes objectives et subjectives. Les résultats de ces évaluations montrent
gue la relation apprise par notre modele, entre les mouvements des sourcils et
de la téte, peut étre utilisée pour améliorer la qualité des animations
synthétisées.

Dans le travail de synthese de I'animation de la parole, nous avons proposé une



approche statistique pour générer les mouvements de la téte et des sourcils
pour un agent virtuel a partir de la parole. Le FPHMM est utilisé pour capturer
la correspondance directe entre l'audio et l'information visuel. Le FPHMM
formé permet de définir I'animation visuelle en fonction du signal de parole.
L'évaluation objective montre qu’en considérant les mouvements de sourcils et
de téte simultanément, la précision de I'animation résultante est améliorée.
confirme également que les mouvements des sourcils et de la téte ne sont pas
indépendants l'un de l'autre mais, au contraire, sont liés; les signaux
multimodaux renforcent le sens de la communication. L'évaluation subjective
montre que notre modele proposé améliore la perception de I'animation de
I'agent virtuel au niveau de I'expressivité émotionnelle.



7. Conclusion de la Synthese de
I’Animation du Rire

Dans notre deuxiéme travail (synthése de I'animation de rire), nous avons
construit des générateurs d’animation du rire, qui inclut la machoire, les lévres,
les joues, les paupiéeres, les sourcils, la téte, les épaules et le torse. A notre
connaissance, nos générateurs d'animation du rire sont la premiere tentative de
synthese de I'animation du corps entier pour le rire. Des modeles de régression
linéaires sont utilisés pour animer les lévres et la machoire, ou les mouvements
des levres et de la machoire dépendent des phonemes du rire et des
caractéristiques de la prosodie. Une méthode de concaténation est proposée
pour générer l'animation des joues, des paupieres, des sourcils et de la téte, ou
I'intensité et la durée des phonémes sont utilisées pour sélectionner des
segments de mouvements humains. Le modele PD Control est appliqué a la
synthese de I'animation des épaules et du torse, qui sont synchronisés les uns
aux autres et dirigés par les mouvements de la téte. Nous avons évalué notre
modele pour vérifier la facon dont le rire de |'agent est percu en racontant ou
en écoutant d'une blague. Nous avons réalisé une évaluation ou nous avons
comparé deux conditions : un agent qui sourit et un agent qui rit. Les résultats
montrent que les participants préféraient interagir avec un agent riant plutot
gu’un agent souriant.

De plus, des FPHMM couplés sont utilisées comme générateurs d’animations de
la téte et du torse, ou les animations synthétisées sont capables de reproduire
des mouvements de secousses ou de tremblements. Dans cette méthode, les
animations synthétisées sont synchronisées aux caractéristiques de la prosodie.
lIs sont également fortement corrélés avec les uns les autres. Une évaluation
subjective a été menée pour valider les générateurs d'animation du rire
proposés. Nous avons comparé les résultats provenant des FPHMM couplés et
ceux non couplés. Nous avons aussi fait une comparaison avec des
mouvements humains. Les résultats montrent que les participants ont trouvé



gue les animations synthétisées étaient de meilleure qualité pour les FPHMM
couplés.
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Chapter

Introduction

Human communication involves audio and visual signals. Audio signals cor-
respond to human speech, spoken language, prosody, para-linguistic features, etc;
visual signals contain facial expression, body motion, arm and hand gestures, etc.
Humans are very skilled at inferring and aligning various subtle motions to sat-
isfy communicative intention including emotion. They are also capable of reading
and decoding such complex behaviors [99]. Communicative signals can be used by
humans to infer and to express an intention, an emotional state and personality
traits. For example, when saying "hello" to start a conversation, human may first
turn his/her head while smiling to the interlocutor and then say "hello" with a head
nod and leaning forward.

Embodied conversational agents, ECAs, are a kind of Human-Computer Inter-
face. They are entities endowed with communicative and expressive capabilities;
they have human-like appearance. An ECA is capable of communicating with hu-
man or another ECA. It is often installed on a device endowed with camera, screen,
speaker and microphone, which are used to receive and convey the audio and visual
signals. Hence, it can listen to and speak to its interlocutor (e.g. a user); it can
also watch interlocutor’s facial expression and display gestures to the interlocutor.
Reeves and Nass, in their book "The Media Equation" [104] stated that users, when
interacting with human-like agent, tend to apply similar protocols than when in-
teracting with other humans. Hence, an ECA should communicate with humans
in a human-like manner. It means that an ECA should be capable of speaking and
displaying natural behaviors as humans do to convey information.

In recent years, ECA has become increasingly popular in several applications of



2 1. INTRODUCTION

human-computer interactions, such as social coaching. For example, in the Europe
project TARDIS (http:/public.tardis-project.eu/) ECA is used as a virtual recruiter.
The ECA interacts with a user (interviewee) during job interview training. The
virtual recruiter can decide autonomously how to conduct the interview; it can se-
lect which social attitudes to express toward the interviewee. Figure 1.1 shows two
images of an ECA with friendly and unfriendly attitudes. Figure 1.2 shows screen-
shots of interactions between the virtual recruiter and the interviewee. In such
an application, ECA is evaluated and perceived by humans (users), so ECA with

expressive quality is crucial for engaging users in such an application.

Figure 1.1: Examples of ECA with friendly (left) and unfriendly (right) attitudes in
job interview [20]

The interviewee explains
how he schedules his work

Figure 1.2: Screenshots of the simulated job interview [20]. The left is the virtual
recruiter; the right is the response of the interviewee.

Many studies from the psychology literature [44, 117, 59] have been conducted
on characterizing the multimodal expressions of emotions. Results from these stud-

ies are exploited by computer scientists to model emotional behaviors of ECAs [32].
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These models describe not only the facial expressions of emotions [12] but also the
body posture and quality of movements [28]. They also looked as rendering aspects

such as wrinkles and skin coloring [36].

To simulate communicative behaviors for ECAs, procedural models have been
first elaborated [23, 95, 22, 8]. They are based on a set of rules extracting from the
literature in human communication or from the analysis of multimodal corpora.
However, since human behaviors arise from and may be influenced by various fac-
tors, such as emotion, personality, gender, physiological state and social context
[68], it is extremely difficult to define a large set of rules to fully capture the role
of these factors onto human behaviors, even after decades of studies in psychol-
ogy. Besides, multiple rules could result in synthesizing conflicting expressions
[96]. Moreover the animations obtained from these models suffer from lack of natu-
ralness. The virtual characters lack liveliness and dynamism, phenomena that are
not easily captured by rules. Data-driven approaches have been elaborated to over-
come low animation quality. These models rely on large database of expressive hu-
man motions. They learn the correlation between speech and face/body modalities
[14, 123, 39, 31, 19, 18, 56, 78, 70, 71, 26]. While rule-based models allow render-
ing the semantic values of behaviors, data-driven models capture expressiveness of

behaviors.

Our research lies in the data-driven approach. It focuses on generating the
multimodal behaviors for a virtual character speaking with different emotions. It

is also concerned with simulating laughing behavior on an ECA. .

1.1 Motivation

Humans communicate through verbal and nonverbal means. Their behaviors
follow a very complex process. Communicative behaviors are polysemic; that is, a
same behavior may convey several meanings. For example, a head nod can convey
agreement, mark an emphasis, or be a back-channel signal. The meaning attached
to a signal is disambiguated from the spoken context. When addressing multimodal
behaviors it is important to consider that human expression is a multi-modal pro-

cess and that multi-modal expressions are linked and synchronized to each other.
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Multi-modal Communication: Humans communicate not only semantic con-
tent but also emotion, intention and desires, which are expressed through audio
and visual means such as speech, facial expressions, gesture, etc. McGurk and Mac-
Donald [81] emphasize the importance of both audio and visual signals in human-
human communication. In social and psychological studies [33, 7], these means are
classified into two separate communication channels: explicit and implicit chan-
nels, which are respectively linked to what is said and to how to say. Explicit chan-
nel contains communicative means involving linguistic and communicated content,
such as spoken words, co-articulation behaviors (e.g. lip motions), emblem gestures
(e.g., Ok-gesture, waving goodbye, head nod expressing Yes), etc; implicit channel
contains other communicative means involving speaker’s emotional state, intention
and desire. Implicit channel is built by various multi modal means such as para-
verbal (i.e., prosody) and non-verbal (i.e. gestures). Speech prosody is an important
mean to express emotion, emphasize a word, mark an utterance as a question, etc.
Many works [111, 5, 122, 67] have exploited speech prosody to recognize speaker’s
emotion. To build their multimodal synthesis generator, Busso et al. [18] rely on
the property that head and eybrows motion are linked to speaker’s communicative

and emotional state.

Multi-modalities Relationship: Several works have studied the relationship
between various multi-modalities of expression. The multimodal behaviors are in-
tricately integrated to produce a unifying message according to speaker’s inten-
tion. They are linked and synchronized with each other. Kendon and Key [60] and
McNeill[82] indicated that a body gesture is not only strongly related to the uttered
content but is also synchronized with the flow of speech. Several studies [52, 53]
have shown that eyebrow and head motions are tightly coupled with speech prosody.
Bolinger [11] found a strong correlation between the raise of speech pitch and of
eyebrow movements. Rising fundamental frequency of speech is accompanied with
rising or falling eyebrow [24], while pitch accent often co-occurs with raising eye-
brows [50]. Munhall et al. [84] reported that head movement improves the auditory
speech perception.

As introduced above, human communication is a multi-modal process, where
several communicative modalities are related to each other. In particular, human
behaviors are always synchronized to human spoken speech. Our work is to de-

velop animation generators which allow ECA to display autonomously appropriate
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motions as humans do when speaking or laughing. The animation generators take

audio signals of speech or laughter as input.
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Figure 1.3: Face models: (a)Neutral; (b)Smiling; (c)Laughing.

1.2 Animation Synthesis for Virtual Characters

Figure 1.4: Actors equipped with motion capture technology. The left image shows
the actor with motion capture sensors on his face. The right image shows the actor
with motion capture sensors on his body.

Human (User) tends to take human as reference when interacting with ECA in
Human-Computer Interface [104], so ECA should be able to exhibit various human-
like aspects including communicative and emotional behaviors. In the last three
decades, amount of works have focused on improving the perceived quality of virtual
human-like characters.

The first attempt on building human-like appearance is performed by Parke
[93]. He was the first to create a 3D facial model. 250 polygons involving 400
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vertices are defined to shape a face surface. The face in this first model looks very
sketchy. With more vertices, a face model looks more like a human face. Mesh
face model can be coloured by human texture information to display human-like
appearance. Figure 1.3 shows three images from a mesh face model covered by
texture information [94, 9]. Similarly, body model is structured based on a skeleton
model and is composed of rotation joints. An example of skeleton model is shown in
the left image of Figure 1.5 [94, 9].

In face models, vertices can be controlled to deform face shape to simulate hu-
man expression. Once vertices move, texture information deforms according to
the values of the related vertices. Figure 1.3 shows an example of deformation of
texture information along with face deformation to simulate muscular contraction.
Traditional animation systems rely on key-frames as old 2D cartoons movies did.
A key-frame, also called a key-pose, consists in defining all the vertices of the face
model. The animation is obtained by interpolating between the key-frames. Dif-
ferent interpolation techniques have been proposed. To name a few, we have linear
interpolation [98], cosine interpolation [118], bilinear interpolation [92], etc. Simi-
larly body skeleton model can be controlled at each key-frame, by defining values of
joint angles. Figure 1.5 shows a key-frame of a body model that is configured by the
values of joint angles. For simiplicity, we call the vertices in facial mesh structure
and joints in body skeleton model, controllable points. Once the values of control-
lable points are known at each key-frame, one can animate a virtual character by

applying interpolation techniques to infer values of the controllable points.

To animate a virtual character, one needs to specify the position of the control-
lable points. One of the most labor intensive methods (but which produces high
quality result) is to specify the controllable points manually at each key-frame; this
is commonly done by animators. Another popular method is to use motion cap-
ture systems, called MoCap method [79]. In MoCap method, actors are equipped
with motion capture sensors on their face and body. The motions of the sensors are
captured. Then the captured motion data is directly used to define the values of
the controllable points. The MoCap method is being widely used in video games
and character movies. Figure 1.4 shows two images of actors equipped with motion
capture sensors on their face and on body. While MoCap method allows captur-
ing subtleness and expressivity of human motions, it is an expensive method in

time and cost. Equipment and actors can be very expensive. Capturing, filtering
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and segmenting the data is viewed to reproduce it on virtual characters is a time-
consuming task. MoCap data needs to be recorded ahead of time. Moreover the
captured data can only be used to reproduce the particular scenario; it cannot be
so easily deformed to simulate any other new scenarios. So, ECA cannot take Mo-
Cap method to generate its animations. Indeed ECAs are interactive characters.
As such their behaviors and the corresponding animation need to be computed in
real-time on the fly. Another method, called performance-driven method, is devel-
oped to capture human expression from camera or video through various tracking
techniques [13, 72]. Such animation method gives very good result when the vir-
tual character is made to reproduced tracked motion of a human actor. Similarly
to MoCap method, the tracked data cannot be used to animate autonomous entities
such as, ECAs.

In several ECA models [23, 116, 94, 9, 68, 35], the animation of ECAs is done
by specifying the communicative intention and emotional state the ECA should dis-
play through its multimodal behaviors (ie its facial and body parameters). We call
such a method an intention-driven method. In such a method, specific intention
is associated to specific behaviors described by the values of the facial and body
parameters. For example, the emotional state of surprise can be associated to the
facial parameters defining raising eyebrows and mouth opening. A library of mul-
timodal expression is defined, where each intention is associated to some specific
facial expression and body behaviors.

Recently, speech-driven methods have been developed to animate virtual char-
acters. This method is based on the fact that it exists a strong correlation between
human speech signals and motions. Once such a correlation has been defined, one
can infer animations from speech signals. For example, when spoken phoneme se-
quence is known or recognised from speech audio or text information, then it is used

to determine lip shape associated to spoken speech.

Challenge of Animation Synthesis: As we have seen above, there exist various
methods to animate virtual characters. Their behaviors can be specified by hand
or can duplicate human expression using MoCap method or performance-based
method. As explained, the cost of these methods can be high in time and cost.
Though MoCap and performance-based methods are appropriate to animate ECA
for displaying human-like animation, ECA behaviors are limited to the recorded li-

brary gathered by Mocap or through tracked samples. On the other hand, procedu-
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ral methods relying on a lexicon of multimodal behavior and data-driven approach
allow generating multimodal behaviors on the fly. The intention-methods are often
event-driven; that is they compute a behavior only when a given communicative
function is specified. Such methods capture more precisely the semantic-emotional
behaviors to communicate, while the synthesized motion lacks of naturalnesses and
variety.

Computer graphic community has focused on the animation synthesis of the
different human communicative modalities, such as lip, eyebrow, eye gaze, head,
arm, hand, body, etc. Specially, lip animation has been widely studied in the last
three decades [6, 29, 16, 14, 123, 62, 39, 48, 74]. Hence, audio speech signal and ut-
tered content can be used to drive lip animation. Other works have also attempted
to study the relation between speech prosody and human behaviors, such as head
motion [19, 18, 78, 56, 66], eyebrow [78, 31] and gesture [70, 71, 26, 79, 27]. The
mapping between prosody and behaviors is many-to-many instead of one-to-one as
between uttered content and lip shape. So, how to model this many-to-many rela-

tionship remains a challenge in the virtual agent community.

1.3 Objectives

Our aim is to study and to develop human-like animation generators for speak-
ing and laughing ECA. When an ECA is speaking or laughing, it is capable of dis-
playing autonomously behaviors to enrich and complement the uttered speech and
to convey qualitative information such as emotion. On the basis of the relationship
linking speech prosody and multimodal behaviors, our animation generator takes
as input human uttered audio signals and output multimodal behaviors.

We considered two types of audio signals as input: speech and laughter. These
two signals are exploited separately in our work. Our aim is not to synthesize audio
signals of speech and laughter. In our work, we focused on speech and laughter
animation synthesis, which mainly involve visual prosody; other behaviors partic-
ularly linked to semantic value such as emblem and pointing behaviors are not
considered.

Our work focuses on using statistical framework to capture the relationship
between the input and the output signals; then this relationship is rendered into

synthesized animation. In the training step, the statistical framework is trained
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based on joint features, which are composed of input and of output features. The
relation between input and output signals can be captured and characterized by the
parameters of the statistical framework. In the synthesis step, the trained frame-
work is used to produce output signals from input signals. The relation captured in
the training phase can be rendered into the output signals.

In our work, we proposed two animation synthesis generators:

1. speaking ECA: speech signal is used to synthesize head and eyebrow motions.
Pitch and energy are extracted from speech signal and are used as input fea-

tures; 3 head rotations and 4 eyebrow parameters are used as output features.

2. laughing ECA: laughter audio signal is used to synthesize head, eyebrow, eye-
lid, cheek, lip, jaw, torso and shoulder motions. Pitch and energy are extracted
from laughter audio signal and are used as input features; furthermore laugh-
ter phonetic transcription is extracted using the method proposed by Urbain et
al. [115] as well as the laughter phoneme intensity and duration, which are

all taken as input features.

1.4 Contributions

Our contributions can be divided into two independent parts. First, we built
models of facial animation synthesis for speaking ECA; secondly, we built models of
animation synthesis for laughing ECA, including the animation of facial expression
and upper torso. In these models, acoustic signals (speech or laughter sound) are
taken as input. To achieve our goals, we exploited data-driven models to capture the
relationship between input and output signals, which are based on human dataset;

then these models are used as speech or laughter animation generators.

Speech Animation Synthesis In our work of speech animation synthesis, we
introduce the use of the contextual Hidden Markov Models (HMMs) [121, 103] to
synthesize animations. Previous works have used contextual HMMs only as recog-
nition models. In contextual HMMs the pdfs (Gaussian probability distribution)
are defined as a function of some external (or contextual) variables; these variables
can be the morphology, the gender, the age, etc. In our work, the contextual fea-
tures are the speech features. Furthermore, we have extended contextual HMMs to
fully parameterized HMMs (FPHMMSs). For FPHMMs, not only pdfs but also state
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transition probabilities are defined as a function of some external (or contextual)
variables. Then FPHMMs are used to synthesize animation from speech signals,
where speech features are used as external variables to define pdfs and state tran-
sition probabilities.

The proposed models are evaluated by calculating the distance between the
trajectories of human motion and synthesized animation. The results show that
our models are better than the reference models (standard HMMs). The standard
HMDMs have been used to synthesize animation in the previous works [19, 56, 18,
78]. Our model outperforms existing works. The objective evaluation study shows
that considering simultaneously eyebrow and head motions increases the precision
of the synthesized animation; this result confirms also that eyebrow and head mo-
tions are related to each other. On the other hand, the subjective evaluation shows
that our proposed models enhance the human perception, although they cannot

overcome the human data.

Laughter Animation Synthesis In our work of laughter animation synthesis,
we built laughter animation generators. These generators involve many upper body
features, namely: jaw, lip, cheek, eyelid, eyebrow, head, shoulder and torso. To
the best of our knowledge, our models are the first attempt on building laughter
animation generators for the full body laughter animation synthesis.

As the first step, we used three approaches to generate various animations
based on an existing laughter human dataset, called AudioVisual LaughterCycle
(AVLC) [114]. Linear regression models are used as lip and jaw animation gen-
erators, which take as input sequences of phonemes of laughter and prosody fea-
tures of laughter sound. Cheek, eyelid, eyebrow and head animations are synthe-
sized by concatenating human segmented motions, which takes as input laughter
phoneme sequences and laughter sound intensity. Shoulder and torso are inferred
by Proportional-Derivative (PD) Controller !, which takes as input the synthesized
head movements. These three approaches can synthesize their corresponding ani-
mations in real time. A subjective evaluation was conducted to evaluate these ap-
proaches. To furthermore investigate laughing upper body animations, we built a
new laughter human dataset, where human laughter audio, head rotation and torso
motions are recorded. A specific HMM, Loop HMM (LHMM), is used to capture

1. Proportional-Derivative (PD) Controller is widely used in graphics simulation domain [85],
which is a simple version of proportional-integral-derivative controller (PID) in classical mechanics
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and synthesize the motion patterns (shaking/trembling) of head and torso. Then
the parameterized state Transition Probabilities are used in LHMM,; it is called
TPLHMM. TPLHMM is used to capture and render the relation between the dy-
namical characteristics of motions and prosody features. Finally, we combine the
TPLHMMs and the Coupled HMMs [15], called Coupled TPLHMMs (CTPLHMMSs)
to capture and to render the relation between the movements of head and of torso.
The objective evaluation shows that the proposed models can generate laughing
motion patterns. The subjective evaluation shows that our models are able to cap-
ture the dynamism of laughter movement and to enhance the human perception,

although they cannot overcome animation directly copied from human data.

1.5 Chapter Overview

The remainder of this thesis is organized as follows:

Chapter 2 reviews previous research works related to our work. We first review
the data-driven approaches for speech-to-animation synthesis in section 2.1; then
we review the existing approaches for laughing animation synthesis in section 2.2;
finally we introduce in section 2.3 the Greta System which is the system of Embod-

ied Conversational Agent that we used in our work.

Chapter 3 introduces our work on synthesizing eyebrow and head motions from
prosody features. Section 3.1 introduces contextual models based on HMMs. Sec-
tion 3.2 describes three proposed approaches of using contextual models to infer
the motion signals from the speech signals. Section 3.3 introduces the dataset used
to build motion generators. For simplicity, the three proposed approaches are first
applied to only one modality motion (eyebrow) synthesis. The experiments are in-
troduced in section 3.4 as well as their results. According to the experiment results,
one out of the approaches is selected and applied to multiple modalities of motions
of eyebrow and head. The experiments and results are presented in section 3.5.

This work is concluded in section 3.6

Chapter 4 presents our work on laughter animation synthesis. The first work is

detailed in section 4.1. It involves synthesis of facial expression (lip, jaw, eyebrow,
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eyelid and cheek) and extrapolated movements of head, shoulders and torso. The
second work is detailed in section 4.2. It focuses on investigating more in depth,
head and torso animation synthesis. The work on laughter animation synthesis is
concluded in section 4.3.

Chapter 5 summarizes our work on speech and laughter animation synthesis.

Chapter 6 presents future work which merits to be further studied and investi-

gated.
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Figure 1.5: Full Body Model: (a)Skeleton Model; (b)Fully Body Model with texture.
The right image is configured by the values of joint angles in the left skeleton model.
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Chapter

Related Works

Virtual humans ought to be capable of displaying high quality behaviors while
speaking or laughing. Speech animation synthesis has been a challenge that has
been addressed since many years. But, few works have focused on laughter anima-
tion synthesis. Most existing models of speech-to-animation can be clustered into
two main groups. In one group, models are based on theoretical models taken from
domains such as psychology, emotion studies, linguistic. Such models apply often
a rule-based approach. On the other hand, statistical models, called data-driven
models, have been applied to capture the correlation between speech and multi-
modal behaviors from human datasets. Then, they render the captured correlation

into outputted animation in the synthesis step.

In the 1990s, rule-based approaches have been proposed to generate various
nonverbal communicative features, including head motion, facial expression and
gesture. Such examples include works by [95, 22, 8]. For example, Pelachaud et al.
[95] infer lip, head and eye motions from spoken text, which has been annotated ac-
cording to predefined rules. In particular, blink occurs on accent; rapid movements
of head take place on pitch accent and emphasis while slow movement of head at
the end of an utterance; lip suck occurs with phonemes of f and v. However, since
human behaviors arise from and may be influenced by various factors, such as emo-
tion, personality, gender, physiological state and social context [68], it is extremely
difficult to define a large set of rules to fully capture the role of these factors onto
human behaviors, even after decades of studies in psychology. Besides, multiple

rules could result in synthesizing conflicting expressions [96]. For example, each
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performative ! and each qualifier > have both a corresponding lexical expression. A
frown is included in the facial expression for the performative "I criticize"; while
a raising eyebrows occurs for a qualifier of uncertainty. One may criticize another
one while being a bit doubtful (uncertain) on one’s criticism. One cannot frown
(criticizing) and raise one’s eyebrows (be uncertain) at the same time without cre-
ating an expression with a third meaning (oblique eyebrows of sadness) [96]. Later,

researches turned to other approaches for animation synthesis.

In the late 1990s and early 2000s, data-driven approaches have been applied to
speech-to-animation synthesis including gesture and facial expression. Data-driven
approaches rely on human dataset containing both speech and facial expression
data. First, the proposed models (data-driven approaches) are trained on the hu-
man dataset for capturing the link between human speech and motion. Then, in
the step of synthesis, the captured link is rendered when computing the synthe-
sized animation given a new speech input. [14, 29, 16, 62, 48, 39, 74] are examples

of models following such an approach.

In these works, speech signals that are being considered can be categorized into
two groups: spoken content and speech prosody. Spoken content can be directly
obtained from speech text. It can also be recognized from speech features, such as
LPCC and MFCC, which are strictly related to speech text (e.g. phoneme and syl-
lable). Speech prosody is related to context information, such as speaker’s emotion
and attitude. It is usually featured by speech pitch and energy. Busso et al. [19] in-
dicate that spoken content is related to what has been said and that speech prosody
is related to how the spoken content is uttered. Therefore, spoken content is usually
used to synthesize co-articulation animation, such as lip movement, while speech
prosody is usually used to synthesize non-verbal animation such as eyebrow, head

movements and gestures.

In section 2.1, we first review the data-driven approaches for speech-to-animation
synthesis. Then, in section 2.2, we present the existing approaches for laughing an-
imation synthesis. Finally, in section 2.3, we introduce the Greta System which is a

system of Embodied Conversational Agent that we used in our work.

1. performative: the social attitude in which we put ourselves towards the hearer, and the reason
why we are talking to him [96].
2. qualifier: propositional content [96].
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2.1 Speech Animation

In the last 15 years, data-driven models have been proposed to build body and fa-
cial animation generators for embodied conversational agents (ECAs). These mod-
els take speech signals as input including speech content or speech prosody; they
output various bodily animations involving lip, facial expression, head, or gesture.
[16, 6, 29, 14, 123, 62, 39, 74] are examples of synthesizing lip animation; [14, 123]
are examples of synthesizing facial expression (including upper face and lower face);
[19, 56, 18] are examples of synthesizing head motion; and [70, 71, 26, 27, 79] are
examples of synthesizing communicative gestures and body postures.

Deng et al. [39] contributed to model co-articulation transition between lip
shapes of successive phonemes. In their work, lip shape at time ¢ is defined as the
sum of weighted visemes (visual counterpart to phonemes) of adjacent phonemes.
The used weights vary with time; they are modeled by third degree polynomial
curves. Yehia et al. [124] used linear mapping to model facial motion and speech
features. In synthesis, facial motion is linearly conditioned on speech features.
Later, Kuratate et al. [64] built a non-linear mapping between facial motion and
speech features using a neural network working on curent speech frame and few
past motion frames. Most of previous works used graphical models, such as Gaus-
sian Mixture Model (GMM), Hidden Markov Model (HMM), Conditional Random
Field (CRF) and Restricted Boltzmann Machines (RBM). We will now review these
works.

Most of the existing graphical models proposed to use Gaussian Mixture Model
(GMM) and Hidden Markov Model (HMM). Section 2.1.2 reviews a synthesis tech-
nique which allows to synthesize directly a smoothing observation sequence given
a learnt HMM. This synthesis technique is reported in Tokuda et al. [113]. Sec-
tion 2.1.3 reviews a classic methodology of speech-to-animation generators based
on GMM or HMM. Section 2.1.4 reviews the other works.

2.1.1 Notations

In the following we will note vectors in lowercase (e.g. x) and matrices in upper-
case (e.g. Z). A sequence will be noted in bold (e.g. x) and elements of a sequence
will be noted in standard font. If x is a sequence of T' elements, then x = (x1,...,x7),

where x; might be scalar or vector.
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2.1.2 Using a HMM for synthesis

Synthesizing a realistic sequence of observations (called a trajectory hereafter)
from a HMM is a key issue. Of course, synthesizing the most likely observation
sequence given a particular state sequence yields a very unlikely piecewise constant
trajectory (state mean sequence). Although interpolation technique can be used
to smooth animation trajectory, it could damage perceived dynamic of animation
inferred from the trained HMM.

A key technique has been proposed in [113] to synthesize more realistic and
smooth trajectories from a trained HMM with Gaussian probability density func-
tions. In their work, a feature vector includes a set of features (called static fea-
tures) together with their velocity and acceleration features where velocity and ac-

celeration features are calculated as follows:

Ao, = —0.50;_1+0.50:1 ©2.1.1)
ANO; =04-1—20:+0441 (2.1.2)

where o; stands for the static features at time ¢; and Ao; and AAo; respectively
stand for velocity and acceleration features, these are called dynamic features. Ac-
tually a frame at time ¢, x;, is defined as x; = [0,A0,AA0] and may be computed as
a function of static features o; with a particularly shaped matrix W according to
x; =W x 04.

In some way, Eq. (2.1.1) and (2.1.2) may be viewed as a set of constraints on the
evolution of static features in a sequence. The work by [113] showed that such ex-
plicit constraints may be taken into account with some benefit in the synthesis step.
More precisely, consider one is given a state sequence ¢ and wants to synthesize an
observation sequence from this state sequence. A naive synthesis approach would
first look for & = argmaxP(x|q,1) (with x = [0,A0,AA0]) and then synthesize the
static features sequeflce extracted from x. Alternatively the technique by Tokuda
et al. directly look for 6 such that 6 = argmaxP(W x o|g, A1) where W is the matrix
defined above. °

This procedure yields synthesizing an observation sequence which is different
from the most likely trajectory which would be, assuming a known path (i.e. a state
sequence), the sequence of the means of the Gaussian distribution in the successive

states of the path. In some way their method aims at synthesizing the most likely
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Figure 2.1: A sample of the trajectory generated from a learnt HMM [57]. The dot-
ted line is the sequence of state means. The solid line is generated by the synthesis
technique in [113]. It is a much smoother trajectory than the dotted line because
successive observations have been made dependent on each others.

observation sequence (of static features) which satisfies some constraints on their
evolution. Figure 2.1 shows a sample of the trajectory generated from a HMM [57]
using this method. As can be seen, the generated trajectory (solid line) is much
smoother than the most likely observation sequence (dotted line).

Tokuda et al. [113] derived algorithms for solving the following problems:

Case 1. For a given HMM (noted 1) and for a given state sequence, noted q, de-
termine the observation sequence o that maximizes P(o|g,A) under the con-
ditions given by Eq. (2.1.1) and Eq. (2.1.2).

Case 2. For a given HMM A, determine the observation sequence o and the state
sequence q that maximize P(o,q|A) under the conditions given by Eq. (2.1.1)
and Eq. (2.1.2).

Case 3. For a given HMM ], determine the observation sequence o that maximize
P(o|1) with respect to o under the conditions 2.1.1, 2.1.2.

where A stands for set of parameters of a given continuous mixture HMM; q stands
for a state sequence; and o stands for a sequence of static features. In Casel,
P(olq, ) is calculated for a given q; in Case3, although ¢q is unknown, P(o|A) can

be viewed as the integration of P(0,q|A) over all the possible g as follows:

P(o|}) = Z P(olq,V)P(q) (2.1.3)
all g

(2.1.4)
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In the work of Tokuda et al. [113], the synthesis algorithms mentioned above

have been used to generate speech features.

2.1.3 Synthesizing Motion Animation from Speech with Stan-
dard HMM

The synthesis method described above has been used for synthesing a sequence
of observations from a HMM learnt on such sequence of observations. For instance
[113] aimed at syntheising speeh signals from a HMM that had been trained on
speech utterances.

Yet the same synthesis method has been also used in a different design in the
past, for synthesizing an information stream from another information stream, e.g.
for synthesing head motion (of an animated agent) from speech signal (that the
agent is supposed to utter). One may cite here the work by Hofer et al. [56] who
relied on the case 1 above.

The key idea, that was followed by a number of researchers, has been to use
Gaussian distributions on feature vectors including speech and motion features
[31, 66, 109, 19, 18, 56] hence introducing some link between the observation of
particular motion features and of particular speech features. This has been inves-
tigated for Gaussian mixture models and for HMMs, we will focus our presentation
on these latter works.

Training HMMs operating on observations built from the concatenation of two
sets of features (e.g. speech and motion) is probably the most popular approach
for synthesizing one set of features from another one (e.g. generating motion from
speech), we will use this approach as a baseline in our experiments.

The key idea consists in designing and learning a Gaussian joint HMM, named
A hereafter, working on concatenated observation vectors of the two streams (i.e.
a frame at time ¢ is x; = [xtlx?] where x§ stands for the feature vector at time ¢
for stream i). A key point is that one can build from the joint HMM a Gaussian
HMM for every stream, named 17 and Az, by keeping only parameters related to the
stream under consideration. Note that these models A; have the same architecture
and share transition probabilities. Note also that the training of the HMM makes
that states naturally focus on a particular combination of the observation in both
streams, it undirectly links the two information streams.

Once such a joint HMM is trained one can synthesize a trajectory for the second
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stream from the observation sequence of the first stream as follows. Using 1; one
determines the most likely state sequence according to the information stream 1.
Then using A9 one can determine an observation sequence for stream 2 using either
a naive approach (the most likely sequence which is the sequence of the means of
the Gaussian distributions in the successive states) or a more efficient approach
using case 1 procedure that we evoked in previous section. We name this synthesis
approach the single method, it has been used for instance in [19, 18].

Alternatively, one may use 1; to compute the probability distribution over all
state sequences given the stream 1 observation sequence. Then using Ay one can
determine an observation sequence using the case 3 algorithm proposed in Tokuda
et al., this has been investigated e.g. in [73].

Usually whatever the approach used, the synthesis ends with an interpolation
technique (e.g. quaternion unit sphere [3] used in [19, 18]) which is applied to
smooth the observation sequence. The two approaches above can be detailed by the

following equations:

o™ = argmaxP(0™|0°,1) (2.1.5)
Om

o™ =argmax )_ P(o™|q,0°,1)P(qlo®,]) (2.1.6)
o  4llgq

integrated method :

o™ =argmax ) P(o™|q,A)P(qlo®,7) (2.1.7)
o 4llgq

single method :
@ max = argmaxP(qlo’, 1) (2.1.8)
q

o™ ~argmaxP (0" |q x> A) (2.1.9)
om

where 0™ is motion feature vector sequence; 0° is speech feature vector sequence; A
is set of parameters used in HMMs; q is state sequence.

In some way the single method results, focusing on a single path, is a kind of
approximation while the integrated method keeps all the possible information in
the synthesized animation. Li and Shum [73] indicated that integrating over all
state sequences the corresponding piecewise constant trajectories gives a better re-

sult in speech-to-facial expression. Similar approaches have been investigated with
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GMM models [66] where the outputs from all the states of the GMM are integrated
as in the integrated method.

Note finally that the idea of sharing a common set states between the two stream
HMNMs has been used in other situations. For instance [71] used the combination of
a Conditional Random Field (CRF) and of a HMM, sharing the same topology, where
the CRF operates on a first information stream and is learnt so as to infer the state
sequence for the HMM which operates on the second stream. More details related
to their work will be reviewed in section SynthesizingAnimationGraphicalModel.

The approach we just described allows building a HMM model able to synthesize
one information stream from another one. The topology of the HMM may be chosen
to be ergodic or according to any information one has at his disposal. For instance
we used a dataset with speech and motion as the two streams of information for
with the labeling information concerned the motion only. This means that we get
training sequences of both speech and motion features together with a segmenta-
tion of the sequence into motion classes. In that case one may train independently
one left-right HMM for every motion class and then group all these models in a
global model to perform inference and synthesis. This was first proposed in [56]. In
that case the single approach for synthesis method somehow resumes to first infer
(from the speech signal) the most likely path in the global HMM, i.e. the most likely
sequence of motion classes and their duration, and second to use this path in the

model to synthesize the animation trajectory, i.e. the sequence of motion features.

2.1.4 Other related approaches

Few other approaches have been proposed for synthesizing one information stream
(e.g. motion) from another information stream (speech). We briefly review these
now.

Levine et al. [70] used a large set of full segments of motion as finite observation
space with discrete HMMs. They proposed a cost function to first select the succes-
sive motion segments given a state sequenceand speech features. Then the selected
segment are concatenated as synthesized motion stream.

In a later work Levine et al. [71] used a CRF to learn the correct state sequence
in a motion HMM based on speech features. In their work, motion features are
modeled by a HMM. This HMM and the CRF share the qame topology, i.e. set

of states and authorized transitions. In the synthesis phase, the state sequence
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probability distribution is determined by CRF using the speech features, then the
single method is used to synthesize the animation stream using the HMM and the
best state sequence.

Chiu and Marsella [26] built gesture generator based on Restricted Boltzmann
Machines (RBMs). The major philosophy behind their work is to identify motion
features which better represent the temporal pattern of human motion. Such mo-
tion features are identified by unsupervised learning on motion data.

Finally Li and Shum [73] proposed to use input-output HMM. In their work
HMM'’s parameters including state transition probabilities and emission probabili-
ties are conditional on speech features. The mappings between HMM’s parameters
and speech features are modeled by a neural network. In the synthesis phase,
HMM'’s parameters are computed by the neural net for the given speech features
then the motion stream is synthesized with this HMM using the integrated method.

We will make use and combine few of these ideas in our contributions that we

present in the next two chapters.

2.1.5 Discussion on Speech Animation Works

As introduced above, in section 2.1.3, HMMs have been popularly used to learn
the relationship between human motions and speech features and then used to
synthesize animation from speech signals.

A HMM is based on a first-order Markov finite state machine. It includes a finite
number of states whose sequence obeys the Markov property (we consider order 1
Markov models only), meaning that the state at time ¢ is independent of all the
previous states given the state at time ¢ — 1. The state at time ¢ is noted g;. This
Markov property allows parameterizing the models with a very limited of transition
probabilities from a state to another state. These transition probabilities are noted
aij=P(q:=Jjlgi-1=1).

A probability density function (pdf) is associated to each state.It is usually a
Gaussian distribution or a mixture of Gaussian distributions. These pdfs are de-
fined on an observation space noted X and the observation at time # is noted x;. The
pdf in state j is denoted b; and its value for observation x; is noted b ;(x;). Such
a parameterization of HMMs comes from the second main hypothesis underlying
HMDMs (the first one being the Markov property of the underlying Markov chain):

the observation at time ¢, x;, is assumed independent of all other observations and
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all states given the state at time ¢, x;.

These two assumptions underlying the HMM formalism have made these mod-
els very popular since they lead to very efficient algorithms and easy to use models.
Yet, these assumptions are never satisfied in practice with real data. And from a
synthesis perspective these assumptions are much too strong and result in a limited

expressive power for generating realistic trajectories [73].

2.2 Laughter Animation

In this section, we first review previous studies on observable periodicity of head
and body motion during laughter. Secondly, we review few reported works involving
laughter animation synthesis. Finally, we review the representative works on data-

driven animation models for speaking character.

2.2.1 Periodicity Analysis on Head and Body Laughter Mo-
tion

Darwin reported "During excessive laughter the whole body is often thrown
backward and shakes, or is almost convulsed" [34]. Ruch and Ekman [105] de-

non

scribed laughter movements as "rhythmic patterns”, "rock violently sideways, or
more often back and forth", "nervous tremor ... over the body", "twitch or trem-
ble convulsively". Melo et al. [37] built a virtual character which "convulses the
chest with each chuckle". It means that periodic motions of head and body are very
well known during laughing. The periodicity of body motion was used to distin-
guish between different videos of laughter in [77]. Ruch and Ekman [105] reported
that rhythmical patterns during laughter were usually characterized by frequency
around 5 Hz. Mancini et al. [77] observed 8 videos which show actors laughing
while watching funny images. Laughing actors produce rhythmic body movements
with frequencies in the range of [1.27Hz 3.66Hz]. Ma et al. [76] showed that head

motion frequency influences directly human perception.

2.2.2 Laughter Motion Synthesis

Few works have been focused on laughter motion synthesis. This section overviews

the works involving laughter motion synthesis.
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DiLorenzo et al. [40] proposed a physics-based model of human torso deforma-
tion during laughter. This model is anatomically inspired and synthesizes torso
muscle movements activated by audio wave signal. Yet, the animation cannot be
synthesized in real-time and the model cannot be easily extended to facial motion
(e.g. eyebrow) synthesis. In their work, torso model consists of rigid body and de-
formable components. The rigid body contains spine and clavicle which are control-
lable by a set of joint angles. The deformable components contain the respiratory
muscles, the abdomen, and the muscles attached to the clavicles which are respec-
tively modeled by a Hill-type muscle model [17, 86, 125]. This muscle model can
simulate muscle stretching and contraction which are controlled by a parameter
in reference to force. Certain parameters controlling the rigid body and the de-
formable components are related to each other for maintaining the torso stability.
Additionally, all the parameters are classified into 4 groups. The parameters in the
same group are controlled by one mid-signal. These mid-signals are computed from
the air flow, based on the previous existing pressure models [83, 120, 126]. Fur-
thermore, the air flow is estimated from audio wave signal based on the work of
[75].

Niewiadomski and Pelachaud [87] consider how laughter intensity modulates
facial motion. A specific threshold is defined for each key point. Each key point
moves linearly according to the intensity if it is higher than the corresponding
threshold. So, if the intensity is high, the facial key points concerning laughter
move more. In this model, facial motion position depends only on laughter intensity.
It lacks of variability. Moreover, all facial key points move always synchronously,
while human laughter expressions do not. For example, for the same intensity, one
human subject can move both eyebrows, another one only one eyebrow. In their
perceptive study, each laughter episode is specified with a single value of intensity.

It leads to only one invariable facial expression during this laughter episode.

Later on, Niewiadomski et al. [88] propose an extension of their previous model.
Recorded facial motions sequence is selected by taking into account two factors:
laughter intensity and laughter duration. In this model, coarticulation of lip shapes
is not considered which may lead to non-synchronization between lip shape and au-
dio information (e.g. closed lip and strong intensity audible laughter information).
Moreover, the roles of intensity and duration are not attentively distinguished when

selecting recorded motion sequence. As a side effect, the selected motion may last
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differently (e.g. too short) than the desired duration.

Urbain et al. [114] proposed to compare the similarity of new and recorded
laughter audio information and then to select the corresponding facial expressions
sequence. The computation of the similarity is based on the mean and standard
deviation of each audio feature during the laughter audio sequence. It means that
the audio sequence is specified by only two variables: mean and standard deviation.
This is not enough to characterize long audio sequence.

Cosker and Edge [30] used HMM to synthesize laughter facial motion from audio
features (MFCC). The authors built several HMMs to model laughter motion, one
HMM per subject. To compute the laughter animation of new subject, the first step
is to select one HMM from the set of trained HMMs by comparing the audio sim-
ilarity between the new subject and the subjects involved in the training dataset.
Then the selected HMM is used to produce the laughter animation. The authors
do not precise how many HMMs should be built to cover various audio patterns of
different subjects. The use of the classification operation as well as of the Viterbi
algorithm make impossible to obtain animation synthesis in real time. In the states
sequence computed by the Viterbi algorithm, one single state may last very long. It
leads to unchanged motion position during such a state which produces unnatural
animations.

Hiiseyin et al. [25] observed that the visual laughter on the face appears mostly
before audible laughter and disappears after the end of laughter sound. They seg-
mented the laughter sequence of facial expression into 3 segments. One segment
begins and ends at the same time as the laughter sound. It is labeled by Audible
Laugh (L). The segments before and after Audible Laugh are labeled by Neutral
(N) or Smile (B). They collected 3 subsets of segmented motions labeled by the 3
labels. Each subset is used to train a HMM. In the synthesis phase, they used as
input a visual label sequence ([N,L,N] or [B,L,B]) and the duration of each label.
The duration information ensures that facial expression labeled by Audible Laugh

begins and ends at the same time with laughter sound.

2.2.3 Discussion on Laughter Animation Works

As introduced above, in Section 2.2.2, we are not aware of existing work on mod-
eling full body laughter animation synthesis. Our aim is to build such a synthesis

model that includes facial expressions and upper body behaviors.
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DiLorenzo et al. [40] proposed the muscle-based model of torso animation syn-
thesis. Their approach cannot be generalised to head and facial expressions ani-
mation. Moreover, in the Greta system [94, 9], the virtual character model consists
of rigid joint articulations (details can be seen in section 2.3); hence, muscle-based
model is not adapted to the Greta system. Other pioneers [87, 88, 114, 30, 25] have
attempted to build models of laughter animation synthesis, but these models are

too simple and cannot generate human-like laughter animation.

2.3 Greta System

The Greta system controls autonomous software characters that have human-
like appearances (see Figure 2.2) and endowed with communicative and expressive
capabilities [94, 9]. They are capable of using speech and multi-modal behaviors to
convey intentions and to express emotions as humans do. Figure 2.3 shows exam-
ples of facial expression displaying two emotions: joy and fear. Speech synthesis
models (OpenMary TTS [110], Cereproc [2], Acapela [1]) have been integrated into
the Greta system. They take as input the text to be said and output speech audio
signal (wav files). They also provide the list of phonemes and their duration that
are used to compute the lip shapes. The text to be said is augmented with infor-
mation regarding communicative acts and emotional states [99]. This information
is embedded into tags following the Function Markup Language FML [55], called
Affective Presentation Markup Language APML [21]. The behavior engine instan-
tiates and synchronizes multimodal behaviors (facial expressions, gestures, body
movements) from the APML-FML tags.

The body of ECA in Greta system is a full skeleton of 186 articulations as defined
by the MPEG-4 standard [91]. The skeleton is animated through 186 parameters
called Body Animation Parameters (BAPs) [91], which control the angles of rotation
of body joints. Figure 2.4 shows the topology structure of the leg and the spine.
Motions of human body are defined by changing the values of BAPs. The left side of
Figure 2.4 shows the joint articulation of the leg; the right side of Figure 2.4 shows
those of the spine.

The facial model has a mesh structure with the shape of human face (see Fig-
ure 2.5). The mesh structure consists of vertices connected by edges. Vertices can

be controlled to deform the shape of the face to simulate human expression. The
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Figure 2.2: The appearance of Greta full body

Left: facial expression of joy Right: facial expression of fear

Figure 2.3: the examples of facial expressions
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Figure 2.4: Topology structure of the Body Animation Parameters (BAPs)[91]

texture information applied on the face moves with the vertices. A simple and com-
mon animation approach is to define all the vertices of the facial mesh at all times.
They are viewed as key poses or key frames. The intermediate frames between key
frames can be calculated by interpolation techniques such as linear interpolation
[98], cosine interpolation [118], bilinear interpolation [92], etc.

Key points are specified on the mesh of the face. Their displacements control
the displacements of the surrounding vertices. MPEG-4 refers to these vertices as
feature points (FPs). Figure 2.6 shows all the 44 FPs considered in the MPEG-4
standard [91]. Their displacements are determined by 66 Facial Animation Param-
eters (FAPs). A FAP specifies the displacement of a FP along one dimension. So
66 parameters can be used to define the displacement of all the vertices of the face
mesh model.

In the Greta system, an area of influence is defined for each FAP. The area of
influence has an ellipsoid shape [94]. Each FP is the centroid of ellipsoid shape.
Figure 2.7 shows an example of area of influence. The displacement of a vertex in
the area is proportional to value of FAP and its position related to the center of the
ellipsoid. Proportional weight is based on the distance between a vertex and the
FP; it is computed by a cosine function shown in Figure 2.8. Figure 2.9 shows an

example of deformation within an area of influence.
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Left: null intensity Middle: medium intensity Right: maximum intensity

Figure 2.9: Deformation within an area of influence [94]

Another approach defined in the Greta system for deforming the face mesh is
based on 44 basic Action Units (AU), which are defined in the Facial Action Coding
System (FACS) [45]. An AU corresponds to a minimal visible muscular contraction.
Examples are AUs are Inner Brow Raiser (AU1), Outer Brow Raiser (AU2), Nose
Wrinkler (AU9), Lid Corner Puller (AU12), etc. Facial expressions are described
as a combination of AUs. Figure 2.10 shows five examples of combination of AUs
in the eyebrow regions. he movement of all the AUs can be defined independently.
Within the Greta system, a mapping between AU and FAP has been designed. So
the movement of an AU is computed by moving the corresponding FAPs.

Greta system follows an international common multi-modal behavior generation
framework, called SAIBA architecture [61]. SAIBA architecture is shown in Figure
2.11. The SAIBA architecture consists of three modules: Intent Planner, Behav-
ior Planner and Behavior Realizer. These three modules represent three levels of
abstraction from the selection of ECA’s communicative intention to behavior selec-
tion and realization. The information exchanged between the modules is realized
through the Functional Markup Language (FML) [55] and the Behavior Markup
Language (BML) [61].
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Figure 2.10: Eyebrow Action Units (AUs)
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Figure 2.11: SAIBA framework for multimodal generation [61]
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The Intent Planner module defines the ECA’s goals, emotional state and beliefs
which are encoded into FML tags. Given the FML tags, the Behavior Planner mod-
ule selects and schedules multimodal signals such as facial expressions, gestures,
gaze and then encodes them into BML tags. The Behavior Realizer module takes as

input BML tags and then generates the corresponding animation.
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Chapter

Speech Animation Synthesis

Embodied conversational agents, ECAs, are autonomous software characters
that often have a human-like appearance and are endowed with communicative
and expressive capabilities. They are capable of using speech and multimodal be-
haviors to convey intentions and to express emotions as humans do. Natural and
lively behaviors are crucial for engaging users in human-computer interactions.
Humans are very sensitive to subtle behaviors. They have very good skills to inter-
pret the behaviors they perceive in their interlocutors. ECAs ought to be capable of
displaying such high quality behaviors. In fact, previous works have proposed vari-
ous behavior generators to augment the quality of displayed behaviors. Their effort
has made ECAs more and more realistic, natural and believable in human-machine
interaction, which motivated the prevalence of ECAs in interactive systems such as
online web applications.

In video games or cinematographic applications the animation of virtual charac-
ters are reproduced from large motion capture datasets of an actor’s performance.
This approach induces two non-negligible disadvantages: data acquisition expenses
and restriction to movement reproduction of the recorded scenarios [19], hence it
cannot be applied to the autonomous ECAs. In fact, amount of works have con-
tributed to develop models of behavior synthesis for autonomous ECAs. Most ex-
isting models of ECAs’ behaviors can be clustered into two main groups. In one
group, models are based on experimental data and theoretical models taken from
domains such as psychology, emotion, linguistic. Examples of such models are
works by [95, 22, 8, 9]. On the other hand, statistical techniques have been ap-

plied to learn from data the correlation between speech and multimodal behaviors.
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These models make use of the tight relationship between acoustic and visual be-
haviors, [14, 29, 16, 62, 48, 39, 74, 31, 66, 109, 19, 18, 56, 70, 71, 73, 78] belong to
this cluster. These models make use of the tight relationship between acoustic and

visual behaviors.

Humans communicate not only semantic content but also emotion, intention
and desires, which are expressed through acoustic and visual means such as speech,
facial expressions, gesture, etc. McGurk and MacDonald [81] emphasizes the impor-
tance of both audible and visual signals in human-human communication. Acoustic
and visual signals are sophistically modulated to express and emphasize spearker’s
emotion, intention, etc [22]. Humans are sensitive to subtle expressions during
face-to-face conversation. For example, they are skilled in inferring their interlocu-
tor’s affective and mental states from their accompanied facial expression or body

gestures.

Amounts of works have studied the relationship between various multi-modalities
of expression. They are intricately manipulated to produce a unifying message ac-
cording to speaker’s intention. They are linked and synchronized with each other.
Eyebrow and head motions are often used to complement the verbal information
as visual prosody. Eyebrow movement can be used as important factor to segment
a uttered speech sequence; Munhall et al. [84] reported that natural head motion
significantly facilitates auditory speech perception. Graf et al. [52] indicated that
eyebrow and head motions are strictly linked to the speech prosodic. Rising funda-
mental frequency of speech is accompanied with rising or falling eyebrow [24]. It
exists a strong correlation (r = 0.8) of head motions and acoustic prosodic features
[63].

Our work is focused on investigating a statistical model to infer eyebrow and
head motions from speech signals. This model can be parameterized from training
samples and can then synthesize natural animation motion from speech features.
Considering the advantages of HMM to model data stream, we chose to base our
models on HMM. HMM has been used to synthesize animations in previous works
(more details can be seen in section 2.1.3). As discussed in section 2.1.5, previous
works suffer limitations of independence assumption from standard HMM. To over-
come such limitations and to take advantages of the HMM to model data sequence,
we developed a variant of standard HMM, whose parameters are defined during the

synthesis phase instead of during the training phase.
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In our work, to take advantage of HMM, Markov chain is always used to model
sequences of motion features by taking motion features as state observation, as it
has been done in previous works. To overcome HMM’s limitations, in our work,
speech features are not always taken as state observation; they are used to calcu-
late the parameters of HMM in the step of synthesis. This choice is inspired from
an extension of HMM, called Contextual HMMs [121, 103]. Contextual HMMs are
HMMs whose state observation parameters including state mean and covariance
depend on contextual variables, also called external variables. Contextual HMMs
have been used for gesture recognition in previous works, while they are used for
synthesizing behaviors in our work. Inspired by existing Contextual HMMs, we de-
veloped a new extension of HMM, called Fully Parameterized HMM (FPHMM). In
FPHMM, not only state observation parameters but also state transition probabili-
ties depend on contextual variables. In our work, contextual variables are prosodic
features.

This chapter introduces our work on synthesizing eyebrow and head motions
from prosody features. Section 3.1 introduces contextual models based on HMMs.
Section 3.2 describes three approaches of using contextual models to infer the mo-
tion signals from the speech signals. Section 3.3 introduces the dataset used to
build motion generators. For simplicity, three proposed approaches are first applied
to only one modality motion (eyebrow) synthesis. The experiments are introduced in
section 3.4 as well as the results. From to the experiment results, the approach that
obtained the best results is selected and applied to eyebrow and head motions. Head
and eyebrow motions are not separately synthesized from speech signals; rather the
relationships between these two-modal motions is taken into account. The experi-

ments and results are presented in section 3.5.

3.1 Contextual Models

Hidden Markov Models (HMMs) are statistical generative models (meaning they
may be used to generate/synthesize data) that are well-known for dealing with data
streams. It can be applied to data such as speech signal and human motion fea-
tures. These are automatically trained from a set of training samples of data stream
to capture dynamic characteristics of the data stream. Once the model has been

trained, it may be exploited to infer new instances of the data stream in a synthesis
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step [19]. Below, we only recall basic elements on HMMs in order to introduce the
necessary notations; a detailed presentation may be found in [102].

In more details,a HMM is based on a first-order Markov finite state machine.
It includes a finite number of states whose sequence obeys the Markov property
(We consider order 1 Markov models only), meaning that the state at time ¢ is
independent of all the previous states given the state at time #—1. The state at time
t is noted q;. This Markov property allows parameterizing the models with a very
limited of transition probabilities from a state to another state. These transition
probabilities are noted a;; = P(q; = jlg:-1 = 1).

A probability density function (pdf) is associated to each of the states, it is usu-
ally a Gaussian distribution or a mixture of Gaussian distributions. These pdfs
are defined on an observation space noted X and the observation at time ¢ is noted
x;. The pdf in state j is denoted b;(x;) and its value for observation x; is noted
bj(x;). Such a parameterization of HMMs comes from the second main hypothe-
sis underlying HMMs (the first one being the Markov property of the underlying
Markov chain): the observation at time ¢, x;, is assumed independent of all other
observations and all states given the state at time ¢, x;.

These two assumptions underlying the HMM formalism have made these mod-
els very popular since they lead to very efficient algorithms and easy to use models.
Yet, these assumptions are never satisfied in practice with real data. And from a
synthesis perspective these assumptions are much too strong and result in a limited
expressive power for generating realistic trajectories [73]. A number of researchers
have contributed to overcome such a drawback for recognition purpose by introduc-
ing segmental HMMs or trajectory HMMs that relax the independence hypothesis
between successive observations [107, 38]. Among these, few works may be ex-
ploited to synthesize more realistic trajectories [121, 103], we will build on these

latter works here.

3.1.1 Contextual HMMs

In contextual HMMs the pdfs (Gaussian probability distribution) are defined as
being a function of some external (or contextual) variables such as the morphology,
the gender or the age in speech recognition [121, 103]. We recall briefly the existing
contextual HMM models [121, 103].

We note 0 (a vector of dimension c) as the vector of the values of the contextual
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variables for an observation sequence x = (x1,...,x7) where x; are observations (d-
dimensional feature vectors). Considering for simplicity a contextual HMM model
with a single Gaussian distribution as pdf, the mean of the Gaussian distribution
in state j, fi; (d- dimensional vector), and its covariance matrix, ) j(d x d matrix),

are defined according to:

A0 =W + i (3.1.1)

2/0)=D;(0)xZ;xD;(0) (3.1.2)
with D;(6) = diag(exp(W; 0 +Z )

with WJ’?L and WJ‘.T two d x ¢ matrices, and fi; and s ;j their offsets vectors. The first
equation says that the mean in a state depends on the contextual variables 6, al-
lowing us to model some of the variability in the model. For instance in the case
of gesture modeling and recognition it is intuitive to think that an older person
will make smaller amplitude gestures and will perform them slower than a young
person. The parameters of a contextual HMM gesture recognizer could take into ac-
count such variability by including the age of the performer as external variables.
The same idea holds for the covariance matrix, whose parameterization allows us
to slightly change the shape of the distribution around its mean. The exponential
function ensures the elements included in D ;(0) to be strictly positive. Note finally
that 6 varies with time without big changes since all above equations may be rewrit-
ten using 6; instead of 6. In that case the mean of the Gaussian distribution in a
state of the HMM will depend on this time varying external variable and will also
vary with time.

When only the mean is parameterized according to Eq. (3.1.1) one gets a Para-
metric HMM which were proposed in Wilson and Bobick [121]. When both Eq.
(3.1.1) and Eq. (3.1.2) are used one gets a Contextual HMM as proposed in Rade-
nen and Artieres [103].

The training phase consists in two steps. First, a Parametric HMM is learnt, it
is performed with an adaptation of standard re-estimation formula used for HMMs.

Next, all other parameters are kept fixed to estimate the WJ‘7 and = j. This latter



40 3. SPEECH ANIMATION SYNTHESIS

step is performed via the Generalized Expectation Maximization algorithm. The

interested reader may look at [103] for more details.

3.1.2 Fully Parameterized HMMs

Inspired by the works [121, 103] introduced above, we proposed a new model
that we named hereafter fully parameterized Hidden Markov model (FPHMM) '.
A FPHMM is an extension of a Contextual HMM where in addition to means and
covariance matrices, the transition probabilities and the initial state distribution
are also parameterized and depend on 6 instead of being fixed at particular values.
In a FPHMM means and covariance matrices are defined as described above for
contextual HMMs [121, 103] while the transition probabilities a;; are now defined

as (using a dynamic set of external variables):

aij(et) =P(qs=Jjlqs-1=1,0;)
exp(loga;; + W;;0;) (3.1.3)
- Zj, exp(loga;j +W,;;0;)

where 6; is the c-dimensional vector of contextual features at time #; Wi":;. is a c-
dimensional vector; a;; may be viewed as an offset value that would correspond
to transition probabilities in case 0; = 0. According to this modeling schema the
transition probabilities may change at every time step according to the contextual
variables. Using such a modeling framework it may happen that a transition might
be more likely to occur or not according to the values of the contextual variables. It
means also that a state sequence may be sampled form the external variables only.
Figure 3.1 illustrates the difference between CHMM and FPHMMs.

As previously defined contextual models a FPHMM is trained via likelihood
maximization with a Generalized Expectation-Maximization algorithm. To ease
learning it is initialized with a trained Contextual HMM, and by setting A;; to the
learnt transition probabilities.

Estimation of Wlt; is then performed via the Generalized Expectation-Maximization
algorithm. First, we define an auxiliary function @(A,1’) as the one used for learn-
ing HMMs, where A’ stands for the current value of the FPHMM parameters and

1. This is a joint work with Mathieu Radenen while he was Ph.D. student at UPMC, France
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Figure 3.1: Representation of a CHMM (left) and of a FPHMM (right) as Dynamic
Bayesian Networks (DBNs) for inferring a sequence of motion features (ms;) from
a sequence of speech features (5;). While a CHMM uses speech features to modify
the pdfs, a FPHMM in addition takes into account the speech features to determine
the state transitions (State at time ¢ is noted q;)

A denotes the new values of the FPHMM parameters that we are looking for. Sec-
ondly we compute the derivative of the auxiliary function @ with respect to Wl.t;..
Thirdly, we do a gradient ascent. It is a similar strategy than for the estimation of

the covariance matrices in Contextual HMMs.

More precisely @(A,1’) is defined as follows:

QA=Y P(qlo*, MlogP(q,0*11) (3.1.4)
all kq

where k stands for the training sequence number and ¢ stand for a state sequence

path. This auxiliary function may be rewritten as:

QA= Y P(qlo*, MiogP(q,0"I\)

all kg
T
= Y P(lo*, V)Y (logagy, ,4,(08)0F) +10gP(0F1q,,1))
all k,q t=1
N k k
= ) > P(gi1=ilo", Mlogn(0;_y) (3.1.5)
all ki=1
N Tk i i
+ ) Y Y P(gi1=1,q:=jl0",Mloga;j(6;)
all ki, j=1t=2
N T*

+ Y > Y P(g;=ilo*,M)logP(oflq:, 1)
all kb 1 t=1
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Now we detail how to compute the derivative of the auxiliary function @ with

respect to Wit;.:

0Q  0Q 0a;;i(6))
oWi;  da;;(0F) OW;;

oQ aaij'(gf)
0a;;(0F) OWij

3

J'#

(3.1.6)

as can be seen, 4 elements should be calculated to get the derivative of the auxiliary

. . da; ;0% da;1(0F)
function @ with respect to Wf; They are 99 ai/0) - _0Q d 2t No

6aij(9f)’ ow;; aaij/(ﬁf) ow;;
we show how to calculate them.
We denote occupancy probability as follows:
Yhtij=P(qi-1=1i,q¢ = jlo*, 1) (3.1.7)
: R .
Calculation of 5005
0Q 0 rt
= P(gs-1=1i,q; = jlo*,Dloga;;(6})
aaij(Hf) aaij(ef’) a%:k é WAt
z 0 k k
= P(qi-1=1,q: = jlo*,MDloga;;(6y) (3.1.8)
alxl:k t=22 0a;;(0F) W
S 5
= Yetij -
all k=2 Jaij(ef)
gk
Calculation of %(5’):
0a;;(0F) AN 1
=exp(loga;; +W;;0;)0;)
6Wi j Y R g Z]’ exp(logaijr+Wij/0f)
exp(loga;; +W;i0%)
— 12 vt - Qexp(loga”_’_wljef)(ef)fr
(Zj’?fj exp(logaijr + Wijret ))
_ exp(logai; +Wij9f) "7 (exp(logai; +Wl~j6f))2 ohyT
a ¢

Zj’ exp(logaijr + lelef') £ (Zj’;ﬁj exp(logaijr + Wij/Hf"))2
= a; ; (0M)OHT —(a; (0F)*OHT
= a; (091 - a;;(0M))NOH)T
(3.1.9)
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; Q.
Calculation of 50, 0D
o T* 1
- Z ZY’@J,', PPN (3.1.10)
aaij'(ef) all kt=2 " aijr(ef/)
da, ;1(0F)

Calculation of oW,

0a; 1 (OF) B exp(loga; + W;;0%)
oWi; (5, explloga;y+W;;f})?
exp(logaijr+Wij/0f) exp(logaij+Wij0f) O (3.1.11)

¥ exp(loga;j+W;;0F) ¥ exploga;j + W;;16f)

= —aij'(ef)aij(Qf)(Hf)T

exp(loga;; + W;;0)05)T

0Q 0Q 0a;;(0%) _Q da, ;1(0%)
To calculate aw,,;» We should calculate 206 W and ) jry; = ,(ak) 5

0Q nd Oa”( t)

T by equation 3.1.8 and equation 3.1.9,
ai;(0F)

Given the calculations of

0Q  9aij(6f) .
we can calculate 206D W, as follows:

0Q 0a;;(0%) 1
da ((ng) aéV = Z ZYk tig e o5 aij(ef)(l—aij(ef))(Hf)T
ij (0} ij all kt= ai;(b;
Tk (3.1.12)
= Y Y veeijA-ai@)O)"
all kt=2
Given the calculations of Q()gk) and aagﬁ,ﬁft) by equation 3.1.10 and equation
da; (0%
3.1.11, we can calculate }_;4; 5 G?Qk) a(;{,v(ijt) as follows:
0Q da;y(6F) £ 1
7 =Y X Y Vet Daip(0)ai 06;)"
j7i0a;;0F) Wi i T hise a;;j(0;) (3.1.13)

Tk

==Y Y yrsijaiOROHT

j'#jall k=2
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da;;(0F da; #(0F) :
Given the calculations of u(9k) Cg‘;é ) and Y i, 6a0/6(29k) “6{);, ijt by equation 3.1.12

and equation 3.1.13, we can calculate av‘% as follows:

0Q  4Q aaij(ef)+ 0Q da;; (6%
aVVZJ aal‘](ef) an_] J'j da,]/(Bf) OW”
Tk Tk
= Y Y YheifA—aii@NO)DT =Y Y Y yhuijai 0O
all kt=2 J#jall kt=2
Tk Tk Tk
= 3 Y ki OO = X Y VrijaiODODT = Y Y Y YaipaiiOONT
all kt=2 all kt=2 all kj'#jt=2
Tk Tk
=Y Y YhriyOD = Y XN Yhri i OOHT
all kt=2 all k j t=2

Tk
=) Z[Yk,t,i,j(gf)T —ZYk,t,i,j'aij(Gf)(Hf)T]
all kt=2 J'

Z Z{[thlj Zthl]’aLJ(G )](Gk)T}

all kt=2
Tk
= 2 2 yneig - auwk)Zykn,q(e )7}
all kt=2
exp(logA--+W- 0%)
=) Zm,t,i,j— N e 10T
all kt=2 Zj,exp(logAij/+Wij,9 )7

(3.1.14)

So, we can calculate the derivative of the auxiliary function @ with respect to

Wi". as follows:
J

0Q Tt exp(logA;j+ W;;0%)
= Ykt — Vet 1O (3.1.15)
oW gktzz i z,exp(lo{grAUf+WU/<9),Z b

where
Yirij=P(qi1=1,q¢ = j'lo", 1) (3.1.16)
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3.2 Contextual Models for Animation Synthesis

We present now three approaches that we investigated for synthesizing a motion
stream from a speech stream. These approaches are based on the various contextual

models that we just described in the previous sections.

We start with a system based on contextual HMMs which generalizes the method
in [56]. Then we present two new approaches that improve upon this baseline. The
first approach is based on Fully Parameterized HMM (FPHMM), which we intro-
duced in previous section 3.2.2. The second approach is a combination of a FPHMM
and of a Conditional Random Field (CRF) [65], which has been introduced in Sec-
tion 3.2.3. In the following we consider a training dataset where every observation
sequence is a sequence of frames x;’s that are composed of motion features m; and

of speech feature s;, i.e. x; =[m;;s;].

3.2.1 Contextual HMMs

To design a speech-to-motion system one may learn one CHMM with speech
features as (dynamic) contextual variables (i.e. pdfs are conditioned on speech fea-
tures) and for observations either motion features or both motion and speech fea-
tures (as in [56]). Note that when used as contextual variables a good choice is to
use short term means of the speech frames computed on a sliding window of length
10 (we note these features 3) while standard speech features are used in observation

vectors in case observation include both motion and speech features.

Once such a model is trained one can determine a CHMM on speech only, that
we note Ag, by ignoring pdf parameters on motion features. Also one can use the
speech signal to define a CHMM on motion whose parameters are modified by the
speech stream, we note this model A,,/s. Actually it is a CHMM with time varying

parameters (e.g. the mean of a Gaussian changes with time).

At the synthesis step, speech features are first processed with A5 to find the
most likely state sequence, then we use the single method of [113] (cf. section 2.1.3)
to synthesize a trajectory along this state sequence with A,,s. This approach is
somehow close to [56]. However we use contextual HMMs instead of HMMs which
allows capturing more complex dependencies between speech and motion, yielding

improved synthesis as we will demonstrate.
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3.2.2 Fully Parameterized HMMs

In our work, a FPHMM is used to synthesize the motion stream from the speech
stream as follows. We first learn a FPHMM that takes speech features as contextual
variables and that produces motion features observation.? Then, during the train-
ing phase, motion and speech streams are both used to learn a FPHMM. During
the motion synthesis phase (i.e. the animation generation phase), only the speech
stream 6 is known. It is used to compute the time dependent transition probabil-
ities and the time dependent altered emission probability distributions in states
(cf. e.g. Eq. 3.1.3. Once all the parameters of the model are set, one can compute
the most likely state sequence, or one can infer the probability distribution over all
state sequences. Finally, from this single state sequence or from the distribution
over state sequences, one can synthesize a trajectory using techniques such as in
[113].

3.2.3 Combining FPHMMs and CRF's

At last, we have investigated the combination of Fully Parameterized HMMs
and of Conditional Random Fields (CRFs) [65], we name this hybrid model FPHMM-
CREF. It is inspired from the work in [71]. The FPHMM has the same architecture
as in previous cases. It takes speech features as external variables and motion fea-
tures as observation. The CRF has the same architecture as the FPHMM (same
number of states and topology, i.e. same authorized set of transitions...). It takes
speech features as input and is used to output the most likely state sequence or a
probability distribution over state sequences.

For training, we first learn a FPHMM as described previously in section 3.2.2.
Then for every training sequence x*, we determine the most likely state sequence
h_i using only speech features in the motion FPHMM built from A, A,,/s. Then the
CRF is trained using the set of (Si,hsi) as a training dataset. That is, the CRF oper-
ating on speech is learnt to output the right state sequence for the motion stream in
the FPHMM model. The rationale behind this choice is that a CRF, being learnt in
a discriminative way, is probably more accurate to predict the right state sequence
than the non discriminatively learned FPHMM.

2. Note that one could have included speech features in observations as we have investigated for
contextual HMMs. But it did not yield significant improvements.
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Figure 3.2: Facial motion features - Left: 3 head rotations. Right: Eyebrow anima-
tion parameters (arrows illustrate displacements).

To perform synthesis, a speech signal s is first input to the CRF to get a prob-
ability distribution over hidden state sequences in A,,;;. Then speech features are
also used to define the parameters of A,,;; from the Fully Parameterized HMM. Fi-
nally, given the most likely state sequence or the distribution on state sequences
output by the CRF, one may synthesize using A,,/s a smooth trajectory using either
the single method or the integrated method from [113]. This main benefit of this
approach is to take advantage of the discriminative training of the CRF to infer an

accurate probability distribution over all hidden state sequences.

3.3 Speech Database on Facial Expression

A human dataset is used to train our animation generators. We use the dataset
called Biwi 3D Audiovisual Corpus of Affective Communication database (B3D /
AC) [49]. This dataset can be obtained by contacting the authors [49]. To build
this dataset, 14 subjects were invited to speak 80 short English sentences. In total,
this corpus includes 1109 episodes of spoken speech, each lasting 4.67s long on
average (actually we should have 80 x 14 episodes but few have been disgarded
because of bad recording settings). Speech audio signal, 3D head rotations and
facial expressions are recorded synchronously. Audio signal is recorded by a studio
condenser microphone; 3D head rotations and facial expressions are captured by
the real-time 3-D scanner [119] at 25 fps. Facial expression is represented by 3D
face geometry made of a total of 23370 facial points. 3D face geometry is shown in
Figure 3.3. We used a part of this corpus that corresponds to 240 sentences from
three subjects.

Our work is based on the Greta system [94]. As described in section 2.3, the
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Figure 3.3: Eyebrow animation parameters (Eyebrow FAPs) (arrows illustrate dis-
placements) and 3D face geometry. The 3D face geometry is used in Biwi 3D Audio-
visual Corpus of Affective Communication database (B3D / AC) [49]. The 3D face
geometry is featured by 23370 facial points.

facial expression in the Greta system can be specified by the Facial Animation Pa-
rameters (FAPs) [91]. In speech animation synthesis, we focus on motions of head
and eyebrow, hence we extracted a subset of facial motion features that correspond
to 3 head rotations and 8 eyebrow features (see Figure 3.2). These features coin-
cide with the Facial Animation Parameters as defined by the norm MPEG-4 [91].
To obtain motion features, the recorded head data is directly used as the 3 FAPs
corresponding to the 3 head rotations. The norm MPEG-4 [91] has defined 6 fea-
ture points on the eyebrow regions, 3 on each eyebrow. The feature points on the
inner side of the eyebrows can move along 2 dimensions (horizontal and vertical)
while the other feature points (central and outer side of the eyebrows) can move
along 1 dimension. Thus 6 feature points and 8 FAPs are defined for the eyebrow
regions. From the face geometries of the B3D / AC database, we select manually 6
face points. In the recorded database, these 6 face points are specified by 18 param-
eters (each face point is located by 3 coordinates). 8 of 18 parameters correspond to
eyebrow FAPs’ definition; they are used as eyebrow FAPs. Details can be shown in
Figure 3.3.

For the sake of simplicity, we assume both eyebrows move identically and we
take the mean of the right and the left eyebrows as the eyebrow motion features.
At the end head and eyebrow motion signals are respectively transformed in a se-

quence of 3-dimensional head feature vector and a sequence of 4-dimensional eye-
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brow feature vector at a rate of 25 frames per second (fps).

Concerning the speech features we consider 2 prosodic features (pitch and RMS
energy), which were extracted with PRAAT software [10] at the same sample rate
as for motion feature extraction (25 fps). Both features are related to speech prosody
that characterizes speech expressiveness.

We used augmented feature vectors both for motion and for speech streams by
adding first and second order derivatives of static features (i.e. velocity and accel-
eration). Hence we got 6—dimensional feature vector for speech, 12—dimensional
feature vector for eyebrow motion and 9—-dimensional feature vector for head mo-
tion. In contextual models, the speech feature s used as contextual variables are
short term means of the speech frames computed on a sliding window of length 10

(found by trials and errors to give the best results).

3.4 Single Modality Motion Synthesis

In this section, we focus on evaluating objectively our approaches. We first detail
the experimental settings of the experiments then we compare the results obtained

by our approaches and by state of the art methods.

Experimental settings: For the sake of simplicity the evaluation is conducted
on a single modality, we investigate eyebrow motion synthesis.

We used 240 videos from three subjects in the dataset and annotated them with
respect to five labels {c1,...,c5} that consist in a combination of Action Units. An Ac-
tion Unit AU as defined by [45, 47] is a minimal visible muscular contraction (e.g.
raise eyebrow). Each AU is precisely defined by changes happening on the face, in
term of feature displacement, apparition of bulges, furrows or wrinkles, as well as
changes of the skin color [47]. Facial expressions are described as a combination
of AUs. We considered the combination of Action Units 1+2+4 (oblique and raise
eyebrow, that often corresponds to the eyebrow of fear), the combination of Action
Units 142 (raise eyebrow, eyebrow of surprise), Action Unit 4 (frown, eyebrow of
anger), and the combination of Action Units 1+4 (oblique eyebrow, eyebrow of sad-
ness), plus a fifth additional no motionclass. Such eyebrow images are shown in
Figure 3.4. We annotated videos of the data set using these 5 eyebrow expressions.

The annotation was done manually as we did not have access to a facial analysis
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Action Units 1+2 Action Units 1+4 Action Unit 4
raise eyebrow oblique eyebrow frown
eyebrow of surprise eyebrow of sadness eyebrow of anger

Action Units 1+2+4 No Motion

oblique and raise eyebrow
eyebrow of fear eyebrow of neuter

Figure 3.4: Eyebrow Motion

tool that was precise enough to perform the annotation along these 5 labels. A
sequence of observation is then labeled as a sequence of labels (a specific combi-
nation of action units) together with their boundaries, just like a speech signal is
annotated in phones. Our work presented in this section is inspired by Hofer et al.
[66]. These authors have developed head animation generator using HMM. Their
method is based on five labels of head motion: nod, shake, silence, shift and pause
[56].

Every training sequence consists then in a triple (s,m,y) of a sequence of speech
feature vectors (of length T'), a sequence of motion feature vectors (of length 7') and
a sequence of labels y (of length T', with Vt,y; e {AU1+2+4,AU1+2,AU4,AU1 +
4,n0 motion}). As introduced in section 3.3, speech and motion feature vectors are

respectively 6—dimensional and 12—dimensional at each frame.
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3.4.1 Objective Evaluation

We performed experiments with our approaches and with the method in [56]
that exploits HMMs. We considered as many models as there are eyebrow motion
classes (namely 5). We used an ergodic model for the no motion class and left-to-
right models for the other classes. We trained the models with a dataset including
speech and motion features for each sentence. We first trained independently class
models (whatever the models used, HMM, CHMM, PFHMM and PFHMM-CRF)
using corresponding segments of training sequences. Then we combined these sub-
models into a global model which is finally re-estimated on all the sentences.

For the test we used the sequence of speech features only. We primarily eval-
uated our methods with respect to a reconstruction error, i.e. the mean squared
error between the synthesized motion signal (from the speech signal) and the real
motion signal (MSE criterion). To gain more insight on the behavior of the meth-
ods we also evaluated the methods with respect to their labeling quality, i.e. the
recognition of the sequence of labels. We computed the recognition accuracy with
respect to the Hamming distance (H criterion) and to the edit distance (E criterion)
between recognized and manually annotated sequences of labels. Reported results
are averaged results over 20 random splits of the dataset into 80% for training and
20% for testing, together with standard deviation.

Table 3.1 reports the performance, on the test set, of the four methods with
respect to the three evaluation criteria and for a number of states per class model
ranging from 3 to 7. As can be seen in Table 3.1 our three novel approaches (CHMM,
PFHMM and PFHMM-CRF) perform better than conventional HMM used by [56];
the performance with PFHMM-CRF is the best. Table 3.2 reports similar results
in a slightly different setting. We computed the same performance criterion as in
table 3.1 but in that case the sequence of labels was assumed to be known for every
test sequence (but not the time boundaries between labels). Of course the H and
MSE obtained here show significant improvements compared to table 3.1 but the
gap is not so big. This means that even if the system does not always recognize the
correct labels, it does not affect too much the synthesized motion stream.

Our results clearly show that contextual models are significantly better than
the benchmark method in the field. In particular, the new approaches, e.g. fully
parameterized HMMs, perform significantly better than standard HMMs and than

contextual HMMs. In the following section, we will use fully parameterized HMM
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Model #states | MSE Acc (H) Acc (E)
3 0.67 (0.052) 37% (4.7) 45% (4.2)
HMM [56] 5 0.59 (0.042) 43% (4.7) 49% (4.4)
7 0.56 (0.056) 53% (5.7) 51% (4.3)
Contextual HMM 3 0.51 (0.055) 55% (4.8) 49% (4.4)
5 0.49 (0.064) 58% (5.7) 50% (4.9)
7 0.47 (0.056) 59% (4.5) 50% (3.4)
FPHMM 3 0.55 (0.042) 60% (5.3) 57% (4.7)
5 0.46 (0.051) 61% (5.1) 61% (3.8)
7 0.45 (0.037) 63% (3.0) 62% (3.7)
FPHMM-CRF 3 0.47 (0.054) 58% (4.2) 60% (3.7)
5 0.44 (0.061) 61% (4.0) 65% (3.8)
7 0.39 (0.051) 66% (4.1) 64% (3.7)

Table 3.1: Performance of the models with respect to the synthesis quality (MSE)
and to labelling accuracy where accuracy is computed by evaluating Hamming dis-
tance (H) and edit distance (E). Performances are averaged results gained on 20 ex-
periments (standard deviations are given in brackets). HMM model is a reference
model used by [56]; Contextual HMM model is introduced in section 3.2.1; FPHMM
(Fully Parametrized HMM) is introduced in section 3.2.2; FPHMM-CRF model (the
combination of Fully Parametrized HMM and Conditional Random Field) is intro-
duced in Section 3.2.3
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Model #states | MSE Acc (H)
3 0.43 (0.055) 73% (4.7)
HMM [56] 5 0.39 (0.051) 75% (4.4)
7 0.36 (0.063) 78% (4.7)
Contextual HMM 3 0.37 (0.057) 77% (5.0)
5 0.31(0.061) 81% (4.7)
7 0.30 (0.061) 82% (5.0)
FPHMM 3 0.33 (0.043) 80% (4.1)
5 0.28 (0.048) 83% (5.3)
7 0.25 (0.052) 84% (4.9)
FPHMM-CRF 3 0.31 (0.044) 81% (5.8)
5 0.26 (0.040) 84% (5.5)
7 0.23 (0.038) 84% (5.4)

Table 3.2: Similar results as in Table 3.1 but where we assume the sequence of
labels of each test observation sequence is known (but not the time boundaries).
HMM model is a reference model used by [56]; Contextual HMM model is intro-
duced in Section 3.2.1; FPHMM (Fully Parametrized HMM) is introduced in Sec-
tion 3.2.2; FPHMM-CRF model (the combination of Fully Parametrized HMM and
Conditional Random Field) is introduced in Section 3.2.3

to build synthesis of both eyebrow and head motions from speech. They perform
slightly lower than FPHMM-CRF but they are much simpler models and offer a
good trade-off between simplicity and accuracy.

3.5 Multiple Modality Motions Synthesis

In this section, we build an eyebrow and head animation model for embod-
ied conversational agent (ECA) using the FPHMM approach which we evaluate
through both objective and subjective evaluations.

Contrary to our approach presented in the previous section, here we did not used
the strategy of learning as many models as there are motion classes (as in [56]) cor-
responding here to eyebrow and head motion. Although it was found accurate and
successful (see previous section) such a strategy requires an important annotation
effort that we wanted to avoid here. Alike in [78] we explored here another strategy
which doesn’t require any prior manual annotation of the training dataset.

Every training sequence consists then in a pair (s,m) of two sequences of equal

length (T'), the first being a sequence of 6—dimensional speech feature vectors, the
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Table 3.3: Performance of the models with respect to the synthesis quality (MSE).
Performances are averaged results gained on 50 experiments (standard deviations
are given in brackets).

Model 10 states 20 states 30 states 50 states
HMM [78] 0.57 (0.054) | 0.53 (0.049) | 0.49 (0.061) | 0.46 (0.053)
separate PFHMM | 0.45 (0.069) | 0.41 (0.066) | 0.39 (0.059) | 0.38 (0.051)
joint PFHMM 0.39 (0.071) | 0.34 (0.059) | 0.30(0.045) | 0.30 (0.036)

second one being a sequence of 21—dimensional motion feature vectors. Each mo-
tion feature vector is composed by 9—dimensional head feature vector and 12—dimensional
eyebrow feature vector. More details concerning features of prosody and motions

may be found in Section 3.3.

3.5.1 Objective evaluation

We first performed experiments for modeling head and eyebrow features sepa-
rately with 2 PFHMMs, one for each motion stream. Then experiments were per-
formed to jointly model head and eyebrow features with a single PFHMM, where
the joint features of head and eyebrow were considered as FHMM'’s observation fea-
tures. We compare our results with the baseline approach proposed in [78] that we
have implemented and that we have tuned for the task at hand.

These two sets of experiments were evaluated by computing the reconstruction
error defined as the mean square error between the synthesized motion signal (from
the speech signal) and the real motion signal (MSE criterion). Table 3.3 reports the
experimental performances with different numbers of states based on the averaged
results and the standard deviation over 50 random splits of the dataset into 80% for
training and 20% for testing. The experiments are configured using full covariance
matrix and ergodic topology. As can be seen in Table 3.3, the joint model outper-
forms the baseline [78] as well as the other two using separate models.

In the joint model, the relationship between eyebrow and head features can be
learned through the use of full covariance matrices. In the synthesis phase (trajec-
tory computation), generated eyebrow and head motions are defined not only from
the speech features but also from their mutual influence. This influence is captured
during the training phase through the combination of covariance matrices. On the

other hand, when using two separate models, there is an underlying hypothesis im-
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plying that head and eyebrow movements are independent from each other that is
carried out during the training phase and that produces poorer results.

As can be seen in Table 3.3, the joint model with 30 states achieves the best
result. We used this model to compute the animation of the virtual agent which we
evaluate through subjective evaluation (see next section). It is a necessary comple-
ment of the objective measure we just presented since objective measures do not
allow to actually measure how well synthesized motions are perceived by human
eyes [69].

3.5.2 Subjective evaluation

In this section, we detail the subjective evaluation we conducted with human
participants to evaluate the qualitative aspects of FPHMM as generator of head
and eyebrow motion from speech signals. The evaluation was done through an

online web application. An example of web page is shown in Figure 3.5

Hypothesis The subjective evaluation was conducted to investigate two hypothe-
ses: 1) the perception of the virtual agent displaying head and eyebrow motions
synthesized by FPHMM is similar to the perception of the virtual agent animated
directly by human data; 2) the two-modal motions (head and eyebrow) outperform
single model motion (either head or eyebrow) at a perceptual level. Through the
first hypothesis we aim to measure if FPHMM is capable of capturing and of ren-
dering the sophisticated relationship between motion and speech streams and that
the animation of a virtual character offers similar results when driven by FPHMM
and by real human data. The second one is to verify that multimodal motions fa-
cilitate human perception over monomodal motions. To verify the first hypothesis,
we compare the perceptions resulted from real and generated motions. To answer
the second hypothesis, we compare how animations of the virtual agent driven ei-
ther by one of the modal motions (either head or eyebrow motions) or by two modal
motions (head and eyebrow motions) are perceived.

Our work focuses on nonverbal communication and not on the appearance of the
virtual agent. Moreover to eliminate changes of too many variables, we did not use
the original data as such. Rather, motions from both, FPHMM types and human

data, are displayed through the same identical virtual agent.
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Do not forget to turn on the audio on your machine as the videos have sound.
Press the right arrow for starting the video. Once vou have answered all questions press
the Send button to go to the next page.

1. Do wou think the animation of the virtual character is:

intelligible: Not at all © @] @ (@) O Very

natural: Not at all © @] @ (@) O Very

2. Do you think the correlation between the speech and the facial expression
of the virtual character is:

coherent: Not at all © @] @ (@) O Very

synchronised: Not at all © © @ © O Very

3. Which emotion(s) does the virtual character display? You should grade each
emotion separately.

anger: Not at all © @] @ (@) O Very
sadness: Not at all © & @ ® O Very
fear: Not at all © @] @ (s O Very
contempt: Not at all © (3] & © © Very
NervousSness: Not at all © (@] @ (@) O Very
disgust: Not at all © & (3] ® O Very
frustration: Not at all © © @ © O Very
stress: Not at all @ & @ ® O Very
excitement: Not at all © @] @ (@) O Very
confidence: Not at all © & @ ® O Very
surprise: Not at all © (@] (@] ® O Very
happiness: Not at all @ & @ ® O Very

Figure 3.5: An example of web page to evaluate the performances of FPHMM or
human data. After watching each video clip, each participant was invited to answer
questions.
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Protocol The participants went on a web page where after answering few ques-
tions about themselves, they have to view videos of the virtual agents. Their task
consisted in answering few questions. We provide elements of the protocol we follow
for the perceptive evaluation study:

(1) Participants: in total, there were 280 participants consisting of 136 males
and 144 females with age ranging from 18 to 65 (M=32.89 years, SD=7.99 years).

(2) Stimuli: 7 spoken utterances were randomly selected from the testing database.
They were given as input to the trained FPHMM. Then the synthesized motions
(sequences of MPEG-4 FAPs frames) and the corresponding WAV file of the spoken
utterances are used to drive a virtual agent. In all the animations the lip shapes
and body movements of the virtual agents are reproduced from real data. The fi-
nal animations including eyebrow and head motion as well as lip shape and body
movements are stored as video clips.

To study both hypotheses, 7 versions (conditions) of the virtual agent animations
were created for each selected sentence. In all conditions the lip shapes and body
movements remain constant and are duplicated from real human data:

15¢ condition (cond1): No eyebrow and head motion;

274 condition (cond2): Only human eyebrow motion (no head motion);

37 condition (cond3): Only synthesized eyebrow motion (no head motion);

4th condition (cond4): Only human head motion (no eyebrow motion);

5" condition (cond5): Only synthesized head motion (no eyebrow motion);

6" condition (cond6): Human eyebrow and head motion;

7t" condition (cond7): Synthesized eyebrow and head motion;

Therefore, there are a total of 49 video clips (7 sentences x 7 conditions), each of
which lasts about 4.5s.

(3) Design and Procedure: Subjective evaluations were conducted online. At
first, each participant fills out a demographic questionnaire concerning their age,
gender, education level, occupation and country in which participant spent the ma-
jority of his/her life. Then, the participant watches 7 randomly selected video clips
out of 49. The 7 video clips watched by any participant are comprised of the 7 sen-
tences and of the 7 conditions. After watching each video clip, each participant is

invited to answer the following questions using a 5 point Likert scale:

1. Do you think the animation of the virtual character is intelligible?

2. Do you think the animation of the virtual character is natural?
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Table 3.4: Results of F-statistic from repeated measures ANOVA

intelligible | natural coherent synchronized
only eyebrow F=20.6, F=1.79, F=2.02, F=2.57,
p<.001 p>.05 p>.05 p>.05
only head F=1.7, F=0.39, F=0.02, F=2.57,
p>.05 p>.05 p>.05 p>.05
eyebrow&head | F=3.51, F=0.93, F=1.9, F=0.01,
p>.05 p>.05 p>.05 p>.05

3. Do you think the correlation between the speech and the facial expression of

the virtual character is coherent?

4. Do you think the correlation between the speech and the facial expression of

the virtual character is synchronized?

5. Which emotion(s) does the virtual character display? You should grade each

emotion separately.

The same 12 emotional states as used in the BIWI experiments are considered
[49]: anger, sadness, fear contempt, nervousness, disgust, frustration, stress, ex-
citement, confidence, surprise and happiness. Each video clip has been evaluated

40 times (i.e., by 40 participants).

Result To investigate the differences of participants perception from human and
from synthesized motions, we conducted three pairwise comparisons in term of in-
telligibility, naturalness, coherency and synchronization: only eyebrow motion (2nd
and 3rd conditions), only head motion (4th and 5th conditions) and both (6th and
7th conditions). The comparison results based on repeated measures ANOVA are
shown in Table 3.4. The results show no significant differences between human and
generated motions in almost all pairwise conditions except for the only eyebrow con-
dition in term of intelligibility. In this latter case, the mean scores of this pairwise
condition are 2.67 and 2.27 for only human and synthesized motions, respectively.
While the difference is significant, they are still not too highly different.

Then, to test our second hypothesis (the two-modal motions outperforms single
model motion), we compare the 4 different conditions involving synthesized motions
with each other, namely: no head and eyebrow motions (1st condition), only synthe-

sized eyebrow motion (3rd condition), only synthesized head motion (5th condition)
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m no motions m only synthesized eyebrow m no motions monly human eyebrow
only synthesized head M both synthesized motions only human head W both human motions
4 4
35 3.5
3 3
25 2.5 -
2 2
1.5 1.5 +
1 1
0.5 - 0.5 -
0 0

Intelligible Natural Coherent  Synchronized Intelligible Natural Coherent  Synchronized

Figure 3.6: Comparison results between animations from synthesized data (left)
and human data (right).

and both synthesized (head and eyebrow) motions (7th condition). The compari-
son results presented in Figure 3.6 show that when eyebrow and head motions are
modeled together, the human perception improves in the term of intelligibility, nat-
uralness, coherency and synchronization. The results based on repeated measures
ANOVA show significant differences between any two different types of motions
among the 4 cases (synthesized eyebrow or head, both synthesized eyebrow and
head, no motion of eyebrow and head). The same conclusions are supported by the

similar pairwise for the animations from human data (see details in Figure 3.6).

At last, we investigated how synthesized motion conveyed emotional informa-
tion. To do this, we extracted the scores in term of 12 emotions from both synthe-
sized head and eyebrow motions (7th condition) and from both human motions (6th
condition), respectively. Moreover, the BIWI corpus provides the emotion recogni-
tion rate for the videos of real humans for these 12 emotions using a 5 point Likert
scale. We consider these results as reference when evaluating the virtual agent’s
performance. Figure 3.7 reports the recognition rate of participants for the virtual
agent when driven from human data and from synthesized model, as well as for
the videos of real humans. The results are average over the recognition rate for
5 of the 7 sentences spoken by the virtual agent. Two of the sentences have to be
disregarded for this test as no result is provided for them in the case of the eval-
uation of the real human videos. The number of participants differs between the
study made with videos of real humans and the study made with videos of virtual
agents. In case of the BIWI study, the first set of videos was evaluated when the

BIWI corpus was built. There is a very low number of participants that evaluated
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Figure 3.7: Perceived emotions: average values over 5 sentences.

each video (often around 4 participants per sentence) while in our study we have
40 participants evaluating all the sentences in average. As can be seen in Figure
3.7, in all three cases, the faces, be of a real human or of a virtual agent, are able
to convey some emotional communication. However, in term of the perception of
emotional expressiveness, the videos of the real humans outperform the videos of
the virtual character driven from our statistical model; in turn, the videos of the vir-
tual character driven from our statistical model outperform the videos of the virtual
character driven from human data.

Due to the too big difference between participants number, we only compare re-
sults between the conditions of the virtual agent driven from our model and from
human data. The animations with synthesized motions are perceived as showing
more emotions in a statistically significant way for the emotion: fear, contempt, ner-
vousness, stress, excitement, surprise, happiness. There is no significant difference
for the emotions: anger, sadness, frustration. For the emotions disgust and con-
fidence, the animations from human data are ranked higher than the animations

from synthesized data.

Discussion The post-hoc pairwise comparisons between identical modal motions
show no significant difference between the human and synthesized motions. In
the training phase, the mapping between human audio-visual signals is captured

and recorded in FPHMM, and thus rendered in the output synthesized animations.
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Therefore the perception of the animation of the virtual agent with synthesized

motions is similar to the perception of animation with human motions.

The post-hoc pairwise comparisons of conditions show that there are significant
differences among the monomodal and multimodal conditions. The animations cre-
ated in the multimodal conditions are perceived as more intelligible, natural, coher-
ent and synchronized than the animations created with one modality only. Humans
are very skilled in reading nonverbal signals. So the lack of either eyebrow or head
motions are negatively perceived along these 4 qualitative dimensions. The compar-
isons of the perceptions between only eyebrow and only head motions reveals that
head motion plays a more important role than eyebrow motion at the perception

level. Similar results have also been reported in [78].

Rather than examining the recognition rate of emotions from the videos in dif-
ferent cases, we look at the level of emotional expressiveness. Indeed even in the
reference case, namely the videos of real humans speaking the various utterances
in emotionally-colored fashion, we remark that the recognition rate level of emotion
is rather low and that there is a lot of confusion. That is human participants did
not show a strong agreement in their perception of which emotion the human actor
aimed to convey when s/he spoke the utterances. Such a result is reproduced with
the virtual agent. In both cases, animation of the virtual character from real hu-
man data and from our model, a lot of confusion can be noticed. However we can
remark that the virtual agent driven by our model is perceived as speaking with
emotions with a higher level than when the virtual agent is driven by human data.
This can be interpreted as the virtual agent driven by our model is able to exhibit
more expressive behaviors; that is, it can communicate in a more emotionally col-
ored manner. Our statistical model relying on FPHMM is capable of capturing the
speech/motion relationship. It is also able to render the quality of emotional be-
haviors: not only its types of movements (i.e. which head movements and eyebrow
shapes) but also the dynamism of the movements. Our model computes the types of

the visual cues but also their trajectory that carries out dynamics characteristics.

The results of both evaluation studies, the objective and subjective studies, show
that our model is able to capture pertinent information that are conveyed through
the nonverbal behavior animation of the virtual agent. Considering the link be-
tween prosody and both head and eyebrow motions together allows seizing their

tight coupling. This is in link with results found in studies from psychology domain
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[82, 43].

We can conclude that the machine learning approach (FPHMM) can capture the
link between speech prosody and facial movements and can reproduce the move-
ment dynamism in the output synthesized animations. Thus our animation model
based on FPHMM is able to gather these both aspects that are important to com-

pute when animating a virtual agent.

3.6 Conclusion on Speech Animation Synthesis

In this section, we have investigated three data-driven approaches to generate
head and eyebrow motions for a virtual agent from speech prosody. All of three ap-
proaches are variants of HMM: contextual HMMs, fully parameterized HMMs, the
combination of Conditional Random Fields and fully parameterized HMMs. They
are used to capture the direct mapping between audio and visual information. First,
they are objectively evaluated based on (single modality) eyebrow animation syn-
thesis. The results show that they perform better than the standard HMM. Fur-
thermore, fully parameterized HMM is used to synthesize the motion of two modal-
ities, head and eyebrow. We investigate two cases: separate FPHMM and joint
FPHMM. In separate FPHMM, motions of head and eyebrow are synthesized in-
dependently from one another; in joint FPHMM, motions of head and eyebrow are
related to each other in synthesis. The objective evaluation study shows that con-
sidering simultaneously eyebrow and head motions increases the precision of the
resulting animation. It also confirms that eyebrow and head motions are not inde-
pendent from each other but rather are connected; the multimodal signals reinforce
the communicative meaning. Moreover, the subjective evaluation shows that our
proposed model enhances the perception of the virtual agent animation at the level

of emotional expressiveness.
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Chapter

Laughter Animation Synthesis

Laughter is frequently used in human communication. Even-though laughter
is an important communicative signal in human interaction, it is only since late
1990 that it started to be studied [105]. Before that, very few studies (e.g., [34])
existed in psychology, neither regarding its behavior description, nor its commu-
nicative functions. Laughter is strongly linked to positive emotions and even more
to cheerful mood [106]. In particular, the frequency of laughter and its intensity
are best predicted for people whose personality trait is to be cheerful and who are
currently in cheerful mood [105]. Humans laugh at humorous stimuli or to mark
their pleasure when receiving praised statements[101]; they also laugh to mask
embarrassment[58] or to be cynical. Laughter can also act as social indicator of
in-group belonging [4]; it can work as speech regulator during conversation [100];
it can also be used to elicit laughter in interlocutors as it is very contagious [101].

However laughter is not always linked to cheerfulness. Studies have reported
up to 23 different types of laughter [58] ranging from hilarious, hysterical to em-
barrassed, desperate, contemptuous laughter. That is laughter is linked to various
emotional states. Its expressions, at the acoustic and behavioral levels, vary ac-
cordingly. The facial expressions and body movements for the different laughter
types have hints of the underlying emotions and these variations are perceivable
by humans [105][54].

In our work, we focus on hilarious laughter that is laughter following a funny
event and triggered by amusing and positive stimuli (e.g., a joke). Hilarious laugh-
ter is one among the 23 types of laughter defined by [58]. Laughter morphology

involves facial expressions, body movements and vocalizations [105]. For hilarious
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laughter, muscular activities include mainly the zygomatic major, mouth opening
and jaw movement. Orbicularis oculi is squinted as for Duchenne smile [46]. Eye-
brows may be raised or even frown in very intense laughter [105]. Saccadic move-
ments affect the whole body. Torso may bend back and forth and shoulder may
shake. Changes in respiration patterns are also prominent. Inhalation and exhala-
tion phases are very noticeable. All these movements are done very rhythmically.
They are also highly correlated. Indeed they arise from the same physiological pro-
cesses [105].

Embodied conversational agents ECAs are autonomous virtual agents able to
converse with human interactants. Our aim is to develop an embodied conversa-
tional agent able to laugh. To achieve our aim to simulate laughing agent, we ought
to propose approaches to reproduce the multimodal signals of laughter. Niewiadom-
ski and Pelachaud [87] indicate that synchronization among all the modalities is
crucial for laughter animation synthesis. Humans are very skilled in reading non-
verbal behaviors and in detecting even small incongruences in synthesized multi-
modal animations. We have developed statistical models for laughing multimodal
behaviors synthesis. The statistical model is first trained on human data and then
is used to synthesize multimodal animations. We present successively two ap-
proaches that we designed and that we evaluated. In both cases the input of the
system is the audio signal together with the corresponding sequence of laughter
phonemes ! and of their duration.

The first work is detailed in section 4.1. It involves synthesis of facial expression
(lip, jaw, eyebrow, eyelid and cheek) and extrapolated movements of head, shoulders
and torso. The animation generators are built based on a human dataset, called
AudioVisual LaughterCycle (AVLC) database [114]. This dataset contains human
laughter episodes. Each episode corresponds to trajectory data of the head move-
ments and facial expression as well as a laughter audio file, while the torso motion
has unfortunately not been recorded, hence such motion cannot be learned as other
motion signals. Indeed the torso animation is deterministically infered from the
synthesized head motion, this strategy is based on the assumption that there exists
a relation between head and torso movements.

The second work is detailed in section 4.2. It focuses on head and torso ani-

mation synthesis only which was not actually investigated in the first approach by

1. [115] has categorized audible information from laughter into 14 laughter phonemes, small
sound units, according to human hearing perception.
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lack of training data. To build such a system we recorded a new human laughter
dataset and gathered the trajectory of torso and head motions as well as the audio
signal. Using this new dataset we developed a new animation generator for torso
and head and evaluate it in a global animation system by reusing subparts of the

first system.

4.1 A first Facial Expression and Upper Body Ani-

mation

This section describes our first approach for building animation generator of
hilarious laughter. The animation generator can synthesize multimodal signals
that include facial expression (eyebrow, eyelid, cheek, lip and jaw), movements of
head, torso and shoulder; it takes audio signal of laughter as input. The proposed
generator learned first the relationship between the acoustic features of laughter
and the face signals based on human data; then the generator is used to produce
automatically synthesis animation; that is, given laughter audio as input, it gen-
erates the correlated laughter facial expression in real time. Lip and jaw motion
synthesis are based on linear regression models; head, eyebrow, eyelid and cheek
motion synthesis is based on selecting and concatenating segments of motion cap-
ture data of human laughter. In our first model we rely on a database that contains
motion data of only the head and the face. To be able to compute the body (torso
and shoulder) motion, we made the (strong) hypothesis that head and body motions
are correlated; and more particularly that body animation can be inferred from the

synthesized head animation.

In the remaining of this subsection we first describe the used dataset and in-
troduces the used features in subsection 4.1.1. Then we present motion synthesis
module in section 4.1.2, which contains lip animation synthesis in section 4.1.2.1,
head movement and upper face expression in section 4.1.2.2 and shoulder and torso
animation synthesis in section 4.1.2.3. Finally, we end this chapter by presenting

the evaluation of our animation generator we have conducted (see section 4.1.3).
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4.1.1 Laughter Database on Facial Expression

Our work makes use of the AVLaughterCycle database [114]. This database
contains more than 1000 audiovisual spontaneous laughter episodes produced by
24 subjects. 66 facial landmarks coordinates were detected by an open-source face
tracking tool - FaceTracker [108]. Among these 66 landmarks, 22 of them corre-
spond to the Facial Animation Parameters FAPs of MPEG-4 [91] for the lips and 8
landmarks for the FAPs for the eyebrows.

In this database, subjects are seated in front of a PC and a set of 6 cameras.
They watch funny movies for about 15mn. Their facial expressions, head move-
ments and laughter are then analyzed using FaceTracker. However body behaviors
(e.g. torso and shoulders behaviors) are not recorded in this database. 24 subjects
were recorded but only 4 subjects had their head motion tracked. Therefore, a sub

dataset of 4 subjects with head motion data is used in our work.

This database includes acoustic data of laughter. In addition it contains the seg-
mentation of laughter into small sound units. [115] has categorized audible infor-
mation from laughter into 14 laughter phonemes according to human hearing per-
ception. These 14 laughter phonemes correspond to (number of occurrences of these
laughter phonemes are specified in parentheses): silence(729), ne(105), click(27),
nasal(126), plosive(45), fricative(514), ic(162), e(87), o(15), grunt(24), cackle(10),
a(144), glotstop(9) and vowel(0) 2. So laughter is segmented into sequences of laugh-
ter phonemes and their durations. Laughter prosodic features (such as energy and
pitch) have been extracted using PRAAT [10] and are provided with the database.

In our model we focus on face and head motion synthesis from laugher phoneme
sequence (e.g. [a, silence, nasal]) and their duration (e.g. [0.2s, 0.5s, 0.32s]). We
take prosodic features as additional inputs for lip and jaw motion synthesis. Section
4.1.2.1 and Section 4.1.2.2 provide details on our model. Since the AVLaughterCycle
database does not contain any data on torso movement, we base our torso animation
model on the observations that head and torso movements are correlated. We build
a PD controller that extrapolates torso movement from head motion as explained
in Section 4.1.2.3.

2. In the sub-dataset of the 4 subjects, no vowel laughter phoneme was found. However it does
appear in other data.
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Figure 4.1: Overall architecture of multimodal behavior synthesis.

4.1.2 Motion synthesis

Figure 4.1 illustrates the overall architecture of our multimodal behavior syn-
thesis. Our aim is to build a generator of multiple outputs (lip, jaw, eyelid, cheek,
head, eyebrow, torso and shoulder motions) from an input sequence of laughter
phonemes together with their duration and from speech prosodic features (i.e. pitch
and energy). We briefly motivate our choices for developing three different synthe-
sis models adapted to different modalities; then we present in details these three

models.

Lip articulator: First to accurately synthesize lip and jaw motions, which play
an important role in articulation, we exploit all our inputs, namely the speech fea-
tures and the laughter phoneme sequence, in a new statistical model that we de-
scribe in section 4.1.2.1. Using speech features as input yields an accurate syn-
thesized motion that is well synchronized with speech, which is required for high

quality synthesis.

Face and head: Secondly, although it has been demonstrated in the past that
speech features allow accurate prediction of head motion and upper face expression
for normal speech [19, 78, 42, 41, 73, 14], the relationship between speech features
and facial motion of laughter is unknown. Moreover exploring our laughter dataset
we found that some segments have significant head motion and upper face expres-
sion while they are labeled as unvoiced segments. We then turned to exploit a more
standard synthesis by concatenation method that we simplify to allow real time an-

imation. Our method is described in section 4.1.2.2.

Upper body: At last, body (torso and shoulder) motion, which is an important

feature of laughter [105], is determined in a rather simple way from the synthe-
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sized head motion output by the algorithm in section 4.1.2.2. The main reason for
doing so is that there is no torso and shoulder motion information gathered in the
AVLaughterCycle dataset so that none of the two synthesis methods above may be
used here. Moreover we noticed in our dataset a strong correlation between head
move on the one hand and torso and shoulders moves on the other hand. We then
decided to hypothesize a simple relationship between the two motions that we mod-
eled with a proportional-derivative (PD) controller. We present such a model in
section 4.1.2.3.

4.1.2.1 Lip and Jaw Synthesis Module

To design the lip and jaw motion synthesis system, we used a linear regression
model. Basically the underlying idea of a linear regression model is to estimate a
desired quantity x (the lip and jaw motion) as a linear function of an observed quan-

tity 0 (the speech features). Such a linear regression model is defined as follows:

16) = W + i1 (4.1.1)
(4.1.2)

where W# is a d x ¢ matrix, and f is an offset vector. 6 stands for the value of the

contextual variables.

We use one such linear regression model for each of the 14 laughter phonemes
so that we get a set of 14 linear regression models. Somehow, each linear regression
model is learned to model the dependencies between the lip/jaw motion and the
speech features from a collection of training pairs of speech features and of lip and

jaw motion.

The linear regression model of a laughter phoneme is learned through the method
of least squares. For compact notation, we first define the matrix Z* =[W* [] and
the column vector Q; = [0; 117. Equation 4.1.1 can then be rewritten as [(6;) =

ZH" x Q4. The sum of the squares of the errors, @, is defined as follows:

Q= l% t(u(ef) — o) () - 0" (4.1.3)
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which can be carried out as follows:
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Setting % to 0 we get:
-1
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all k,t all byt

where we considered a single training sequence case and the sum ranges over all
indices in the sequence.

At synthesis time one has as inputs a series of speech features and a sequence
of laughter phonemes together with their duration. The synthesis of the lip and jaw
motion is performed independently for every segment corresponding to a laughter
phoneme of the sequence then the obtained signal is smoothed at articulation be-
tween successive laughter phonemes. One can adopt few techniques to synthesize
the lip and jaw motion segment given a laughter phoneme (with a known duration)
and speech features.

A first technique consists in relying on a synthesis method that has been pro-
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Figure 4.2: Head and upper face synthesis is performed by the concatenation of mo-
tion segments, gathered from real data, corresponding to a given laughter phoneme
sequence and their duration. Green curve are samples of motion segments while
the red arrow indicates the sequence of selected motion segments. The chosen mo-
tion segment is the one that minimizes a cost function of fit with the sequence of
laughter phonemes.

posed for Hidden Markov Models by [113] which yields smooth trajectories. Alter-
natively, a simpler approach consists in using the speech features 6; at time ¢ to
compute the most likely lip and jaw motion using a regression model, i.e. p(6;).

This is the approach we used in our implementation to ensure real time synthesis.

4.1.2.2 Head and Upper Face Synthesis Module

Our approach to head and upper face synthesis system is a synthesis by concate-
nation approach. The motivation for using a different strategy than for animation
synthesis from speech comes from the fact that preliminary results using the same
approach as thos presented in previous chapter did not work at all, one reason being
that often we laugh without making any noise.

The synthesis by concatenation approach consists in selecting and concatenat-
ing motions from original data corresponding to the input laughter phonemes se-
quence. This may be done provided one has a large enough collection of real motion
segments corresponding to every laughter phoneme. Such data are available from
the AVLaughterCycle database [114] which includes head and upper face motion
data and which has been manually labeled into laughter phoneme segments. Actu-
ally for each of the 14 laughter phoneme labels, pp;, we have a number N; of head

and upper face real moves that we note S; = {m;, Jj=1.N, i}.
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For a given laughter phoneme sequence of length K, (p1,...px) (withVk € 1.K,p; €
{(pp1,...,pp14}), noting d(pp) the duration of the £ laughter phoneme in the se-
quence, the synthesis by concatenation method aims at finding the best sequence of
segments (s1,S2,...,Sk) belonging to S, x Sp, x ... xSy, (with d(sp) the duration of
the segment s;) such that a cost function (that represents the quality of fit between
the segment sequence and the laughter phonemes sequence) is minimized. Figure
4.2 illustrates our head and upper face synthesis framework. In our case the cost

function is defined as:

C[(Sl,SZa---,SK),(plyp%---,pK)] (417)
=y Y Cpur(d(sy),d(py)) (4.1.8)
u=1..K
+(1=7) Y. Ccont(Su-1,84) (4.1.9)
u=2..K

where Cp,, is a duration cost function that increases with the difference between
the length of a segment and the length of the corresponding laughter phoneme, and
where Cc,n: 1s a continuity cost function that increases with the distance between
the last position of a segment and the first position of the following segment, and
where y is a manually tuned parameter (between 0 and 1) that allows weighting

the importance of continuity and duration costs.

The two elementary cost functions are defined as follows, there are illustrated
in Figure 4.3:

Cpur(d,d)=e4" -1 (4.1.10)
and:
Ccont(s,s') = |[last(s) - first(s)|? (4.1.11)

where first(s) and last(s) stand for the first and the last positions in segment s.

Once a sequence of segments (s1,S9,...,5x) has been determined the synthesis of
head and eyebrow motion corresponding to the laughter phoneme sequence requires
some processing. Indeed the selected segments’ duration may not be exactly the

same as the laughter phonemes’ duration. Selected segments are then linearly
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cost value Cour

Ccont
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positionDistance

Figure 4.3: Shape of the duration cost function Cp,, = f(v) = e’ —1 and of the
continuity cost function Ccopns = g(v) = v2 as a function of their argument v.

stretched or shrank to obtain the required duration. Note that it is assumed that
stretching and shrinking of segment motion have no effect on human perception as
long as segment duration has minimal variation. Also it may happen that there is
a significant distance between the last frame of a segment and the first frame of the
next segment which would yield discontinuous moves. To avoid this we perform a
local smoothing by linear interpolation at the articulation between two successive
segments.

Note that to allow real-time animation, we use a simplified version of the syn-
thesis by concatenation method by selecting iteratively the first segment, then the
second, then the third according to a local cost function focused on the current seg-
ment s, YCp,-(d(s),d(p))+(1—y)Cconi(s’,s) where p stands for the current laughter
phoneme, whose duration is d(p), and s’ stands for the previous segment. The ob-
tained sequence of segments may then not be the one that minimizes the cost in Eq.
(4.1.7), it is an approximation of it.

Note finally that the duration cost increases much quicker than the continuity
cost (see Figure 4.3), which is wanted since as we said previously stretching and
shrinking are tolerable only for small factors, while smoothing the end of a segment
and the beginning of the following segment is always desirable to avoid discontin-
uous animation. Defining the cost functions as in equations (4.1.10) and (4.1.11)

strongly discourages high stretching and shrinking factors.

4.1.2.3 Torso and Shoulder Synthesis Module

As we explained before torso and shoulder motion is synthesized from the syn-

thesized head motion which is output by the algorithm described in the previous
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section. Although Ruch and Ekman [105] reported torso and shoulders motions are
important components of laughter, there is no such motion data in the AVlaugh-
tercycle corpus. Thus the synthesis method used for lip and jaw or for head and
facial expressions, since it requires training data, cannot be exploited here. Yet,
through careful observation of the AVlaughtercycle dataset we notice a strong cor-
relation between torso and head movements. For instance we did not find any case
where torso and head are going in opposite direction. Thus we hypothesize that
torso and shoulder motion follows head motion and that a simple prediction module

may already perform well for natural-looking animation.

Based on these observations, torso and shoulder movements of the virtual agent
are synthesized from head movements. In more details, we define a desired in-
tensity (or amplitude) of each torso and shoulder movement which is decided by
the head movement. This desired intensity is the desired value in a Proportional-
Derivative (PD) controller. We choose to use a PD controller (illustrated in Fig 4.4)
since it is widely used in graphics simulation domain [85], which is a simple version
of Proportional-Integral-Derivative controller (PID) in classical mechanics. The PD
controller ensures smooth transitions between different motion sequences and re-

moves discontinuity artifacts.

The PD controller is defined as:
T= kp(acurrent —a)—kga

where 7 is the torque value, %, is the proportional parameter, @y rens is the current
value of the head pitch rotation (ie vertical rotation as in head nod), « is the previ-
ous head pitch rotation, &4 is the derivative parameter, « is the joint angle velocity.
At the moment, we defined manually, by trial and error, the parameters of the PD

controller.

We defined two controllers, one for torso joints (vt3, vt6, vt10, vl2) and one for
shoulders joints (acromioclavicular, sternoclavicular) which are defined in MPEG4
H-ANIM skeleton [91]. The other torso joints are extrapolated from these 4 torso
joints. To avoid any "freezing" effect we added a Perlin noise [97] on the 3 dimen-

sions of the predicted torso joints.
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Figure 4.4: PD controller is used to compute torso and shoulders motion for each
frame. Input: current head pitch rotation; Output: torso and shoulders joints
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Figure 4.5: Synthesized lip, front view
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Figure 4.6: Synthesized data, front view

(1) (2) (3) (4)
(5) (6) (7) (8)

Figure 4.7: Synthesized data, side view

4.1.3 Experiments

In this section we describe examples of laughter animations. We also present an
evaluation study where the agent and human participants exchange riddles. The
input to our motion synthesis model includes laughter phonemes sequence, each
phoneme duration and audio features (pitch and energy) sequence. Our motion syn-
thesis model generates facial expression synchronized with laughter audio in real
time. Figure 4.5, Figure 4.6 and Figure 4.7 present several frames of the animation
synthesized by our approach.

Our next step is to measure the effect of these laughs on partners of an interac-
tion with a laughing agent. For this purpose, we have conducted a study to test how
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users perceive laughing virtual character when interacting with it. This study has
been thought as a step further of Ochs and Pelachaud’s study on smiling behavior
[90] (see below for a short description): the smiling behaviors used in [90] are used
as the control condition; that is the virtual character smiles instead of laughing.

Considering the type of behavior that we want to test, i.e. laugh, the experimen-
tal design of [90] is particularly appropriate. Indeed, in order to explore the effect
of amusement smiling behaviors on users’ perception of virtual agents, the authors
chose positive situations to match the types of smile: in their experiment, the agent
asks a riddle to the users, make a pause and give the answer. We use the four jokes
and the description of polite and amused smiles of [90]’s evaluation study.

We have conducted an experimental study to evaluate how users perceive how
a virtual character laughs or smiles when, either telling a riddle, or listening to
a riddle. We consider the following conditions: when the virtual character tells
the riddle and laughs or smiles, and when the human user tells the riddle and the
virtual character laughs or smiles. Thus, we have two "test conditions" which are
the laughing conditions, when speaking or listening, and two "control conditions"

which are the smiling conditions, when speaking or listening.

Hypotheses Our hypotheses are:

— the evaluation of the agent’s attitude: we expect that the agent which laughs
when the human user tells a riddle will be perceived as warmer, more amused,
more positive than the agent which only smiles.

— the evaluation of the riddle: we expect that when the agent laughs to the

user’s riddle, the user will evaluate “his/her” riddle as funnier.

4.1.3.1 Setup

The main constraint for our evaluation is to have real time reaction of the agent
to the human user’s behavior. This constraint exists mainly in the listening agent
condition in which the user tells the riddle and the agent has to react at appropriate
time, i.e. at the end of the riddle. As a consequence for the design of our study, we
cannot use pre-recorded videos of the agent’s behavior and thus, we cannot perform
the evaluation using a web application as in [90]. We performed the evaluation in
our lab.

Participants sit on a chair in front of computer screen. They wear headphones
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and microphone and have to use the mouse to start each phase of the test and to fill

in the associated questionnaires (see Figure 4.8).

Figure 4.8: Screenshot of experiment interface.

Each participant saw four riddles in the four conditions, alternating speaking
and listening conditions. Here is an example of the sequence of conditions that a
participant can have: Agent speaks and smiles, Agent listens and laughs, Agent
speaks and laughs, Agent listens and smiles. These sequences of condition are

counter balanced for each participant to avoid any effect of their order.

Questionnaires To evaluate how is the act of telling a riddle perceived when the
agent listens to the user’s riddle and when the agent tells a riddle to the user, we
used a questionnaire similar to [90]. After watching each condition, the user has to
rate two sets of factors on five degrees Likert scales:

— 3 questions: Did the participant find the riddle funny? How well s/he under-
stood the riddle? Did s/he like the riddle?

— 6 questions related to the perceived stance of the virtual character. Stance is
defined in Scherer [28] as the “affective style that spontaneously develops or
is strategically employed in the interaction with a person or a group of per-
sons, colouring the interpersonal exchange in that situation (e.g. being polite,
distant, cold, warm, supportive, contemptuous)”. We used positive qualifiers
for the stance of the virtual agent:

— Is the speaker-agent: spontaneous, warm, amusing?
— Is the listener-agent: spontaneous, warm, amused?

We used negative qualifiers:
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— Is the speaker-agent: stiff, boring, cold?

— Is the listener-agent: stiff, bored, cold?

For the stance, the questions are of the form: Do you think the agent is stiff/-
cold...?

Speaking agent condition A message pop-up on the screen explaining that the
agent will tell a small riddle and that the questionnaire will need to be filled just
afterwards. When the user clicks on the “ok” button, the agent tells the riddle
(and then smiles or laughs depending on the condition). Then the user fills in the

questionnaire.

Listening agent condition A message pop-up on the screen, with a short rid-
dle (two lines) and explaining that the user has to tell this story to the agent and
that the questionnaire can be filled just afterwards. When the user clicks on the
“ok” button, the text of the joke disappears, the user tells the story to the agent;
the agent either smiles or laughs at the joke, depending on the condition. In the
listening agent condition, the speech and pauses of the human participants are de-
tected to automatically trigger the smiles and laughs of the agent at appropriate
time, ie at the end of the riddle. After having told the riddle, the user fills in the

questionnaire.

4.1.3.2 Virtual agent’s behavior and conditions

To evaluate the impact of agent’s laugh on user’s perception of the agent and of
the riddle, we have considered four conditions.
— Two “test conditions” which are the laughing conditions:
— the virtual character asks the riddle and laughs when it gives the answer
of the riddle.
— the virtual character listens to the riddle and laughs when the participant
gives the answer.
— Two “control conditions” which are the smiling conditions:
— the virtual character asks the riddle and smiles when it gives the answer
of the riddle.
— the virtual character listens to the riddle and smiles when the participant

gives the answer.
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Riddles Both the virtual character and the human user tell their riddle in French.
When translated into English the joke is something like: “What is the future of I
yawn? (speech pause) I sleep!”. In this riddle, the answer of the riddle is “I sleep”.
We consider four riddles chosen from [90]. According to [90] the selected four riddles

are rated equivalently on their level of funniness.

Smiles The smiles synthesized here correspond to the smiles validated in [90].
We used a polite smile for the question part of the riddle and an amused smile at

the end of the answer.

Laughs The laughs that are used in the experiment are the two laughs that were

described at the beginning of section 4.1.3.

4.1.3.3 Participants

Seventeen individuals participated in this study (10 female) with a mean age
of 29 (SD = 5.9). They were recruited among the students and professors of our
University. The participants have all spent the majority of the last five years in
France and were mainly native from France (N=15). Each participant took all the

four conditions. In the next section, we present in details the results of this test.

4.1.3.4 Results

To measure the effects of laughs on the user’s perception, we have performed
repeated measures ANOVA (each participant saw the four conditions) and the post
hoc Tukey’s test to evaluate the significant differences of rating between the differ-
ent conditions (agent Speaks and Smiles (SS), agent speaks and laughs (SL), agent
listens and smiles (LS), agent listens and laughs (LL)).

No significant differences were found between conditions for Understanding and
Finding funny the riddle. No significant differences were found between conditions
for the agent’s Spontaneous and Stiff. Significant differences between conditions
were found for the other variables: How much the agent finds the riddle funny (F
= 1.3,p < .001), How much the agent is stiff (F = 3.8, p < 0.05), warm (F = 6.58, p <
.001), boring/bored (F = 6.23, p < .001), enjoyable/amused (F = 6.31, p < .001) and
cold (F = 5.46, p < .001).
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The post-hoc analysis on the significant results are presented in Table 4.1. For
each conditions pair we report results to items of the questionnaire that were given
to the participants for which significant differences were found. Thus we do not
report results for the various conditions presented just above (e.g. Understanding,
Finding Funny the riddle) for which no significant differences between conditions
were found. We also report only the results for the qualifier Stiff as no significant
difference has been found between Stiff and Spontaneous. In the Table 4.1, the
first column indicates which conditions are compared (agent Speaks and Smiles
(SS), agent speaks and laughs (SL), agent listens and smiles (LS), agent listens and
laughs (LL)) and the first line indicates the concerned variables. The other columns
are the positive and negative qualifiers for speaker-agent and listener-agent (e.g.,
bored /boring). The second column indicates results regarding if the agent liked
the riddle (either told by the participant or by itself, depending on the condition).
The inside elements of the table correspond to the condition in which the variable
is significantly higher (n.s. means non significant, *: p < .05, **: p < .01, ***: p <
.001). If in a comparison, no significant differences are found, we mark n.S.; while
if there are significant differences, we indicate the condition with a higher result
followed by the number of stars that gives the confidence level of the results. For
instance, in Table 4.1, the notation LL*** at the intersection of the line LL-LS and
the column Warm means that, the agent when it Listens and Laughs is perceived

significantly warmer (with p <.001) than when it Listens and Smiles.

4.1.4 Discussion

Listening conditions The results of the second line of Table 4.1 (LL-LS) tend
to show that a listening agent which laughs at the joke of the user is perceived
significantly more positive (warmer, more amused, less bored and less cold) than
if it only smiles. When it listens, smiling agent appears to be negatively perceived
(agent is considered as bored and cold).

Consistently with this result, participants expressed disappointment when the
agent did not laugh at their joke (i.e. condition user tells a joke) and satisfaction
when the agent did laugh to their joke.

Speaking conditions By contrast, the results of the first line of Table 4.1 (SL-
SS) tend to show that there is not much effect of smiling vs laughing when the agent
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Conditions Agent Stiff Warm | Boring | Enjoyable Cold
riddle /Stiff /Warm | /Bored | /Amused
liking
SL-SS SL** n.s. n.s. n.s. n.s. n.s.
LL-LS LL##* n.s. LL#*** | LS##* LL#** LS##*
SS-LL LL** n.s. n.s. n.s. LL* n.s.
SS-LS SS#* n.s. n.s. LS* n.s. LS*
SL-LS SL##* LS* SL##* | LS*** SL** LS**
SL-LL n.s. n.s. n.s. n.s. n.s. n.s.

Table 4.1: Results of ANOVA tests when comparing the pairs of conditions described
in column 1 (SL vs. SS, LL vs. LS, etc). Results indicate no significant difference
(n.s.), or significant difference at various levels (indicated by the number of stars).
See Section 4.1.3.4 for more explanation.
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speaks: only the agent’s liking of its riddle is perceived significantly higher when
the agent laughs.

Smiling condition The results of the fourth line of Table 4.1 (SS-LS) show that
an agent which speaks and smiles is better perceived than an agent who listens
and smiles. Again the negative perception of listener-agent who “just smiles” to the

user’s jokes seems to explain the result.

Laughing condition The laughing conditions (last line of Table 4.1 (SL-LL)),
when the agent speaks and when the agent listens, show no significant differences.
These results give a hierarchy of conditions in the context of telling a riddle:

To listen and “just smile” is the most negatively perceived attitude: the agent
seems to like significantly less the joke but among others to be significantly more
bored and cold than in any other conditions, and to be significantly less warm and
amused than in laughing conditions.

To “just smile” is perceived less negatively when the agent speaks: compared to
the laughing speaking agent, only the liking of the riddle is lower.

Laughing does not appear to change the perception when the agent speaks or
listens whereas smiling does: “just” smiling when listening is perceived negatively.

The laugh synthesized animation clearly enriched the agent with fine interac-
tion capacities, and our study points out that laugh contrasts with smile through
two facets: (1) when laugh is triggered in reaction to the partner’s talk, it appears
as a reward and a very interactive behavior; (2) when laugh is triggered by the

speaker itself, it appears as more self-centred behavior, an epistemic stance.

4.1.5 Comments

We have presented a laughter motion synthesis model that takes as input laugh-
ter phonemes and their duration as well as speech features to compute a synchro-
nized multimodal animation. We have evaluated our model to check how laughing
agent is perceived when telling / listening to a joke.

Contrasting with one of our expectations, we did not found any effect of agent’s
laugh on human user’s liking of the joke. This may be explained by the fact that
human had to read the joke before telling it to the agent: thus they had already
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evaluated the joke while reading it for themselves before telling it to the agent and
seeing its reaction.

However, our data shows that laugh induces a significant positive effect in the
context of telling a riddle, when the agent is listening and reacting to the user. The
effect is less clear when the agent is speaking, certainly due to this very context of
telling a riddle: laughing at its own joke is more an epistemic stance (concerning
what the speaker thinks of what it says) than a social stance (i.e. a social attitude

directed toward the partner).

4.2 Upper Body Animation Based on HMM

We now present another approach that focuses on upper body laughing motion
where we use a motion capture database we gathered for this particular purpose.
We first present the dataset in section 4.2.1 then we detail our animation system in
section 4.2.2, which is based on Fully Parameterized HMM (FPHMM) and we report
in section 4.2.3 experimental results gained through objective as well as subjective

evaluation.

4.2.1 Laughter Dataset of Body Motion

Three human subjects participated in the collection of laughter data. During the
recording session, the subjects watched funny movies for about 40 minutes. Since
laughter occurs mainly during social interactions [80], [89], we propose an interac-
tive setup where two subjects watch funny videos together. Only the movement of
one person was gathered. Three-dimensional torso and head movements and audio
signal are recorded by a motion capture system xSens® at 125 frames per second
(f ps) and a microphone at 44100 Hz, which were synchronized using the approach
described in [51]. During data processing, all laughter episodes were manually
extracted. In total, we obtain 259 laughter episodes; each one lasts from 1 to 37
seconds. Then the phonetic transcription of each laughter is extracted according to
Urbain et al [115], in which 14 laughter laughter phonemes are defined in reference
to speech phoneme. Phonetic transcription contains laughter phoneme (text signal)

and its duration. An intensity value is also provided for each laughter phoneme.

3. http://www.xsens.com
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Finally, PRAAT [115] is used to extract acoustic signals at 125 fps including pitch

and energy.

4.2.2 Head and Torso Motion Synthesis

The system we propose produces head and torso motions featured by 3D rotation
angles (hence a 6 dimensional signal) from a number of input signals which are: the
laughter phoneme sequence together with their duration and their intensity (low or

high), and audio features (pitch and energy).

Animation Generator We chose to build one model for generating animation for
every (phoneme,intensity) pair, we name a model for each pair an Animation Gen-
erator (AG). Since silence laughter phoneme has only one distinguishing between
low or high for the remaining 13 laughter phonemes have to we build 23 AGs. Each
of these 23 AGs is learned independently from the training corpus with correspond-
ing (input, output) pairs where the input stands for all the above input features
and the output stands for a sequence of animation motion for the 6 data streams
we want to learn to synthesize (the 6 dimensions of the animation signal). Our
modeling framework is based on three ideas that we detail now.

— Modeling one dimensional shaking-like movement with what we call Loop
HMM.

— Introducing speech influence on motion through transition probability pa-
rameterization, yielding what we call Transition Parameterized Loop HMM
(TPLHMM).

— Taking into account the dependencies between the 6 dimensions of the an-
imation movements with coupled HMMs, yielding Coupled TPLHMM (CT-
PLHMM).

Modeling Shaking Motion with a Loop HMM. We propose a specific HMM
that we call a Loop HMM (LHMM) to model (and synthesize) a one-dimensional
shaking-like (and/or trembling) signal (Figure 4.9). It has an approximate left-to-
right chain structure where transitions are allowed from one state to itself, to the
previous and to the next state. Yet it is intended that the transition probability

from one state to the previous state be very small so that a likely state sequence
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will depict the entire chain form the first state to the last state with some hesitation
corresponding to few back transitions.

The HMM is designed so that an observation sequence produced along such a
state sequence will correspond to one shake pattern (with some trembling effect
coming from back transitions). There is one Gaussian distribution associated to
each state of the chain, which are set by hand rather than learned, as follows. We
first divide the range of the signal value in N intervals and define N Gaussian
Probability Density Function (PDF), one for each interval. The mean of the Gaus-
sian distribution for a given interval is the mean of this interval and its variance is
defined according to the width of this interval. Then we assign one of the PDF to
every state of the left-right HMM so that going from the first state to the last state
corresponds to a trajectory of a shaking movement. For instance in Figure 4.9, the
first state has PDF p9 which outputs intermediate values in the observation space,
the second state has PDF p3 which outputs higher values, it is followed by a state
with PDF po, then by a state with PDF p; which outputs lower values. If a signal
is produced by this HMM along a state sequence that goes from the first (left) to the
last (right) state it will correspond to a shaking-like motion.

Finally, there is a loop from the last state to the first state to enable the repeti-
tion of such a shaking and trembling pattern. Figure 4.9 (top) shows one example
of a synthesized motion stream by a LHMM. As can be seen, the animation inferred

by a LHMM shows the repetition of a pattern.

S5

Observation

Figure 4.9: A Loop HMM whose manual design allows to model shaking and trem-
bling one dimensional moves.
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Taking into account the dependency with speech through parameterized
transitions Some evidence about the motion pattern may be gained from taking
into account the dependencies between audio signal and motion during laughter
[40]. Audio signal (we use pitch and energy) may then be used to shape the synthe-
sized animation stream. In addition to introducing some variability in the inferred
animation such a strategy makes animation look more realistic because of an in-
creased consistency with the audio signal. One could have thought at exploiting
contextual models where emission probability function also depend on the audio
signal, as in previoous chapter. Yet in Loop HMMs the strong constraint on emis-
sion probability functions makes observation sequence almost determined by the
state sequence. In some way parameterizing the transition probabilities in a Loop
HMM plays a similar role as parameterizing the Gaussian distribution in a more
conventional contextual HMM.

To exploit such a correlation between speech and movements we developed an
extension of our LHMM, whose state transition probabilities depend on acoustic
features. We call these models Transition Parameterized Loop HMM (TPLHMM).
They may be used to model and synthesize one dimensional shaking movements
that are linked in some way with speech. We consider that transition probabilities
from state i to state j at time ¢ are defined according to:

o Wi it
a; j(t)= W 4.2.1)
J
where 0; and W are c-dimensional vectors. The parameters of a TPLHMM (the W’s)
are learned via likelihood maximization with a Generalized EM algorithm. To ease

learning it is initialized with a trained LHMM.

Isolated and joint modeling of the 6 dimensional animation signal We in-
vestigated few possibilities for synthesizing the 6 dimensional animation signal.

— A first possibility to model and synthesize the 6 dimensional animation sig-
nal is to assume the 6 signals are independent from each other and to learn
independently one LHMM per dimension.

— Following our discussion above one may follow a very similar strategy but use
one TPLHMM per dimension instead of one LHMM.

— Finally one could consider jointly modeling head and torso motions. For ex-
ample, Ruch and Ekman [105] reported that the backward tilt of the head



4.2. UPPER BODY ANIMATION BASED ON HMM 87

Torso {
head {

Figure 4.10: Coupled Transition Parameterized Loop HMM (CTPLHMM).

facilitates the forced exhalations, while exhalation directly influences torso
motion as being done in DiLorenzo et al. [40]. Therefore, the relationship
between head and torso motions should be modeled jointly for improving nat-
uralness of synthesized animations. In our work, we used Coupled HMMs
[15] which have been designed to model multiple smoothly interdependent
streams of observations. In a Coupled HMMs with K streams of observations,
there is one HMM per stream and transition probabilities account for tran-
siting from K-tuple of states (one state in each stream’s HMM) to another
K-tuple of states. In our experiments we use 6 trained TPLHMM:s to initial-
ize one Coupled HMMs, we then get a six branch Coupled TPLHMM, whose
transitions are parameterized with speech features. After initialization it is
retrained through maximum likelihood estimation.

Figure 4.10 shows a CTPLHMM which is composed of two TPLHMMs. One is
used to model the torso motion; the other one the head motion. The relation between
the torso and head motion is learnt by Coupled models (Coupled TPLHMMs). In
synthesis, the inferred head position at time ¢, depends not only on the head position

at time ¢ — 1, but also on the torso position at time ¢ — 1.

Animation Synthesis Given a sequence of phonemes of length T', together with
their intensity and duration, we successively synthesize T segments of appropriate
duration with the corresponding model of the (laughter phoneme, intensity) pair,
which is either a set of 6 LHMMs, or a set of 6 TPLHMMSs, or a CTPLHMM with
6 streams. In case TPLHMMs or CTPLHMM are used the acoustic features are
exploited to alter the transition probabilities. At the end all the T synthesized
sequences are concataned.

Whatever the models used, the synthesis is performed in two steps. First we
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Figure 4.11: Examples of head pitch trajectories.

randomly generate a state sequence according to the transition probability distri-
bution. Second, we computed the synthesized sequence as the most likely observa-
tion sequence given the state sequence, it consists in the sequence of the means of
the Gaussian distribution of the states in the sequence.

Figure 4.11 shows 3 examples of head pitch trajectories. The top one is synthe-
sized by LHMM; the middle one is by TPLHMM; the bottom one reproduces human
data from our dataset. The top and the middle are inferred from audio signals. The
three examples are synchronized with the same audio signals. As we can see, the
LHMM generates the animation by repeating quite similar head movement pat-
terns. As LHMM does not make use of the audio signals, its output does capture
variations in line with the audio signals. On the other hand, TPLHMM is able to

generate head patterns showing high similarity with human data.

4.2.3 Experiments

Animation synthesis model is built from human data of 2 subjects. The data
contains 205 laughter sequences in total. Human data from a third subject is used
for validation through subjective and objective evaluation studies. It contains 54
laughter sequences. Objective and subjective evaluations are conducted to validate

the proposed animation synthesis model.
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4.2.3.1 Objective Evaluation

As described in Section 4.2.2, LHMM and TPLHMM treat separately each di-
mension motion of head and torso, while the coupled model is intended to capture
the relationships between them. We first investigate whether such a coupling is
relevant; then we compare the animations synthesized by LHMM, TPLHMM and
CTPLHMM with respect to few quantitative criteria.

Investigating Relation between Head and Body Motions To investigate the
relevance of joint modeling of the 6 dimensions animation we tested the probabilis-
tic independency between the 6 random variables corresponding to the states that
are occupied at the same time in the 6 streams’ LHMMSs. For each pair of streams
we built a contingency table for the two random variables of being in a state in the
HMM for stream 1 while being in a state in the HMM for stream 2, then we com-
puted a y2 test to evaluate the independency between the two random variables.
We found that whatever the two streams are and whatever the model is, i.e what-
ever the pair (laughter phoneme, intensity) is, the two random variables were found
statistically dependent at a p-value lower than 0.001. This means jointly modeling
the multiple streams is actually relevant and should lead to improved animation.

Furthermore to quantify the degree of dependency between the multiple streams
we computed relative mutual information. The mutual information between two
random variables X and Y, I(X,Y), equals the difference between the entropy of
X, H(X) and the conditional entropy of X given Y, H(X|Y). If X and Y are indepen-
dent, Y does not bring any information about X and I(X,Y) = 0. Alternatively, if Y
includes some information about X, the uncertainty on X is reduced when knowing
Y so that the conditional entropy H(X|Y) is lower than H(X) and I(X,Y) > 0. Fur-
thermore one can measure the amount of information Y brings on X by computing
a normalized mutual information [(X,Y) = I(X,Y )/H(X) where H(X) is the entropy
of X. The normalized mutual information belongs to the range [0,1]. It equals 0
if X and Y are fully independent, while it equals 1 if X may be deterministically
predicted from Y. In all the tests we performed we obtained normalized mutual in-
formation between 17% and 22% which shows that some uncertainty exists between
the 6 dimensions of the animation but that it is not fully random either.

As a conclusion, the 6 dimensions of the animation are not independent. Hence,

independent modeling of the 6 streams would be suboptimal, and these are not de-
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Table 4.2: Performance of the models with respect to the synthesis quality (fre-
quency, amplitude and energy errors). Performances are averaged results gained

on 54 test sequences (standard deviations are given in brackets).

Model frequency | amplitude energy

LHMM 0.21(0.074) | 0.24 (0.100) | 0.41 (0.071)
TPLHMM | 0.17 (0.063) | 0.19 (0.066) | 0.34 (0.057)
CTPLHMM | 0.17 (0.061) | 0.20 (0.059) | 0.31 (0.052)

terministically linked, meaning that a pure synchronous modeling of the 6 streams
in a single LHMM or a single TPLHMM would not be a good option either. Fi-
nally these results justify our choice of modeling the 6 dimensional animation sig-
nal within a coupled HMM that enables modeling dependency (even a weak depen-

dency) between the streams.

Similarity between synthesized and real animations We compared our mod-
els by computing 3 criteria which allow evaluating the similarity between a synthe-
sized signal and a real signal. Basically we consider the quality of the synthesized
signal with respect to three features: the main frequency of the signal, as extracted
by the Periodicity Algorithm [112], the amplitude of this main frequency, and the
energy of this frequency. These criteria allow investigating if the main features of

a shaking-like movement are well modeled by the synthesis system.

fs—fh
fh

the frequency feature, where f° and f h stand for the frequency of the synthesized

for

For each of the three features we computed a normalized error (e.g.

and of the human animation signals averaged over all laughter phonemes realiza-
tions. The lower such a measure is the closer the synthesized signal is from the
original one. The frequency, amplitude and energy errors obtained for our various
models are reported in Table 4.2. According to these measures, TPLHMM and CT-
PLHMM do perform much better than LHMM while the difference of performance
between TPLHMM and CTPLHMM is less clear.

4.2.3.2 Subjective Evaluation

Two subjective evaluations were conducted through an online web application.
First, we compare the animations synthesized by TPLHMM and CTPLHMM; then

the best one is compared to human data. The participants were invited to watch
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5 videos of laughing virtual character and to answer few questions for each video.
They could control when to start the videos and could watch them as many times as
they wish. Our aim is to evaluate the behaviors animation and not the appearance
of the virtual agent. We used the same virtual agent to display motion data for both
subjective evaluations. Motion data displayed with the virtual character consists
of head and torso movements (motion capture or generated data) and facial expres-
sion. Facial expression of laughter was computed using the approaches described
in Section 4.1.2.1 and Section 4.1.2.2. The 5 videos used in both subjective studies
last respectively 9s, 10s, 18s, 26s and 27s.

TPLHMM and CTPLHMM Comparison: Tocompare TPLHMM and CTPLHMM,
both trained models were applied to the 5 test samples. For each test sample, a pair
of videos was recorded in which the virtual agent’s head and torso motions were
driven respectively by these models. Each pair of video clips was displayed on the
same web page and randomly arranged on the right or on the left. After watching
each pair of video clips, participants were invited to select the best animation along
four dimensions: naturalness of the animation, synchronization of head and torso
movements with laughter sound, correlation of laughter intensity and torso move-
ments, inter-correlation of head and torso movement. An example of web page is
shown in Figure 4.12. This evaluation study involved 120 participants, 67 males
and 53 females with age ranging from 18 to 65 years old (Mean=33.5 years, SD=9.6
years). We computed 95% confidence intervals that show that CTPLHMM is sig-
nificantly better than TPLHMMs with respect to the 4 questions: we obtained a
confidence interval equal to [66% 77%] for CTPLHMM being better than TPLH-
MMS with respect to Naturalness, [60% 72%] for Synchronisation, [58% 70%] for

Intensity correlation and [63% 74%] for Head and Torso inter-correlation.

Synthesized and Human Data Comparison: With respect to the results above,
CTPLHMM is perceived as the best animation synthesis framework; so we use the
animations obtained with CTPLHMM in the comparison test with human data.
This subjective evaluation was conducted to investigate how similar is the per-
ception of the virtual agent displaying head and torso motions synthesized by CT-
PLHMM to the perception of the virtual agent displaying head and torso motions
synthesized by CTPLHMM is similar to the perception of the virtual agent ani-

mated directly by human data (ie from the motion capture data). As the previous
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Compare the animation quality of the left and the right laushing characters as they watch
funny mowvies.

Do not forget to turn on the audio on your machine as the videos have sound.
You can watch each video several times.

Press the Play button for starting each video

Once vou have answered the questions below press the Send butteon to go te the next page

Compare the left and the right laughing characters in the following terms

1) Naturalness:

Which one iz the most natural between the left and the right virtual characters?
Video Left Right

the most natural ; 2

2) Synchronisation:

For which character, the left or the right, is the multimodal behavier most
synchronized with the laugh sound?

Video Left Right
the mest svnchronized -
3) Intensity Corrrelation:

For which character, the left or the right, is the intensity of the multimodal
behavior most correlated to the loudness of the laugh sound?

Video Left Right
the most correlated (Intensity) ;

4) Head and Body Corrrelation:
For which character, the left or the right, are head movements and bodvy movements the
most correlated with sach other

Video Left Right

the most correlated (Head and bedy)

Figure 4.12: An example of web page to compare the performances of TPLHMM
and CTPLHMM. After watching each pair of video clips, participants were invited
to select the best animation along four dimensions.
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study, a comparison test was conducted. An example of web page is shown in Figure
4.13.

In total, there were 80 participants consisting of 46 males and 34 females with
age ranging from 12 to 78 (M=40.65 years, SD=17.91 years). To verify the hypoth-
esis, 2 versions (conditions) of the virtual agent animations were created for each
selected test sample. They are human and synthesized motions. There are a total
of 10 video clips (5 input samples x 2 conditions). Each participant watched 5 video
clips, each of which is randomly selected from the 2 conditions. Each video clip has
been evaluated 40 times (i.e., by 40 participants). After watching each video clip,
each participant was invited to answer the same four questions as in the first eval-
uation study, but this time the participant answered using a 5 point Likert scale.

The results are shown in Figure 4.14. As can be seen, synthesized motion ob-
tains score less than human motions along the four dimensions: naturalness, syn-
chronization, correlation of laughter intensity and torso movements, inter-correlation
of head and torso movement. T-test shows that there are significant differences in

all terms between human and synthesized data.

4.2.3.3 Discussion

The objective evaluation for comparing LHMM, TPLHMM and CTPLHMM shows
that TPLHMM and CTPLHMM perform better than LHMM. It highlights that
acoustic features and motions are linked. Thus acoustic features can be used to
capture and synthesize improved motion trajectories. In LHMM and TPLHMM
models, head and torso motions are modeled separately. In other words, they are
considered as being independent. However, through the objective evaluation inves-
tigating the relation between head and torso, we found that head and torso motions
are dependent on each others. We proposed coupled models for learning such rela-
tionships between head and torso movements.

The subjective evaluation compared TPLHMM and CTPLHMM. CTPLHMM ob-
tains higher score than TPLHMM. In the subjective evaluation on comparing syn-
thesized and human motions, human data is perceived significantly better than
synthesized data in terms of naturalness, synchronization, intensity and correla-
tion of head and torso movements. However the difference in perception is not so
severe (less than 1 on a 5 likert scale). This suggests that the proposed CTPLHMM

is somehow capable of synthesizing human-like head and body motions.
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Pensez 0 démarrer 1" audio sur votre machine.

Vous pourrez regarder cette vid®o plusieurs fois.

Appuyez le bouton de lecture pour démarrer la vidéo.

Ilne fois vous aurez repondu aux guestions, appuvez sur le button Envover pour aller & la
page suivante

1) Naturel:

Est—ce que les mouvements corporels wvous semblent naturels?

Pas du tout © ® ® ® © Tout & fait

2) Synchronisation:

Est—ce que les mouvements corporels vous semblent bien coordonnés
Pas du tout © 5] @] & © Tout & fait

3) Corr€lation d’ intensité:

L . z .
Est—ce que 1 intensit® des mouvements corporels et le velume sonore du rire sont
correles?

Pas du tout © @ ® & © Tout & fait
4) Corr€lation entre téte et corps:

Est—ce que les mouvements de tete et de corps sont coordonnes?

Pas du tout © ® ® ® © Tout & fait

Figure 4.13: An example of web page to evaluate the performances of CTPLHMM or
human data. After watching each video clip, each participant was invited to answer
questions along four dimensions.
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Figure 4.14: Averaged values of virtual agent animated by animations from human
and synthesized. Significant differences are identified by x (P < .05). The aver-
aged values are shown with an histogram and the standard deviation is specified in
parenthesis.

Figure 4.15 shows examples of laughing images, which are extracted from an
ECA video. In this video, the movements of head and torso are computed by CT-
PLHMM and the facial expression are inferred by the approaches presented in Sec-
tion 4.1.2.1 and Section 4.1.2.2.

4.2.4 Comments

In this section we have presented an approach to model laughter head and torso
movements, which are very rhythmic and show saccadic patterns. To capture laugh-
ter motion characteristics, we have developed a statistical approach to reproduce
frequency movements, such as shaking and trembling. Our statistical model takes
as input laughter phoneme sequences and acoustic features of laughter sound. Then
it outputs the head and torso animations of the virtual agent. In the training model,
not only the relation between input and output features is modeled, but also the re-
lation between head and torso movements is captured. Experiments show that our
model is able to capture the dynamism of laughter movement, but it does not actu-

ally reach the quality of animation directly copied from human data.

4.3 Conclusion on Laughter Animation Synthesis

In this chapter, we have presented approaches to synthesize laughing animation
for embodied conversational agents (ECAs). The models are capable of generating
the laughing movements of lip, jaw, eyebrow, head, shoulder and torso. These move-

ments are driven by the transcription and prosody features of laughter sound. The
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Frame 32 Frame 44 Frame 53 Frame 69

Frame 92 Frame 104 Frame 135 Frame 144

Frame 153 Frame 170 Frame 189 Frame 207

Frame 226 Frame 236 Frame 247 Frame 300

Figure 4.15: Examples of laughing images. In this figure, laughing images are
extracted from an ECA video. In this video, the movements of head and torso are
computed by CTPLHMM and the facial expression are inferred by the approaches
presented in Section 4.1.2.1 and Section 4.1.2.2
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works are composed of two parts, which have been respectively described in Section
4.1 and Section 4.2. The work described in Section 4.1 is our first attempt, where
the synthesized movements involve lip, jaw, eyebrow, head, shoulder and torso. The
work described in Section 4.2 concerns a new approach of generating head and torso

movements.

The work described in Section 4.1 used an existing database, called AudioVisual
LaughterCycle (AVLC) [114]. It contains signals of human laughter audio, facial
expression and head rotation motion. In this work, lip and jaw movements are com-
puted by linear regression method, which takes as input phoneme sequences and
prosody features of laughter sound; eyebrow and head movements are synthesized
by concatenating human segmented motions (motion concatenation method), which
takes as input laughter phoneme sequences and intensity; shoulder and torso are
inferred by PD controller, which takes as input the synthesized head movements.
Linear regression method and motion concatenation method are statistical frame-
work based on human data. PD controller is a determinate model, where the used
parameters are defined by hand. Notice that shoulder and torso motions are not
recorded in the used database, the AudioVisual LaughterCycle database. We evalu-
ated such models to check how laughing agent is perceived when telling / listening
to a riddle to a user. The experiments show that laugh induces a significant positive
effect in the context of telling a riddle, when the agent is listening and reacting to

the user. The effect is less clear when the agent is telling the riddle.

To furthermore investigate laughing upper body animation, we recorded a new
database, which contains signals of human laughter audio, body motions (including
head rotation and torso motions). Using this new database, we presented a new
approach to model laughter head and torso movements, which are very rhythmic
and show saccadic patterns. To capture laughter motion characteristics, we devel-
oped a statistical approach to reproduce frequency movements, such as shaking and
trembling. Our statistical model takes as input laughter phoneme sequences and
acoustic features of laughter sound. Then it outputs the head and torso animations
of the ECA. In the training model, not only the relation between input and output
features is modeled, but also the relation between head and torso movements is

captured.

We used specific HMMs, called Loop HMMs (LHMMs) in our work, to learn

shaking / trembling motion patterns. Then we used Transition Parameterized LH-
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MMs (TPLHMMs) to model the relation between prosody features and transition
probabilities of states. With TPLHMMSs, we can capture the relation between the
dynamical characteristics of motions and prosody features. Finally, we used Cou-
pled TPLHMMs (CTPLHMMSs) to capture the relation between the movements of
head and torso. Experiments show that our models are able to capture the dy-
namism of laughter movement, but do not overcome animation directly copied from

human data.
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Chapter

Conclusions

Human-like animations are crucial for engaging users in various applications
of ECA. In this thesis, we have described our approaches of generating appropriate
animations respectively for speaking ECA and laughing ECA. For speaking ECA,
the animation generators take as input speech prosody features (pitch and energy)
and output the animations of head and eyebrow. For laughing ECA, the animation
generators take as input laughter sound transcription and prosody features (pitch
and energy) and output the various animations including lip shapes, facial expres-
sions and upper body motions. The proposed approaches are statistical frameworks.
The frameworks are first trained on human datasets to capture the relationship
between signals of input and output. Then they are used to render the captured

relationship to the synthesized signals as animation generators.

5.1 Conclusion on Speech Animation Synthesis

In our first work (speech animation synthesis), our aim is to build models for
speech animation synthesis. First, we focused on eyebrow animation synthesis;
then we generalised the eyebrow animation synthesis to both eyebrow and head
animations synthesis.

In the first step of eyebrow animation synthesis, the existing contextual mod-
els based on HMM, called contextual HMMs [121, 103] in this thesis, are used as
animation generators. Furthermore, we extended contextual HMM as fully param-
eterized HMMs (FPHMMs); then FPHMMs are used as animation generators. We
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conducted some evaluations where we compared the results produced by different
types of HMM. These objective evaluations show that contextual HMMs and FPH-
MMs outperform the standard HMM [56, 19] and that FPHMMs are better than
contextual HMMs.

In the second step of both eyebrow and head animations synthesis, FPHMMs
are generalised as eyebrow and head animation generators. In this step, we inves-
tigate whether embedding in our statistical framework the relationship between
the movements of eyebrow and of head augments the quality of the synthesized
signals. To answer this question, we compare the results of both models. We build
an independent model and a joint model. In the independent model, eyebrow and
head animation generators are independently built and used. It means that the
movements of the eyebrows and of the head are assumed to be independent. In the
joint model, eyebrow and head animation generators are joined and acted as one
common generator. The relationship between the movements of the eyebrows and
of the head is recorded and captured in the step of learning. In the step of synthe-
sis, the movements of the eyebrows and of the head are related to each other. The
synthesized motions are evaluated using objective and subjective methods. The re-
sults of these evaluations show that the relationship learnt by our model between
the movements of the eyebrows and of the head can be used to improve the quality

of synthesized animations.

In the work of speech animation synthesis, we have proposed a data-driven
approach to generate head and eyebrow motions for a virtual agent from speech
prosody. The FPHMM is used to capture the direct mapping between audio and
visual information. The trained PFHMM allows defining the visual animation as
a function of the speech signal. The objective evaluation shows that considering
simultaneously eyebrow and head motions increases the precision of the resulting
animation. It also confirms that eyebrow and head motions are not independent
from each other but, rather, are connected; the multimodal signals reinforce the
communicative meaning. The subjective evaluation shows that our proposed model
enhances the perception of the virtual agent animation at the level of emotional

expressiveness.
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5.2 Conclusion on Laughter Animation Synthesis

In our second work (laughter animation synthesis), we build laughter anima-
tions generators of the full body, which includes jaw, lip, cheek, eyelid, eyebrow,
head, shoulder and torso. To our best acknowledge, our laughter animation gener-
ators are the first attempt of synthesizing the full body laughter animation. Linear
regression models are used as lip and jaw animations generators, where the lip
and jaw movements depend on laughter phoneme and prosody features. Concate-
nation method is proposed to build animations generators of cheek, eyelid, eyebrow
and head, where phonemes intensity and duration are used to select the segmented
human motions. Proportional-Derivative Control is applied to synthesize shoulder
and torso animations, which are synchronised to each other and driven by the syn-
thesized head movement. We evaluated our model to check how laughing agent is
perceived when telling / listening to a riddle. We performed an evaluation study
where we compared two conditions, a smiling agent and a laughter agent. The
results show that participants preferred interacting with a laughing agent than a
smiling agent.

Furthermore, Coupled FPHMMs are used as head and torso animations genera-
tors, where the synthesized animations are capable to render shaking or trembling
motions. In such a method, the synthesized animations are synchronized to prosody
features. They are also highly correlated with each other. A subjective evaluation
is conducted to validate the proposed laughter animation generators. We compare
results coming from coupled FPHMMs and non coupled ones. We also did a compar-
ison with human motions. The results show that participants found the synthesized
animations better for the coupled FPHMMs but they still do not overcome the nat-

uralness of the animations directly copied by human data.
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Chapter

Perspectives

6.1 Speech Animation

Most existing models of virtual agents’ behaviors can be clustered into two main
groups: the rule-based models (ex. the existing Greta system) and the data-driven
models. Our works described in this thesis belong to the latter. Both of these mod-
els types have pros and cons. While data-driven models are more prone to produce
natural looking animation, rule-based models capture more precisely the semantic-
emotional behaviors to communicate. These latter ones are often event-driven; that
is they compute a behavior only when a given communicative function is specified.
Data-driven models produce animation continuously that captures the communica-
tive colour of the message to convey but they have difficulty to compute behaviors
which have specific meaning. As a result, virtual agents driven by cognitive-like
system are able to convey more precise displays while those driven by statistical
models look more natural and lively [68]. Hence, speech-based animation could
be improved by combining the output of both the Greta system and the statistical
system. By combining both approaches, that is, embedding in one model the seman-
tically driven approach and the statistical one, would allow us to have an agent able
to convey semantic-emotional messages naturally. Hybrid schemes to combine the

output of both the Greta system and the statistical system will have to be designed.
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6.2 Laughter Animation

In this thesis, we have described our approaches of modeling periodical motions
for head and torso, where motion trajectory position is used as motion features. A
specific HMM, Loop HMM, is used to model periodical motion signals. Such ap-
proaches could result in unnatural animations. In the future, we could attempt to
use frequency signals of motion as motion features. This idea is based on that a
laughter periodical motion can be decomposed into several periodical signals. Such
signals are defined by two features: periodicity and energy. Once we determine pe-
riodicity and energy of these compositions, the smoothing animation trajectory can
be directly synthesized.

Additionally, the works described in this thesis have focused on the animation
synthesis of rigid torso. It is observed that torso is deformable during laughing and
synchronized by breathing. We have not attempted to model laughing deformable
torso. In the future, we aim to investigate how to model deformable torso; then
we can investigate the relationship between the rigid movement of torso and the
deformation of torso to augment the quality of the synthesized animation of torso.
Also, we are interested in investigating the relationship between the movement of
head/arms and the deformation of torso.

Laughter can also act as social indicator of in-group belonging [4]; it can work as
speech regulator during conversation [100]; it can also be used to elicit laughter in
interlocutors as it is very contagious [101]. Such factors can be taken into account

for synthesizing laughter animation.
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Publications

Best Paper Reward —- 2013 International Conference on Intelligent Vir-
tual Agent

French Conference

1. Y. Ding, M. Radenen, T. Artieres, C. Pelachaud.
Eyebrow Motion Synthesis Driven by Speech
WACAI 2012 Workshop Affect, Compagnon Artificiel, Interaction.

2. M. Ochs, Y. Ding, N. Fourati, M. Chollet, B. Ravenet, F. Pecune, N. Glas, K.
Prépin, C. Clavel et C. Pelachaud.
Vers des Agents Conversationnels Animés Socio-Affectifs
IHM 2013 Interaction Humain-Machine.

3. Y. Ding, T. Artieres, C. Pelachaud.
Laughing Body
WACAI 2014 Workshop Affect, Compagnon Artificiel, Interaction.

International Conference

1. Y. Ding, M. Radenen, T. Artieres, C. Pelachaud.
Speech-Driven Eyebrow Motion Synthesis With Contextual Markovian Mod-
els
ICASSP 2013 International Conference on Acoustics, Speech and Signal Pro-
cessing, pp. 3756-3760.
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. Y. Ding, C. Pelachaud, T. Artiéres.

Modeling Multimodal Behaviors from Speech Prosody
IVA 2013 International Conference on Intelligent Virtual Agent, pp. 217-228.

. Y. Ding, K. Prepin, J. HUANG, C. Pelachaud, T. Artiéres.

Laughter animation synthesis
AAMAS 2014 International Conference on Autonomous Agents and Multia-
gent Systems, pp. 773-780.

. Y. Ding, J. Huang, N. Fourati, T. Artieres, C. Pelachaud.

Upper Body Animation Synthesis for a Laughing Character
IVA 2014 International Conference on Intelligent Virtual Agent, August 28th
(to be published)
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Modeéle Statistique de I’Animation Expressive de la Parole et du Rire pour
un Agent Conversationnel Animé

RESUME : Texte

Notre objectif est de simuler des comportements multimodaux expressifs pour les agents
conversationnels animés ACA. Ceux-ci sont des entités dotées de capacités affectives et
communicationnelles; ils ont souvent une apparence humaine. Quand un ACA parle ou rit, il est
capable de montrer de facon autonome des comportements multimodaux pour enrichir et
compléter son discours prononcé et transmettre des informations qualitatives telles que ses
émotions. Notre recherche utilise les modéles d’apprentissage a partir données. Un modéle de
génération de comportements multimodaux pour un personnage virtuel parlant avec des
émotions différentes a été proposé ainsi qu'un modéle de simulation du comportement de rire
sur un ACA. Notre objectif est d'étudier et de développer des générateurs d'animation pour
simuler la parole expressive et le rire d'un ACA. En partant de la relation liant prosodie de la
parole et comportements multimodaux, notre générateur d'animation prend en entrée les
sighaux audio prononceés et fournit en sortie des comportements multimodaux.

Notre travail vise a utiliser un modéle statistique pour saisir la relation entre les signaux donnés
en entrée et les signaux de sortie; puis cette relation est transformée en modéle d’animation
3D. Durant I'étape d’apprentissage, le modéle statistique est entrainé a partir de parameétres
communs qui sont composés de parametres d'entrée et de sortie. La relation entre les signaux
d'entrée et de sortie peut étre capturée et caractérisée par les paramétres du modéle
statistique. Dans |'étape de synthése, le modéle entrainé est utilisé pour produire des signaux
de sortie (expressions faciale, mouvement de téte et du torse) a partir des signaux d'entrée (FO,
énergie de la parole ou pseudo-phonéme du rire). La relation apprise durant la phase
d'apprentissage peut étre rendue dans les signaux de sortie.

Notre module proposé est basé sur des variantes des modéles de Markov cachés (HMM),
appelées HMM contextuels. Ce modele est capable de capturer la relation entre les
mouvements multimodaux et de la parole (ou rire); puis cette relation est rendue par I'animation
de 'ACA.

Mots clés : Modéle de Markov caché, Agent Conversationnel Animé, Synthése d’Animation,
Animation de la Parole, Animation du Rire
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