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1.1 Crystalline silicon solar cells 
1.1.1   Solar: A super-abundant source of green power 
“The ultimate answer to humanity’s energy problems rises every morning and sets every evening” 
Editorial, Nature, 14th August 2008, A task of terawatts 

 
As global population is increasing steadfastly and standards of living are improving worldwide, 

energy supply is undoubtedly one of the key 21st century challenges for humanity. Depending on 
scenarios, the world primary energy demand could increase between 12% and 45% by 2040 [1]. The 
answer to this challenge is all the more complicated that it is constrained by the evidence of the role of 
humanity on global warming. In 2007, the Fourth Assessment Report of the United Nations 
Intergovernmental Panel on Climate Change (IPCC) stressed that “warming of the climate is 
unequivocal” and that “most of the observed increase in global average temperature since the mid-20th 
century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations.” 
[2]. In 2014, the IPCC projections showed that temperature could increase up to 4°C in 2100 
compared to its 2000 level [2]. In December 2015, the Conference of Parties (COP21) was held in 
Paris to tackle this issue and 185 countries agreed to commit to long-term greenhouse gas emission 
trajectories with long term targets to keep temperature increase below 2°C or even 1.5°C by the end of 
the century. In this perspective, abundant sources of energy with low global warming effect are 
required in order to meet global demand.  

 
Within energy demand, electricity is expected to take up an increasing role. In 2013, electricity 

weighted 18% of global energy demand in total final consumption. The IEA expects this share to will 
reach 40% by 2040, driven by increasing use in industries, ongoing shift of population to urban 
centers and rising living standards [1], including the electrification of vehicles. In the following, we 
will provide insights on the problematic of supplying more electricity while reducing greenhouse 
emission gases.  

 
To address this problematic, we can make a two steps reasoning. First, we list the different 

energies by availability of resources. Then, we list them by their impact on environment through 
greenhouse emissions. In order to assess the availability of final energy, we have to consider its 
potential resource, its energy efficiency and its load factor. Figure 1.1 shows the resources availability 
of each kind of energy source with respect to global annual energy consumption.   

 

 
 

Fig. 1.1 – Fuel ressource per energy with respect to the global energy consumption. Fossils fuels 
are expressed with their total known reserves. Renewable energies are expressed with their 
yearly energy resource.  
 



CHAPTER 1 - CONTEXT 
 

15 
 

This figure shows that solar energy is by far the most abundant source of primary energy on 
earth. Calculations show that the annual incident solar energy on Earth is 10 000 times the annual 
consumption. To give an order of magnitude, covering India (~0.6% of Earth surface) with average 
solar panels (15% efficiency) and an average load factor of 10% would be enough to cover humanity 
energy needs. These panels could also be positioned on water areas thanks to the recent development 
of floating photovoltaics [3]. It can also be noticed that solar energy is much more abundant than 
other energy sources and that, most of the renewable abundant energy sources (e.g. wind, 
hydroelectricity and biomass) are indirectly linked to incident solar power.  

 
Table 1.1 shows the greenhouse gases emission by energy source, according to 

Intergovernmental Panel on Climate Change (IPCC) [2]. For solar power, different ways of producing 
electricity can be considered such solar thermal energy and photovoltaics. For photovoltaics, the 
greenhouse emission gases level depends on the country of production, because the electricity is more 
carbonated in some countries than others. In any case, renewable energies are in median 4 to 20 times 
less polluting than conventional fossil fuels. It should also be noted that photovoltaics requires low 
water consumption during its operation compared to thermal energy sources (only for cleaning of 
modules). This strengthens its low environmental impact.  

   
Table 1.1 – Greenhouse Emission Gases by Energy Source [2] 
 
 Lifecycle Emissions (incl. albedo effect) (gCO2eq/kWh) 

Technologies Min Median Max 
Coal – (Pulverized Coal) 740 820 910 
Gas – Combined Cycle 410 490 650 
Solar PV – utility scale 18 48 180 

Solar PV – rooftop 26 41 60 
Concentrated Solar Power 8.8 27 63 

Nuclear 3.7 12 110 
Wind Onshore 7 11 56 

 
These elements highlight that renewable energies provide abundant and environment friendly 

solutions to meet the XXIst century energy challenge. Most of these energies (e.g. wind, hydropower) 
are either directly or indirectly coming from solar energy. The most straightforward way to produce 
electricity from solar energy is photovoltaics because no intermediate energy is used, which enables 
higher efficiency of energy conversion. However, it is not enough for photovoltaics to be an efficient, 
low carbon emission and unlimited resource. It also has to be cost competitive and reliable in time to 
be adopted worldwide. In the following part, we will detail how photovoltaics made it from a 
scientific curiosity to a bankable energy solution.    

1.1.2   Photovoltaics: From a scientific curiosity to a bankable energy solution 
 

The photovoltaic (PV) effect was discovered in 1839 by Antoine Cesar Becquerel and his son 
Alexandre Edmond Becquerel. The latter presented this effect in front of the French “Académie des 
Sciences”. Using this effect, the first solar cell was fabricated in 1883 by Charles Fritts who used very 
thin layers of gold on selenium. The efficiency reached was around 1% and the project was stopped 
because of the cost of materials [4].   

 
More than 70 years passed before a technological breakthrough enabled to consider possible 

photovoltaics applications: in 1954, Gerald Pearson, Darryl Charpin and Calvin Fuller from Bell 
Laboratories presented a silicon solar panel reaching 6% efficiency and patented it as a “solar energy 
converting apparatus” [5]. They used silicon doping that was discovered just fifteen years before by 
Russell Ohl. First applications included PV powered dollar bill changers. 
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One of the first photovoltaics applications was energy provision in space. In 1958, the first 
solar cells were sent to space and were providing electricity to the radioelectric emitters of the satellite 
Vanguard 1. They were made of silicon and reached 9% efficiency.  

 
In the 1970s, Dr Elliott Berman designed a less costly solar cell bringing down the cost from 

$100/W to $20/W [6]. This paved the way for terrestrial applications such as navigation warning 
lights and horns, lighthouses or railroad crossings. Photovoltaics started to be considered as an 
interesting energy source for remote off-grid locations.  

 
In the beginning of the 1980s, solar modules were considered for building power stations. The 

first megawatt-scale power station was built in Hisperia, California in 1982[7]. That same year, the 
worldwide photovoltaic production exceeded 9 MW. Some rural areas in Tahiti, Kenya and Central 
America started to use PV as the main source of energy [7]. At this time people came to realize that 
solar energy could also be considered as a decentralized source of energy and the idea of rooftop 
applications came up. In 1985, Sunpower, the current technological leader of commercial crystalline 
silicon solar cells was founded by Dr. Richard Swanson [8].  

 
In the 1990s, solar cells price continued to drop and efficiencies continued to rise. Solar 

proved to be a cost effective solution to small scale electrical demands located away from utility lines. 
Solar cells started to power bus shelters, street lamps and warning lights. The applications started to 
be visible inside the cities. However the prices were still too high to be competitive with traditional 
electrical sources (e.g. nuclear, gas and coal).  

 
Since the beginning of the 2000s, the cost of solar panels started to be low enough to be 

considered as cost competitive solution on the electrical grid. Today, the capacity is about to hit 200 
GW and the record commercial cell efficiency is 25% [9]. Figure 1.2 shows how the price of solar 
electricity was reduced compared to other energy sources in China. It can be noted that photovoltaics 
has the fastest declining cost and will soon be competitive with the onshore wind. The tendency 
makes some analysts believe that solar modules will soon become a commodity market [10]. The 
social acceptance of photovoltaics will increase thanks to decreasing energy paybacktime and 
improvement of solar modules recyclability which today already reaches over 90% [11].   
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Fig. 1.2 – a) Evolution of China utility Solar PV Levelized Cost of Electricity (LCOE) compared 
to Natural Gas Combined Cycle (NGCC). b) Evolution of China Wind Levelized Cost of 
Electricity (LCOE) compared to Natural Gas Combined Cycle (NGCC) [12]  
 

Solar modules are more competitive economically and this translates in terms of installed 
capacity. Even though, photovoltaics only represents 1% of global electricity mix worldwide, the 
tendency is shaping up, as Figure 1.3 shows. By 2040, the total capacity should grow by 500%. This 
trend should lead solar PV to reach 4% of the electricity generation by 2040, according to the new 
policies scenario of EIA [1]. 

 

 
Fig. 1.3 – Evolution of global installed capacity of photovoltaics [13] 



CHAPTER 1 - CONTEXT 
 

18 
 

 
For the moment, the growth of photovoltaics is limited by three main hurdles:  

• Solar energy is intermittent: low energy is produced during cloudy days and no energy is 
produced at night. The intermittency raises problems of stability on the electrical grid. This 
limitation can be mitigated with better weather forecast and electrical grid interconnections. It 
could be solved with cost competitive electrical storage solutions. The recent progresses in 
batteries make this perspective foreseeable at mid term. Batteries adapted for residential 
application, such as Powerwall by Tesla, start to be cost-competitive. The solution “solar panels 
+ batteries” could lead to a competitive decentralized energy production that could significantly 
change the centralized conception of energy that has been promoted by utilities so far.  
• Photovoltaics is a capital intensive energy. Compared to fossile fuel energies (e.g. coal or 
gas), a lot of capital expenditures (CAPEX) have to be spent first. Then, operational expenditures 
(OPEX) are very low because no fuel and low maintenance is required. The high CAPEX/OPEX 
ratio makes it a financially risky energy. This risk is all the more perceived by investors that in 
many countries, the regulatory framework has lately been unpredictable and unreliable for long 
term investments. A long term vision is required to make investments in photovoltaics 
trustworthy and to gain back the confidence of investors. To mitigate the financial risks, solar 
installers and module manufacturers now propose new financial solutions for rooftop 
applications. They will invest in a proportion of the capital expenditures.  
• The global solar module capacity does not match the evergrowing demand and a lot of solar 
manufacturers are out of stock and planning capacity expansions. This capacity increase is also 
expected for raw material providers. For instance, polysilicon capacity is expected to rise from 
376 kilometric tons in 2015 to 481 kilometric tones in 2018 [14].  

None of these limitations are unadressable and solutions are already coming up to overcome 
them. That is why the future of solar PV looks bright. From a scientific curiosity in the middle of the 
XIXth century, it has become a competitive energy source, already reaching “grid parity” in many 
countries. All the trends show that its competitiveness will increase in the XXIst century to start 
gaining significant market shares worldwide [15].  

 
The current and future technological progresses are at the heart of solar PV improvement. In 

particular, silicon solar modules have made spectacular progress in the last decades. Even though this 
technology is considered as the first generation [16], the evolution of market shares shows that 
crystalline silicon solar cells has always been dominant on the market and that its hegemony is going 
to last in the future decades.  

 

1.1.3   Silicon Solar Cells : The unassailed first generation 
 
“What makes competition between technologies interesting is that usually technologies become 
more attractive –more developed, more widespread, more useful – the more they are adopted” –  
 
Arthur, 1988, “Competing technologies: an overview”, in Dosi et al., Technical Change and 
Economic Theory, Pinter Publishers.  
 

Solar cell industry often is divided into three generations [16]. The first generation is the historic 
crystalline silicon (c-Si) technology. It benefits from a well developed understanding of the physics of 
silicon devices and the huge technology base developed by the microelectronics industry. This 
generation is divided in monocrystalline, multicrystalline and ribbon silicon solar cells. The second 
generation is called thin film solar technologies because the thickness of the cell (a few microns) is 10 
to 100 times thinner than the first generation. The second generation is composed of amorphous 
silicon (a-Si:H) solar cells, copper indium gallium diselenide (CIGS) and cadmium telluride (CdTe) 
solar cells. Finally, the third generation of solar cells includes all the new concepts that include 
organic and inorganic solar cells and some concepts, such as multijunctions, that could enable to 
overcome some efficiency limitations of the first and second generation of solar cells. Despite the fact 
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that recent third generation of solar cells such as perovskite solar cells, have made considerable 
efficiency improvements, this generation of solar cells is not mature yet. In particular, the lifetimes of 
these cells are often lower than one year, compared to 25 to 35 years for the first and second 
generation.  

Figure 1.4 shows the evolution of market shares of the three subfamilies of the first generation 
and the second generation. It can be seen that even though ribbon silicon has totally disappeared from 
the market, the share of the first generation (mono-Si and multi-Si) has always been above 65% and 
that in the last five years, it went from 80% to 90%. Two reasons can be given for this trend: first, 
crystalline silicon factories are cheaper to build than thin film factories. Then, the price of polysilicon 
decreased. It was divided by almost 5 since 2010 because there has been an increase in polysilicon 
production capacities over the past five years.  

 

 
 

Fig. 1.4 – Market share of crystalline silicon in time [17] 
 

In terms of $/W, the cost of the most competitive thin film solar modules (CdTe) is close to that 
of the most competitive c-Si solar cells (polysilicon solar module). According to PVInsight in March 
2016, a polysilicon solar module was priced 0.54$/W in average compared to $0.57/W, the average 
price of a thin film solar module [18]. However, crystalline silicon solar modules present higher 
efficiencies. The record large c-Si solar module reaches 24.1% [19] whereas the record thin film solar 
modules is 17.5% [20]. When designing solar power plant projects, efficiency of modules is a key 
because, for the same capacity installed, less land, maintenance, and balance of system (wirings, 
racks, invertors) are required. Therefore, even though c-Si modules are more expensive, their 
efficiency can make the solar project less costly. In the case of rooftops, the area available for solar 
modules is limited. So, people will turn more easily to crystalline silicon solar modules to get the most 
energy out of their limited space. It also has to be added that crystalline silicon solar modules usually 
have a slightly lower degradation rate than thin film solar modules, which increases their 
competitiveness in the long run. The best crystalline silicon modules now reach below 0.5%/year 
degradation rates enabling 25 years commercial warranties, whereas best thin film modules are 
between 0.5%/year and 1%/year degradation rates [21].  

 
Besides the toxicity of elements, such as cadmium, in certain technologies, one of the main 

limitations of thin film technologies is that most of the elements used are limited in reserves. Contrary 
to silicon which is one of the most abundant materials in the earth’s crust, tellurium, selenium and 
indium are not suitable for very large-scale deployment of solar photovoltaics. These materials have a 
crustal abundance seven to nine order of magnitudes lower than silicon and are only one to three order 
of magnitudes less material intensive [22]. 
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Given the low price of polysilicon, it is very unlikely that crystalline silicon solar modules will be 
challenged by thin films in the short/midterm.  
 

1.1.4   Solar cells: one of the many pieces of the photovoltaics puzzle 
 

Photovoltaics has already reached grid parity in different parts of the world (e.g. Italy, 
California, Germany) but in order to widespread grid parity worldwide, photovoltaics (PV) has to 
keep getting more competitive with respect to other power sources.  

Competitiveness is not only related to solar modules improvements. One has to keep in mind 
that the final aim of an investor is to get the highest net present value (NPV) possible out of a project. 
Net present value is the difference between the present value of revenues and the present value of 
costs. Therefore many strategies to increase the NPV without changing modules can be thought off. 
For instance, cost strategies may include a reduction of installation labor through an automation, a 
reduction of project balance of systems (wiring, invertors, racking systems,…), a reduction of 
maintenance costs, using robots to clean the panels for instance. Revenue strategies are closely linked 
to the way the solar energy is rewarded (e.g. auto consumption, feed-in tariffs). It is the energy (kWh) 
that is rewarded and not the power capacity (kW). Examples include installation of battery systems 
and smart grid systems when it is viable, improvement in cleaning of solar modules or positioning the 
panels in areas which are cooled down by wind because silicon solar panels produce more energy at 
lower temperatures and thus profit from cooling. 

Nevertheless, solar module improvement remains the key in the competitiveness of solar 
energy projects. At this point, we can raise the question: What is a valuable solar panel?  

Three main criteria can define a valuable solar panel: cost, efficiency and reliability. Cost is 
all the more important that solar projects are capital extensive. Some customers may limit their 
requirements because of budget limitations. Efficiency is the share of incident photon energy that can 
be transformed into electricity. This electrical energy produced will directly translate in terms of 
revenue. Since solar projects are rewarded on the energy produced over their lifetime (~25years), the 
efficiency of the solar modules has to be maintained during that time. This is why reliability of solar 
modules is the key. Nowadays, solar cell manufacturers guarantee that the efficiency of the solar 
panels after 25 years will be higher than 80% of their nominal efficiency. Other criteria of 
competitiveness should be mentioned. Aestethics for instance is a matter of interest for building 
integration. The thermal behavior and angular dependence of the cell efficiency are two parameters 
that can help produce more energy for a given nominal efficiency. Thermal behavior will help lose 
less energy when the temperature rises [23] and angular behavior will help produce more energy at 
sunrise, sunset and with diffuse light [24].  

 
A crystalline silicon solar module is composed of solar cells, wirings, glass, encapsulant, 

frame and junction box. All these elements have to be optimized to make cost-competitive, efficient, 
long lasting solar modules. That is why the efficiency of solar modules is often lower than the solar 
cell efficiency. In that perspective, the improvement of solar cells is important but it is only one piece 
of the complex puzzle of photovoltaics competitiveness.  

1.1.5 Silicon Solar Cells: How to be valuable when approaching the theoretical 
limit?  
 

As for solar modules, the three main parameters of a solar cell are efficiency, cost and 
reliability.  

 
In terms of reliability, the efforts to increase the lifetime of modules are often focused on the 

glass, the encapsulant, the by-pass diodes or the frame. Those items aim at protecting the solar cell 
from external degradation phenomena (e.g. mechanical, UV exposure, humidity). Despite these 
protections, the solar cell itself can degrade with time. The most common degradation of crystalline 
silicon cells is due to the UV exposure [25], cracking due to mechanical or thermal stresses [26], 
corrosion of electrical contacts [27] and hot spot heating [28]. The attention on solar cells reliability is 
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all the more important that the failure of a single cell leads for the whole module to fail because the 
poor cell will dissipate the extra power of the rest of the cells. Therefore, an homogeneity of solar 
cells behavior has to be achieved. In order to fully understand degradation phenomena, nano-scale 
characterization techniques can be valuable. For example, in the case of UV degradation, it has been 
shown that the nanometric antireflective layer SiNx is affected and the interface with the crystalline 
silicon is degraded [25]. Nano-scale investigation techniques enable to analyze the interfaces and their 
homogeneity along the wafer cross-section. Metal/Semiconductor interfaces investigation would also 
be of interest in the case of the corrosion of contacts for instance.  

 
Regarding the efficiency, the first and second generations are single junction solar cells. This 

means that only one kind of material is used to absorb the light. All the incident photons on a single 
junction solar cell cannot convey all their energy to the electrons because the low energy photons are 
not absorbed by the cell and high energy photons energy is transformed only partially into electric 
energy. In 1961, William Schockley and Hans Queisser demonstrated that the maximum achievable 
efficiency for a single junction solar cell is 33% [29]. In the case of silicon which bandgap is not 
optimal and presents inherent losses, the maximum achievable efficiency is estimated at 29%. In 
2016, Kaneka announced a laboratory record of 26.33% with a single junction silicon solar cell (IBC 
heterojunctions) [30]. Thus, the gap between theory and experiments for single junctions is narrowing 
down to a mere 3.4%. These losses are composed of optical losses and electrical losses: resistive or 
recombination losses. For both kinds of losses, the improvements in the industry are expected in a 
near future. These improvements are well summed up in the ITRPV report [31]. For instance, to 
reduce optical losses, the trend toward putting the two contacts at the back of the cell (back contact 
solar cells) may increase from less than 5% of the market today to 20% in 2025. These cells 
sometimes face series resistance issues due to issues of contacting. In these cases of investigation, 
having a nano-scale resolution can be very useful. In order to reduce the electrical losses, different 
strategies include new processes for wafers (new crystallization [32] and new sawing techniques), 
new strategies for doping the wafers (decreasing sheet resistance of contacted parts and new doping 
techniques), new contacting techniques to achieve low recombination contacts and new passivation 
techniques to reduce the defects responsible for recombination on the two sides of the wafers. Even 
when using new processing techniques, some defects are still remaining. For instance, in n-type 
crystalline silicon wafers, some atomic dislocations have induced parasitic electrical effects [33]. 
These are all short to midterm strategies. At long term, the necessity to go beyond the Schockley 
Queisser limit while being cost competitive seems inevitable. To achieve this objective, the most 
likely way is to go toward a double junction with another material. Many materials, such as 
perovskites, CZTS or GaAs are under investigation worldwide but for the moment, no solution is 
mature enough in a midterm perspective. For these multi-junction technologies, nano-scale analysis of 
interfaces between materials is crucial to check the electrical properties and their homogeneity [34]. 

 
Given that efficiency improvements are limited to 3.4% at midterm perspective, cost 

improvements represent the main overall challenge for crystalline silicon solar cells. Different 
strategies of cost reduction are considered. The reduction of wafer thickness is one of the most 
important. According to ITRPV, the average wafer thickness in industry should decrease from 180 
µm in 2015 to 120 µm in 2025 [31]. More aggressive strategies using bottom up epitaxial silicon aim 
at producing wafers 50 µm thick or below [35], [36]. At LPICM, an expertise on low temperature 
epitaxial silicon solar cells has been built [37], [38]. To increase the absorption of these cells, 
improvement on light trapping has to be achieved. This can be performed by using nanophotonics 
concepts, which was the ambition of the European project PhotoNvoltaics [39], [40] and French 
project Nathisol [41]. Light trapping can be obtained using photonic crystals [42] or nano-texturing. 
In the case of nano-texturing, the use of nano-scale characterization techniques is obvious. 
Nanostructuring techniques are sometimes aggressive and create nano-scale defects that have to be 
investigated. Other cost reduction strategies include the reduction of the costs of contacts. One 
example is the amount of silver per cell. A decrease from 0.10 g/cell in 2015 to 0.04 g/cell in 2025 is 
expected. Other materials such as copper are also considered to replace silver. Another example is the 
use of new metallization technologies and to reduce the contact fingers width [31]. Finally, 
improvements in the throughput of equipments at all solar cell process steps are expected, making 
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future cells more cost competitive. All the difficulty is to be able to reduce costs while preserving 
efficiency and reliability. Therefore, any change in the production line may induce new sources of 
performance or reliability drop. Investigation of these drops is crucial to start a new optimization of 
processes enabling to achieve a new efficiency-cost-reliability optimum.  

 
While mapping the different perspectives for future crystalline silicon solar cells 

improvement, we concluded that nano-scale analysis could help understanding degradation 
phenomena and detect defects in new designs that aim at improving efficiency and reducing cost. The 
closer from the limit we get, the harder the implementation of novel solutions on crystalline silicon 
solar cells are. In that perspective, developing new nano-scale characterization techniques designed 
for specific photovoltaic problematic is important.   

 
 In the following part, we will discuss the recent evolution of a young family of microscopy 
techniques called scanning probe microscopy. It enables new nano-scale measurement on solar cells 
which were not possible with traditional optical and electronic microscopy techniques before.  

1.2 Scanning probe microscopy 
1.2.1   Scanning Probe Microscopy: “Feeling” the surface at the nano-scale.  
 
“For scanning tunneling microscopy, we brought along some experience in tunneling and 
angstroms but none in microscopy or surface science. This probably gave us the courage and light-
heartedness to start something which should “not have worked in principle” as we were so often 
told. “ 
 
Gerd Binnig and Heinrich Rohrer, Nobel Lecture, December 8th 1986 – Scanning Tunneling 
Microscopy from Birth to Adolescence. 

 
In 1986, Gerd Binnig and Heinrich Rohrer received the Nobel Price for the invention of the 

scanning tunneling microscope (STM) which dazzled the world in 1981 with the first real-space 
images of the surface of silicon. Not only this invention enabled to perform surface measurements 
with a resolution which was unachievable at that time, but it also paved the way for a new family of 
microscopy techniques called “scanning probe microscopy” (SPM) which enables today to perform a 
broad range of measurements (e.g. electrical, chemical, thermal) at the nano-scale on the surface of all 
kinds of materials.   

 
In nano-scale research, three families of microscopies are used: optical microscopy, electron 

microscopy and scanning probe microscopy. In optical and electron microscopies, a beam of carriers, 
either photons or electrons are focused on a spot of the surface to be analyzed. Because the 
wavelength of these carriers is below the micrometer, these techniques enable researchers to see at the 
nano-scale. The information on the surface is extracted from the reflected or transmitted carriers. This 
is exactly the mechanism used by the human eye to see an object by interpreting the intensity of 
detected photons. In the case of scanning probe microscopy, images of surfaces are performed using a 
physical nano-probe that scans the surface. Therefore, scanning probe microscopy is very similar to 
feeling or touching the surface at the nano-scale. For the three microscopy techniques, surface 
roughness can be seen. However, the way to get it is different. This induces pros and cons for each of 
these techniques. 

      
Optical microscopy is the oldest family of microscopies. The development of modern optical 

microscopy took place in the middle of the 19th century. It is the only microscopy technique that 
enables real color imaging. It also has the advantage of being versatile, fast and to require no sample 
pre-treatment. However, its lateral resolution is limited by the diffraction limit to more than a hundred 
of nanometers. Recently, some progress has been made to go below the 100nm resolution using 
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holography or fluorescence for instance, but these techniques remain so far limited to niche 
applications.  

 
In order to reach resolutions below 100nm, shorter wavelengths than the traditional one used 

in optical microscopy can also be used. High energy electrons can reach much shorter wavelengths 
that enable resolution below one Angstrom. For instance, using a 20 kV electron gun, the electron 
spot can reach down to 0.3 Angstroms. Electron Microscopy was invented in 1931 by two German 
scientists: Max Knott and Ernst Ruska [43]. Ernst Ruska was awarded the Nobel Prize in 1986, the 
same year as Gerd Binnig and Heinrich Rohrer. Transmission electron microscopy (TEM) was 
developed first because the resolution for scanning electron microscopy (SEM) was limited at that 
time to 100 µm [38]. The first transmission electron microscope was built in 1933 [43] and the first 
commercial TEM was available in 1939 for which a resolution of 2 nm was claimed [43]. Because it 
was difficult to compete with the resolution of TEM, it took a long time for the community to 
understand the interest of scanning electron microscopy. The first true SEM was developed by 
Zworykin in 1942 and reached a resolution of 50 nm. It took more than 20 years of resolution 
improvements to convince the scientific community of the interest of SEM. In 1965, the first 
commercial SEM was presented by Cambridge Scientifc Instruments [44] with a resolution of 10 nm. 
Since then, the number of publications using SEM has overcome that using TEM, as Figure 1.5 
shows. SEM offers the advantage of analyzing all kind of samples: conductors, semiconductors or 
insulators (covered with stain coating). It does not require a major surface preparation step. However, 
its resolution is limited to a few nanometers which is one to two order of magnitudes better than 
optical microscopy but also one to two orders of magnitude worst than TEM and scanning probe 
microscopies. Indeed, TEM can reach resolutions close to the Angstrom (<0.2 nm) enabling direct 
imaging of crystalline lattices, which is used to delineate defects inside the sample for instance. 
However, the preparation of samples for TEM is complicated and time consuming because a long 
preparation is required to make the samples atomically thin.  

 
Compared to optical and electron microscopies, scanning probe microscopy is not limited by 

any resolution limitation due to diffraction. It is only limited by the size of the probe-sample 
interaction volume. With ultra-sharp tips, resolution below the nanometer can be achieved [45]. The 
most striking example is the imaging of silicon atomic steps, with STM for instance [46]. This offers 
unparallel possibilities of height measurement. With the improvements of the scanning probes, 
resolutions in the angstrom range are now possible using SPM. Another advantage of SPMs is that 
they can perform measurements in a wide range of environments: ambient air, vacuum and also 
liquids. However, scanning probe microscopy is currently limited by its scan speed and the maximum 
measurable size which is close to 100 µm. Uncertainties due to the piezoelectric actuator and to the 
shape of the probe can also be problematic for accurate measurements. We will detail the advantages 
and limitations of scanning probe microscopies for solar cell investigation in part 3 and part 4 of the 
manuscript. Many of the SPM limitations are addressable and current trends show that serious 
progresses are coming up. One has to keep in mind that scanning probe microscopy is a relatively 
young family of microscopy techniques. It was developed in the 1980s-1990s. Considering the 
number of publications (Fig.1.5), SPM techniques are 50 years older than the first electron 
microscopy technique (TEM), and 25 years older than SEM. The historic SPM techniques like 
scanning tunneling microscopy (STM) and atomic force microscopy (AFM) have reached maturity 
and are now used on regular basis, offering complementary analysis to optical and electron 
microscopies. However, the new SPM techniques are still at maturation level and show great promises 
in different fields of application. In the following, we will come back on the history of SPMs and see 
how the STM gave birth to a wide family of SPM techniques.  
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Figure 1.5 – Evolution of the number of publications in the SCOPUS database for the family of 
electron microscopy (SEM and TEM), scanning electron microscopy (SEM), scanning tunneling 
microscopy and atomic force microscopy  
 

1.2.2   STM, AFM & the wide family of AFM extensions 
 

The two main reasons behind the birth of scanning probe microscopy techniques at the 
beginning of the 1980s were the maturity of tunneling experiments and the availability of 
piezoelectric devices.  

 
Even though the principle of tunneling effect was discovered in 1903, the acceptance of 

electron tunneling in solids happened in the late 1950s with the first studies on semiconductors. 
Vacuum tunneling spectroscopy measurements took time to develop because of experimental hurdles, 
mainly vibration problems. In 1981, G. Binnig et al. showed the feasibility of vacuum tunneling with 
modest means. The suppression of vibrations was achieved by soft suspension of a compact tunneling 
unit [47]. Given this result, mapping of tunneling signal was achieved with the use of a piezoelectric 
actuator which enables motions of the scanning tip below the nanometer.  

 
Despite the fact that piezoelectricity found its first applications at the beginning of the 20th 

century, the spreading of piezo devices only happened in the 1970s when Japanese companies and 
universities formed a “competitively cooperative association” which aimed at developing knowledge, 
new applications, new processes, and new commercial markets for piezoelectric devices in a coherent 
and profitable way. This lead to the development of new piezoresistive families which were both 
competitive and free of patents. Those actuators were used in the first scanning probe microscopes.  

In 1981, G. Binnig and H. Rohrer introduced the Scanning Tunneling Microscope (STM), 
which was the first instrument to generate real-space imaging of surfaces with atomic resolution. 
Their key success was to introduce a feedback loop to regulate the distance between the sample and 
the probe. STM was the first scanning probe microscopy technique and it paved the way for a wide 
family of scanning probe microscopy techniques, as Figure 1.6 shows.  

 
Following the STM, two topographical scanning probe microscopies rose up: the scanning 

near field optical microscope (SNOM) and the atomic force microscope (AFM). The SNOM uses near 



CHAPTER 1 - CONTEXT 
 

25 
 

field optics below the scanning tip to perform optical images with a resolution lower than the 
wavelength λ, typically λ/20. The AFM uses the forces between the tip and the sample to make a 3D 
image of the surface at the nano-scale. The motion is monitored by the reflection of a laser beam on 
the tip which is recorded by a photodetector. The great advantage of AFM compared to STM is that it 
is not limited to electrically conductive surfaces to get a tunneling current. AFM is a material agnostic 
technique. It was invented in 1986 by G. Binnig, C. Gerber and C.F. Quate and became commercially 
available in 1988.  

 
During an AFM scan, several kinds of interactions can be recorded along with the 

topographical image. For instance, electrostatic or magnetic forces can interact with the probe while 
scanning. An SPM extension is a manner of using these interactions to map a signal. Shortly after the 
invention of AFM, a wide range of SPM techniques was developed enabling nano-scale imaging of 
thermal, piezoelectric, mechanical, chemical, magnetic and electrical properties (see Figure 1.6). The 
principle of these techniques is the same: the AFM probe makes it possible to transfer an existing 
macro-scale technique to a nano-scale one. However, quantitative analysis at nano-scale is 
challenging to achieve because many additional artefacts take place, such as correlation of the 
measurement to the topography or local tip-induced oxidation. Therefore, interpretations of nano-
scale SPM measurements are sometimes challenging and some SPM extensions remain qualitative. 
Improvements of SPM extensions are still underway with qualitative measurements at nano-scale 
already giving insightful information in several research fields.  

 

 
 
Figure 1.6 – Family tree of the main scanning probe microscopy techniques with their dates of 
invention  
 
 To investigate solar cells, several scanning probe techniques can be of interest. Topographical 
techniques for example are used routinely to investigate the roughness of wafers or devices that use 
micro and nanostructures to improve light trapping. This investigation can be performed both on the 
solar cell and on the covering glass that can be structured as well. Mechanical properties can also be 
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investigated at the nano-scale. For a failure analysis for instance, it is of the prime interest to 
investigate stress within solar materials and devices. Another measurement of interest can be thermal 
investigation at the nano-scale in solar cells. As we saw previously, hot spots are particularly 
detrimental for solar cells. Having the ability to investigate temperature changes at the nano-scale 
using scanning thermal microscopy can provide additional information on the reasons for different 
quality or failure of solar cells [48].  
 

In this Ph.D. project, the aim was to use electrical AFM extensions to investigate silicon solar 
cells. The scope of SPM was narrowed down to these extensions which already constitute a broad 
field of investigation. In the following, we will detail the different electrical extensions and explain 
the three main electrical extension families.  
 

1.2.3 Electrical Extensions: Putting on the right glasses for solar cell investigation 
 

All electrical extensions perform electrical measurements at nano-scale using a conducting probe. 
From our analysis, we propose to divide electrical extensions in three main categories: the 
electrostratic extensions, the current/resistance extensions and the impedance extensions.  

The current/resistance extensions measure current and resistance at nano-scale by applying a 
voltage bias difference between the probe and the sample. These extensions are performed with the tip 
always in contact with the surface (AFM contact mode). The recorded current can be a tunneling 
current on an insulating layer, as in the case of tunneling atomic force microscopy, or a contact 
current as in the case of conducting probe AFM (CP-AFM). To obtain a wider range of measurable 
currents, a logarithmic amplifier can be added to measure currents over several orders of magnitude. 
This is the case for Scanning Spreading Resistance Microscopy (SSRM) and Resiscope, which are 
very similar techniques.  

 
The electrostatic extensions map the electrostatic force between the sample and the probe. It can 

be measured directly in Electrostatic Force Microscopy (EFM) or using a feedback loop monitoring 
the amplitude of the AFM cantilever in Kelvin Probe Force Microscopy (KPFM). Measurements are 
performed in AFM tapping mode which means that the tip is softly oscillating in front of the surface. 
Therefore, they are not destructive. However, the resolution of these techniques is not better than 10 
nm because measurements are performed at a distance of the sample.  

 
Finally, the impedance extensions perform local capacitance and impedance measurements 

operating in contact mode by forming a metal-insulator-semiconductor (MOS) structure between the 
tip and the sample. This impedance is measured with an ultra-high frequency detector and is varied 
from an applied AC+DC bias which aims at creating impedance variations through the accumulation 
and depletion of the surface layers. Impedance extensions include Scanning Capacitance Microscopy 
(SCM) which measures the capacitance, and Scanning Microwave Microscopy (SMM) which 
measures the total impedance at the nano-scale.   

 
Figure 1.7 shows the evolution of the number of publications in the database SCOPUS related to 

three electric extension categories until 2015. The keywords used for each category are mentioned. 
Compared to the number of articles published in 2015 mentioning AFM (~8000), the number of 
articles published for each category remains quite small (50 to 300). However, the rise of publications 
started five to ten years later than the invention of AFM and the increase is linear for electrostatic 
extensions and current/resistance extensions. The impedance extensions seem to have reached a 
plateau since the beginning of the 2000s, even though these techniques are very promising. An 
explanation might be that in impedance extensions, the combination of microwave and scanning 
probe is complex and requires a lot of expertise to achieve interpretable results. Electrostatic and 
Resistance/Current extensions are more user friendly techniques. If we sum up the publications, 
impedance extensions represent less than a fifth (16%), resistance/current extensions represent more 
than a third (35%) and the electrostatic extensions represent almost half of the publications (49%). 
Kelvin Probe Force Microscopy itself represents one third of electrical extension publications.  
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Keywords :  

• Resistance / Current Extensions : “Conductive Atomic Force Microscopy”, “Conducting 
Probe AFM”, “CP-AFM”, Resiscope”, “SSRM”, “Scanning Spreading Resistance 
Microscopy”, “Resiscope”, “Tunneling Atomic Force Microscopy” 

• Electrostatic Extensions : “KPFM”, “Kelvin Probe Microscopy”, “Kelvin Probe Force 
Microscopy”, “Scanning Kelvin Probe Force Microscopy”, “Electrostatic Force Microscopy”, 
Electric Force Microscopy” 

• Impedance Extensions: “Microwave Microscopy”, “Scanning Capacitance Microscopy”, 
“Scanning Microwave Microscopy”, “Scanning Microwave Impedance Microscopy” 

Figure 1.7 – Repartition of the number of articles by year for the different electrical extension 
families    
 

In this Ph.D. project, we chose to focus on the Kelvin Probe Force Microscopy and Resiscope, 
which is an advanced Conducting Probe AFM technique developed by LGEP (now GeePs), to 
investigate crystalline silicon solar cells. The reason for the choice of these extensions is that they are 
relatively user friendly and that in literature these techniques have already proven to be adapted for 
solar cell investigations at the nano-scale. Some measurements were also performed using electron 
microscopy techniques (SEM and EBIC) to compare with CP-AFM and KPFM measurements and 
assess how scanning probe microscopy and electron microscopy can be complementary for solar cells 
investigation. In the following, we will first explain in details the microscopy techniques used and the 
solar cells investigated (Chapter 2). Then, we will develop in details the challenges (Chapter 3) and 
the advantages (Chapter 4) of scanning probe microscopy techniques to investigate solar cells with 
respect to other nano-scale resolution techniques. In Chapter 5 and 6, we will detail respectively 
material and devices measurements of interest for solar cells using these techniques. In the 
conclusion, we will sum up our achievements, and propose an ideal SPM setup for nano-scale 
investigation of solar cells.  

 
“The STM’s “Years of Apprenticeship” have come to an end, the fundamentals have been laid, and 
the “Years of Travel” begin. We should not like to speculate where it will finally lead, but we 
sincerely trust that the beauty of atomic structures might be an inducement to apply the technique 
to those problems where it will be of greatest service solely to the benefit of mankind. Alfred 
Nobel’s hope, our hope, everybody’s hope. » 
 
Gerd Binnig and Heinrich Rohrer, Nobel Lecture, December 8th 1986 – Scanning Tunneling 
Microscopy from Birth to Adolescence.  
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2.1 Atomic Force Microscopy  
 
 In this work, we investigate electrical measurements on solar cells performed with different 
extensions of atomic force microscopy (AFM). During the same scan, topographical image is obtained 
along with the electrical image and additional mechanical images (e.g. phase image). In this part, we 
will detail the principle of the Atomic Force Microscopy and the different AFM modes to measure 
topography at the nano-scale.  
 Atomic Force Microscopy is a near-field microscopy. Measurements are performed very on 
the very surface thanks to a tip with a nano-scale apex curvature that varies between 1 and 100 nm. 
The radius of the tip is of importance because it limits the lateral resolution of measurements. Figure 
2.1 shows that this tip is at the extremity of a micro-scale probe. This micro-scale probe is at the end 
of a cantilever which is usually 200 µm long. The length of the cantilever defines its stiffness, which 
may be tuned depending on applications. Finally, the cantilever is the edge of a millimeter-scale chip, 
which is easy to handle by microscope users. Since the tip, the probe and the cantilever are fragile and 
wear off, they need to be changed regularly. The materials used for probes and cantilever are usually 
either silicon nitride or silicon. For electrical extensions, conducting tips have to be used to be 
sensitive to electrical properties of the sample. Therefore, tips are either covered with conducting 
materials (e.g. doped diamond, gold, titanium, iridium) or are composed of a bulk conducting 
material.   
 

 
Fig. 2.1 – (a) SEM image of AFM chip and cantilever (b) SEM image zoomed on the cantilever 
showing the cantilever and the probe (c) SEM Image zoomed on the probe showing the probe 
and the tip 
 
 To perform measurements, the tip is brought at a nano-scale distance from the sample. 
Therefore, it is sensitive to forces which depend strongly on the distance at nano-scale. These forces 
can be either attractive or repulsive. Figure 2.2 shows the different forces the tip is sensitive to.   

• At very small tip-sample distance (a few angstroms), the contact force is predominant. It is 
highly repulsive because of the overlap of the electronic orbitals at atomic distances. 

• For distances between 1 nm and 10 nm, Van der Walls forces are predominant. It is a lowly 
attractive force that comes from interaction between molecules and groups of atoms.  

• Between 10 and 200 nm, fluid surface tension leads to an attractive force. This force 
originates from the nano-scale water film at the surface of the sample leading to a water 
meniscus below the tip.   

• Between 100 nm and 1 µm, electrostatic and magnetostatic forces between the tip and the 
sample lead to forces that can be either attractive or repulsive depending on the materials of 
the tip and the sample. 

• For distances around 10 µm, fluid film damping forces can be taken under consideration. 
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Fig. 2.2 – Different forces applied to the tip when approaching the surface and the typical 
distance to the surface at which these forces apply (not to scale).  
 

The sum of the different forces defines an interaction between the tip and the sample, which 
leads to a mechanical bending of the cantilever. Therefore, we can monitor the interaction between the 
tip and the sample by analyzing the motion of the cantilever. In order to detect this motion, a laser is 
focused on the edge of the cantilever and is reflected on a four quadrants photo-detector. The position 
of the reflected laser amplifies 100,000 times the motion of the cantilever. Figure 2.3 details the AFM 
setup. In order to measure the height at the nano-scale, the AFM requires a feedback signal. It can be 
either the deflection of the cantilever (contact) or the amplitude/frequency of oscillation of the 
cantilever (tapping and non-contact mode). A value is given as a setpoint target for this signal and has 
to be maintained constant during the scans. If an error to the target is made, a vertcal piezoelectric 
actuator is in charge of correcting the error using a proportional-integral-derivative (PID) controller. 
The error made during the scan is also acquired. Therefore, the vertical piezoelectric actuator is the 
metrologist in AFM measurements. In order to scan the surface, either the tip or the sample are moved 
using lateral piezoelectric actuators in a micro-controller. This enables the image acquisition of the 
topography. It can be seen that the piezoelectric actuators are at the heart of the AFM spatial 
resolution because an important voltage is required to perform a small spatial motion. To give an 
order of magnitude, voltages between 250V and -250 V are used to achieve vertical displacements of 
about 50µm. In particular, AFM is an unchallenged technique for the vertical resolution.   
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Fig. 2.3 – Atomic Force Microscopy Setup. The motion and the cantilever is monitored through 
the reflection of the laser beam on the photodetector. This motion is amplified by a lock-in 
amplifier and compared to the setpoint target. The error is corrected by adapting the Z position 
of the piezoelectric actuator through a PID controller.  
 

Three AFM modes can be used to perform AFM measurements: a contact mode, a tapping 
mode and a non-contact mode. Figure 2.4 illustrates the three modes and the distance from the sample 
at which they operate.   

 
• The contact mode was used in the first AFM in 1986 [1]. In this mode, the tip is 

always in contact with the sample. The feedback signal is the bending of the 
cantilever, also called deflection. The motion of the cantilever can be understood 
mechanically as that of a semi built-in beam and can be modeled using Hooke’s law. 
If the force applied by the tip on the surface is too high, the surface can be nano-
indented. This can be an advantage in certain cases (cf. Chapter 4), but it is a 
drawback to perform accurate topography measurements. Therefore, low stiffness 
cantilevers (0.01 N/m to 1 N/m) are usually used. The force applied on the surface 
can be estimated with approach/retreat curves. These curves also help quantify the 
adhesion and the capillarity of the surface locally. Many AFM extensions use AFM 
contact mode. This is the case for Lateral Force Microscopy (LFM) which measures 
the friction at the nano-scale, through the lateral motion of the cantilever. In electrical 
extensions, Conducting Probe AFM (CP-AFM) uses contact mode, as will be further 
discussed. Other examples of extensions include Scanning Capacitance Microscopy 
(SCM), Piezoresponse Force Microscopy (PFM) and Chemical Force Microscopy 
(CFM).    
 

• The non-contact mode was invented in 1987 [2], shortly after the contact mode. In 
this mode, the cantilever is oscillating without touching the surface. It is about 10 nm 
above the surface and hence, the tip only interacts through Van der Walls forces. The 
cantilever is a harmonic oscillator. Its acceleration depends on the distance to the 
surface because of Van der Waals forces; modify both the amplitude and the 
frequency of oscillations. Therefore, both amplitude and frequency are dependent on 
the distance to the surface and can be used as feedback signals. Since the response 
time is usually very long for amplitude modulation mode, frequency modulation 
mode is normally used in non-contact mode. Non-contact mode offers the advantage 
of degrading neither the tip nor the sample and is very popular to investigate fragile 
materials. However, because of the low intensity of Van der Walls force and the 
sensitivity to the water adsorbed on the surface, non-contact mode is usually used 
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under ultra-high vacuum (UHV), making it a less versatile AFM mode. Under UHV, 
Kelvin Force Probe Microscopy can be used in non-contact mode.      
 

• The tapping mode was invented in 1993 [3]. Tapping is at half distance between non-
contact and contact modes because the tip is oscillating and touching the surface of 
the sample. The amplitude and the frequency of the signal can be used as feedback 
signals, as for non-contact mode. Compared to non-contact mode, it has the advantage 
of interacting with a strong contact force and not being sensitive to water meniscus, 
so it can be operated in ambient environment. Compared to contact mode, it has the 
advantage of being more stable on highly textured surfaces and of reducing the 
friction force, hence avoiding the degradation of the tip or the sample. Several AFM 
extensions can be coupled to AFM tapping mode such as Kelvin Probe Force 
Microscopy (KPFM), Electrostatic Force Microscopy (EFM) and Magnetic Force 
Microscopy (MFM). Besides, in amplitude modulation mode, the AFM records the 
phase signal, which is the phase shift between the oscillations of the piezoelectric 
actuator and the oscillations of the cantilever. This signal provides mechanical 
information about the softness of a material.   

 
Fig. 2.4 – Force applied on the tip by the surface versus the tip-sample distance. The contact 
mode operates in the region close to the surface where the Coulomb forces are highly repulsive. 
The non-contact mode operates far from the sample and is sensitive to the attractive Van der 
Waals forces. The tapping mode oscillates between contact region and non-contact region.  
 

In this manuscript, the AFM used for topography were an Agilent 5500 and an Agilent 5600. 
In these equipments, the tip is scanning and the sample is still. The wavelength of the AFM laser is 
680nm. Since this wavelength is in the visible range and silicon absorbs in the visible range, it will be 
absorbed by silicon solar cells. This will be discussed in Chapter 3. Regarding topography 
measurements, we used AppNano AFM tips. The probe models were ACT and ACTA probes with a 
frequency of oscillation around 300kHz and a tip radius of 6 nm.  
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2.2 Kelvin Probe Force Microscopy 
 

2.2.1   Basic Principles  
 

Kelvin Probe Force Microscopy is an AFM electrical extension that enables to map the surface 
work function (or surface potential) at the nano-scale. It can be used either in tapping mode or non-
contact mode.  

 
Kelvin Probe Force Microscopy was first introduced in 1991 by Nonnenmacher et al. [4]. 

However, the principle of the Kelvin Probe measurement was stated almost one century earlier, by 
Lord Kelvin, in 1898  [5]. He showed that Coulomb forces cause repulsion within a gold leaf 
electroscope when he brought zinc and copper plates into proximity while the plates were electrically 
connected. In 1932, Zisman described a method for measuring contact potential differences between 
dissimilar metals [6]. The method was based on the response of the electrometer deflection as a 
function of the voltage applied to the tip Vdc to find the zero force on the tip, meaning that Vdc equals 
the potential difference between the probe and the sample. Zisman used a vibrating metal plate so as 
to have continuous measurements of the potential difference. This technique enabled measurement 
with a resolution down to mm size.  

 
To understand the principle of Kelvin probe measurements, we can consider the energy 

diagrams of the sample and the probe, as shown in Figure 2.4. When the probe and the sample are far 
from each other, their Fermi levels are different but the vacuum level is the same. Both have a work 
function which is equal to the difference between Fermi level and the vacuum level. When the probe 
and the sample are connected, current flows from the sample to the tip. This results in alignment of 
the Fermi levels and distortion of the vacuum level by the contact potential difference VCPD, equal to 
the difference between the work function of the tip and that of the sample. 

 
Kelvin Probe measurements aim at introducing a voltage source in the electrical circuit to 

compensate the vacuum level distortion by applying an electrical bias equal to VCPD. Since the work 
function of the probe is known, measuring VCPD is equivalent to measuring the work function of the 
sample. To detect the alignment of vacuum level, a monitoring signal is required. In traditional Kelvin 
Probe setup, as that imagined by Zisman, the monitoring signal is the current flowing from the probe 
to the sample. When this current is equal to zero, the vacuum levels are aligned and the applied 
electrical bias is equal to VCPD. In Kelvin Probe Force Microscopy, the monitoring signal is either the 
amplitude modulation (AM mode) or the frequency modulation (FM mode). 

 

 
 

Fig. 2.4 – Principle of Kelvin Probe Measurement. When the tip and the sample are contacted, a 
DC voltage bias is applied to align the vacuum levels. The obtained value is equal to the 
difference of work function between the tip and the sample.  



CHAPTER 2 – EXPERIMENTAL BACKGROUND 
 

37 
 

 
All KPFM measurements reported in this manuscript have been performed in AM mode. 

Therefore, we will explain how the amplitude can be used to monitor the alignment of vacuum levels 
between the tip and the sample.  

In KPFM, a sinusoidal voltage is applied to the tip:  
 
                                                           𝑉𝑡𝑡𝑡 = 𝑉𝑑𝑑 + 𝑉𝑎𝑑 . cos𝜔𝜔                                                                         (2.1) 
 

To assess the electrostatic force acting on the cantilever, we need to consider the equations of a 
charge in a capacitor. We consider a capacitor between the tip and the sample as shown in Figure 2.5, 
for different distances between the tip and the sample. 

 
 

Fig. 2.5 – Capacitance between the tip and the sample is dependent on the distance, resulting in 
a force which depends on the distance.     
 

The voltage V applied to this capacitor is:  
 
                                             𝑉 = 𝑉𝑡𝑡𝑡 − 𝑉𝑠𝑎𝑠𝑡𝑠𝑒 = 𝑉𝑑𝑑 + 𝑉𝑎𝑑 . 𝑐𝑐𝑐𝜔𝜔 − 𝑉𝐶𝐶𝐶                                                             (2.2) 

 
Where: 𝑉𝐶𝐶𝐶 is the contact potential difference.  
The energy stocked in a capacitor is:  

                                                                                  𝐸 =  
1
2

 .𝐶.𝑉2                                                                    (2.3) 
 
So if we introduce the work Wel done by the electrostatic force Fel which applies on the probe, Wel 

is defined as:  
                                                                                     𝑊𝑒𝑠 = 𝐹𝑒𝑠 . 𝜕𝜕                                                                  (2.4) 

 
And Wel  is also equal to the variation of energy received by the capacitor :  

                                                           𝑊𝑒𝑠 = 𝜕 �
1
2

.𝐶.𝑉2� =  
1
2

 𝜕𝐶.𝑉2                                                        (2.5)  
 

Hence, the force Fel can be expressed as:  

                                                                              𝐹𝑒𝑠 =
1
2

 .
𝜕𝐶
𝜕𝜕

 .𝑉2                                                                 (2.6)   
 

                                                       𝑤ℎ𝑒𝑒𝑒 𝑉 = 𝑉𝑑𝑑 + 𝑉𝑎𝑑 . cos(𝜔𝜔) − 𝑉𝐶𝐶𝐶                                                  (2.7)       
 

                          Therefore, we can write  𝐹𝑒𝑠 = 𝐹0 + 𝐹𝜔 + 𝐹2𝜔                                                (2.8) 
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𝐹𝜔 =   
𝜕𝐶
𝜕𝜕

 . (𝑉𝑑𝑑 − 𝑉𝐶𝐶𝐶).𝑉𝑎𝑑 . cos(𝜔𝜔)                                        (2.10)

𝐹2𝜔 =  
1
4

.
𝜕𝐶
𝜕𝜕

 .𝑉𝑎𝑑2 . cos(2𝜔𝜔)                                                        (2.11)

 

 
In AM mode, KPFM uses oscillation amplitude as a feedback signal. The oscillation 

amplitude of the cantilever is proportional to the force applied to the cantilever. So, if the amplitude 
𝐴𝜔 of the cantilever movement at the angular frequency ω is null, the force applied at the angular 
frequency ω, 𝐹𝜔 is also null.  

 
Thereby, by properly adjusting 𝑉𝑑𝑑, 𝑉𝐶𝐶𝐶 is found when 𝐹𝜔 equals to 0 and thus when the 

feedback signal 𝐴𝜔 equals 0.  
 
The 𝐹2𝜔 term can be used to measure𝜕𝐶

𝜕𝜕
. Hence, capacitance gradient is a common measure 

carried out during KPFM measurements. 
As it can be seen from these equations, the grounding of the sample is crucial to measure the 

surface potential of the sample. We observed important measurements difference when applying or 
not grounding to the sample. When performing a KPFM measurement, the grounding of the sample 
should be designed properly. 

 
2.2.2   AM vs FM mode  
 

We will not detail the equations for FM mode but we will detail the advnatages and 
disadvantages of AM mode and FM mode.  

 
The AM mode presents the advantage of requiring a much lower sampling voltage than FM 

mode. Therefore, there is less chance of inducing tip-induced band bending for semiconducting 
samples [7]. Another advantage is that AM mode measures the surface potential directly from the 
resonance peak whereas the FM mode measures it through an FM demodulator. This additional 
electronics adds noise to the FM measurement. Hence, the signal to noise ratio in AM mode is higher 
than in the FM mode, thus enabling a better energy resolution in AM mode. Expected signal 
resolution in AM mode is 5meV, as opposed to 10-20 meV in FM mode [8].  

 
FM mode also presents some advantages compared to AM mode. A key difference between 

AM-KPFM and FM-KPFM is that AM measures the force of the substrate on the tip while FM 
measures the gradient of this force. When increasing tip-sample distance, the gradient of the force dies 
off quicker than the force itself. Hence, FM-KPFM is less sensitive to averaging effects due to stray 
capacitances, such as cantilever capacitance. This artifact will be detailed in section 3.5. Therefore, 
FM-KPFM has a better lateral resolution [7][9] and is more accurate for measurement of energy 
differences [10]. 

 
Another difference is that FM-KPFM measurements prove to be much less sensitive to the 

tip-sample distance than AM-KPFM ones since a major part of the measured force gradient stems 
from the area beneath the tip  [10][11][12]. As a consequence, FM-KPFM is less impacted by 
topography cross-talk on surface potential measurements. It means that FM-KPFM should be 
preferred for rough surfaces. 

 
The Kelvin Probe Force Microscopy setup in AM mode is described in Figure 2.6. It is based on 

an AFM setup, as the one described in Figure 2.3. The bottom part (in black) shows the AFM 
topographic measurement components. The top part (in green) shows the components used to map the 
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surface potential, including the lock-in amplifier and the KPFM controller. The AC voltage is applied 
from the lock-in amplifier reference signal voltage output to the tip.  

 
In AM mode, Vac with a resonant frequency f2 different from that of the resonant peak of tip 

oscillation f1 is applied to the AFM tip to excite it with an electrical force. The amplitude of 
oscillation has two components: the mechanical frequency f1 and the Vac frequency f2 used to measure 
the surface potential. A band-pass filter sorts out f1 and f2 signals. The f2 signal feeds directly the lock-
in amplifier and the KPFM controller measures the surface potential using f2 component. The f1 signal 
is used to scan the topography. 

 
To perform KPFM measurements, a conducting tip is required. The tips can be either made of a 

bulk conducting material, such as heavily doped silicon cantilever; or a conducting layer can be 
coated on a regular silicon cantilever, such as Pt/Ir-coated cantilevers. These tips are less expensive 
but lead to lower spatial resolution. Other materials such as gold or chromium can be used as a 
coating to improve the spatial resolution. 

 
  

Fig. 2.6 – Kelvin Probe Force Microscopy Setup in AM mode. The bottom part in black 
represents the AFM topography measurement. The top part in green represents the KPFM 
surface potential measurement. 

  
For our KPFM measurements, we used an Agilent 5500 setup. The AM mode was privileged to 

prevent band bending phenomena on semiconductors and because FM mode signal to noise ratio was 
too low. The probes used were App Nano’s Pt-Ir coated tips, called ANSCM-PT. The resonance 
frequency is around 65 kHz, the spring constant around 3N/m, the tip radius around 30 nm and the 
length of the cantilever is 225 µm. Most of the measurements were performed under controlled 
nitrogen atomosphere to prevent tip-induced oxidation, as will be discussed in Chapter 3.  

 
2.3 Conductive Probe AFM  
 

In the end of the 1980s and beginning of the 1990s, the first local contact resistance 
measurements were carried out for different applications such as the local conductance of metal 
surfaces in air [13] or the link between mechanical and nano-electrical properties of gold [14].  In 
these approaches, the apparatus was homemade and designed for a specific application and the tip was 
fabricated from a metal wire.  

 
Shortly after, in the middle of 1990s, first local resistivity cartographies appeared in the 

literature. These techniques were called conducting probe AFM (CP-AFM) and enabled topography 
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and resistivity topographies at the same time. Shafai et al. proposed a technique enabling the 
delineation of semiconductor doping with a lateral resolution better than 35 nm [15].  

 
In 1996, a French team in Laboratoire de Génie Electrique de Paris (L.G.E.P), now named 

laboratoire de Génie électrique et électronique de Paris (GeePs) proposed a promising technique 
performing localized resistivity measurements with a conductive probe [16]. The originality of this 
technique is that it incorporates a logarithmic amplifier allowing resistance measurement over ten 
orders of magnitude: from 102 Ω to 1012  Ω. This technique was further developed by the LGEP team 
[17].  In the beginning of the 2000s, it eventually resulted in the commercialization of an AFM 
extension called “Resiscope” that can be implemented on commercial AFM to perform local 
resistance measurements. This equipment has been used for the characterization of different materials 
: thin magnetic cermet films [18], amorphous and microcrystalline silicon thin films [19], boron doped 
homoepitaxial diamond films for diodes [20], GaN nanowires [21] or oxide layers grown on stainless 
steel [22]. 

 
Simultaneously, in the 1990s, another CP-AFM technique using a logarithmic amplifier called 

“Scanning Spreading Resistance Microscopy” (SSRM) was developed at IMEC. Resiscope and 
SSRM techniques are very close to each other since the core principle is the same. The differences are 
technical particularities: Resiscope enables a slightly higher range of measurable resistivites than 
SSRM. Besides, SSRM also requires applying more strength and higher voltage/intensity on the tip. 
Finally, SSRM only outputs the resistance measured whereas Resiscope outputs both resistance and 
intensity measured at a particular voltage.  

 
Among the Scanning Probe Microscopy techniques, confusion can be made between 

Scanning Tunneling Microscopy (STM) and Conductive AFM (CP-AFM) since both of them use the 
current to perform nano-scale measurements. The difference is that STM uses tunneling current as a 
feedback signal to measure topography whereas, in CP-AFM, topography is measured with contact 
mode and at the same time, current I is measured while a DC bias voltage V is applied between the 
sample and the conductive AFM tip. Hence CP-AFM measures the ratio I/V. In the case of SSRM and 
Resiscope, the IV measurement is performed through a logarithmic amplifier.  

 
A schematic view of the Resiscope system is given in Figure 2.7. The tip and the cantilever 

are made either of a highly conducting material such as doped silicon and full diamond; or, of silicon 
nitride coated with metal film for conduction. Platinum iridium and diamond are two examples of 
coating materials for conductive AFM tips. The sample and the cantilever holders must be carefully 
insulated from the apparatus frame.  
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Fig. 2.7 – Resiscope Setup. The AFM is in contact mode and the current flow through the tip 
and the sample is amplified and measured through a logarithmic amplifier.    
 

The resistance measured by Resiscope is actually the sum of several resistances in series: the 
resistance of the probe itself, the sample resistance (between the back contact and the probe), the back 
contact resistance and the tip-sample contact resistance [23]. In most cases, the tip-sample resistance 
is much higher than the other resistances because the area of contact is nano-metric. Therefore, the 
resistance measured by the Resiscope is equal to the tip-sample contact resistance because the other 
resistances are negligible. If the force applied is strong enough, the contact resistance reduces 
suddenly and can be measured by the Resiscope setup, if the resistance is not screened by the other 
parasitic resistances. This low tip-sample contact resistance is called spreading resistance.   

In order to perform conductive AFM measurements, the contact between the tip and the sample 
should be ohmic. Otherwise, in the case of a Schottky contact, the tunneling term will be 
predominant. In this case, the spreading resistance is also called the Wexler resistance [24].  
To express Wexler resistance, some assumptions about the contact and the sample have to be done:  

• The contact is of elastic nature. 
• The Hertz theory can be applied. It describes the deformation of solids that touch each other. 
• The substrate is infinite on both sides of the constriction. 
• The contact is ohmic between the tip and the sample. 
• The doping of the sample is uniform. 

 
Given these assumptions, the Wexler ressitance can be expressed as [24]:  
                                                                       Rwexler = ρ

2a
 Г(Kn) +  4ρ

3πa
Kn                                               (2.12)                              

Where:  
- ρ : the local resistivity 
- a : the radius of the contact 
- Kn : Knusden number defined as  Kn = λ

a
 

- λ : mean free path of electrons  

- Г(Kn) �
1        Kn → 0

        9 π2

128
   Kn → ∞       
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Two particular cases have to be distinguished here:  
 

• Case 1 : a << λ    (Kn → ∞) 
 
                 RWexler  →  RSharvin =  4ρλ

3πa2
                           [25]                                                                  (2.13) 

 
• Case 2 : a >> λ    (Kn → 0) 

 
                  RWexler  →  RMaxwell =  ρ

2a
                               [26]                                                                        (2.14) 

  
Therefore, CP-AFM can measure a local resistivity ρ at the nano-scale. This is of interest in 

the microelectronic and photovoltaic industries since the resistivity is linked to the doping carrier 
density and the doping levels, through the mobility:     

                                                                             ρ =  
1

q n μ(n)
                                                                      (2.15) 

 
Where:  

- q: the charge of the electron 
- n: the density of carriers 
- µ(n) : the mobility of carriers 

 
For crystalline silicon, empiric expressions of the mobility versus the carrier density give [27]:  
 
                                                                           μ(n) =  μmin + μmax−μmin

1+ � nnr
�

α                                                  (2.16)    

 
Where μmin, μmax, α and nr are fitting parameters.  

We can notice that for high doping carrier densities n, it is harder to detect changes in resistivity. 
So the resolution of the conductive probe AFM is lower for high carrier densities. For instance, signal 
dynamics in SSRM becomes challenging for crystalline silicon doped above 1019 at. cm−3.   

For our CP-AFM measurements, we used a Resiscope coupled on different AFM setups: Agilent 
5500, Agilent 5600 and Digital Instruments Nanoscope IIIa Multimode. Since the measured resistance 
is inversely proportional to the radius of contact if a<<λ (equation 2.13) or to the square of the radius 
of contact if a >>λ (equation 2.14), a strong force has to be applied on the tip to be sure to get a signal 
over the saturation limit. Therefore, we used high stiffness cantilevers (48 N/m). The probes were 
made of silicon and coated with conducting doped diamond. These commercial probes were bought 
from Nanosensors (CDT-FMR). The work on CP-AFM has mainly been done through a collaborative 
project with the laboratory GeePs, in the framework of the “Institut Photovoltaïque d’Ile de France” 
(IPVF).  

 
2.4 Electron Microscopy: SEM and EBIC   
 

Some electron microscopy techniques enable to access electrical properties at the nano-scale and 
are therefore of interest to compare with the electrical extensions of Atomic Force Microscopy. This 
is particularly the case for two electron microscopy techniques: scanning electron microscopy (SEM) 
and Electron Beam Induced Current (EBIC). In the following, we will explain the principle of 
electron microscopy and the setup used, and we will detail the principles of SEM and EBIC.  

In electron microscopy, a nanometric beam of electrons with a size of around 2nm is focused on 
the surface of the sample. The incident electrons interact with the coulomb field of both the atoms 
nucleus and electrons which result in two kinds of events: 

 
• Elastic events: The electron interacts with the electric field of the atom without losing a 

significant amount of energy but changing its direction. If the elastically scattered 
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electron is deflected back from the specimen, it is called backscattered electron (BSE). 
Since light elements backscatter electrons less than heavy elements, backscattered 
electrons signal can be used to analyze chemical composition of the sample.  
 

• Inelastic events: The incident electron interacts with the electric field of the atom and 
loses a significant amount of energy to the atom. The extra energy can be dissipated in 
different ways  by the atom:  

 
- An electron can be expulsed from the low orbital of the atom and emitted outside the 

sample. This electron has low energy (<50 eV) and is called secondary electron 
(SE). Secondary electrons are collected with a scintillator-photomultiplier detector to 
obtain the SEM image.   

- If the device is contacted, an electron can be expulsed from the low orbital of the 
atom and collected in the circuit. The value of current is recorded for each point to 
obtain the EBIC image.  

- An electron can be expulsed from the low orbital of the atom. An electron from a 
higher orbital will take its place and lose energy through X-Ray emission.  

- An electron can be expulsed from a high orbital of the atom. This electron has high 
energy and is called Auger electron. Both X-Ray emission and Auger electrons are 
used to perform elemental composition analysis, but they have different sensitivity 
and work for different material thicknesses.   

- An electron can be expulsed from an orbital of the atom and recombine inside the 
sample leading to an emission of photon. The emitted photons can be collected to 
obtain a cathodoluminescence image.  
 

These different responses of the sample to the incident beam come from different depths in 
the sample. Figure 2.8 shows the depth of the different responses. The combined effect of inelastic 
and elastic interactions distributes the primary beam of electrons over a three dimensional interaction 
volume. The area of reemission of the different responses, also called escape depth, can vary. For 
example, electrons do not need a lot of energy to be backscattered, therefore the escape depth of BSE 
is one to two orders of magnitude higher than secondary electrons escape depth. Interaction volume 
and escape depths can be simulated using Monte Carlo method.   

 
 

Fig. 2.8 – Scheme of electron microscopy principle. A primary electron beam is focused on the 
sample surface and creates a volume of primary excitation. From this volume,  different 
responses are collected from different escape depths. Among them secondary electrons which 
are reemitted from a few nanometers below the surface.  
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In the following, we discuss the electrical properties that can be measured using SEM and 
EBIC. 

 
SEM collects either secondary electrons or both secondary and backscattered electrons. The 

contrast mechanism is due to many factors and not fully understood, but three main contrast factors 
can be highlighted:  

 
- Topographical Contrast: Secondary electrons (SE) are re-emitted from the surface 

of the sample. Thus, the emission of SE is much higher when the electron beam hits 
the surface obliquely than when it hits it perpendicularly. Therefore, the intensity of 
the electron beam is highly dependent on the orientation of the features of the 
sample. As a consequence, SEM is routinely used to image the size, shape, texture of 
three dimensional objects.  
  

- Composition Contrast: Both backscattered and secondary electrons are sensitive to 
the material composition of the sample. Backscattered electrons are sensitive to the 
atomic number of the atoms. The secondary electron yield is also material 
dependent. Therefore SEM contrast can help detect different kinds of materials.  

 
- Surface Potential Contrast: Since secondary electrons have a small energy, they 

are very sensitive to the electrostatic potential from the sample. Several authors have 
reported the influence of surface potential on SE collection [28][29][30]. In 
particular, the SE contrast of PN junctions has been extensively studied [31][32]. 
This makes comparison between KPFM and SEM straightforward. In particular, the 
SEM and KPFM investigation on an IBC solar cell under varying electrical bias will 
be presented in Chapter 6.  

 
EBIC also enables to investigate electrical properties at the nano-scale. In this technique, the 

sample has to be contacted in order to collect a current. This current originates from the carriers 
excited by the incident electron beam. Figure 2.9 shows the two microprobes used on our setup to 
contact the IBC solar cell. These probes are also used to apply an electrical bias and monitor its 
influence on SEM and EBIC. EBIC technique is often used to identify buried junctions or defects in 
semiconductors and to examine minority carrier properties. When the electron beam is directed on the 
space charge region (SCR) of a junction, the separation of carriers is effective and the EBIC signal is 
high. If the electron beam spots out of the SCR, the EBIC signal will depend on the distance to the 
SCR and on the diffusion length of the material. For high diffusion length materials such as lowly 
doped crystalline silicon, the EBIC signal is strongly convoluted with the diffusion length, making 
interpretations harder than for low diffusion length materials.   

 

 
 
Fig.2.9 – SEM image of an IBC solar cell contacted with the microprobes within the SEM/EBIC 
chamber.  
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Our SEM and EBIC images were collected in a Hitachi SU-8000 UHR cold-emission FE-SEM 
setup at room temperature. Measurements were performed at Institut d’Electronique Fondamentale 
(IEF) with the great help of their team. The vacuum level inside the chamber is around 10-5 Pa.  
 
2.5 Investigated Samples and Solar Cells  
 

In this part, we will detail the samples and devices investigated by scanning probe microscopy 
techniques (CP-AFM and KPFM) and electron microscopy. Samples go from simple passivated 
crystalline silicon wafers to complex interdigitated back contact solar cell devices. The objective was 
to compare the techniques for both material and devices investigation, in order to determine the 
advantages and limitations of each technique.  
 
2.5.1   Passivated Crystalline Silicon Wafers  
 

The simplest samples investigated are crystalline silicon wafers. We studied both p-type and n-
type doped Float Zone (FZ) silicon wafers with a resistivity of 1-5 Ω.cm and a thickness of 280 μm. 
In particular, we studied the effect of passivation on these wafers. Passivation consists in depositing 
layers on both sides of the wafer to reduce the number of defects at their surfaces (chemical 
passivation) and/or to create an electric field to repel carriers away from the surface (field-effect 
passivation). Using passivation, the carriers can travel a longer path without recombining. Both 
diffusion lengths and carrier lifetimes are increased. In our case, the layers used are a passivation 
layer of aluminum oxide (AlOx) with a thicknesss of 7nm and a capping layer of silicon nitride with a 
thickness of 70 nm.  

 
The AlOx layer was deposited using thermal Atomic Layer Deposition (ALD) from 

trimethylaluminium (TMA) and water (H2O). Deposition temperature was 250°C, 60 cycles have 
been done resulting in a layer of about 10 nm.  

 
The SiNx layer was used to cap the passivated wafers. This layer was deposited on both sides by 

radio-frequency capacitive coupled plasma (RF-CCP) plasma enhanced chemical vapor deposition 
(PECVD) in a MVS reactor. Deposition temperature was 300°C, SiH4 and NH3 (9.9/90.1) were used 
at a chamber pressure of 100Pa, an electrode distance of 20 mm and a power density of 36 mW/cm2 
(13.56 MHz). 

 
Annealing under a forming gas was carried out in a furnace after the deposition of the two layers 

on both sides. Passivation activation of AlOx has been carried out at different temperatures for 
different durations. This explains the different lifetimes (τ) observed on the samples. Finally, samples 
undergo a final annealing of 20min at 380°C, mimicking the metallization process developed at 
Institut Photovoltaïque d’Ile de France (IPVF).  

 
Figure 2.10 shows photoluminescence (PL) calibrated by microwave photoconductance decay 

(µ-PCD) images of two wafers: one is poorly passivated (τ ~0.5 ms) and one is well passivated (τ ~6.9 
ms). Using Kelvin Probe Force Microscopy, we tried to determine the lifetime at the nano-scale using 
surface potential decays. We also aim at investigating nano-defects on the cross-section of passivated 
crystalline silicon wafers, as shown in Chapter 5.  
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Fig. 2.10 – (a) Passivated c-Si wafer structure. (b) μ-PCD calibrated PL image of a well 
passivated wafer. (c) μ-PCD calibrated PL image of a poorly passivated wafer. Images are 
calibrated to obtain the lifetime.   
 
2.5.2   Calibration Samples 
 
 One of the main challenges in the semiconductor industry is to be able to determine doping 
levels at the nano-scale [33]. To this purpose calibration samples with micro-scale steps of varying 
doping levels can be investigated on the cross-section using nano-scale resolution techniques. We 
bought crystalline silicon calibration samples from IMEC. The orientation of the wafer is (100). The 
n-type calibration sample is the CS01-SiAs and is doped with arsenic. The p-type calibration sample 
is the CS02-SiB and is doped with boron. The specifications of these calibration samples can be found 
in Figure 2.11.Their cross-section was investigated using Kelvin Probe Force Microscopy and 
Resiscope to determine if these techniques can detect the doping levels. The results are discussed in 
Chapter 5.  
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Fig. 2.11 – (a) N-type and (b) P-type c-Si calibration samples specifications. The doping levels 
increase when approaching the edge of the samples. The orientation of the wafer is (100). All 
measurements are performed at IMEC. Resisitivity is measured with SSRM, carrier 
concentration is measured by SRP and dopant concentration is measured with SIMS. 
 

2.5.3   Epitaxial Silicon Solar Cells 
 

The simplest device investigated is the epitaxial silicon solar cell.  Recently, epitaxial silicon 
solar cells have gained attraction from the photovoltaic industry since they require less silicon 
material than traditional crystalline silicon solar cells, while reaching competitive efficiencies. For 
instance, Solexel achieved 21.2% efficiency using 35 μm wafers [34]. Epitaxial silicon solar cells 
using plasma-enhanced chemical vapor deposition (epi-PECVD) have been developed in our 
laboratory (LPICM) enabling epitaxy at very low temperatures, below 200°C [35] [36] [37].  

 
The epitaxial silicon solar cell is made of a silicon PIN junction. Fig 2.12 shows the design of the 

epitaxial silicon solar cell.  Heavily boron-doped (100)-Si wafers with a resistivity of 0.002-0.005 
Ω.cm and a thickness of 525 μm were used as substrates for the epitaxial growth. Intrinsic epitaxial 
layers with a thickness of 3 μm were deposited in a RF-PECVD reactor from the dissociation of 6% 
silane in a hydrogen gas mixture (SiH4/(SiH4+H2)=0.06) under a pressure of 2 Torr and an RF power 
density of 50 mW.cm-2, resulting in a deposition rate of 0.15 nm.s-1. An n++ hydrogenated amorphous 
silicon (a-Si:H) emitter layer with a thickness of 15nm was deposited on the epi-Si surface without 
breaking the vacuum at the constant temperature of 175°C. The area of the cell (2x2 cm2) was defined 
by sputtering indium tin oxide (ITO) through a shadow mask and evaporating an aluminum contact 
grid above.  
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Fig. 2.12 – Epitaxial silicon solar cell structure. The epitaxial layer is grown by PECVD at low 
temperature (<200°C) 

 
In order to improve the short circuit current of the solar cell, nano-photonics can be 

implemented on the top and back surface of the cell. The effect of nano-texturation was studied in the 
framework of the ANR project Nathisol and the European project PhotoNvoltaics in which LPICM 
and Total were involved. Figure 2.13 shows SEM pictures of the surface of periodic and random 
textured solar cells. The periodic texturing was done using nano-imprinted masks and reactive ion 
etching, and the random texturing was performed using reactive ion etching.  

 
 

Fig. 2.13 – SEM Images of (a) Periodic and (b) random textured epitaxial silicon solar cells   
 

Both textured and flat epitaxial silicon solar cells were investigated using Kelvin Probe Force 
Microscopy and Resiscope. Surface and cross-section measurements are shown in Chapter 6. The 
effect of illumination and electrical bias can be studied locally. These signals can also be modulated in 
frequency to assess locally the dynamics of the electrical behavior.  

 
2.5.4   Interdigitated back contact solar cells 
 

We chose to investigate a 3D design of crystalline silicon solar cells: interdigitated back 
contact (IBC) solar cells. Interdigitated back contact (IBC) solar cells are a promising design to reach 
high efficiencies. In this architecture, both contacts are positioned on the rear side of the cell with the 
shape of two interdigitated combs. This design avoids reflection losses on front contacts, as is the case 
in traditional solar cells. The latest crystalline silicon solar cells showing the record efficiencies 
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belong to IBC family. For instance, Sunpower has recently presented 25.2 % efficient industrially 
feasible solar cells [38] and Kaneka has announced a 26.33 % laboratory world record solar cell [39] 
using this design. 

The IBC solar cells investigated were fabricated at IMEC. The architecture of the cell is 
depicted on Figure 1. It is a silicon heterojunction solar cell with measured energy conversion 
efficiency of 19.1%, a short circuit current density of 40.3 mA.cm-2, an open circuit voltage of 705 
mV and a fill factor of 67.3%. The series resistance was 2 Ω.cm2. The n-type float-zone wafer has a 
resitivity of 2.8 Ω.cm. The front side surface of the cell was textured using wet etching leading to 
random pyramids, followed by the deposition of passivation and antireflective films. The backside 
was not textured, but directly coated by an intrinsic hydrogenated amorphous silicon layer (a-Si:H) 
Afterwards, n+ doped a-Si:H and  p+ doped a-Si:H layers were deposited side by side, forming 
respectively the n+ a-Si:H and the p+ a-Si:H stripe regions. The thickness of intrinsic/ n+ a-Si:H is 
around 30 nm and intrinsic/ p+ a-Si:H around 17 nm. Finally, indium tin oxide (ITO) and copper are 
deposited both on the p+ a-Si:H and n+ a-Si:H regions in an interdigitated back contact design with a 
distance of 80 µm between each finger.  

 
 

Fig. 2.14 – Interdigitated back contact heterojunction solar cells structure. The front surface is 
textured to enhance absorption. Both contacts are on the back side of the cell.   

 
For IBC solar cells, only the back surface was investigated using KPFM and SEM (Chapter 

6). The effect of illumination and electrical bias was studied on local measurements.  
 
In the following two chapters (Chapter 3 and Chapter 4), we will draw a comprehensive 

comparison between scanning probe microscopy techniques and electron microscopy techniques for 
silicon solar cells investigation. In Chapter 3, we will focus on the artefacts and limitations of 
scanning probe microscopy techniques. In Chapter 4, we will focus on the advantages of scanning 
probe microscopy techniques and the new possibilities they offer compared to electron microscopy.  
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3.0 Introduction 
 

This Ph.D. project aims at understanding how scanning probe microscopy techniques can 
bring additional value to the electrical investigation of crystalline silicon solar cells at nano-scale. We 
first identified that the main competing techniques are based on electron microscopy, such as SEM 
and EBIC. Therefore, we decide to present the strengths and weaknesses of scanning probe 
microscopy techniques compared to electron microscopy techniques. From this comprehensive 
comparison, we define where we think scanning probe microscopy techniques can bring unique value, 
where they are complementary to electron microscopy and where they cannot bring value.  

 
In Chapter 3, we focus on the weaknesses of scanning probe microscopy with respect to 

electron microscopy. Our focus can be divided into two kinds: the artifacts and the limitations. 
Artifacts are misleading alterations of the data resulting from flaws in the equipment. They are 
essentially errors that can affect the interpretation of the data and therefore they have to be understood 
and corrected if possible. Corrections can be done either through hardware improvement of the 
equipment or through the software data processing of results. On the other hand, limitations are 
possibilities that the techniques of interest do not have, while competing techniques do. Limitations 
do not affect the accuracy of the data but they prevent from obtaining some crucial information that 
other techniques may provide.  

 
We will first address the artifacts of measurements and then the limitations of scanning probe 

microscopy techniques. For each weakness, we will precise if it is related to KPFM, CP-AFM or both. 
We will also comment if this weakness can also be present, to a lesser extent, in electron microscopy 
techniques. Most of them are not intrinsic weaknesses. They can be either mitigated or even 
suppressed. Therefore, we will discuss how these weaknesses can be circumvented, or what are the 
prospects to reduce these weaknesses in the future. One has to keep in mind that scanning probe 
microscopy is a relatively young field of research and that improvements on the techniques are still 
on-going.  

 
As we will begin with artifacts, we will not detail artifacts associated with topographical 

Atomic Force Microscopy. Tip convolution or defects associated with the piezo actuator of the AFM 
(e.g. creeping, XYZ coupling, drift) are well-known and understood effects. Specific image 
processing can attenuate the influence of these artifacts. An exhaustive list of AFM artifacts has been 
reported by Giessibl et al. [1] and Gan et al.[2]. In this Chapter, we focus on the artifacts of KPFM 
and CP-AFM and the artifacts that are specific to the investigation of solar cells.  
 
3.1 Parasitic Illumination from AFM laser  
 

In Chapter 2, we have explained that an AFM laser is required to monitor the motion of the 
cantilever in AFM and KPFM. This laser can spill over the sample if the laser spot is larger than the 
cantilever or of it is not well positioned on the cantilever. This is illustrated in Figure 3.1.  
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Fig. 3.1 – Scheme of the AFM laser spilling over the cantilever on the sample.  
 

When investigating solar cells, this parasitic light does not allow performing measurements in 
real dark conditions. Several groups have reported this artifact [3]–[5]. A way to monitor this artifact 
is to measure the open circuit voltage (Voc) induced by the AFM laser when the solar cell is mounted 
in the AFM/KPFM setup. In our case, the cantilever was smaller than the AFM laser spot and the 
wavelength of the laser (~680 nm) is in the range of the absorption of crystalline silicon solar cells. 
Therefore, the Voc induced parasitic laser was never equal to 0 V. It ranged from 10 mV to 200 mV 
depending on the position of the laser, the quality of the solar cells investigated, and their orientation 
on the AFM plate. Compared to the typical Voc values of solar cells under one sun illumination (~600 
mV), the influence of the AFM laser is not negligible and has to be taken under consideration. It is all 
the more problematic, that the Voc depends logarithmically on the illumination intensity. Therefore, to 
achieve photovoltage contrasts, much higher intensity illumination has to be used.  

 
Figure 3.2 shows a measurement used to monitor the influence of the AFM laser during AFM 

scans on the cross-section of solar cells. Figure 2.a illustrates the setup. The AFM/KPFM tip is 
positioned on the cross-section of the solar cell. It scans across the PIN junction, going from the edge 
to 50 µm from the edge, back and forth. The Voc is monitored continuously at all times by an 
oscilloscope. The Voc is maximum when the tip is close to the edge and minimum when it is over the 
bulk. The Voc evolution is recorded for three positions of the AFM laser on the cantilever (Fig 3.2.b). 
In position 1, the spot is centered at the tip of the cantilever. In position 2, the spot is at the tip of the 
cantilever and close to an edge horizontally. In position 3, the spot is on the base of the cantilever and 
centered horizontally. These positions are illustrated in Fig 3.2.b. For the three positions, a Voc is 
induced by the AFM laser. It ranges from ~35 mV for position 3 (less parasitic light transmitted) to a 
maximum of 85 mV for position 2 (more parasitic light transmitted). Besides, for position 1 and 2, the 
Voc depends a lot on the position of the tip during the scan. In these cases, the artifact is even more 
pronounced because the influence of the AFM laser is not only an offset in measured values (like in 
position 3) but it also induces a convolution with the profiles across the junction that are measured by 
KPFM and CP-AFM. If not considered, it can induce interpretation errors.  
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Fig. 3.2 – (a) Schematics of the setup used to record the open circuit voltage (Voc) induced by the 
AFM laser during the scan on the cross-section of an epi-Si solar cell (b) Oscilloscope 
measurement of the Voc for three different positions of the AFM laser on the cantilever.  
 

In our measurements, we have carefully chosen a position of the AFM laser that induces a Voc 
as low as possible and with the dependence on the position as small as possible. A laser positioned 
like in Position 3 is problematic for measurements because the amplitude of the motion of the 
cantilever on this point is small, leading to low signal-to-noise ratio. Therefore, a trade-off has to be 
found. We chose an intermediate position between position 1 and position 3. We also observe that the 
parasitic AFM laser induced Voc is particularly sensitive to the tilt of the AFM plate. As we can 
change the tilt angle on our setup, this offers another parameter to reduce the influence of the AFM 
laser. Another mitigation strategy is to use cantilevers larger than the spot size when it is possible [6].  

 
In the literature, some groups have reported techniques that enable to totally avoid this 

artifact. For instance, Takihara et al. have reported an AFM/KPFM technique where the motion of the 
cantilever is monitored by a piezoresistive sensor instead of the AFM laser [7]. Another possibility is 
to use AFM/KPFM equipment with an infrared AFM laser with a wavelength higher than that of the 
crystalline silicon bandgap [8]. Finally, CP-AFM measurements can be performed without the AFM 
laser on. Therefore, two-pass measurements can be performed [9]. On the first pass, the AFM laser is 
on and only the topography is recorded. On the second pass, the AFM laser is off, the tip follows the 
topography recorded and measures the current and resistance without parasitic influence of laser 
illumination. This solution cannot be used for KPFM because the AFM laser is required to monitor 
the amplitude or frequency of the cantilever to perform KPFM measurements. 

   
3.2 Tip-induced surface degradation 
 

We have seen previously that the scanning probe can affect measurements because of the 
AFM laser spilling on the solar cell. The scanning probe can also induce artifacts due to the contact 
between the tip and the surface. These artifacts can result either from the degradation of the surface or 
from the degradation of the tip. In this subsection, we detail the degradation of the surface. Some of 
these degradations are intrusive and can lead to non-reproducible measurements. In the following, we 
will highlight three main tip-induced surface degradation mechanisms: tip-induced oxidation, nano-
scratching and tip-induced band bending.  
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3.2.1   Tip-induced oxidation  
 

In CP-AFM and KPFM, a small conducting tip with a high voltage bias scans the surface. 
Therefore, there is a strong electrical confinement between the tip and the sample. When 
measurements are carried out under ambient conditions, water molecules are adsorbed on the surface 
of the sample and on the tip due to the ambient humidity. Any change in the thickness of this aqueous 
layer will affect KPFM or CP-AFM measurements. As a matter of fact, Sugimura et al. have reported 
a direct correlation between the KPFM contrast and the humidity level [10]. Additionally, a water 
meniscus is formed between the tip and the sample. When the tip is negatively biased, the high 
electric field ionizes the water molecules from the ambient humidity and a tip-induced 
electrochemical process occurs on silicon substrates: the electrons of the tip, the silicon atoms and the 
water react together to form silicon oxide below the tip, along with oxygen, hydrogen and hydroxide. 
Figure 3.3 illustrates a scheme of the reaction taking place.  

 

 
 
Fig. 3.3 – Scheme of water meniscus under the tip, leading to tip-induced oxidation  
 

Tip-induced oxide layers directly degrade CP-AFM and KPFM measurements. For CP-AFM 
measurements, tunneling through the oxide layer takes place and affects the measurements of the 
current [11]–[13]. For KPFM measurements, oxide layers on the surface induce surface band bending 
which modifies the measured surface potential. To illustrate this phenomenon, we perform 
consecutive AFM and KPFM scans on the surface of a (100) crystalline silicon wafer which has just 
been previously HF dipped to remove the oxide layer. The measurements are performed under 
ambient atmospheric conditions. Every two scans, the scan area is increased so the previously scanned 
area becomes the center of the new image. In the end, four scan sizes are used and seven scans are 
performed. Figure 3.4 shows the final AFM and KPFM images associated with all these 
measurements. The four scanned areas are clearly distinguishable both on the AFM and KPFM 
images. On the AFM image, it can be seen that the more an area is scanned, the higher the surface is, 
proving that an oxide layer was grown (about 1nm after each scan). This oxide also strongly affects 
the KPFM image proving that tip-induced oxide is an artifact to be considered in Kelvin Probe Force 
Microscopy. Kleider et al. have also shown that oxide layer could also strongly affect CP-AFM signal 
[13].  
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Fig. 3.4 – AFM and KPFM images on (100) crystalline silicon wafers just after an HF dip. The 
contrast on these images is directly linked to the number of scans performed on the areas (1, 3, 5 
and 7). This proves that tip-induced oxidation affects both the topography and the surface 
potential at the nano-scale.  
 

In order to suppress the effect of tip-induced oxidation, measurements have to be carried out 
under ultra-high vacuum (UHV) [14]. Under UHV, the sample is annealed before performing 
measurements to remove remaining water [15]. In our case, since we do not have access to a KPFM 
setup under UHV, we have to mitigate tip-induced oxidation. To do so, different strategies are 
possible. First, measurements under dry controlled atmosphere reduce significantly the speed of oxide 
growth and enable several consecutive measurements without being affected by surface oxidation. In 
our case, we used nitrogen atmosphere to reduce oxidation. We performed the exact same 
measurement as in Figure 3.4, and we hardly detected the influence of the oxide. Another way to 
mitigate this artifact for CP-AFM is to apply only positive voltage values on the tip to avoid the 
oxido-reduction reaction.  

 
It should be noted that tip-induced oxidation can also be considered as an asset. Several 

groups have reported nano-lithography procedures using this technique [16]–[18]. For instance, local 
oxides pattern can be used to do nano-writing. It can also act as local mask for wet and dry etching. 
These nano-fabrication techniques have the advantage of enabling ultra-high resolution capabilities 
and using relatively inexpensive equipment which is easy in operation. So far, the limitation of these 
techniques has been the throughput. However, since scan speeds are progressively increasing and 
capacity for parallel operation has been introduced, these techniques could move from scientific 
curiosities to industrially applicable techniques. 

3.2.2   Nano-Scratching 
 

When performing CP-AFM measurements, the AFM is in contact mode and the force of the 
tip on the surface must be high enough to enable a large area of interaction between the tip and the 
sample, thus allowing more current to pass. Moreover, some groups have reported that, in the case of 
silicon, it was important to apply a high force to enable a phase transformation of silicon, enabling the 
material to be more conducting [19], [20]. Pressures higher than 10 GPa are reported in that case.  

 
However, using these high pressures, it has been proven that the tip was scratching the surface 

of silicon for Resiscop measurements [5] and SSRM measurements [20]. This scratching leads to 
damaging of sample, making CP-AFM a destructive technique. Nano-scratched areas can be observed 
on the optical microscope of the AFM, as Figure 3.5.a shows. Therefore a mitigating strategy for this 
artifact is to find a trade-off to achieve high enough signal with minimal surface degradation. In the 
case of silicon, all our CP-AFM measurements result in surface scratching, but we cannot exclude that 
a fine optimization of CP-AFM parameters (e.g. tip force, voltage, surface cleaning) may lead to non-



CHAPTER 3 – WEAKNESSES OF KPFM AND CP-AFM TECHNIQUES 

58 
 

destructive CP-AFM measurements on silicon materials. De Wolf et al. explained that the force 
applied on the tip needs to overcome a certain threshold for the spreading resistance to dominate. 
However, if lower forces are used, they do not exclude that a qualitative sensitivity to carrier profiling 
may remain [21]. Another mitigating strategy can be the use of CP-AFM in tapping mode (instead of 
contact mode), which has recently been developed [22]. Finally, improving CP-AFM to measure 
lower currents would reduce the nano-scratching since a lower contact area would be required. Nano-
scratching artifacts only affect CP-AFM measurements and not KPFM measurements because KPFM 
is performed under light tapping mode.  

However, this artifact can be turned in a useful nano-lithography technique. Recent studies 
have shown that nano-scratching is a very versatile tool to machine nano-channels [23] or other kinds 
of structures by properly adjusting the force applied and the number of scratch cycles. Since the force 
is kept constant during measurements thanks to the feedback-loop, this technique proves to be very 
accurate to perform nano-scale machining. In our work, we used this technique to design markers that 
enabled SEM and KPFM measurements at the exact same position [24]. Figure 3.5 shows optical 
microscope and SEM images of these marks.  

 

 
Fig. 3.5 – (a) Optical Microscope and (b) SEM image of tip-indented areas between the fingers 
of an IBC solar cell.  
 
3.2.3   Tip-induced surface band bending 
 

When a conducting tip approaches a semiconducting material, there is a possibility that the tip 
induces a band bending on the semiconductor surface due to a metal-insulator-semiconductor (MIS) 
like effect [25]. This is the case in KPFM where the AFM is in tapping mode. Therefore, the metal is 
that of the probe, the insulator is the air and the sample is the semiconductor. Tip-induced band 
bending (TIBB) is due to a Schottky effect because of the difference of work functions of the metallic 
tip and that of the semiconductor which also bends the energy bands. This phenomenon happens only 
for semiconductors and does not happen for conducting materials. It is reversible, once the tip is 
removed. Since the contribution of the tip-vacuum-sample in the electrostatic force is often higher 
than the band bending, this artifact is often considered as negligible but it is important to justify why it 
can be negelected, from case to case. Tip-induced band bending (TIBB) should not be confused with 
surface band bending (SBB), also called Fermi level pinning. This latter effect will be developed in 
subsection 3.8. When the applied field is high, electro-migration of charges from the tip to the sample 
can take place leading to surface charging [26]. These charges can lead to electrostatic screening 
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phenomenon where charges of one type gather around charges of opposite type to minimize the total 
electrostatic energy. Thus charged defects can be screened by free carriers in KPFM measurements 
because of tip-induced band bending.  

Tip-induced band bending has been proven to electrostatically screen defects under certain 
conditions, therefore affecting the resolution of electronic defect imaging [27]. It is not 
straightforward to observe the effect of tip-induced band bending. Some groups have shown that it 
was possible to see it when measurements were performed on surfaces that do not suffer from Fermi 
level pinning effects [28], [29]. This effect can be mitigated by using low voltage amplitude of AC 
voltage in KPFM measurement parameters. It can be almost suppressed (reduced to a few mV) when 
moving to KPFM under ultra-high vacuum (UHV), as Rosenwaks et al. showed [27]. This effect can 
also be used as an advantage. Leng et al. have shown that, by tuning the AC bias, they could increase 
the band banding on certain layers and not others and therefore increase the contrast of their KPFM 
measurements [28][26].      

3.3 Tip degradation during scans 
 

We have seen previously that the contact between the tip and the sample can lead to 
degradation of the sample. In this subsection, we will see that it can also lead to a degradation of the 
tip and therefore of measurements. If there has been a change of signal during measurements, it is 
very simple to discriminate tip degradation artifacts from surface degradation artifacts: measurements 
on scanned and fresh areas have to be compared. If they are similar, it means that the tip was 
degraded. If they are different, it means that the area scanned was degraded.  

 
In the following, we will detail two tip degradation phenomena: tip coating degradation and 

tip contamination. The former is a non-reversible artifact while the latter can be reversible.   
 

3.3.1   Tip coating degradation 
 

In subsection 3.2.2, we saw that a strong force between the tip and the sample was required in 
CP-AFM measurements, leading to nano-scratching of the sample. From the tip side, this strong force 
can lead to the degradation of the tip. In particular, we have seen that for CP-AFM and KPFM, the tip 
is coated with a conducting material to perform electrical measurements. When a strong force is 
applied on the tip, the coating wears out. This results in direct degradation of the current signal 
measured by CP-AFM, affecting the reproducibility of measurements. Figure 3.6 shows CP-AFM 
profiles before and after a set of seven CP-AFM measurements. The two measurements were 
performed in the exact same conditions without withdrawing the tip: the same position, the same CP-
AFM parameters, and the same illumination intensity on the solar cell. It can be noticed that the signal 
is strongly degraded after seven image acquisitions. We propose that this change is due to tip 
degradation because the signal was also degraded on fresh areas that were not scanned previously.      
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Fig. 3.6 – Current profiles measured by Resiscope on the cross-section of an epitaxial silicon 
solar cell under the same conditions of illumination before and after seven images taken on the 
same position. The degradation of the signal is associated with a tip worn out since the signal 
has also been degraded on fresh areas.  
 

Tip coating degradation is a well reported phenomenon. It explains why CP-AFM tip 
lifetimes are much lower than KPFM tips. Since KPFM works under soft tapping mode, tip worn out 
is very slow and often not the limiting factor. A posteriori monitoring technique of this phenomenon 
is to perform an SEM image of the tip after CP-AFM measurements and to compare with SEM image 
before measurements. Cavalcoli et al. have used this technique to show the tip abrasion after CP-AFM 
measurements [26]. To reduce this effect and perform more CP-AFM measurements with the same 
probe, a mitigating strategy is to use bulk conducting probes instead of coated conducting probes. 
Even if the bulk probe will eventually erode, it will remain conductive for much longer time. Besides, 
bulk probes enable higher spatial resolution because they are sharper than coated probes which have 
extra layers of the coating at the edge of the tip [30]. Bulk diamond probes are much more expensive 
so it is usual to start developing measurements with coated tips and move on to bulk probes to 
improve accuracy, sensitivity and measurements throughput.  
 
3.3.2   Tip Contamination  
 

While the tip is scanning, adsorbed particles on the surface of the sample may stick to it, 
causing tip contamination. When the tip is contaminated, the contaminant will most likely dominate 
the interaction between the sample surface and the tip, thus affecting the electrical image. It may also 
affect the topographical AFM image [31]. Tip contamination affects both KPFM and CP-AFM. 
Contrary to tip worn out, tip contamination is very sudden since it results from a fast adsorption of 
particles from air and the surface. Fig 3.7 shows the sudden change of electrical signal due to tip 
contamination both on CP-AFM and KPFM images. For both these images, the signal change is much 
higher than the noise level.  

 
 
 

 
 
 
 
Fig. 3.7 – (a) Resiscope and (b) KPFM measurements before and after tip contamination. Scans 
are performed line by line, from the top to the bottom. The shift of signal is sudden when the tip 
is contaminated.  
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To avoid tip contamination, particular attention has been paid on the cleaning and storage of 
the samples. Use of highly purified solvent and filtered dry nitrogen is required for cleaning and 
drying. Sealed vials or nitrogen filed containers are recommended for samples storage. Other 
mitigation strategies include the use of low adhesion conducting materials for the coating of scanning 
probes. When the KPFM tip was contaminated, we also performed some lines in contact mode to see 
if we could remove the contaminant. However, to strongly reduce the risk of tip contamination, 
measurements have to be performed in UHV conditions after a good sample cleaning. To remove 
native oxide, HF dip can be used just before measurement under UHV. Some groups have taken 
advantage of the adhesion of particles to the tip and have developed nano-scale manipulators using 
AFM tips to bring molecules and atoms from a position to another [32].  

 
3.4 Convolution to topography  
 

CP-AFM and KPFM techniques are sensitive to the surface topography of the sample. When 
measuring rough surfaces, the topographical image may be imprinted in the electrical image. This 
artifact affects strongly the interpretation because it is hard to extract the real electrical information 
from the influence of topographic changes.   

 
For CP-AFM, equation 2.12 of Chapter 2 shows that the measured resistance increases strongly 

when the radius of contact between the tip and the sample decreases. Therefore, the resistance 
measured by CP-AFM in a nano-valley will be much higher than that measured on a nano-hill. This is 
not because nano-hills are more conducting than nano-valleys but because the radius of contacts on 
the nano-hills is much lower than on nano-valleys. This strong dependence can also be observed while 
performing measurements on the sample cross-section. When the tip goes slightly beyond the edge, 
there is still a contact between the tip and the sample from the tip flank. When the tip flank touches 
the sample instead of the tip apex, the area of contact increases strongly, therefore the current 
measured increases abruptly and the resistance decreases in the same way [5]. Besides, SSRM and 
Resiscope are CP-AFM techniques that use logarithmic amplifiers. Therefore, the errors related to the 
topography are exponentially amplified. In our CP-AFM measurements, the noise associated to 
topography changes is the limiting noise. Other groups have shown that CP-AFM measurements can 
be very challenging on high aspect ratio objects such as nano-wires [33] and have proposed to use 
nano-indentation to detach nanowires in order to locate them and investigate them with different 
techniques [34]. 

 
In KPFM, the topography dependence is less pronounced than in CP-AFM, because the 

measurement does not rely on the area of contact. However, the electrostatic force varies if the tip 
“sees” a bump, or a valley or a flat surface. This leads to a topographical imprint of the KPFM surface 
potential image. This effect is amplified in KPFM by additional artifacts called cross-talks. These 
effects come from the AC voltage applied and from the photodiode, as is precisely explained by Mélin 
et al. [35] and Barbet et al. [36]. Cross-talks result in topography imprints on the electrical image and 
also artificial shifts with internal KPFM parameters. In the same article, it is explained how cross-
talks can be mitigated, for instance, by precisely choosing the AC voltage frequency in KPFM.  

 
To mitigate this artifact, different groups have also been working on de-convoluting the effect 

of topography from surface potential image in a posteriori image processing [37]. In KPFM, 
performing measurements at different distances from the surface (lift mode), has also been shown to 
mitigate the impact of topography on measurements [38]. Finally, a new KPFM setup called 
heterodyne KPFM has proven to be able to perform measurements on rough surfaces by decreasing 
the signal from the cantilever base, reducing the topographical coupling [39]. 

 
To monitor the effect of topography convolution, electrical and topographical images have to 

be compared. Using AFM image processing softwares like Gwyddion, the electrical image can be 
superimposed on the 3D topography image. Figure 3.8 shows CP-AFM and KPFM color images 
superimposed on the 3D topographical images performed on our setup. On both images, the 



CHAPTER 3 – WEAKNESSES OF KPFM AND CP-AFM TECHNIQUES 

62 
 

convolution is evident, electrical signal changes when the topography changes (bottom of the holes or 
edges of cross-section). Another monitoring strategy is to perform measurements with different tip 
radius and compare the electrical images. This way, we can have a grasp of changes due to 
topography and changes due to real electronic inhomogeneities.   

 
Given this artifact, interpretations are much easier either on flat surfaces [40] or on flat areas of 

rough surfaces [41]. The effective tip interaction area has to be smaller than the roughness value 
(RMS) of the surface investigated [42]. Since the effective tip interaction is smaller than the tip radius 
and the tip radius is around 10nm, surfaces with RMS values below 10nm are desirable. When 
surfaces are too rough, a polishing step is required to achieve sufficiently flat surfaces. Polishing has 
to be gentle enough not to degrade electrical properties [5], [40]. In Chapter 5 and Chapter 6, we will 
detail the cross-section preparation techniques we have investigated to achieve ultra-flat cross-
sections while trying to minimize the degradation of electrical properties. 

 
Electron microscopy techniques also have a dependence on topography. Obviously, SEM 

signal has a strong dependence on material orientation and depth which is used to image surface 
topography at nano-scale. EBIC depedence on topopgraphy exists but it is lower because the volume 
of interactions has a higher influence than the surface, especially for high accelerating voltages.  

 

 
Fig. 3.8 – (a) KPFM and (b) CP-AFM images imprinted on 3D AFM topographical images of 
rough surfaces. The contrasts of electrical signal coincide with the topographical contrasts. This 
is due to topographical convolution artifact and not to electrical properties changes.   
 
3.5 Stray Capacitances 

 
One of the reasons why KPFM measurements are dependent on topography is stray 

capacitances. Stray capacitances can be at the origin of topographical artifacts as shown by Diesinger 
et al. [43].We have seen in Chapter 2 that the capacitance between the end of the tip and the surface 
below the tip is the one of interest. However, due to a long range of electrostatic forces, other 
interactions create discrepancies in the KPFM measurement. Figure 3.9 shows the stray capacitances 
at the origin of the discrepancies. The interactions between tip sidewall and the sample (Cstray 1), the 
interaction between cantilever and the sample (Cstray 2) and the interaction between the cantilever and 
the ground (Cstray 3) affect the measurement of the capacitance of interest (CCPD). Several groups have 
reported that both surface potential and its lateral resolution are affected by stray capacitances. The 
resulting surface potential measured is the weighted potential of the capacitance of interest and stray 
capacitances. Stray capacitances explain why steep surface potential changes are challenging to 
measure and why the lateral resolution of KPFM is limited to about 10 nm [44]. Rosenwaks and al. 
have shown that below 50 nm distance, it is difficult to distinguish certain kind of defects in silicon 
[27]. This limits the interpretation of surface potential measurements at the interface of solar cells 
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[45]. The influence of the stray capacitances is more pronounced in KPFM-AM mode than in KPFM-
FM mode because the electrostatic force gradient decays faster than the force [44], [46].  

 

 
 
Fig. 3.9 – KPFM tip measuring an inhomogeneous sample. Stray capacitances (Cstray) affect the 
measurement of the capacitance of interest (CCPD) between the tip apex and the sample surface 
just below the tip.  
 

In order to monitor the effect of stray capacitances, measurements of surface potential at 
different distances from the surface can be performed in two-pass KPFM. In the first pass, the 
topography is acquired. In the second pass, the KPFM surface potential is acquired at a given distance 
from the surface. If surface potential values are dependent on the tip/sample distance, it can be 
deduced that stray capacitances have a non-negligible effect [38], [46], [47]. In a single pass mode, 
there is no possibility to choose the tip/sample distance during KPFM measurements because the 
surface potential is recorded at the same time as the topography. However, in this case, the active 
spacing control reduces the error on surface potential measurements. Another way to assess the extent 
of the averaging effect of stray capacitances is to perform KPFM measurements on islands of different 
sizes [48]. Over a certain size of island, the value of surface potential saturates. This limit value 
determines the extent of the surface potential averaging effect.    

In order to mitigate stray capacitance issues, internal parameters in KPFM softwares can help 
rectify the tip/sample distance dependence [49], [50]. The use of longer and thinner probes with a 
large tip edge can also mitigate stray capacitances by increasing the ratio CCPD / Cstray [38], [51]. 
Besides, as for topography convolution artifacts, de-convolution techniques can be used to recover the 
surface potential without stray capacitances [37], [44], [46], [52]. For instance, Zhitao et al. have 
shown that it is possible to eliminate the cantilever effect in KPFM measurements [53].  

 

3.6 Thermal Noise 
 

In Kelvin Probe Force Microscopy (KPFM), the major noise source is due to thermal 
fluctuations of the tip position [25]. The sensitivity of the technique in determining the surface 
potential can be estimated through the minimum detectable difference ΔV:  

                                                      ∆V =  
d

∈0. Vac. R
 .�

2. kB. k. T. B
π3. Q . f0

                                                               (3.1) 

Where kB is the Boltzmann constant, T is the temperature, k is the cantilever spring constant, 
B is the instrument bandwidth, Q is the cantilever quality factor, f0 is the cantilever resonance 
frequency, d is the tip-to-sample distance, ϵ0 is the dielectric constant of the vacuum, R is the tip 
radius and Vac is the amplitude of the sinusoidal voltage applied to the tip (Equation 2.1).   

In ambient air, Q is around 100, resulting in a minimum detectable difference between 10 and 
50mV. In ultra-high vacuum, Q reaches values over 1000 because there is no effect of air damping. In 
this case, ΔV reaches values in the mV range [54].  

Estimating the noise level is crucial to determine which signal changes are detectable. For 
instance, Duhayon et al. have shown that p-type doping of crystalline silicon between 5.1016 and 
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5.1020 cm-3 leads to surface potential differences of only 150 mV [15]. Therefore, measuring doping 
levels with KPFM under ambient air with ΔV of 50 mV is going to be challenging. This conclusion is 
also given by De Wolf et al. [21]. To achieve better KPFM contrasts on doping levels, some groups 
have been successfully using buffer intrinsic layers between different doping steps [55]. In fact, even 
under UHV, KPFM has been shown not to be an ideal tool for doping measurements, compared to 
CP-AFM and Scanning Capacitance Microscopy. In Chapter 5, we will confirm this assessment by 
comparing KPFM and Resiscope on n-type and p-type doping calibration samples. However, KPFM 
noise level is not limiting for measurements on devices where the effect of illumination and electrical 
bias leads to surface potential changes between 100 mV and 1 V [5], [24]. In that case, the signal to 
noise ratio is between 10 and 100, which is acceptable. This is why KPFM has been extensively used 
in this work to investigate solar cells under operating conditions, as will be presented in Chapter 6.  

 
It should be noted that thermal noise is the limiting factor in KPFM-AM but not in KPFM-

FM, where the bandwidth has an offset from the first resonance frequency and the cantilever 
deflection sensor is the dominant source of noise. In our KPFM-FM setup, the observed noise was too 
high to consider investigating solar cells in operating conditions. That is why we chose to perform our 
measurements in KPFM-AM.    The noise level can be extracted easily from KPFM images by profile 
processing. To reduce the noise level on surface potential profiles, profiles can be obtained by 
averaging several consecutive lines. Figure 3.10 shows the noise level dependence on the number of 
consecutive lines used for averaging. It can be seen that the decrease is exponential. With one line, the 
noise level is around 50 mV. With 20 lines, it is around 10mV and with 100 lines it is around 5 mV, 
as in UHV conditions. This mitigating strategy works well when investigating behaviors that occur 
along one scan line. The denoising quality is at the expense of the lateral resolution. Other mitigating 
strategies enable to remove the high frequency thermal noise from the images and profiles. New 
KPFM techniques, like G Mode KPFM, propose to remove the noise in the acquisition process, using 
a low pass filter with a high time constant [56]. A strong suppressing strategy for thermal noise is to 
perform KPFM measurements under UHV and if possible at low temperature with a not too small tip 
radius. In that case, the thermal noise level reaches 1 mV and below, and becomes negligible 
compared to other noise sources (e.g. electronics, photodiode) [27]. However, this thermal noise can 
also be useful. For instance, it is used on regular basis to calibrate the spring constant of cantilevers 
[57]. 
 

 
 
Fig. 3.10 – KPFM profile noise level versus number of lines used for averaging. The noise level 
decreases strongly with the number of lines used.   
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3.7 Limited scan speed, size and height 
 

One of the main limitations of current scanning probe microscopy (SPM) equipments is that 
they are limited in scan size, scan height and scan speed. For instance, SPM images are limited to an 
area of around 100x100 µm whereas scanning electron microscopy enables images of over 1x1mm 
[58]. The scan height is often limited to about 20 µm. The two first limitations come from the piezo-
electric actuator capabilities. Regarding scan speed, it usually takes about 20 minutes to perform a 
high resolution 20x20 µm image with 512x512 pixels, compared to 10 seconds for an SEM image of 
the same size. In SPM, if scan speed is too high, the tip does not have time to follow the topography 
and the image is quickly degraded. Figure 3.11 shows 3D topographical images at four different scan 
speeds, which directly correspond to the following scan rates: 0.5 line/s, 1.3 line/s, 1.8 line/s and 2.25 
line/s. The degradation of the image is obvious with increasing scan speed. It also affects KPFM and 
CP-AFM which cannot achieve accurate measurements if the tip is not catching up with the 
topography.   

 
Fig. 3.11 – Four 3D AFM topographical images of the same scanned area (20x20µm) with four 
different scan rates: 0.5 line/s, 1.3 line/s, 1.8 line/s and 2.25 line/s. 
 

To overcome the scan speed limitation, a lot of work has been carried out since the invention 
of AFM to achieve high speed [59]. One of the motivations is to have a video time resolution to be 
able to monitor fast dynamic processes at the nano-scale such as chemical reactions. This speed 
increase was often at the expense of scan size because of the required increase of rigidity. However, 
recent works have shown that it is possible to overcome this trade-off and to envision high speed 
AFM with large scan sizes in the future [60]. KPFM has also been evolving toward high speed. AM-
KPFM measurements with scan speed of over 1 mm/s have been reported [61]. It is more challenging 
to achieve high speed with FM-KPFM and KPFM under UHV but recent progresses have shown 
interesting perspectives, such as heterodyne KPFM [50].  

 
Regarding the limitations of the scan size and the scan height, a mitigation strategy is to 

combine electron and scanning probe microscopy (SEM). By inserting a KPFM module into an SEM 
setup, it is easy to locate interesting areas with the SEM, which can then be investigated with KPFM 
on a smaller scan area [54], [62].  This also enables to avoid areas with too high topography where the 
scanning height of KPFM could be a limitation. These solutions are already available commercially 
[63]. The combination of different microscopies in a single setup enables to take advantage of the 
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merits of each to reach more accurate measurements. Some research efforts have also been carried out 
lately to improve the scan size of scanning probe microscopy equipment [64].     

3.8 Surface influence 
 

Scanning probe microscopy is limited to acquire information only at the very surface of the 
sample. This limitation concerns both KPFM and CP-AFM. Rosenwaks et al. have shown that KPFM 
measurement in ambient air could not detect defects deeper than 2 nm below the surface [27]. If 
measurements are performed under UHV, KPFM cannot detect defects below a few tens of 
nanometers. Contrary to optical and electron microscopy, scanning probe microscopy has no 
parameter that enables to scan the signal in depth. In electron microscopy, accelerating voltage 
provides a depth dependence and in optical microscopy techniques (e.g. Raman spectroscopy, 
ellipsometry), light wavelength controls the probed depth, as Fig.3.12 shows. To access information 
in the depth using scanning probe microscopy, a mitigating strategy is to perform measurements on 
the cross-section. Measurements on the very surface can be beneficial though, to discriminate 
phenomena at the very surface of the sample from measurements of the bulk effects [65].  

 

 
 
Fig. 3.12 – Scheme of the three microscopy families and their possibility to access information in 
the depth of a semiconductor sample. Scanning probe microscopy measurements are limited to 
the very surface (<10 nm). Electron and optical microscopies can access information in the 
depth of semiconductors through depth parameters, such as the accelerating voltage and the 
light wavelength, respectively.  

 
In the case of Kelvin Probe Force Microscopy, this surface dependence is problematic 

because the surface potential may differ from the bulk potential, mainly due to surface states that 
affect the electrostatic properties leading to a surface band bending (SBB), also called Fermi level 
pinning. This phenomenon is enhanced for measurements on the cross-section of solar cells which 
have just been cleaved [6], [66], [66], [67]. It can lead to signal contrast screening [68].This band 
bending is not induced by the tip as in sub section 3.2.3. It is due to dangling bonds at the top of the 
cross-section. Because of Fermi level pinning, it has been shown that measurements were very 
sensitive to the way the cross-section was prepared and cleaned [67]. For instance, the impact of water 
layer due to air humidity is known to enhance band bending and to reduce the contrast on 
measurements [10]. Other works have shown that because of contamination (e.g. oxidation), the 
surface potential contrast was degraded over time [6], [41]. Therefore, a suppressing strategy is to find 
an appropriate cleaning technique to remove Fermi level pinning at the surface. The surface band 
bending with different cleaning strategies can be investigated with other characterization techniques 
such as Ultraviolet Photoelectron Spectroscopy (UPS) [67] or surface sensitive optical techniques that 
can be coupled with an AFM [69]. Then, measurements should ideally be performed in UHV to limit 
contamination in time and tip-induced oxidation, even though Fermi level pinning is also present in 
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UHV [70]. Lately, it has also been proposed to prepare the cross-section in-situ in the KPFM, using 
FIB milling [71]. This process could be used to acquire a 3D KPFM image by performing successive 
2D images and digging in the material with FIB. This process assumes that FIB milling does not 
affect locally the electrical properties of the sample. Xu et al. have considered a similar concept by 
using nano-scratching during SSRM measurements to acquire 3D SSRM measurements. Successive 
SSRM images are taken on the same area and since this area is scratched while being measured, in-
depth SSRM measurements can be performed [72].   

A mitigating strategy for Fermi level pinning is to study the behavior of the cross-section 
under illumination or electrical bias. If the illumination or the electrical bias does not unpin the Fermi 
level, the surface potential change on the cross-sectional surface is equal to the potential change in the 
bulk, which relates to photovoltaic performance [66], [73], [74]. It has been reported that illumination 
may unpin the Fermi level [6]. This can be monitored easily by measuring the open circuit voltage 
(Voc) of the solar cell positioned in the AFM/KPFM setup. If surface potential changes are equal to 
Voc changes, illumination does not unpin Fermi level [66]. The same can be done with electrical bias. 
If changes of surface potential are equal to changes of electrical bias applied, electrical bias does not 
unpin Fermi level [73]. Moutinho et al. reported that minimum unpinning happened when the solar 
cell is in the reverse voltage bias [74]. In this Ph.D. project, we extensively used measurements of 
solar cells under illumination and electrical bias to get rid of the influence of surface band bending. In 
Chapter 6, we will show that consistent KPFM measurements were achieved despite surface band 
bending. Our measurements were compared with other characterization techniques, for this purpose.   

 
 

3.9 Conclusion 
 

In Chapter 3 we have detailed the weaknesses of KPFM and CP-AFM with respect to electron 
microscopy techniques. Two kinds of weaknesses were presented: artifacts and limitations.  
A deep analysis of both is key to understand where these techniques can bring additional value for 
solar cells investigations.  A summary of the weaknesses is presented in Table 3.1. In bold, we have 
highlighted the strategies we used during this project. For each weakness, we have presented:  

 
• Nature of the weakness: This part explains if the weakness is an artifact that affects the 

measurement of the signal, or only a limitation which is a feature of other techniques that 
KPFM and CP-AFM do not have.  

 
• Electrical extension: This part specifies if the weakness affects CP-AFM, KPFM or both 

 
• Monitoring strategy: This part highlights how the weakness can be detected and monitored 

in time.  
 

• Mitigating strategy: This part specifies how the weakness can be mitigated. These strategies 
do not suppress the weakness but enable to reduce its influence. They can be either software 
or hardware, or both.  
 

• Suppressing strategies: This part explains how these weaknesses can be suppressed. It is 
clear that performing measurements under ultra-high vacuum enable to suppress a lot of 
weaknesses, but this is at the expenses of measurement time and versatility.  
 

• Advantages: This part explains how AFM users can take advantage of the weaknesses. AFM 
techniques can also be thought of as nano-lithography techniques and not only nano-
characterization techniques.  
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• In Electron Microscopy (EM)? : This part addresses if the weakness also affect electron 
microscopy techniques and if so, which technique between scanning electron microscopy 
(SEM) and electron beam induced current (EBIC) is more affected.  

 
In Chapter 4, we will continue our investigation of scanning probe microscopy techniques 

with respect to electron microscopy techniques and we will highlight the advantages of KPFM and 
CP-AFM, versus EBIC and SEM.  
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Table 3.1 – Summary table of weaknesses of KPFM and CP-AFM techniques. Bold characters 
were chosen for strategies we used during this Ph.D. project to mitigate the effects.  

 
 

Weakness Nature Electrical  
Extension 

Monitoring 
Strategy 

Mitigating 
Strategy 

Supressing 
Strategy 

Advan-
tages 

In EM ? 

Parastic Light  
AFM Laser 

Artifact CP-AFM & 
KPFM 

* Measurement 
of open circuit 
voltage induced 
by the AFM 
laser (voltmeter, 
oscilloscope) 

*Optimization of 
AFM laser position 
on the cantilever 
* Use larger 
cantilevers 

*Piezo-
resistive 
cantilevers 
*IR AFM 
laser  
(λlaser > λEg(Si) 
*Two-Passes  
(only for CP-
AFM) 

/ No. 
No light is 
required in 
EM. 

Surface 
Degradation  
Tip-induced 
Oxidation 

Artifact CP-AFM & 
KPFM 

* Comparison 
of scanned area 
with a fresh 
area (e.g. larger 
scans over the 
scanned area) 
* Check that 
topography is 
higher on the 
scanned area 

* Work under dry  
controlled 
atmosphere (e.g. 
nitrogen) 
* Avoid ranges of 
voltage leading to 
oxidation (CP-
AFM) 

* Work under 
UHV 

* Nano-
lithography  
* Oxide 
patterns at 
nano-scale 
* Oxide 
Masks (wet 
and dry 
etching) 

 

Surface 
Degradation  
Nano-
Scratching 

Artifact CP-AFM 
 

* Observation 
of scanned area 
after 
measurement 
with AFM 
optical 
microscope  
 * Check that 
topography is 
lower on the 
scanned area 

* Optimization of 
measurement 
parameters to find a 
trade-off on the tip 
force  
(non-destructive CP-
AFM)     
 * Tapping CP-AFM 
(soft materials) 
* Increase detection 
range for low 
currents 

/ * Nano-
marking 
(geolocation 
…) 
* Nano-
lithography 

/ 

Surface 
Degradation 
Charging& 
Tip-induced 
Band Bending 

Artifact KPFM * Perform 
measurements 
on surface that 
do not have 
Fermi level 
pinning. 

* Use lower 
voltage amplitude 
on the tip 
 * Focus on 
measurements with 
a varying 
parameter (voltage 
bias, illumination), 
considering that 
band bending is 
unchanged and can 
be removed by 
subtraction 

* Work under 
UHV 

* Increase of 
contrast in 
signal on 
specific 
samples 

Yes.  
Charging is 
also an 
issue in 
Eletron 
Micrsocopy  
(cf. Chapter 
4) 
 

Tip 
Degradation  
Tip Coating 
Degradation 

Artifact CP-AFM * Progressive 
change of signal 
during scans 
and no contrast 
between fresh 
and scanned 
area (no sample 
modification) 

* Use bulk probes 
instead of coated 
probes 

/ * Performing 
contact scans 
on the cross-
section of a 
sample can 
help recover 
the tip 
coating. 

No. 
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Weakness Nature Electrical  
Extension 

Monitoring 
Strategy 

Mitigating 
Strategy 

Supressing 
Strategy 

Advan-
tages 

In EM ? 

Tip 
Degradation 
Conta-
mination 

Artifact CP-AFM & 
KPFM 

* Sudden change 
in the electrical 
signal during scan 
 * Can also affect 
the AFM 
topographical 
image 
 * No contrast 
between fresh and 
scanned area 

*Storage of the 
sample after 
preparation in an 
adequate 
environment (e.g. 
sealed box of 
nitrogen) 
* Cleaning with 
highly purified 
solvents 
* Scanning some 
line in contact 
mode to remove the 
contaminant 
* Use low adhesion 
tip materials 

* Appropriate 
cleaning and 
work under 
UHV 

* Nano-
Manipulati
on  
* Nano-
tweezers 

No 
 

Convolution 
to topography 

Artifact CP-AFM 
(Strong) 
KPFM 
(Intermedia
te) 

* Compare 
topographical and 
electrical image 
(electrical image 
on 3D topography 
image)  
* Choice of AC 
voltage frequency 
of voltage bias in 
KPFM 
* Different tips 
radii measurements 

* Post-imaging data 
processing to de-
convolute 
topography and 
capacitance effects  
* Achieve “flat-
enough” surfaces 
without degrading 
electrical image 
* Use of lift-mode 
(KPFM) 

* Achieve 
ultra-flat 
surfaces 
without 
degrading 
electrical 
image. 

/ Yes.  
SEM : 
strong 
influence, 
EBIC :  
low 
influence 

Stray 
Capacitance 

Artifact KPFM * Dependence of 
surface potential 
on tip height (lift 
mode) 
* KPFM 
measurements on 
islands of different 
sizes 

* Use of longer and 
narrower probing 
tips with a rather 
large radius 
 * Post-imaging data 
processing to de-
convolute 
capacitance effects 

/ / No 

Thermal Noise Limitati
on 

KPFM * Noise level 
extraction from 
KPFM images 
and profiles 
(software) 

* Averaging on 
several pixels to 
remove noise levels  
* Using advanced 
denoising processes 

* KPFM under 
UHV, with low 
temperature 
with a not too 
small tip 
radius. 

* Spring 
constant 
calibration 
technique 

No 

Scan Speed 
and Size 

Limitati
on 

KPFM &  
CP-AFM 

* Max Scan Size : 
100µm 
* Max Scan 
height <50µm  
* Scan Speed : 
~20min for 
20x20µm image 

* Combine KPFM 
and SEM in a single 
set-up to geo-locate 
easily 

* High-speed 
AFM and 
KPFM 

/ No 
* Scan 
Size > 
1mm 
* Scan 
Speed : 
10S 

Surface 
Dependence 

Limitati
on& 
Artifact 

KPFM & 
CP-AFM 

*Quantify surface 
band bending 
with other 
techniques such 
as UPS. 
*Alternatively 
removing material 
and measuring (3D 
Imaging)   

* Cross-section 
measurements 
(information in 
depth) 
* Nano-scratching 
before measurement 
(oxide removal)  
* Find adequate 
cleaning process 

* For silicon, 
HF dip and 
work under 
UHV 

* Access 
ultra-
shallow 
information 

For SEM, 
yes  
(escape 
depth) 
For 
EBIC, no  
(penetrati
on depth) 
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4.0 Introduction 
 

After presenting the weaknesses of scanning probe microscopy (SPM) techniques with respect 
to electron microscopy (EM) in Chapter 3, we will highlight in Chapter 4 the strengths of these 
techniques. We will show that these strengths enable nano-scale measurements that are impossible 
with electron microscopy. The core advantage of scanning probe microscopy over electron and optical 
microscopy (OM) is that it does not require injection of carriers to perform measurements. SPM 
“touches” the matter at nano-scale when EM and OM “see” the matter at nano-scale. This non-
intrusiveness results in several advantages that we will detail and explain in this chapter.  

 
As for Chapter 3, we will focus on KPFM and CP-AFM techniques among scanning probe 

microscopy techniques, because these are the two techniques we used during this PhD project. For 
each strength, we will present monitoring strategies and improvement paths. We will also directly 
compare with capabilities of electron microscopy techniques and explain what possibilities these 
strengths enable. All the information is summed up in a table at the conclusion of this chapter. This 
will enable us to take a step back and determine situations where CP-AFM and KPFM can bring 
additional value to the measurement of solar cells.   

 
4.1 Spatial Resolution 
 

One of the main benefits of scanning probe microscopy techniques is the spatial resolution. 
Both standard KPFM and CP-AFM setups even under ambient air can reach resolutions better than 10 
nm [1], [2]. Under ultra-high vacuum, KPFM has proven to be able to achieve sub-nanometer 
resolution using FM mode [3], [4]. At this atomic scale, the interaction between the KPFM tip and the 
atoms is still not well understood because some additional interactions have to be interpreted, such as 
covalent interactions between the front tip atom and the surface atoms [3], [4]. Comparison between 
simulation and experiments is required, to be able to interpret these atomic scale images [5], [6]. In 
particular, the effect of the tip size and shape has to be taken into account [5]. If a precise 
understanding of these images was achieved, KPFM under UHV could be used as an “atom 
identification technique” [4].   

 
Electron microscopy has a spatial resolution that is very dependent on the techniques (section 

2.4). Transmission Electron Microscopy (TEM) reaches atomic scale resolution but it is intrinsically a 
highly destructive technique since it requires the sample to have a thickness of a few tens of 
nanometers. Scanning electron microscopy (SEM) can reach resolution between 1 and 20 nm 
depending on the instrument. The spatial resolution of Electron Beam Induced Current (EBIC) is 
strictly related to the interaction volume of electrons, depending on material properties such as 
density, and it can range from few nanometers to tens of microns. For high diffusion length materials, 
such as high quality crystalline silicon wafers, the EBIC signal is strongly convoluted with the 
diffusion length and a resolution over 10 µm can be reached. That is why, EBIC is sometimes 
challenging for the investigation of high quality crystalline silicon solar cells. One strong advantage of 
KPFM and CP-AFM compared to EBIC is that the resolution is not material dependent. This is all the 
more important when investigating hetero-junctions or multi-junction solar cells, where different 
materials are present on the same area under investigation.  

  
For scanning probe microscopy techniques such as KPFM and CP-AFM, the lateral resolution 

strongly depends on the tip radius and shape. For instance, CP-AFM measurements with the best 
resolution (<5 nm) are achieved with bulk diamond probes instead of diamond coated silicon probes 
[2], [7]. Because they are not coated, the obtained radius of the tip can be smaller and thus enable 
better lateral resolution. It has been shown that for CP-AFM measurements at an interface, the 
resistance signal convolution is only present within two tip radius distance from the interface [2], [8]. 
Additionally, these tips are less sensitive to degradation as discussed in Section 3.3. The only 
limitations for smaller tip radius in CP-AFM are the wear-off speed and the resistance signal which is 
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much higher for smaller tip radii [2]. If the equipment could detect higher resistances than 1012Ω and 
advanced materials, such as carbon nanotubes [9] enabled low radius with high mechanical resistance, 
there is no reason why the spatial resolution of CP-AFM cannot be improved.  

 
Different kinds of cantilevers and coatings are used for KPFM measurements. The most 

popular cantilevers are heavily doped silicon cantilevers, Pt/Ir-coated silicon cantilevers and Au or Cr 
coated silicon cantilevers [1]. Heavily doped silicon cantilevers are routinely used to produce high-
resolution images under UHV but native oxide has to be removed before measurements by heating, 
ion bombardment or etching. This step is one of the reasons why measurements in UHV are time 
consuming. Pt/Ir-coated silicon cantilevers do not require substantial tip preparation but yield to lower 
spatial resolutions for KPFM. We have been using this kind of cantilevers because they are well 
adapted for measurements under ambient air. Finally, Au or Cr coated silicon can be used for the high 
resolution imaging. The advantage is that materials like Cr are less reactive in air than bare silicon. 
However, a fine optimization on the Cr thickness has to be done to obtain the best spatial resolution. 
As for CP-AFM, the tip radius is crucial to achieve high resolution images [1].  

 
To measure the resolution of the techniques, calibration samples can be used. In our case, we 

designed our own calibration by digging nano-holes with focused ion beam (FIB) technique on the 
surface of crystalline silicon wafers. These nano-holes had three different radii (50 nm, 100 nm, 250 
nm) and six different depths (1 nm, 3 nm, 5 nm, 10 nm, 20 nm, 50 nm) as Figure 4.1 shows. 
Topographical and KPFM images associated to this sample are also given. We can notice that the 
lateral resolution of KPFM depends on the holes depth. For depths of 50 nm and 20 nm, the resolution 
is better than 50 nm because 50nm large holes can be seen on the KPFM image. For depths of 10nm 
and 5 nm, the resolution is between 50 nm and 100 nm and for depths of 3 nm and 1 nm, the 
resolution is over 100 nm. This highlights that the lateral resolution also depends on the singal-to-
noise ratio of the equipment and the sample.   

 
Fig. 4.1 – a) Scheme, b) Topography image and c) KPFM image of nano-holes with different 
radius and depths on the surface of silicon designed with Focused Ion Beam (FIB)  
 

To improve the spatial resolution of CP-AFM and KPFM, two obvious strategies are: i) 
working with smaller tip radius and ii) working under ultra-high vacuum. Another strategy is to tilt 
the sample to increase the spatial resolution, as shown by Zhang et al. [10].   

 
Contrary to Secondary Ion Mass Spectrometry (SIMS) and capacitance technique, both 

scanning probe and electron microscopy techniques have 2D scanning capabilities with nano-scale 
resolution. 2D scanning capability associated with nano-scale resolution is of prime interest for two 
kinds of investigations in solar cells: investigation of nano-objects at the surface of solar cells and 
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investigation of the cross-section of solar cells. On the one hand, surface investigation represents an 
incremental improvement with respect to conventional characterization techniques with micro-scale 
resolution. By using nano-scale resolution techniques, we are now able to map smaller defects, such 
as grain boundaries [11] or the surface of single grains [12]. On the other hand, cross-section 
investigations are disruptive improvements. These measurements were impossible with standard 
micro-scale characterization techniques because the thickness of solar cell layers range between a few 
microns (e.g. epitaxial layers) and a few atoms (e.g. AlOx layers deposited by atomic layer 
deposition). Using nano-scale resolution techniques, we can investigate the properties of the PN 
junction on the cross-section of solar cell which is the heart of the device [13], [14]. Besides, the 
properties of the PN junction can be investigated under operating conditions such as illumination [15] 
or electrical bias [16]. In Chapter 6, we present surface and cross-section measurements using KPFM 
and CP-AFM where we extensively investigate the properties of PN junctions under operating 
conditions. 

 
4.2 Sensitivity to illumination  
 

The core advantage of scanning probe microscopy over electron and optical microscopy is 
that it does not rely on the injection of carriers to perform a measurement. This fundamental 
difference results in several precise advantages that will be described in this Chapter.  

 
One of the most valuable advantages for the investigation of solar cells is that scanning probe 

microscopy techniques can measure the effect of illumination at the nano-scale, while electron 
microscopy cannot because the solar cell is already locally saturated with high electron carrier 
concentration. In order to quantify this phenomenon, we propose to compare the injection level of 
electrons in a SEM with the injection level corresponding to one sun illumination. To do so, we will 
calculate the generation rates in a given volume of a crystalline silicon wafer with high diffusion 
length (LD), in these two conditions. The generation rate corresponds to the number of electron/hole 
pairs created in the silicon wafer in one second. To simplify, we chose not to take into account the 
diffusion of carriers and we focus only on the generation of carriers.  

First, we consider an electron beam focused on the crystalline silicon wafer. We assume that the 
electron energy E is 10keV and the initial beam current is 10µA, which correspond to the conditions 
used in EBIC. In these conditions, the current beam reaching the surface Ib is measured to be 0.89nA 
[17]. Schroder et al. calculate the generation rate Gel [18] by the expression:  

 
                                                                  𝐺𝑒𝑠 =  𝐼𝑏𝑁𝑒ℎ𝑝

𝑞
                                                                       (4.1)   

where q is the electron charge and Nehp is the average number of electrons/hole pairs created by an 
incident electron with an energy E. According to Schroder et al., Nehp is equal to 2.5 x 103 [18]. So, in 
the interaction volume, Gel is equal to 1.4 x 1013s-1

. The interaction volume is a sphere with a diameter 
equal to the penetration depth De, with De (Si) = 10-11 E1.75 [18]. In our case, we calculate De = 1 µm. 

Second, we calculate the optical generation rate. To do so, we imagine a beam of light with a 
diameter equal to the penetration depth De. The volume of generation is the semi-infinite cylinder in 
the wafer with a diameter of De. We consider a light source with a photon flux at the surface N0 equal 
to one sun illumination: N0 = 1.4 x 1021 m-2

.s-1. We assume that every photon absorbed produces an 
electron hole/pair in the volume. Therefore, the optical generation rate in this cylinder is given by the 
expression:  

                                                                           𝐺𝑜𝑡𝑡 =  𝜋 (
𝐷𝑒
2

)2𝑁0                                                           (4.2) 

We calculate this expression numerically and we find Gopt is equal to 1.1 x 109 s-1. Finally, we 
compare the generation rates Gel and Gopt and we find that Gel is 10,000 times bigger than Gopt. This 
shows that the effect of one sun external illumination is totally negligible compared with the incident 
electron beam used in SEM and EBIC measurements. This is reinforced by the fact that the 
photovoltage increases logarithmically with illumination intensity. Therefore these techniques cannot 
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be used to monitor the effect of illumination at the nano-scale. However, electron microscopy 
techniques can detect easily the effect of an electrical bias. This is why, in Chapter 6, we chose to 
compare SEM and KPFM for solar cells under electrical bias.  

 
Measuring without direct injection of carriers makes scanning probe microscopy techniques 

unique tools to monitor the effect of illumination at the nano-scale. Extensive work has been done to 
investigate the effect of different parameters of illumination using KPFM and CP-AFM. For instance, 
the effect of light intensity has been studied on crystalline wafers [19], epitaxial silicon solar cells 
[15], polycrystalline silicon solar cells [20], multi-junction [21] and Cu(In,Ga)Se2 solar cells [10]. 
Other works have focused on the influence of light wavelength on KPFM measurements on III-V 
solar cells [22] and epitaxial silicon solar cells [23]. Some groups have also studied the influence of 
the beam position on measurements [24] or using the frequency modulated illumination determined 
lifetime at the nano-scale [20], [25], [26]. These measurements will be extensively discussed in 
Chapter 5 and Chapter 6 of this manuscript.  

 
A monitoring strategy in these measurements is the comparison between nano-scale 

photovoltage measurements with KPFM and macro-scale open-circuit voltage measurements with a 
voltmeter, when the cell is mounted in the KPFM setup. If these values are equal, we know the effects 
of artifacts are limited and measurements can be considered as quantitative. Photovoltage 
measurements using KPFM can be used for instance, to determine minority carriers diffusion lengths 
[27] or to investigate photovoltage at nano-scale on nano-defects [11].  

4.3 Low charging effect and activation 
 

In both scanning probe microscopy and electron microscopy, the surface investigated can be 
charged, leading to charging issues that alter the measurements and their reproducibility. However, 
this issue is more problematic in electron microscopy where the intensity of injected carriers is high 
[28], [29], as shown in sub-chapter 4.2. For instance, in electron beam induced current (EBIC), it is 
challenging to perform measurements on high lifetime crystalline silicon wafers because of charging 
issues. Figure 4.2 shows three consecutive EBIC measurements on the cross-section of a lowly doped 
crystalline silicon wafer. Measurements are performed in the exact same conditions. On Figure 4.2.a, 
only a small part of the image was previously scanned, then we zoomed out to acquire the image. The 
EBIC signal is higher on the exposed area than on the rest of the cross-section. When exposing the 
entire cross-section (Figure 2.b and Figure 2.c), the signal increases on the whole cross-section. It is 
no longer possible to see the first small area exposed, which we explain as the saturation of the signal. 
Our EBIC measurements on the cross-section of HIT solar cells proved to be very challenging 
because of these charging issues.   

 

 
Fig. 4.2 –Three consecutive EBIC images on the cross-section of a lowly doped crystalline silicon 
wafer. a) In the first image, only a small area was previously exposed leading to higher EBIC 
signal. b) – c) Consecutive images were the whole area was exposed leading to EBIC saturation 
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Charging effects are reversible. Less than one hour after exposure, we could recover the initial 
quality of the image. However, in some cases, the signal did not recover causing the technique to be 
destructive. We explain this phenomenon by carbon contamination, which is a well-known problem in 
SEM environment [30]–[32]. Residual hydrocarbons in the SEM chamber are cracked by the primary 
electron beam and a layer of amorphous carbon is formed, at a rate increasing with the magnification. 
Therefore, only a limited amount of time can be spent measuring an area with SEM without degrading 
it. This was reported in our article comparing SEM and KPFM on an interdigitated back contact solar 
cell [33]. Figure 4.3 shows the SEM image of an area that has been scanned during 30 minutes. The 
SEM image was still degraded two hours later.  

 

 
 

Fig. 4.3 – Carbon contamination effect in SEM. The SEM image shows an area which has been 
scanned for 30 minutes. The scanned area is darker due to carbon contamination. 
 

In scanning probe microscopy, tip-induced charging effects occur marginally. When the field 
applied between the tip and the sample is high, electro-migration of charges from the tip to the sample 
can occur leading to surface charging [34]. These charges can lead to electrostatic screening 
phenomenon where charges of one type gather around charges of the opposite type to minimize the 
total electrostatic energy. This phenomenon is especially present in dielectric materials [35]. Figure 
4.4 shows the effect of a charge deposited on the cross-section of a lowly doped crystalline silicon 
wafer during two consecutive measurements. Measurements performed twenty minutes later showed 
that this charge faded away and the image was recovered. In this case, charging is less problematic, 
because it happens only on a part of the image, and it can be easily identified. Besides, in our 
experiments, these charging issues were pretty rare, so they did not limit our measurements.  

 
KPFM has low charging issues and does not indent the material during measurements like 

CP-AFM. Therefore it is a low-intrusion technique. If tip-induced oxidation is limited by working 
under a controlled atmosphere, KFPM images are highly reproducible. This is a great advantage of 
KPFM and it makes it a good tool to monitor degradation phenomena as a function of time or to study 
the influence of an external parameter (e.g. light or electrical bias) by making successive images of 
the same area under different external conditions. 
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Fig. 4.4 – Charging effect taking place during two consecutive KPFM measurements on the 
same area. a) Surface potential image before charging. b) Surface potential image after 
charging.  
 
4.4 Direct Electrical Measurements 
 

The electrical properties measured at the nano-scale by CP-AFM and KPFM are quantities 
that are used to characterize solar cells at macro-scale and define if a solar cell is good or not. CP-
AFM measures the current locally and KPFM measures the voltage (or potential) locally. This is of 
prime interest to compare local measurements with global electrical measurements. For instance, in 
our setup, we could compare the photovoltage measured locally by the KPFM and the Voc measured 
by a voltmeter when the cell was inside the KPFM setup [15]. This comparison gives us information 
about the quality of the measurements and the influence of the AFM laser. In the same way, the J(V) 
curve measured by CP-AFM can be compared with J(V) curves performed at macro-scale on the solar 
cell [36], [37].  

 
Unlike KPFM and CP-AFM, electronic microscopy techniques do not measure quantities that 

are directly comparable to macro-scale properties of solar cells. For instance, EBIC measures a 
current which is induced by a local electron beam and therefore different from that induced by a 
global one sun illumination. Electronic properties of the solar cell (e.g. space charge region length 
[38], diffusion lengths [39]) can be deduced from this signal but it requires data processing and fine 
understanding of the measurement to achieve quantitative information.  

 
Another example is SEM which measures the secondary electrons current emitted by sample 

surface atoms excited by a primary electron beam. Even though this technique is routinely used to 
study the topography at the nano-scale, it has been shown that SEM signal is also sensitive to surface 
potential and enables to detect doping contrast [40], [41]. It has also been used to study the influence 
of the electrical bias on the PN junction of solar cells and to compare with KPFM [32]. However, it is 
challenging to achieve quantitative measurements of doping levels or surface potential changes by 
measuring the secondary electrons current, considering also that the origin of SEM contrast is not yet 
fully understood [30], [40]. Therefore, SEM is deemed as a qualitative technique to investigate 
electric properties at nano-scale [8]. It requires a robust model for quantification that is not available 
yet, even though several groups are actively working on this topic [42], [43]. 

 
For KPFM and CP-AFM, no intermediate signal is used to detect the current and voltage at 

the nano-scale. By reducing the number of intermediate signals, the number of data processing steps is 
limited and therefore it is easier to achieve quantitative measurements. For instance, it has been shown 
by several authors that CP-AFM (including SSRM and Resiscope) is the most appropriate technique 
to achieve quantitative nano-scale mapping of carrier concentrations [2], [8], [44].   



CHAPTER 4 – STRENGTHS OF KPFM AND CP-AFM TECHNIQUES 
 
 
 

82 
 

Since scanning probe microscopy techniques can measure quantities of interest with a nano-
scale resolution, they can be used to geo-locate defective areas that directly affect these quantities. For 
instance, solar cells are often limited by series resistance. The total series resistance is visible on the 
IV curve of the solar cell. However, the origin of the series resistance is not always easy to identify. 
For instance, series resistances can come from a problem of contacting, or from insufficient doping in 
the semiconductor. Since series resistance induces a potential drop for high currents, KPFM can 
detect locally the effect of series resistance in forward voltage bias, where the current is high. We 
have studied series resistance and diode effects on epitaxial silicon solar cells [23] and interdigitated 
back contact solar cells [45]. These results will be presented in Chapter 6. Measurements of series 
resistance can be used as inputs in simulation tools to improve the numerical modeling of solar cells. 
This investigation of series resistance is not possible with SEM and EBIC that are sensitive to diodes 
and space charge regions effects.  

 
4.5 Versatility 
 

The techniques belonging to the scanning probe microscopy (SPM) family are known to be 
very versatile. First, SPM techniques offer the possibility to work under a broad range of pressures, 
temperatures and humidity levels [46], [47]: ambient air, controlled atmosphere, ultra-high vacuum 
and even in liquids. KPFM can also be used in a liquid environment through electrochemical force 
microscopy [48]; this environment is challenging for CP-AFM. However, CP-AFM and KPFM can 
perform measurements under ambient air, controlled atmosphere and ultra-high vacuum. Figure 4.5 
shows Kelvin Probe Force microscopy setups under ambient air/controlled atmosphere that we used at 
LPICM and a KPFM setup under ultra-high vacuum.  

 

 
Fig. 4.5 –a) KPFM setup at ambient air or controlled nitrogen atmosphere (LPICM, Palaiseau, 
France) b) KPFM setup under ultra-high vacuum (IEMN, Villeneuve d’Ascq, France)  
 

We have shown in Chapter 3 that many artifacts can be mitigated or suppressed under ultra-
high vacuum. However, measurements under ambient air and under controlled atmosphere offer the 
advantage of performing fast acquisitions and allowing a high throughput. To give an order of 
magnitude, measurements in ambient air can take less than one hour whereas a single measurement 
under ultra-high vacuum is challenging to perform in less than one day. Therefore, combining work 
under ambient environment and ultrahigh vacuum can be very valuable. Measurements under ambient 
environment can help build proof of concept measurements and design experiments quite quickly. It is 
very easy to bring external excitation sources (e.g. illumination, electrical bias) in SPM setups under 
ambient environment. Once the measurement is well understood, measurements can be conveyed 
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under ultra-high vacuum to achieve quantitative high resolution measurements which are more time 
consuming.  

 
Since scanning probe microscopy techniques use versatile and compact equipments, they can 

easily be integrated into other characterization setups. In particular, they have been combined with a 
large range of optical microscopy techniques [49] such as ellipsometry [50] or Raman spectroscopy 
[51]. Scanning probe microscopy techniques have also shown a good capability to integrate in 
electron microscopy setups [52] and to combine with time-of-flight mass spectrometer [53] and X-
Ray spectroscopy [54]. These combinations are very powerful because they enable to detect artifacts 
of both techniques, and to perform different kinds of measurements on the exact same areas. Besides, 
the combination of scanning probe microscopies offers an even wider range of possibilities. For 
instance, during our CP-AFM and KPFM measurements, mechanical information (e.g. friction, phase, 
deflection) were recorded along with topographical and electrical images. These complementary 
signals can help find correlations and strengthen interpretations.  

 
Scanning probe microscopy can also be used in-situ to monitor fabrication steps. This is 

especially the case for KPFM which is a very low intrusiveness technique. For instance, nano-
structuring of organic solar cells has been investigated in-situ with KPFM by Watanabe et al. [55]. 
The very low intrusiveness of KPFM also enables the in-situ investigation of degradation phenomena, 
such as light-induced and potential-induced degradations. We will propose these kinds of studies as 
perspective studies on solar cells.  

 
Besides SPM techniques are often referred to as material agnostic techniques. A broad range 

of materials can be investigated using these techniques. Soft and fragile materials, such as organics, 
can be investigated because SPM can be low intrusive. Interfaces with different materials as in the 
case of heterojunctions and multi-junction solar cells can be finely studied because the electrical 
signals measured have low dependence on materials. This is not the case of electron microscopy 
techniques where the signal is highly related to materials properties such as diffusion length. Besides, 
some samples cannot be investigated under ultra-high vacuum (UHV) such as hydrated samples, 
requiring complicated and expensive sample preparation. But, since scanning probe microscopy can 
work under ambient air, it can investigate these kinds of samples.  

 
Finally, compared to electron microscopy, CP-AFM and KPFM are relatively low acquisition 

and maintenance cost. For instance, maintenance contract for standard SEM are around 10,000 euros a 
year, whereas no maintenance contract is required for SPM and the cost of tips rarely exceeded 3,000 
euros in our case.  

  
Scanning probe microscopies versatility could be further improved by enhancing 

standardization in the scanning probe community [46]. Examples of standardization improvements 
include better data management (e.g. unique data file for all instruments) and more versatile data 
processing softwares with exhaustive and precise tutorials. Another example of standardization is the 
definition of calibration samples for all the different techniques. For KPFM, for instance, it is not 
clear which calibration to use when one starts with the technique, even though some calibration 
samples can be proposed [56], [57]. Some effort could be put on defining precise guidelines for 
operational procedures that would go beyond every equipment provider. In particular, more 
transparence on the measurement parameters could be provided by manufacturers. Today, it is still 
difficult to switch from one brand of KPFM to another and to perform precise measurements 
straightaway. Finally, improvement in versatility of KPFM measurements under UHV could make 
this technique more accessible and less time consuming, and would enable to perform accurate 
surface potential measurements within a few hours. 
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4.6 Acquisition time and dynamic measurements 
 

One strength of scanning probe microscopy that is rarely mentioned is that it has a high 
temporal resolution (<1 ms), enabling to monitor the evolution of the electrical signal in time. To our 
knowledge, a small number of articles have been reported on time resolved CP-AFM [58]. However, 
a lot of work has been carried out to investigate temporal properties with electrostatic AFM 
extensions and in particular KPFM. For KPFM, a temporal resolution of about 20 µs has been 
reported [59]. On our setup, measurements with time steps of 240 µs could be performed. In section 
5.2, we will show that measurements on passivated wafers with lifetime over 1 ms are possible, which 
is of high interest for high efficiency solar cells. Figure 4.6.a shows a KPFM image of the surface of a 
passivated p-type crystalline silicon wafer with a lifetime of 2.2 ms. On this image, we chose to 
monitor decay times on 3 positions, as shown in Figure 4.6.b. Decay times can be produced by 
illumination (light on / light off) [60] or electrical bias, either +/- Vb [61] or bias on / bias off [62]. We 
chose the two first in our measurements. This technique enables us to investigate low lifetime regions 
at nano-scale. It will be further described in Chapter 6.  

 

 
Fig. 4.6 – a) KPFM image of the surface of a passivated crystalline silicon wafer. b) KPFM 
spectroscopy decay times observed on the 3 points indicated on the KPFM image.    
 

However, it is frequent for solar cells to have lifetimes below the millisecond. In that case, 
traditional KPFM is limited in temporal resolution and two possibilities can be considered.  

 
The first possibility is the use of new electrostatic techniques, such as time-resolved  

electrostatic force microscopy (tr-EFM), which can access to rise and decay times down to 10 ns [63], 
[64]. This has been enabled by removing feedback signals from KPFM and the use of signal 
averaging and cantilever motion analysis. tr-EFM has been extensively used so far to investigate 
lifetime of organic solar cells [64]–[66]. New KPFM setups with ultrahigh frequency photodetectors 
(10 MHz) are promising to achieve high temporal resolution [67]. Other new KPFM setups without 
feedback loop have been proposed. They achieve accurate surface potential measurements and offer 
the perspective of performing time resolved KPFM (tr-KPFM) measurements [60]. The temporal 
resolution of tr-KPFM is expected to improve with the arrival of new modes, such as the recently-
introduced G-mode KPFM [67]. This mode simplifies signal detection, solves frequency-shift artifacts 
and captures the whole cantilever dynamics in the frequency domain. It will probably enable temporal 
resolution studies below the microsecond.  
 

The second possibility is to use the time-averaging ability of KPFM. When a sample is 
sensitive to an excitation source (e.g. illumination or electrical bias), the surface potential changes 
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with the intensity of the excitation. When this excitation is modulated at high frequency, the KPFM 
will time-average the signal. Therefore, by varying the frequency of the excitation, information on 
lifetime in the nano and microsecond range can be achieved. For instance, KPFM measurements 
under modulated frequency illumination have proven to be a powerful tool to investigate low lifetime 
solar cells at nano-scale [20], [25], [26]. We found that KPFM measurements under modulated 
frequency electrical bias could also be used to investigate the carrier lifetime at the nano-scale [68]. 
More details on these measurements will be given in Chapter 6.  

 
For all these nano-scale measurements, the monitoring strategy is to compare lifetime 

measurements at nano-scale using KPFM with lifetime measurements at macro-scale with other 
techniques such as time resolved microwave conductivity (TRMC) [68], time resolved 
photoluminescence (tr-PL), transient photovoltage (TPV) [26] or other surface potential techniques 
like x-ray photoelectron spectroscopy (XPS) [25]. These comparisons are useful to assess the 
reliability of KPFM measurements.  

 
In electron microscopy, fast acquisition setups have also been proposed to capture ultrafast 

dynamics of charge carriers on material surfaces [69] but to our knowledge, no work has been done 
on solar cells so far using this technique. We have shown previously in Section 4.2 that SEM signal 
can hardly be sensitive to illumination because of the high number of injected electrons. Therefore, 
photo-signal decays cannot be investigated with SEM and other electron microscopy techniques. In 
our work, we have performed SEM measurements under modulated frequency electrical bias. The 
idea was to compare with the results we obtained with KPFM under modulated frequency voltage bias 
[68]. However, when switching the electrical bias applied on the PIN junction of the solar cell, the 
SEM image is shifting in vertical direction, as Figure 4.7 shows. The reason for this phenomenon is 
that the surface potential deviates incident and emitted electrons from the surface. Therefore, when 
the electrical bias is modulated at high frequencies (Fig.4.7.c), the SEM image is blurry and it is very 
challenging to interpret the data. That is why scanning probe microscopy in general and KPFM in 
particular, is a powerful tool to investigate carrier lifetimes of materials and devices at the nano-scale.  

 

 
 
Fig. 4.7 – SEM image of a PIN Junction under three voltage bias conditions : a) Vb =0.5V, b) Vb 
=-0.5V, c) Modulated frequency voltage bias between -0.5V and 0.5V with a frequency of 
500kHz. A spatial shift in the vertical can be observed between Vb =0.5V and Vb =-0.5V. This 
shift is reversible. It traduces in a blurry image when the voltage is frequency modulated.  
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4.7 Conclusion 
 

In this Chapter we have detailed the strengths of KPFM and CP-AFM with respect to electron 
microscopy techniques. A summary of the strengths is presented in the table 4.1. For each strength, 
we have presented:  

 
• Features: This part explains the characteristic of the strength for CP-AFM, KPFM or 

both. 
 

• Possibilities: This part explains the measurements that the strength enables 
 

• Monitoring strategy: This part explains how to monitor the effect of the strength.  
 

• Improvement Path: This part explains how to improve the strength even further. 
  

• Comparison to EM: This part analyses the features of electron microscopy (EM) on 
this particular topic.  
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Table 4.1 – Summary table of strengths of KPFM and CP-AFM techniques. 

 

Strength Features  Possibilities Monitoring 
strategy 

Improvement 
Paths 

Compared to 
EM  

 
Spatial 
Resolution 

 
* CP-AFM  
<1nm-10nm 
+ KPFM (air) 
~10nm 
* KPFM (UHV) 
< 1nm 
(atomic 
resolution)  
* 2D 
capabilities for 
the three 
techniques 

 
* Cross-section 
measurements 
* Identification of 
nano-defects 

 
* Use of 
calibration with 
given size of 
nano-objects 

 
* Bulk Probes with 
lower radius 
* Work under UHV 
* Post-processing (e.g. 
de-convolution of tip 
shape, stray 
capacitance) 
* Use of “bevel 
technique” to improve 
resolution of cross-
section measurements 

 
* Resolution in EM 
is dependent on 
materials 
* SEM : 0.5nm – 
20nm  
* EBIC : 1nm - 
10µm (depending on 
the diffusion length 
of the material) 
* TEM < 1nm 
(atomic resolution) 
  

 
Sensitivity 
to Light 
 

 
* No injection 
of carriers in 
CP-AFM and 
KPFM 
* AFM laser is 
the only stray 
illumination 
source (<1sun)  

 
* Photovoltage, 
Photocurent at 
nano-scale 
* Monitor the 
effect of different 
parameters of 
light: intensity, 
wavelength, 
frequency of 
pulse, beam 
position. 

 
* Comparison 
between nano-
scale photovoltage 
(KPFM) and 
macro-scale Voc 
(voltmeter) when 
the cell is inside 
the AFM setup.  

 
* Work under totally 
dark environment  
* Reduce or suppress 
the parasitic effect of 
AFM laser  
(cf. section 3.1) 
 

  
* Electron injection 
of electrons is much 
higher than one sun. 
So, the effect of one 
sun illumination 
hard to be seen.  

 
Small 
charging 
effects 

 
* Tip-induced 
charging in 
KPFM  
(punctual, rare, 
recoverable)  

 
* Measurements 
can be performed 
on the same area 
for a long time 
without charging 
 

 
* Sudden change 
of electrical image 
at a certain point 
of the image.  
* Zoom out after 
performing a 
succession of 
measurements on 
an area 

  
* Use low voltages for 
measurements on high 
diffusion length 
materials. 

 
* Electron 
microscopy: 
recurrent charging, 
on the whole image, 
quick process.  
* Recoverable if 
only charging, but 
not recoverable if 
carbon 
contamination is 
induced.  

 
Direct 
Electrical 
Measure-
ments  

 
* Direct 
measurement of 
quantities of 
interest (current, 
voltage/potentia
l) at nano-scale.  

 
* Localization of 
series resistance 
(KPFM) 
* Give additional 
inputs to 
simulation of 
solar cells 
(resistance, 
diodes, …)  

 
*  Direct 
comparison with 
macro-scale 
information 
 ( Voc, Jsc, external 
bias)  
 

 
* Reduce the influence 
of artifacts between the 
quantity of interest and 
the quantity measured 
(e.g band bending, 
topographical 
artifacts)  

  
* SEM and EBIC do 
not have direct 
measurements of 
electrical quantities 
of interest. They 
only have a 
correlation.  
* These techniques 
can detect electric 
fields of diodes but 
not series 
resistances.  
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Strength Features  Possibilities Monitoring 
strategy 

Improvement 
Paths 

Compared to 
EM  

 
Versatility   

 
*Work under 
ambient 
environment, 
controlled 
atmosphere and 
UHV. 
* Work under 
liquid 
environment 
(KPFM)  
* Easy to couple 
with optical 
andelectron 
microscopy 
techniques 
* Low 
acquisition/operat
ing costs 

 
* Comparison 
with other 
microscopy 
techniques  
* Possibility to 
use in-situ for 
some processes 
* Combined 
work:  
.quick design of 
measurements 
under ambient air  
.precise 
measurements 
under UHV 

 
* Easy to design 
experiments with 
external 
excitations (light 
through optical 
fibers, electrical 
bias through 
wirings, …)  

 
* Standardization of 
data management 
and treatment, 
dimensional 
calibration, reference 
materials and 
guidelines for 
operational 
procedures 
* Proper use in 
ambient air and 
under UHV should 
be standardized 
* Data Processing & 
Management 

 
* Relatively high 
acquisition/operating 
costs 
* Mainly limited to 
work under UHV 
* Coupling with 
other techniques is 
possible but more 
complicated 

 
Acquisiton 
Time and 
Dynamic 
Measure-
ments 

 
* KPFM 
Temporal 
Resolution :  
100µs – 1ms 
* Time Averaging 
Capability of 
KPFM with 
periods down to 
10-8 s 
* Few articles on 
time resolved CP-
AFM 
measurements to 
our knowledge. 

 
* Straight 
measurement of 
decay times at 
nano-scale 
(>1ms) 
* Measurement 
of lifetimes 
through 
modulated 
frequency 
illumination or 
electrical bias 
(10ns<t <0.1ms)  

 
* Observe 
minimum 
measurable decay 
time by 
performing 
measurements on 
low lifetimes.  
* Compare with 
other 
characterization 
techniques (e.g. 
TRMC, tr-PL, µ-
PCD) 

 
* Toward nano-
second resolution 
using time resolved 
electrostatic force 
microscopy (tr-EFM)  

 
* High temporal 
resolution can be 
reached with time 
resolved SEM but no 
work has been done 
on solar cells using 
this technique.  
* No sensitivity to 
illumination = no 
possibility to 
investigate photo-
signal decays.  
* No time averaging 
possibility. Blurry 
SEM images when 
modulated frequency 
electrical bias is 
applied.  
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5.0 Introduction 
 

Considering the strengths/weaknesses analysis presented in Chapters 3 and 4, we highlight 
measurements where CP-AFM and KPFM bring additional value to the investigation of crystalline 
silicon solar cells (with respect to electron microscopy techniques). Chapter 5 and 6 present the results 
we obtained on measurements we deemed of interest.  

 
Chapter 5 addresses material investigations with KPFM and CP-AFM techniques. We have 

focused our investigations on two topics related to crystalline silicon wafers: doping at nano-scale 
using CP-AFM and lifetime at nano-scale using KPFM. We have seen that both techniques were 
affected by strong topographical dependence (Section 3.4). Therefore, we have limited our analysis to 
ultra-flat surfaces. In the case of doping, we investigated sample cross-sections which were 
mechanically polished. In the case of lifetime, we have investigated surface polished wafers and 
micro-cleaved cross-sections of crystalline silicon wafers.  

 
 Compared to KPFM, CP-AFM has the advantage of not being limited by thermal noise 

(section 3.6). Besides, CP-AFM techniques have a high sensitivity to carrier concentration (section 
4.4). Therefore, when investigating doping levels at nano-scale, CP-AFM techniques like Resiscope 
and Scanning Spreading Resistance Microscopy have a high signal-to-noise ratio compared to other 
scanning probe microscopy techniques [1], [2]. In section 5.1, we will compare KPFM and Resiscope 
on doped calibration samples and we will confirm that CP-AFM is a very powerful tool to investigate 
doping levels in crystalline silicon solar cells at the nano-scale. 

 
KPFM has the possibility to record the signal evolution as a function of time with the 

resolution below the millisecond (Section 4.6) and is much less intrusive and more reproducible than 
CP-AFM which degrades the sample (Section 3.2) and the tip (section 3.3). Therefore, KPFM is a 
good tool to investigate signal decays related to the lifetime. Because our setup was limited to lifetime 
measurements of over 1 millisecond, we chose to investigate passivated crystalline silicon wafers with 
lifetimes in the milliseconds range. The results are presented in section 5.2. We will show that a good 
correlation can be observed with microwave photoconductivity decay (µ-PCD) both on the surface 
and on the cross-section of passivated wafers.   

 
5.1 Doping measurements at the nano-scale  
 
5.1.1   Context   
 

In the semiconductor and photovoltaic industries, the importance of developing nanometer-
scale measurements of carrier concentration has been highlighted by different roadmaps [3], [4]. The 
resolution of the measurements has to catch up with the size of microelectronic and photovoltaic 
components. For solar cells, these measurements are of prime interest because a fine control of the 
doping leads to a control of the electric field inside the cells which is at the heart of the photovoltaic 
process.  

 
De Wolf et al. have identified four categories of techniques which can perform 2D mapping 

of doping with nanometer-resolution: 2D techniques which are based on widely used one dimensional 
(1D) technique (e.g. 2D SIMS), electron microscopy based techniques (e.g. field effect SEM), inverse 
modeling techniques and scanning probe microscopy techniques [2].  

 
These techniques are compared according to specific standards that have been defined: 

accuracy of carrier concentration, spatial resolution, dynamic range, sensitivity, quantification ability 
and applicability to real devices. Several groups have worked on comparing the techniques according 
to this merit order [1], [2]. These studies have shown that scanning probe microscopy techniques were 
very good candidates to achieve doping measurements with nano-scale resolution. 
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The scanning probe microscopy techniques considered are usually Scanning Spreading 
Resistance Microscopy (SSRM), Scanning Capacitance Microscopy (SCM), Kelvin Probe Force 
Microscopy (KPFM), Scanning Tunneling Microscopy (STM) and Scanning Surface Harmonic 
Microscopy (SSHM). Among them, SSRM and SCM have clearly been identified as the two most 
valuable techniques to measure doping levels in silicon at the nano-scale [1], [2], [5].  

 
Both SSRM and SCM can measure the carrier concentration with a resolution below 10nm 

within the dynamic range of interest [1015-1020 cm-3]. However, SSRM presents several advantages 
over SCM [1]. First, the sample preparation step does not require oxidation of the sample. Oxide is 
actually degrading the SSRM signal, as opposed to SCM signal. Second, the sensitivity of SSRM is 
linear in all the dynamic range but for SCM it is exponential. Therefore, the sensitivity of SCM is best 
between 1015 and 1017 atoms.cm-3, and worst for higher concentrations. Third, SCM signal is very 
dependent on the choice of tip bias applied, in order to obtain a monotonic behavior. This is why 
Eyben et al. consider that SSRM is “the only method combining high spatial resolution, sensitivity, 
and the possibility to perform quantification” [6]. SSRM have been used by several groups to 
investigate implantation mechanisms [6], [7], contacting issues [8], [9] and to assist the development 
of processes for new solar cell architectures [8], [10].        

 
Compared to SSRM and SCM, KPFM proves to be less suited for quantification of doping at 

nano-scale. The main limitation of KPFM is its low sensitivity [1], [5]. In ambient air, PN junctions 
can be easily detected, but for a same type of doping (n-type or p-type), it is very challenging to detect 
doping contrasts [1]. Therefore, buffer layers have to be used to measure the surface potential 
difference between two doping levels of the same type [11], [12]. Besides, the spatial resolution is 
limited to about 10nm in ambient air. Under ultra-high vacuum, more contrast can be observed and 
better resolutions can be reached [1] but the sensitivity is still lower than SSRM and the preparation 
process becomes very complex, affecting the practical application of the technique [1].     

 
In this part, we test the capabilities of Resiscope for measurements of doping level at the 

nano-scale. We have shown previously that SSRM and Resiscope are very similar techniques, i.e. 
conducting probe AFM techniques with a logarithmic amplifier to investigate a large range of 
resistance. Extensive works have been published proving that SSRM was a reference tool to 
investigate doping at the nano-scale [1], [2], [13]. However, no publication yet addressed the 
possibility of doing the same kind of measurements with Resiscope. Kleider et al. have proven that it 
is possible to investigate electronic properties of solar cells, such as inversion layers, using Resiscope 
[14] but no quantitative work had been carried out on doping levels previously.  

 
Therefore, we present here proof of concept work on measurement of doping levels on 

calibration samples using Resiscope. Calibration samples are used to compare the performance of 
different techniques. They are also used as references to quantify measurements on arbitrary 
structures, using specific algorithms [15].   

 
5.1.2   Our approach  
 

We investigated the n-type and p-type calibration samples (section 2.6.2) using Resiscope 
(section 2.3). These samples were investigated on the cross-section. We have shown in Chapter 3 that 
CP-AFM measurements are strongly correlated with the topography. Therefore, we performed a 
mechanical polishing step before measurements. For this purpose, we use grinding disks with 
diamond grains with decreasing sizes. Figure 5.1 shows the roughness obtained after polishing with 
the six different grain size disks. The 3D topographical images obtained after polishing with three 
grain size disks (30 µm, 7 µm, 0.5 µm) are also shown. After the last polishing disk, ultra-flat surfaces 
were achieved (rms<10 nm)  
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Fig. 5.1 – Mechanical polishing with grain diamond disks. a) RMS roughness rms as a function 
of the grain size of the disks. b) 3D AFM images of the silicon sample after polishing with three 
grain sizes disks: 30 µm, 7 µm and 0.5 µm. 

 
After the polishing step, we performed a metallization step. Figure 5.2 shows the three 

configurations we investigated. On the first configuration (Fig. 5.2.a), the sample was placed on the 
cross-section holder but not metalized. It was isolated from the back. No contrast could be observed in 
this configuration. On the second configuration we used metallization with silver paste to decrease the 
influence associated with the sample resistance, which screens the spreading resistance of interest. In 
this configuration, the contrast was visible but not clear. On the third configuration, the silver paste 
was deposited on the cross-section of the sample. This configuration enables to approach as close as 
required from the silver stripe. Therefore, the sample resistance associated with the electrical path 
between the tip and the silver paste, is minimized. Using this configuration, we observed the best 
contrast in our Resiscope measurements.  

 
 
 

 
Fig. 5.2 – Three contacting configurations considered for Resiscope measurements on 
calibration samples: a) the sample is positioned on the conducting cross-section holder and 
isolated from the back, b) the sample is scratched and conducting silver paint contacts all the 
layers to the bottom of the cross-section holder, c) the silver paint is deposited on the cross-
section and on the surface of the sample and contacts all the layers with the cross-section holder. 
We obtained the best Resiscope images with this configuration.  
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To perform Resiscope measurements, we used diamond coated silicon probes with a spring 
constant ranging from 1 to 10N/m and from 30 to 150N/m. The best signal-to-noise ratio images were 
obtained with spring constants between 1 and 10N/m. We used a tip force in the µN range, as for 
SSRM measurements. This range of force enables to penetrate the native oxide and to establish a 
stable electrical contact leading to a dominance of spreading resistance. Measurements were 
performed in controlled nitrogen atmosphere. We applied voltages between 0.25 V and 0.75 V. Figure 
5.3 shows the setup used for Resiscope measurements on calibration samples and the optical camera 
image taken from the top of the AFM setup. We also chose to perform KPFM measurement profiles 
on this sample to confirm that KPFM is not an ideal tool to investigate doping levels. SEM images 
were also recorded on these samples but no contrast was observed. As for KPFM, the sensitivity of 
SEM can be limiting to observe and quantify doping levels [1], [11].  

 

 
Fig. 5.3 – a) Resiscope setup to measure current and resistance on the cross-section of the 
calibration sample. b) Optical microscope image of the top view above the calibration sample. 
The width of the cantilever is about 30 µm.  
 
5.1.3   Results  
 

We first present measurements performed on the cross-section of p-type calibration devices. 
Figure 5.4 presents 12x12 µm topographical and resistance images obtained on this sample. The 
resistance image shows clearly the different doped layers, proving that Resiscope can be used to 
detect doping level changes. It should be noted that these layers were challenging to image in other 
positions along the cross-section. We attribute this phenomenon to a degradation of the cross-section 
in some areas or to possible local contaminations. For instance, it was observed that the contrast was 
clearer after one or two passes because the tip sweeps impurities out of the surface under 
investigation.  
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Fig. 5.4 – a) Topography and b) Resistance image of a p-type calibration sample by Resiscope.  
 

Figure 5.5 shows the resistance profile obtained with Resiscope, compared to the specification 
SSRM resistance profile given by IMEC. The three curves on IMEC specification sheets are: 
resistivity measured with Scanning Spreading Resistance Microscopy (SSRM), carrier concentration 
measured with Spreading Resistance Profiling (SRP) and dopant concentration measured with 
Secondary Ion Mass Spectrometry (SIMS) [16]. The Resiscope profile was obtained by averaging 
30pixels across the doping steps. It can be observed that for low doping levels, the resistance profiles 
are similar. However, for high doping levels, the height of the steps is lower for Resiscope than for 
specifications. This phenomenon was also reported with SSRM [6]. When the sample is heavily 
doped (>1018 atoms.cm-3), the spreading resistance decreases and it reaches the level of parasitic 
resistances such as the resistance of the probe. If the probe resistance dominates, the resistance 
measured is no longer linked with the resistivity and contrasts of carrier concentrations can no longer 
be detected.   

 
Fig. 5.5 – a) p-type calibration sample specifications of IMEC. All measurements are performed 
at IMEC. Resisitivity is measured with SSRM, carrier concentration is measured by SRP and 
dopant concentration is measured with SIMS and b) Resistance profile obtained by Resiscope 
on p-type calibration sample  
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Figure 5.6 shows the topography and the resistance images of the n-type calibration sample using 
the Resiscope. As for the p-type calibration sample, the different layers can be clearly distinguished. 
On the edge of the sample, the influence of topography can be seen on the resistance image. Figure 
5.7 shows the resistance profiles across the sample, with respect to the specification SSRM resistance 
profile provided by IMEC [16]. As for the p-type calibration sample, the profile fits well the 
specification profile at low doping levels. However for high doping levels, the contrast between 
resistance steps is lower, due to the parasitic effect of the probe resistance, as explained previously for  
p-type calibration samples and shown by Eyben et al. [6]. 

 
Fig. 5.6 – a) Topography and b) Resistance image of n-type calibration sample by Resiscope.  
 

 
Fig. 5.7 – a) n-type calibration sample specifications of IMEC. All measurements are performed 
at IMEC. Resisitivity is measured with SSRM, carrier concentration is measured by SRP and 
dopant concentration is measured with SIMS. b) Resistance profile obtained by Resiscope on 
the n-type calibration sample  
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After both measurements on n-type and p-type calibration samples, we observed that the area 
investigated was nano-indented, proving that measurements can be destructive.  

 
These proof of concept measurements have shown that it was possible to investigate doping levels 

at the nano-scale unsing Resiscope. Various approaches can be considered to improve measurements. 
To improve the resolution and the reliability of measurements, bulk diamond probes can be used, as 
mentioned by Hantschel et al. [17]. To improve the sensitivity of measurements for high doping 
layers, the measurements of spreading resistance should be isolated from the measurement of parasitic 
resistances. For instance, Eyben et al. proposed an innovative technique called Fast Fourier Transform 
Scanning Spreading Resistance Microscopy (FFT-SSRM) [6]. The principle of this technique is to 
apply a sinusoidal modulation of the force on the tip which will generate a modulation of the contact 
size and in turn of the spreading resistance. Since the other parasitic resistances do not depend on the 
contact size, this technique enables to decouple the spreading resistance from the parasitic resistances. 
Other perspectives include to work under ultra-high vacuum to reduce tip-induced oxidation effects 
[7], [18], or at least under highly controlled atmosphere. Eyben et al. have shown that an environment 
with less than 0.1ppm of H2O and O2 was desirable [6], [19]. To improve our measurements, the 
effect of the AFM laser could also be considered. Jiang et al. have shown that there was an influence 
of this laser on SSRM measurements on PN junctions [20]. Finally, some groups have reported 
innovative ways to achieve 3D SSRM measurements, either by performing successive SSRM scans 
on the same area and using the fact that the area is indented [21] or by cleaving nano-objects at 
different positions of their growth process and considering that all the objects are homogeneous from 
an electronic point of view [18], [22]. This perspective could also be considered with Resiscope setup.   

 
Using our KPFM setup under controlled atmosphere, we performed measurements on the n-type 

and p-type calibration samples. Figure 5.8 shows the surface potential profiles associated with these 
samples. It is not possible to indentify the doping steps on these profiles. However, slope changes can 
be identified and may be correlated with the doping changes. These measurements confirm that 
KPFM under controlled atmosphere is not the right tool to investigate doping at the nano-scale. 
However we have shown that Resiscope has the potential to become a tool for quantitative doping 
levels investigation, as for scanning spreading resistance microscopy (SSRM).  

 
Fig. 5.8 – a) Surface potential profile obtained by KPFM on the n-type calibration sample and 
b) Surface potential obtained by KPFM on p-type calibration sample. The two figures have 
different scales, explaining the impression of different noise levels.  
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5.2 Lifetime measurement at the nano-scale 
5.2.1   Context   
 

Minority carrier lifetime is a key property to characterize solar cells. It makes the link 
between the efficiency of the device and the quality of materials and interface defects. Several 
lifetime measurement techniques have been developed such as microwave photoconductance decay 
(µPCD) [23], time-resolved microwave conductivity (TRMC) [24] or photoluminescence (PL) [25]. 
However, their spatial resolution is limited by the diffraction limit (>100 nm). Therefore, it is 
challenging to investigate the effect of nano-scale defects at the surface or on the cross-section of 
materials used for solar cells processing.  

 
Scanning probe microscopy techniques are good candidates to map lifetimes at nano-scale 

because of their high resolution (section 4.1). Besides, we have shown that scanning probe 
microscopy can have a high time resolution and that the acquisition time was a benefit of these 
techniques (section 4.6). In particular, two AFM electrostatic modes have proved to be able to 
measure fast decay times: time resolved Kelvin Probe Force Microscopy (tr-KPFM) and time resolved 
Electrostatic Force Microscopy (tr-EFM). Both techniques monitor the signal decay time when 
switching from one state to another. 

 
In tr-KPFM, the surface potential decay time has been measured when switching the applied 

electrical bias between two values (+/- Vb) [26] or between an applied bias and open circuit (bias on / 
bias off) [27] or when switching illumination (light on/light off) [28]. Using tr-KPFM, decay times 
between tens of milliseconds [27], [28] and seconds [26] have been investigated. Decay times below 
the millisecond could even be measured in the future using new KPFM modes such as G-Mode 
KPFM [29], [30].  

 
In tr-EFM, the electrostatic force decay time is measured when switching the illumination 

between on and off modes. This technique has been introduced by D.C. Coffey and D.S. Ginger [31] 
and has been extensively used to investigate organic photovoltaics [31]–[35]. Recently, Kataray et al. 
have shown that tr-EFM could achieve time resolution down to 10 ns [36]. Reid et al. have shown 
KFPM and tr-EFM could be combined to investigate organic solar cells at the nano-scale. In 
particular, they showed tr-EFM decays had a good correlation with internal quantum efficiencies 
(IQE) curves, even for photon energies below the bandgap [32], [34]. It is reported that a main 
advantage of tr-EFM compared to KPFM is that it is less sensitive to the tip contamination [35] 
because tr-EFM measures a rate of change rather than an absolute value so it is less sensitive to 
contamination and is therefore a more robust technique [35]. 

 
5.2.2   Our approach 
 

We used tr-KPFM to investigate passivated crystalline silicon wafers (section 2.6.1) because 
their lifetimes can reach values over 1ms, which is the time resolution of our KPFM. Previous tr-
KPFM studies were limited to lifetime measurements over 10 ms [30]. In this study, we show that it is 
possible to measure lifetimes between 1 and 10 ms. Besides the choice of the sample, we have 
innovated by investigating its cross-section. The choice to investigate the cross-section and not the 
surface, comes from the willingness to answer a question that we have regularly been asked: “Can we 
extract valuable information on the cross-section of solar cells, given that it is not passivated and 
therefore sensitive to surface band bending due to dangling bonds?”. To answer this question, we 
chose to perform decay times on the cross-section of passivated wafers. The lifetime of a non-
passivated wafer is in the microsecond range. Therefore, if the decay times measured with KPFM are 
in the microsecond range, this means that the non-passivated cross-section is only partly limiting the 
measurements. Otherwise, if the decay time is in the millisecond range, this means that the cross-
section is not limiting and the measurement is sensitive to the lifetime of the wafer.   
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To prepare the cross-section for measurement, we could not use the mechanical polishing 
technique (section 5.1.2) because this technique is too intrusive and the wafers passivation can easily 
degrade while polishing. Instead, we have used micro-cleavage technique. This technique is similar to 
a manual wafer cleavage, but with a better control of the pressure applied on the wafers and a more 
stable position of the wafer. This technique enables to achieve ultra-flat cross-section with a good 
success rate compared with manual cleavage. Figure 5.9.a shows the micro-cleavage setup used. The 
success of a micro-cleavage can be seen directly with naked eye. If the cleavage succeeds, the cross-
section is mirror-like (Figure 5.9.b). Otherwise, the cross-section is grayish (Figure 5.9.c). We tried to 
perform measurements just after micro-cleavage, because we observed that if the wafers were kept too 
long in ambient air, moistering effects lead to degradation of lifetimes overtime, especially in regions 
close to the edge [37]. 

 

 
 

Fig. 5.9 – a) Micro-cleavage setup used to achieve ultra-flat cross-section. b) Ultra-flat cross-
section obtained with micro-cleavage showing mirror-like reflection.  c) Rough cross-section 
obtained with regular manual cleavage.  
 

We investigated the decay times of surface potential under two different configurations. For 
both configurations, the tip is positioned on a fix position of the cross-section and we observe the 
surface potential evolution when switching from one state to another. In the first configuration, 
illumination was successively switched on and off and the surface potential decay time was measured. 
Figure 5.10 shows the setup used for this configuration.  

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5.10 – Setup to measure decay time under illumination of passivated crystalline silicon 
wafer using KPFM. Note that the cross-section is not passivated.  
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In the second configuration, the crystalline silicon wafer was contacted from both sides and 
the electrical bias was switched from one value to another. We observed the decay time during and 
after switching. Figure 5.11 shows the setup used for this configuration.   

 
 

Fig. 5.11 – Setup to measure decay time under electrical bias of passivated crystalline silicon 
wafer using KPFM. Note that the cross-section is not passivated. 
 

The advantage of this configuration is that the amplitude of the applied electrical bias can be 
chosen. In the configuration with illumination (Fig. 5.10), the photovoltage increases logarithmically 
with the illumination intensity. Therefore, it is challenging to obtain a very high photovoltage value. 
Figure 5.12 shows the surface potential decays observed for different voltage bias amplitude. Each 
voltage bias amplitude corresponds to a switching between a value and its opposite. For instance, for 
an amplitude of Δ=2 V, the electrical bias is switched from Vb=-1 V and Vb=1 V. The decay times are 
in the millisecond range proving that the non-passivated cross-section is probably not limiting too 
much our measurements (the time constant of the setup is around 1 ms). Figure 5.12.a shows decay 
curves without normalization. At t=0, the voltage bias is switched from positive to negative voltage. It 
can be observed that the surface potential difference follows the amplitude of the voltage bias applied. 
Since the decay time cannot be compared easily for different amplitude of the applied voltage, we 
perform normalization of the curves (Figure 5.12.b). We observe that the normalized decay curves are 
similar for the different amplitudes of applied voltage bias. Slight differences are observed for low 
amplitude curves. We explain this difference by the fact that the signal-to-noise ratio of these curves 
is too low and affects the decay curve. Therefore, we chose to use an amplitude of 2 V for our decay 
time measurements under electrical bias. In this condition, the decay curve has a clear exponential 
form.  

 

 
Fig. 5.12 – Decay time obtained with KPFM for different amplitudes of electrical biases: a) 
before normalization and b) after normalization. The decay times are single shots. 
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5.2.3   Results  
 

We first want to compare the decay times obtained with the configuration under illumination 
and the configuration under electrical bias. Since our setup enables to use the two configurations 
without removing the tip, we performed decay times on the same position using illumination and 
electrical bias. Figure 5.13 shows the two decay curves obtained, before normalization (Fig.5.13.a) 
and after normalization (Fig.5.13.b). From Figure 5.13.a, it can be observed that the difference of 
surface potential under illumination (light on/light off) is 0.4 V, whereas the difference under 
electrical bias (+1V/-1 V) is about 1.6 V. Therefore, the signal-to-noise ratio is four times higher for 
electrical bias than for illumination. Figure 5.13.b shows that after the normalization, the decay curves 
are similar, but the decay curve with illumination has a lower signal-to-noise ratio, which makes 
decay time extraction more challenging. This is why, we preferred working under electrical bias for 
these measurements. However, the results obtained under illumination will also be presented. We 
have also measured decay times under electrical bias in the dark and under illumination. The decay 
times obtained were exactly the same. Therefore, we can conclude that the stray AFM laser 
illumination has a negligible influence on our measurements. 

  

 
Fig. 5.13 –  Decay curve obtained with KPFM with electrical bias (+/-1V) and illumination (light 
on/ light off): a) before normalization and b) after normalization. Since the amplitude of surface 
potential with illuminationt is lower, the normalized decay profile has more noise than under 
electrical bias.  
 

We performed decay time measurements on the cross-section of n-type wafers with different 
qualities of passivation: a non-passivated wafer (τ<<1 ms), a bad passivation wafer (τ~1.8 ms), an 
intermediate passivation wafer (τ~5 ms), and a good passivation wafer (τ ~ 10 ms). Figure 5.14 shows 
the normalized surface potential decays for these four wafers, measured under electrical bias. Two 
main observations can be done from this figure. First, the decay curves show a good correlation with 
the passivation quality. The better the passivation quality, the longer the measured decay times. The 
second observation is that for the non-passivated wafer, signal can still be observed after a time of 
about 1ms. This is not expected because the lifetime of a non-passivated wafer is in the microsecond 
range. Two hypotheses are given to explain this phenomenon. First, the measured decay time may be 
limited by the transient time of the modulated frequency voltage source. Second, the decay time may 
be limited by the KPFM acquisition time, since the KPFM frequency used is 10 kHz, leading to a 
period of 0.1 ms.  
 
 



CHAPTER 5 – MATERIAL INVESTIGATIONS 
 
 

105 
 

 
Fig. 5.14 – Decay time under electrical bias obtained for four different qualities of passivation: 
non-passivated (<<1 ms), bad passivation (1.8 ms), intermediate passivation (2.4 ms), good 
passivation (9.6 ms) 
 

To determine if the transient time of the voltage source is limiting our measurements, we 
measured the transient time using an oscilloscope. After normalization, we compared it to the decay 
time of a non-passivated wafer and of a good passivation wafer. Figure 5.15 shows the four 
normalized decay curves. We observe that the transient time of the voltage source is much faster than 
the decay time of non-passivated wafer decay time. Therefore, we conclude that there is a minimum 
measurable decay time due to the KPFM measurement procedure. Since we are investigating wafers 
with a lifetime over the millisecond, this minimum measurable lifetime is not limiting for our 
measurements (except for poorly passivated wafers).  

 

 
 

Fig. 5.15 – Comparison between voltage source transient times and voltage and decay times 
measured by KPFM on a non-passivated wafer, and good passivation wafer under illumination 
and electrical bias.  
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In order to assess the uncertainty of our measurements, we perform a statistical study of decay 
times. For each of the four n-type wafers previously mentioned, we performed ten measurements just 
after micro-cleavage: five measurements in electrical bias configuration and five measurements under 
illumination. From each of the decay curve obtained, we extracted a decay time by using an 
exponential fitting on the curve. In Figure 5.16, we present the maximum, minimum and average 
decay times obtained for each quality of wafer. Figure 5.16.a shows measurements under electrical 
bias configuration and Figure 5.16.b shows measurements under illumination configuration. Under 
illumination, we observe no photovoltage contrast on non-passivated wafers, so only three wafers are 
presented in Figure 5.16.b.  

 
From Figure 5.16, we observe that a good correlation can be obtained for both measurements 

under electrical bias and illumination. This proves that our measurements can help study the 
passivation quality at the nano-scale. However, the uncertainty of our measurements is quite high, 
judging from the error bars. This is especially true for intermediate and good passivation wafers for 
which the error bar is well above 1 ms. This uncertainty can be explained by the influence of 
measurement parameters (e.g. tip/sample distance) which can make measurements vary. Another 
explanation is the dependence on the position on the wafer cross-section. Because of the micro-
cleavage, the local lifetime inhomogeneities could be increased. For non-passivated and badly 
passivated wafers, the error bar is smaller because it is limited by the minimum measurable decay 
time around 1 ms, that we have previously highlighted.  

 
 
Fig. 5.16 –  n-type wafers: Graph showing mean decay times a) under electrical bias and b) 
under illumination, for three qualities of passivation. The central value is the average of five 
measurements and the error bar is composed of the maximum and minimum decay time 
measured. The non-passivated wafer is shown for measurements under electrical bias, but not 
under illumination because no effect of illumination was observed on this wafer.  
 

In table 5.1, we compare the lifetimes measured by microwave photoconductive decay (µ-
PCD) with the average value of mean decay times obtained with illumination and electrical bias. We 
observe that the lifetimes obtained with illumination and electrical bias are close. However, they are 
lower than the lifetime measured by µ-PCD. We explain this difference by the fact that the lifetime is 
observed on the cross-section of the passivated wafer and by border effects. Figure 5.17 shows that on 
the edge of passivated c-Si wafers, the lifetime is lower than the maximum lifetime measured on the 
wafer due to edge effects. This phenomenon is visible for all passivated crystalline silicon wafers.  
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Table 5.1 – Decay times by KPFM (electrical bias and illumination) and Lifetime measured by 
µ-PCD for the four qualities of passivation on n-type wafers.  
 

n-type Non Bad Intermediate Good 
 

Decay time Bias (ms) 
 

 
0.8 

 
0.6 

 
2.8 

 
5.1 

 
Decay time Light (ms) 

 

 
x 

 
0.9 

 
2.4 

 
4.3 

 
Lifetime by µ-PCD (ms) 

 

 
x 

 
1.8 

 
5 

 
9.6 

 
 

 
 

Fig. 5.17 – µ-PCD/PL image of passivated n-type crystalline silicon quarter of wafer. The 
lifetime on the edge of the wafer is lower. The sample investigated with KPFM is cleaved from 
this quarter of wafer.  
 

We performed the same set of measurements for passivated p-type crystalline silicon wafers 
(Fig 5.18). These passivated p-type wafers have lower lifetimes, due to the absence of inversion layers 
and a poorer quality of the crystalline silicon wafers. In this measurement, the good passivation p-type 
wafer has a lifetime of 4 ms, the intermediate passivation p-type wafer has a lifetime of 1.4 ms and the 
bad passivation wafer has a lifetime of 1ms. As for passivated n-type crystalline silicon wafers, the 
tendency is clear. Contrary to n-type wafers, the uncertainty of measurements seems to be higher 
under the illumination than for electrical bias. For the moment, we have no clear explanation to this 
phenomenon.  
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Fig. 5.18 – p-type wafers: Graph showing mean decay times a) under electrical bias and b) 
under illumination for three qualities of passivation. The central value is the average of five 
measurements and the error bar is composed of the maximum and minimum decay time 
measured. The non-passivated wafer is shown for measurements under electrical bias, but not 
under illumination because no effect of illumination was observed on this wafer.  
 

As for measurements on n-type wafers, average lifetime measurements obtained with 
illumination and electrical bias are almost similar. But these values are underestimated compared to 
the maximum lifetime measured by µ-PCD on the wafer, because of edge effects as in the case of n-
type wafers.  

 
Table 5.2 –  Decay times by KPFM (electrical bias and illumination) and Lifetime measured by 
µ-PCD for the four qualities of passivation on p-type wafers.  
 

p-type Non Bad Intermediate Good 
 

Decay time Bias (ms) 
 

 
0.7 

 

 
1.1 

 
1.1 

 
2.6 

 
Decay time Light (ms) 

 

 
x 

 
1 

 
1.4 

 
2.8 

 
Lifetime by µ-PCD (ms) 

 

 
x 

 
1.8 

 
2.2 

 
4 

 
In conclusion, we have shown that KPFM can be considered as a potential tool to investigate 

lifetimes in the 1ms-10ms range. Two configurations are presented: configuration under illumination 
and under electrical bias. Both these configurations give very close decay time values. We preferred 
using the electrical bias because it has a higher signal-to-noise ratio and it enables to investigate all 
the wafers (even the non-passivated one). The decay times measured by KPFM have a good 
correlation with the lifetimes measured by µ-PCD. This proves that consistent measurements can be 
obtained, despite the fact that the cross-section is not passivated. However, the lifetime values 
measured by KPFM are lower than the lifetime values measured by µ-PCD because of an edge effect. 
Besides, measurements on intermediate and good passivation wafers show high uncertainty.  

 
Therefore, further work should be carried on reducing the uncertainties due to KPFM 

measurement parameters. The origin of these uncertainties should be investigated and may lead to 
further understanding of lifetimes in the crystalline silicon wafers. Another perspective is to carry 
similar measurements on the surface of passivated crystalline silicon wafers. In this measurement, 
uncertainties due to cleavage and non-passivated cross-section measurements could be reduced. 
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Besides, these measurements would not require cleaving, as opposed to cross-section measurements. 
We tried to measure illumination decays on the surface of passivated wafers but the photovoltage 
obtained was too low to extract a decay time. We attributed this low photovoltage to stray AFM laser 
illumination (Section 3.1). However, we have recently observed that surface measurements on 
passivated wafers are very sensitive to the electrical bias, enabling to extract decay times. The 
measurements must be performed close enough from the frontside electrode. This opens an interesting 
perspective to investigate the lifetime of crystalline silicon wafers from the surface of the wafer.  

5.3 Conclusion 
 

In Chapter 5, we have highlighted two material measurements of interest for crystalline 
silicon solar cells using scanning probe microscopy techniques.  

 
We have shown that CP-AFM is a powerful tool to investigate doping levels at the nano-

scale. In our work, we have used an upgraded version of CP-AFM called Resiscope. This version is 
very close to Scanning Spreading Resistance Microscopy. To our knowledge, we have shown for the 
first time that Resiscope was able to detect doping levels at the nano-scale with a good sensitivity and 
was able to match well profiles of SSRM for low doping levels [1015-1018] atoms.cm-3. For higher 
doping levels [1018-1020] atoms.cm-3, the sensitivity is degraded due to lower spreading resistance-to-
parasitic resistance ratio. Perspectives are proposed to go toward a higher dynamic range of doping 
levels measurable and to properly quantify measurements. We also confirmed that KPFM under 
ambient air is not the appropriate tool to investigate doping at nano-scale because of its low sensitivity 
due to thermal noise (section 3.6) and to its sensitivity to surface states and Fermi level pinning 
(section 3.8). 

 
We have also shown, for the first time to our knowledge, that KPFM could be used to 

investigate high lifetime passivated crystalline silicon wafers. This work was motivated by the fact 
that KPFM can acquire decay times in the millisecond range (section 4.6) and has a low intrusiveness 
compared to CP-AFM (section 3.2 and 3.3). We have compared decay times under illumination (light 
on/light off) and electrical bias (+/-1V) for different qualities of passivation of both n-type and p-type 
crystalline silicon wafers. We have shown that decay time measurements with KPFM have a good 
correlation with lifetimes measured by µ-PCD on these wafers and that for low lifetime wafers, a 
minimum measurable lifetime of about 1ms was detected. We have carried out statistical work to 
assess the error bars on our measurements. We found out that for high lifetimes, the error bar was 
important, even though the tendency was preserved. We proposed as perspective to go toward more 
reliable lifetime measurements on crystalline silicon wafers using KPFM.  

 
The two studies are examples of how scanning probe microscopies can perform material 

measurements at the nano-scale that would be challenging for other techniques such as electron 
microscopy, bringing additional possibilities to advanced characterization of solar materials. In 
Chapter 6, we will show that scanning probe microscopy techniques can also enable new kind of 
measurements on crystalline silicon solar cells.  
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6.0 Introduction 
 
In Chapter 5 we have achieved materials measurements of interest for crystalline silicon solar 

cells. In Chapter 6 we focus on devices measurements.  
 
KPFM and CP-AFM present several advantages to investigate solar cell devices at the nano-

scale. First, they have a spatial resolution (<10 nm) which enables to investigate PN junctions (section 
4.1) since such a resolution is in the range of space charge regions widths (1 nm-1 µm). Second, they 
allow to perform direct electrical measurements (section 4.4). Therefore the quantities measured at the 
nano-scale (e.g. voltage with KPFM and current with Resiscope) can be directly compared with 
external macro-scale device quantities (e.g. open circuit voltage, applied voltage bias, photocurrent). 
Besides, CP-AFM and KPFM are sensitive to illumination because they don’t use incident carriers 
(e.g. electrons or photons) to perform measurements as in electron and optical microscopy (section 
4.2). Despite the parasitic effect of AFM laser (section 3.1), they are unique tools to investigate the 
effect of illumination at the nano-scale on the solar cell device. Finally, these techniques are very 
versatile (section 4.5). Since, they can be operated under ambient air, it is very easy to bring external 
excitation sources (e.g. illumination and electrical bias) to study the solar cell device under operating 
conditions.  

 
Compared to KPFM, CP-AFM is a quite destructive technique because the force applied on 

the tip can degrade both the tip and the surface investigated (section 3.2&3.3). Therefore, it is 
challenging to study the influence of external excitations on devices with CP-AFM because in these 
studies, successive measurements have to be performed on the same area, under different operating 
conditions. Measurements on different areas lead to uncertainties due to possible inhomogeneity in 
the device. CP-AFM studies of the effect of illumination at nano-scale on solar cells will be shown in 
section 6.2. A quick degradation of the electrical signal with time will be highlighted for CP-AFM.  

 
KPFM presents the advantage of being a very low intrusive technique compared to other 

nano-scale resolution techniques (section 3.2&3.3&4.3). However, we have shown that KPFM studies 
are often limited by the low sensitivity of KPFM due to thermal noise (section 3.6). To circumvent 
this limitation, only signal changes well above the noise level (~30 mV) can be studied. Typically, 
surface potential changes above 100mV can provide a signal-to-noise ratio high enough to perform 
valuable interpretations of KPFM measurements. In a solar cell, two main excitation sources can 
provide voltage changes above 100mV: electrical voltage bias and illumination. Therefore, in this 
Chapter, we will study the effect of electrical bias (section 6.1) and illumination (section 6.2) at the 
nano-scale using KPFM. It should be noted that other external excitations (e.g. temperature [1] or 
mechanical pressure [2]) can be thought of to change the electrical properties of the solar cell at the 
nano-scale. But, illumination and electrical bias provide easier ways to achieve high voltage changes 
in a versatile way. Besides, illumination and electrical bias are the two main excitation sources when 
studying a photovoltaic device. KPFM measurements can also be performed without external 
excitation [3], [4] but the interpretation is challenging because surface effects can induce band 
bending affecting the signal (section 3.8). Using an external excitation source enables to subtract the 
signals with different excitation values and therefore limit the surface band bending effects [5]–[7]. It 
also has the advantage of increasing the signal-to-noise ratio. Changes over 100 mV can be studied 
and controlled by finely tuning excitation parameters (e.g. illumination intensity, wavelength or 
electrical bias and frequency). These parameters will be extensively studied in this chapter and we 
will show how to extract valuable information for crystalline silicon solar cells using these 
measurements. 
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6.1  Devices investigation under electrical bias   

6.1.1   Measurements under constant electrical bias  
 
6.1.1.1 Context  
 
In a solar cell, the potential is sensitive to the applied electrical bias. The potential difference 

between the contacts of the cell is equal to the value of the applied electrical bias. The dependence of 
surface potential of the PN junction on applied voltage bias has been explained qualitatively in 
Section 2.5. The value of the applied voltage is limited by the inability of the solar cell to withstand 
high absolute voltage values. For instance, we observed that the epitaxial silicon solar cells (Section 
2.6) can degrade irreversibly for voltages below -0.5 V and over 0.5 V. Therefore, measurements can 
be performed with a maximum voltage amplitude of 1 V. This is much higher than the noise level of 
our measurements (~30 mV), so a high signal-to-noise ratio can be achieved. For IBC solar cells 
(Section 2.6), this voltage amplitude exceeds 2 V.  

 
Several groups have studied the influence of the electrical bias on solar cells at the nano-scale 

using Kelvin Probe Force Microscopy (KPFM). Different technologies of solar cells have been 
investigated such as multi-junction solar cells [8], III-V PN junctions [6], quantum dot solar cells [9], 
amorphous silicon solar cells [6], [10] and multi-crystalline silicon solar cells [11]. These 
measurements enable to obtain the distribution of the built-in potential across the PN junctions of 
photovoltaic devices. This is a key factor to understand the physics of the device and to investigate the 
homogeneity of its electrical properties at the nano-scale. Contrary to techniques used so far to study 
built-in potential (e.g. current-voltage, capacitance voltage or electroabsorption), KPFM provides a 
direct spatial measurement of the built-in potential profile.  

 
Scanning Electron Microscopy has also proven to be sensitive to surface potential and 

therefore to the influence of electrical bias [12]–[15]. In particular, it has been shown that SEM 
enabled to detect doping contrasts [16], [17]. For instance, doping contrast imaging in low 
acceleration voltage is a well-known technique used for wafer inspection [18]. In section 2.5, we have 
qualitatively explained the origin of the contrast. Even though the origin of this sensitivity is not 
totally understood, recent theoretical works have provided explanations to this sensitivity and 
achieved quantitative surface potential measurements with low voltage SEM that could be compared 
with KPFM [17]. Other studies have shown the influence of electrical bias on SEM images of PN 
junctions of different materials [12], [13], [15]. Using this technique, it has been shown that the PN 
junction could be precisely characterized and a good estimation of the size of the space charge region 
can be obtained [12], [13].   

 
Both Kelvin Probe Force Microscopy and Scanning Electron Microscopy enable to assess the 

effect of electrical bias on the surface potential of the layers of a solar cell. Therefore, recent studies 
comparing SEM and KPFM on the cross-section of solar cells under different values of electrical bias 
have been carried out and have shown a good correlation, enabling to discuss the assets of each 
technique [13].  

 
6.1.1.2 Our approach  
 
In this section we performed a comparison between SEM and KPFM under electrical bias on 

the exact same position of two crystalline silicon solar cell designs: the back surface of interdigitated 
back contact solar cells (IBC) and the cross-section of epitaxial silicon solar cells (epi-Si). Our 
approach [19] has three originalities compared to previous studies [13]. The first is that measurements 
are performed on the exact same position of the solar cell thanks to nano-scratching markers (section 
3.2.2). The second is that proof on concept measurements are performed on interdigitated back 
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contact (IBC) solar cells. Contrary to previous work, KPFM measurements on IBC solar cells allow to 
characterize the PN junction without cleaving the solar cell. Therefore, uncertainties due to electrical 
properties of a non-passivated cross-section are removed and interpretations are more accurate. The 
third originality is that we compared our SEM and KPFM measurements with Resiscope 
measurements under external electrical bias, which is the first measurement of this kind to our 
knowledge.    

  
Figure 6.1 shows the two setups used to perform KPFM measurements on interdigitated back 

contact solar cells and epitaxial silicon solar cells. The exact same setups are used for SEM 
measurements, replacing the AFM/KPFM cantilever by an incident beam of electrons. For 
measurements on epitaxial silicon solar cells, the cross-section is either µ-cleaved (Section 5.2.2) or 
cleaved and polished with diamond disks (Section 5.1.2). Isopropanol cleaning was performed before 
each measurement. KPFM measurements were performed under controlled nitrogen atmosphere and 
SEM measurements were performed under ultra-high vacuum (UHV). KPFM and SEM 
measurements are performed on and between the contacts of the solar cells for different values of 
electrical bias applied. Both interdigitated back contact solar cell and epitaxial silicon solar cell are 
nano-indented to be able to perform KPFM and SEM measurements on adjacent positions. SEM 
analysis show that the surface potential contrasts are not affected close to the nano-indented areas. 
The contrast on these areas is similar to that observed far from the nano-indented areas. Only the 
nano-indented areas are electrically affected.  

 

 
Fig. 6.1 – a) Setups used to investigate a) the back surface of an interidigitated back contact 
solar cell and b) the cross-section of an epitaxial silicon solar cell under electrical bias using 
KPFM 
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6.1.1.3 Results  
 
 Interdigitated back contact solar cell 

At the time of the Ph.D. manuscript writing, the measurements performed on interdigitated 
back contact solar cells have been submitted to Solar Energy Materials and Solar Cells [19]. Early 
preliminary results were published in a conference paper [20].  

 
Figure 6.2 shows SEM images of the Cu/ITO/n+ a-Si:H contact, the Cu/ITO/p+ a-Si:H contact 

and the area between metallic contacts with the n+ a-Si:H and the p+ a-Si:H layers (Figure 6.1.a). Each 
image corresponds to an electrical bias applied to the cell. We used a low accelerating voltage (Vacc = 
0.5 kV) to be sensitive only to the very surface of the IBC solar cell.  

 
According to Monte Carlo simulations, the penetration depth of electrons is estimated at 

around 10 nm and the escape depth is estimated around 3 nm. The secondary electrons are emitted 
from the escape depth; hence collected secondary electrons have only been reemitted from the 
amorphous layers. Since KPFM in air is only sensitive to defects as deep as 2 nm (sub-section 3.8), 
the comparison between SEM and KPFM measurements is possible.  

 
The two indented squares are visible at the interface between the two amorphous layers. One 

indented area is more visible than the other because the AFM tip used to perform nano-indentation 
degraded quickly while indenting them. One can also notice a dust spot below the bottom indented 
square and the topographical bump between the two amorphous layers. The secondary electron image 
is sensitive to surface potential as well as topographical and compositional changes. However, by 
making measurements on the same position and varying the electrical bias, we can extract the 
influence of the surface potential. Among the parameters affecting the SEM, surface potential is the 
only one that is sensitive to the electrical bias [16][17]. 

 
As expected theoretically (section 2.5), the SEM signal is higher on the Cu/ITO/p+ a-Si:H 

electrode than on the Cu/ITO/n+ a-Si:H electrode. The SEM signal remains constant on the Cu/ITO/p+ 

a-Si:H electrode with applied electrical bias because it is grounded. On the Cu/ITO/n+ a-Si:H 
electrode, the SEM signal increases with increasing electrical bias and the contrast between the two 
contacts decreases, until it is reversed in forward electrical bias. This inversion of contrast is also 
visible when analyzing the profiles (Fig. 6.4.a). It was also reported by Heath et al. [13]. It can be 
noticed, that the contrast decrease is also visible on the amorphous layers. This means that an electric 
field is also present at the interface between the two highly doped amorphous silicon layers. Besides, 
the contrast increase in reverse electrical bias is also valid for topographical irregularities. Note that 
the scratched area overlaps between p and n-type a-Si:H. In this region, both materials have the same 
behavior with applied bias indicating that the doping effect has been masked by the defects introduced 
by nano-scratching. For instance, the contrast on the indented areas is much stronger at Vb =-1 V than 
at Vb=0.75 V. This suggests that SEM images under strong reverse electrical bias could also be used 
to reveal defects in the devices affecting the amorphous silicon layers. One example of defects is 
material remaining on the a-Si:H layers, such as ITO grains which locally bend the surface potential. 
For forward biases above 0.5 V, the changes in SE images are much less visible than for reverse 
electrical bias. We explain this phenomenon by a series resistance due to the contact between the 
electrodes and the contacts of the IBC solar cell. Indeed, in forward bias, the diode output current is 
high and the potential drop due to parasitic contact series resistance increases. The area where this 
potential drop occurs is not visible on Figure 6.2. Thus, the images in forward electrical bias are very 
similar. Other groups have reported measurements without saturation at high forward voltage [12], 
[13]. Therefore we suggest that if contacting on our setup was improved, series contact resistance due 
to probes would disappear and the local series resistance in the device could be detected. 
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Fig. 6.2 – SEM images of the back surface of an IBC solar cell under different electrical bias, 
including the contacts.  
 

Figure 6.3 shows KPFM images between the contacts of the IBC solar cell under different 
electrical biases. It was very challenging to acquire an image with both contacts and inter-contacts 
region because of the scan size which is limited to 90x90 µm2 (section 3.7). Besides, the abruptness of 
the metallic contact risks degrading the KPFM tip during scanning. Therefore, we performed KPFM 
measurements between contacts first and on each contact later, and then we compared with the SEM 
ones. Measurements were carried out on a region adjacent to the SEM images (<5µm distance) in 
order to avoid the influence of local defects between areas of measurements or possible carbon 
contamination (section 4.3). The influence of AFM laser was minimized to an open circuit voltage of 
20 mV, which is negligible compared to the electrical voltage steps applied (Vb =0.25 V).  

  
KPFM measurements yield results in agreement with what is expected theoretically:  

• Since the Cu/ITO/p+ a-Si:H contact is grounded, the surface potential is not expected to 
change on this contact while varying the electrical bias. KPFM measurements performed on 
the Cu/ITO/p+ a-Si:H contact confirmed the low sensitivity of the surface potential to applied 
electrical bias.  

• When a forward bias is applied, the quasi Fermi levels split and the quasi Fermi level of 
electrons increases over the quasi Fermi level of holes by a value equal to the applied bias 
multiplied by the absolute charge of an electron. On the negative Cu/ITO/n+ a-Si:H contact, 
the surface potential is the difference between the vacuum level and the quasi Fermi level of 
electrons because they are majority carriers. Therefore the surface potential on the Cu/ITO/n+ 

a-Si:H contact decreases with forward bias by a value equal to the bias applied bias times the 
charge of the electron. Experimentally, KPFM measurements on the Cu/ITO/n+ a-Si:H 
confirmed the expected sensitivity of surface potential to applied electrical bias.   
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• In Figure 6.1.a, one can identify three junctions in the interdigitated back contact solar cell: 
the a-Si:H (p+ )/a-Si:H (i)/c-Si (n) PIN diode, the a-Si:H (p+)/a-Si:H (n+) diode and the c-Si 
(n)/ a-Si:H (i)/ a-Si:H (n+) PIN diode. These three junctions are oriented the same way, so the 
surface potential is expected to evolve in the same way as the Cu/ITO/n+ a-Si:H contact with 
varying bias. The surface potential applied on the Cu/ITO/n+ a-Si:H contact is supposed to be 
divided between these three junctions and is expected to decrease with increasing voltage 
bias, on the three junctions (as for the Cu/ITO/n+ a-Si:H contact). In the following, we chose 
to plot the negative value of the surface potential measured by KPFM in order to have the 
same evolution as that of the SEM signal with electrical bias and to make comparisons easier.  

 
Fig. 6.3 – Topographical AFM image and KPFM surface potential images under different 
applied electrical biases between the contacts of an interdigitated back contact solar cell. The 
contacts are not included in this image.    
 

Figure 6.4 shows the SEM and KPFM profiles under different values of electrical bias 
applied between the contacts of the IBC cell. The line profiles were obtained by averaging over 30 
scan lines. We compare the SEM signal to the opposite of the surface potential signal so that both 
signals increase with increasing electrical bias, making comparisons easier.  

 
As expected theoretically, both the SEM signal and the opposite of surface potential increase 

with electrical bias. On both profiles, the effect of the topographical bump of about 10 nm between 
the two amorphous layers can be seen and it is more prominent at reverse bias. The topographical 
artifact of this bump is more important for SEM than KPFM indicating that SEM signal is probably 
more sensitive to topography than KPFM. Besides, it can be noticed that the signal-to-noise ratio is 
better for KPFM than for SEM in our measurements (the white noise is visible on SEM profiles 
contrary to KPFM profiles). The behavior of p+ and n+ hydrogenated amorphous silicon layers is the 
same for both measurements. The noise on KPFM surface potential profiles (Fig 6.4.b) is associated 
to topographical artifacts due to nano-grains remaining from the process (Fig 6.4.c).The main 
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difference is that the alignment of signals on the n+ and p+ amorphous silicon layers does not occur at 
the same value of the electrical bias for SE and KPFM measurements. For SEM, it occurs around 0.25 
V and for KPFM it happens around -0.25 V. The difference of alignment voltages is expected to give 
the value of the built-in voltage of the cell [12]. Therefore, the negative voltage Vb=-0.25 V given by 
KPFM does not seem to be accurate. We propose as a possible explanation the fact that there is an 
inversion layer below the p+ a-Si:H layer which is particularly sensitive in reverse electrical bias [21]. 
Therefore, the interaction between the KPFM tip and the surface of the sample could change as a 
function of the electrical bias 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.4 – (a) SEM and (b) KPFM profiles between the contacts under different values of 
electrical bias. The KPFM signal displayed is the measured surface potential with changed sign, 
in order to have the same evolution as the SEM signal and make the comparison easier. (c) 
Topography image associated to the KPFM measurement. The observed nano-grains remain 
from the process. 
 

In order to compare the sensitivity of SEM and KPFM measurements to electrical bias, we have 
studied its effect on the average signal from the four regions of the cell: the Cu/ITO/p+ a-Si:H 
electrode, the Cu/ITO/n+ a-Si:H electrode, the n+ a-Si:H layer and the p+ a-Si:H layer. We performed 
KPFM measurement on the contacts under bias, additionally to KPFM measurements between 
contacts. For SEM, we averaged the signal on the different areas of the cells for each value of the 
applied bias. Figure 6.5 shows the SEM and the KPFM curves obtained. Both measurements show 
linearity with applied electrical bias in the reverse bias mode, in good agreement with literature results 
[12], [13], [15]. The areas which are the closest to the biased electrode have the highest slopes. For 
KPFM, the slope on the Cu/ITO/n+ a-Si:H electrode is equal to 1, which means that our measurements 
are quantitatively correct: if we apply an electrical bias of -1 V for instance, the surface potential drop 
equals to -1 V. For both measurements, saturation happens quickly in forward bias because of a high 
series resistance due to non-ideal contacting on both systems. This explanation is confirmed by J(V) 
curves on each setup, compared to that performed on a regular probe station under a solar simulator. 
The saturation occurs for lower voltages in KPFM than in SEM, which is consistent with the higher 
series resistance on the J(V) curve of KPFM setup compared to the SEM setup.  
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On the Cu/ITO/p+ a-Si:H electrode, a difference between measurements can be noticed. Contrary 
to KPFM signal, SEM signal seems to be dependent on the applied electrical bias (Figure 6.5.a). We 
explain this phenomenon by the fact that a series resistance could be present between the voltage 
source and the Cu/ITO/p+ a-Si:H electrode in SEM setup and not in KPFM setup. The reason is that 
the electrode contacting the Cu/ITO/p+ a-Si:H electrode in the KPFM setup, is directly grounded 
because it is connected to the AFM plate which is grounded. By minimizing the distance between the 
contact and the ground, the series resistance between the Cu/ITO/p+ a-Si:H electrode and the voltage 
source on the KPFM setup is expected to be much smaller than on the SEM setup. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 6.5 – Average values of a) SEM and b) KPFM signals as functions of the applied voltage for 
the four different regions of the IBC solar cell. The displayed KPFM signal is the measured 
surface potential with changed sign, in order to have the same evolution as the SEM signal and 
make the comparison easier.  
 

These measurements show a good agreement between SEM and KPFM techniques on IBC 
solar cells. Limitations due to series resistance in experimental setups and KPFM tip-induced band 
bending artifacts (section 3.2.3) due to the inversion layer in reverse bias are also presented. Despite 
these limitations, SEM and KPFM prove to be complementary techniques to investigate solar cells 
under electrical bias. The following study shows similar measurements performed on the cross-section 
of epitaxial silicon solar cells.  

 
 Epitaxial silicon solar cell 

The measurements performed on epitaxial silicon solar cells under constant electrical bias 
have been published in a conference paper [22] and provide preliminary results for a peer-reviewed 
journal paper [23]. Figure 6.6 shows measurements performed on the top surface of a nanostructured 
epitaxial silicon solar cell under electrical bias. The reason of the nanostructuration is to increase the 
light path in the solar cell in order to maximize the absorption for a given thickness. The setup used is 
shown in Figure 6.6.a. The solar cell is grounded from the back side. Figure 6.6.b shows the 
topography image and the surface potential image for three different applied voltage biases: Vb =-0.3 
V, Vb =0 V and Vb =0.3 V. The spatially average surface potential (SP) measured for these voltages 
are respectively SP=-0.33 V, SP=-0.64 V and SP=-0.94 V. Therefore, surface potential differences are 
equal to the applied biases differences. Quantitative voltage drops can be measured using this 
technique, which can be used for contact investigation at the nano-scale. When the ground is applied 
on the front surface, the surface potential is no longer sensitive to the applied electrical bias, as 
expected.  
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Fig. 6.6 – a) Setup used to investigate the top surface of nanostructured epitaxial silicon solar 
cell under electrical bias with KPFM. b) Topographical AFM image and KPFM surface 
potential images under three voltage biases: Vb=-0.3V, Vb=0V and Vb=0.3V.  
 

Figure 6.7 shows SEM images of the cross-section of an epitaxial silicon solar cell under two 
applied electrical biases Vb=-0.4 V and Vb=-0.3 V. The p-type wafer appears brighter than the non-
intentionally n-doped epitaxial silicon layer, because p-type region has a lower affinity since the 
Fermi levels equilibrate at the junction, as has been explained by Dapor et al. [24]. When applying a 
reverse electrical bias, the electric field in the space charge region is increased, therefore the SEM 
contrast increases on the PN junction. It has been shown by several groups that the SEM contrast 
evolves linearly with the applied electrical bias [12], [13], [15] and that the SEM image enables to 
determine the position of the PN junction and provides a good estimation of the space charge region. 
This phenomenon is confirmed with our measurements on the epitaxial silicon solar cells. The 
contrast drop is sharp at the epi-Si/c-Si wafer interface, suggesting either that the epitaxial silicon 
layer is probably n-doped leading to a PN-N junction, instead of a PIN junction as expected; or that 
the defective interface has strong electrical influence. The epi-Si/a-Si:H (n++) interface is not visible 
on this image. Two explanations can be given. The first explanation is that the amorphous layer is so 
thin that it was removed on the edge, when cleaving. The second explanation is that since the epi-Si 
layer is non-intentionally n doped, the electric field at the epi-Si (n)/a-Si:H (n++) and therefore, the 
surface potential drop is too small and below the thermal noise level. Therefore, it cannot be detected 
by SEM.   
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Fig. 6.7 – SEM images under different electrical bias of the cross-section of an epitaxial silicon 
solar cell.  

 
Figure 6.8 which shows the KPFM image obtained on the cross-section of the epitaxial silicon 

solar cell under different electrical biases. The measurements are in agreement with what is expected 
theoretically:  

 
When an electrical bias is applied to the solar cell, the quasi-Fermi levels of holes and electrons 

split. This affects the surface potential profile. The evolution of the surface potential along the PIN 
junction is expected to change as follows:    

- On the p++ doped crystalline silicon wafer, the surface potential remains unchanged under 
electrical bias because the wafer is highly doped and grounded. The quasi-Fermi levels of 
electrons and holes remain constant.  

- On the n++ a-Si:H layer, the surface potential is defined by the difference between the vacuum 
level and the quasi Fermi level of electrons because electrons are majority carriers in this 
layer. The vacuum level remains constant when changing the electrical bias. When increasing 
the voltage bias, the quasi-Fermi level of electrons in the n++ a-Si:H layer increases over the 
quasi-Fermi level of holes in the p++ c-Si wafer by a value equel to the bias applied. Therefore, 
the surface potential in the n++ a-Si:H layer is expected to decrease by this value when 
increasing voltage bias.  

- On the intrinsic epitaxial layer, when applying a positive electrical bias, the surface potential 
decreases by a value going progressively from 0V (close to the p++ doped crystalline silicon 
wafer) to the applied bias value (close to the n++ a-Si:H layer).  

We also performed measurements where the n++ a-Si:H was grounded and the bias was 
applied on the p++ doped crystalline silicon wafer. In this case, the surface potential on the n++ a-Si:H 
layer was not sensitive to applied electrical bias. The surface potential of the p++ doped crystalline 
silicon wafer was sensitive to electrical bias and changing by values equal to the applied bias.  

As for SEM images, it can be seen that surface potential profiles decrease strongly at the c-
Si/epi-Si interface confirming that the electric field is confined at the interface due to non intentional 
n-type doping or to a defective interface. The second surface potential drop at epi-Si/n++ a-Si:H is not 
visible on the images, as for SEM images. The contrast we observe on the edge is here due to a 
change of topography, as can be seen on the topographical image.  

As for interdigitated back contact solar cells, the alignment of signals does not happen at the 
same voltage bias value. For SEM it happens at voltage bias superior to 0.3V and for KPFM it 
happens around 0V. In this case, we consider two hypothesis to explain this difference. The first 
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hypothesis is that KPFM tip-induced band bending was not the same on the p++ c-Si wafer and on the 
epi-Si layer. The second hypothesis is that the SEM was performed on a µ-cleaved solar cell and the 
KPFM was performed on a mechanically polished solar cell. Therefore, the electrical properties were 
more degraded in the case of the KPFM measurements that in the case of SEM measurements.  

 

 
 
 

Fig. 6.8 –Topographical AFM image and KPFM surface potential images under different 
electrical biases between the contacts of an epitaxial silicon solar cell.  

 
Figure 6.9.a shows the surface potential profiles on the cross-section of epitaxial silicon solar 

cells under different electrical biases. To reduce the noise in the surface potential profiles, we 
obtained a profile by averaging on 60 consecutive horizontal scan lines, as discussed in section 3.6. 

  
The profiles show that the tendency with increasing voltage bias is the same as the one 

explained above. On the edge of the cross-section, the steps between surface potentials are constant as 
the applied voltage bias is changed also by a constant value. Figure 6.9.b shows the surface potential 
averaged on different areas of the cross-section with respect to applied electrical bias. On the edge of 
the epitaxial silicon layer (pink curve), the dependence is almost linear. There is a slight difference of 
slope between forward and reverse voltage biases associated to a shunt resistance effect in the reverse 
voltage bias because the slope is smaller in this range of voltages. Besides, it can be observed that the 
slopes are smaller than 1. This means that the surface potential differences are not equal to the applied 
biases, contrary to the case of the interdigitated back contact solar cell in reverse bias, investigated 
previously (Figure 6.5). This phenomenon was also reported by Jiang et al. [6], [11]. They attributed 
it to two possible phenomena. First, voltage losses on the conduction path from AFM tip to the ground 
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of KPFM electronics. In our case, it could be due to series resistances effects in the ITO layer for 
instance. Moczala et al. also used this explanation for too small surface potential drops [8]. Second, 
stray capacitances due to the cantilever or other regions of the tip rather than the tip apex can lead to 
reduction of surface potential drops (section 3.5). We also add that surface band bending effects (i.e 
Surface Fermi level pinning) could also affect the value of measured surface potential changes 
(section 3.8).   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 6.9 – a) Surface potential profiles across the PIN junction of the epitaxial silicon solar cell 
under different electrical biases. b) Average values of KPFM signals as a function of the applied 
voltage for the four different regions of the epitaxial silicon solar cell. 

 
At the interface between the p++ c-Si wafer and the epi-Si layer, the surface potential shape 

associated to diode effect can be clearly distinguished. We will explain in the following sub-section 
how we extract electric field changes from these surface potential profiles. The decrease of the surface 
potential on the wafer for positive surface potential values superior to 0.3V can be explained by a 
series resistance in the wafer that appears for high current values. The ability to monitor resistance 
effects is an advantage of KPFM compared to SEM and EBIC which are only sensitive to diode effect 
(section 4.4). KPFM proves to be a powerful tool to investigate diode and resistance effects at the 
nano-scale. Thereby, it could help detect local power losses in solar cell devices. Besides, obtaining 
nano-scale resistance and diode can help improve solar cells modelling by giving additional inputs in 
the models.  

 
Finally, we performed Resiscope measurements on the cross-section of the epitaxial silicon 

solar cell under electrical bias. Figure 6.10.a shows the setup used to perform this measurement. 
Figure 6.10.b shows the profiles of resistance obtained. As expected, the resistance remains constant 
in the c-Si wafer because it is grounded. In the epitaxial silicon layer, the resistance decreases when 
the electrical bias increases because the current highly increases in forward voltage bias.  
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Fig. 6.10  – a) Resiscope setup to investigate the cross-section of the epitaxial silicon solar under 
different electrical biases. b) Resistance profiles across the PIN junction of the epitaxial silicon 
solar cell under different electrical biases. 

 
However, Resiscope is a complex technique to investigate solar cell devices under electrical 

bias because two parallel electrical circuits, each with a voltage source, have to be considered, as can 
be seen in Figure 6.10. This makes accurate interpretations challenging. Besides, the fact that 
Resiscope is very intrusive makes measurements on the same area complex (section 3.2 & 3.3).  

 
On the other hand, KPFM proves to be a powerful tool to investigate solar cell devices under 

electrical bias. It is a low intrusiveness technique. The surface potential can be directly compared with 
the applied bias value, to check the measurements accuracy and the effect of potential artifacts. It 
enables to see both diode and resistance effects to investigate power losses and to be used as inputs in 
simulation models. However, KPFM can be limited by its acquisition time and its limited scan size 
(section 3.7). Besides, artifacts such as stray capacitances (section 3.5) and tip-induced band bending 
(section 3.2.3) can alter interpretations.  

 
Therefore, we propose that KPFM can be complemented with SEM under applied electrical 

bias. SEM provides fast acquisition on a large scale and does not suffer KPFM artifacts but faces 
challenges due to a surface modification under the electron beam exposure, mostly attributed to 
carbon contamination (section 4.3). Therefore, these complementary techniques could be combined in 
a single setup that would benefit from the advantages of both. This seems possible, given the fact that 
some manufacturers already provide combinations of SEM and AFM. A measurement protocol can be 
proposed as follows. SEM could perform quick, low magnification surface potential images under an 
electrical bias. Once a defective area is located with SEM, KPFM could take over and analyze more 
precisely and quantitatively the importance of this defect, without risking to degrade the area. KPFM 
measurements can be carried out both under electrical bias and illumination. Many benefits would 
come from the association of these techniques: accurate repositioning for KPFM would be easier 
inside an SEM setup, the evolution of the tip could be monitored by SEM and the intrusiveness of 
SEM could be mitigated thanks to the capabilities of KPFM. Additionally, an effective and reliable 
probing system could also be added to prevent from series resistances due to the setup. The 
combinaison of the two techniques could be a powerful tool to investigate power losses at the nano-
scale in different areas of devices, such as PN junctions or contacts.  
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6.1.2   Electric field investigation  
 
6.1.2.1 Context   
 
Using surface potential measurements under electrical bias on the cross-section of solar cells, 

Jiang et al. have proposed a technique to extract the change of electric field induced by the bias [6], 
[10], [11], [25]. To minimize the surface effect, Jiang et al. propose to work on the difference of 
surface potentials [11]. The idea is to subtract parasitic surface effect (section 3.8) when subtracting 
surface potential profiles. Therefore, the influence of parasitic surface effect becomes negligible in the 
difference signal, if we consider the Fermi level pinning value is the same for every applied bias. 
Jiang et al. perform the difference between Vbias and V=0V. They observed that doing so; the profiles 
were smoother and symmetric to the positive and negative bias. Then, since the electric field is the 
first derivative of the built-in potential, Jiang et al. performed a first derivative of the surface potential 
difference profiles to access the electric field changes. However, since profiles were still very noisy, a 
denoising step is necessary to enable to access electric field. Therefore the surface potential difference 
profile was first fitted with a 20 order polynomial [11]. Then, the first derivative was performed on 
the fitted curve.  

 
Using this technique, Jiang et al. have investigated electric field changes in hydrogenated 

amorphous silicon solar cells [6], [11], multi-crystalline silicon solar cells [10], [25] and III-V solar 
cells [6]. This technique does not allow to directly measure the value of the “intrinsic depletion” width 
but only the change of electric field under an electrical bias. However, they have shown that, despite 
certain artifacts, these measurements enabled to determine the location of the PN junction for a given 
bias value [6], [11], to assess the space charge region width [6] and to obtain qualitative doping 
information at nano-scale, such as non-intentional doping in intrinsic layers of amorphous silicon 
solar cells [11]. Despite some discrepancies of KPFM measurement with respect to capacitance 
voltage (C-V) measurements, attributed to stray capacitances (section 3.5), the KPFM measurements 
evolution with applied bias was consistent with C-V measurements, confirming that KPFM under 
electrical bias is a good tool to locate the PN junction [6]. This is a strong advantage compared to 
electron beam induced current (EBIC) technique which can detect wide depletion regions but faces 
challenges to determine the exact position of p/n interface [14], [26].   

 

6.1.2.2 Our approach  
 

In this study, we investigated the cross-section of epitaxial silicon under electrical bias using 
KPFM as shown in section 6.1.1. The results of electric field assessment in epitaxial silicon solar cells 
have been published in a conference paper [22]. Epitaxial silicon solar cells are made of a PIN 
junction with the epitaxial layer being intrinsic and non-intentionally doped (section 2.6.3). However, 
impurities are incorporated at the interfaces and in the epitaxial layer during the low-temperature 
plasma enhanced chemical vapor deposition (PECVD), inducing non-intentional doping as discussed 
previously and confirmed by Cariou et. al. [27], [28]. Figure 6.11 shows a secondary ion mass 
spectrometry (SIMS) profile of the epitaxial silicon sample on a c-Si substrate. It can be observed that 
even though the epitaxial layer is non- intentionally doped, there is an incorporation of oxygen inside 
the epitaxial silicon layer which can make it lightly n type. Besides, SIMS profiles also show that the 
interface between epitaxial silicon layer and crystalline silicon wafer is particularly defective with a 
sharp increase of carbon, hydrogen and oxygen atoms. The presence of this defective interface, 
followed by an improvement of the epitaxy quality when the epi layer gets thicker, has been 
confirmed by micro-Raman spectroscopy and in-situ ellipsometry [27], [28].  
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Fig. 6.11 – SIMS profile of 4μm epi-Si layer on a c-Si wafer 
 

Because of the defective interface and the non-intentional n-doping of the epitaxial layer, the 
epitaxial silicon solar cell is no longer a PIN junction, but rather a PN-N junction, as previously 
discussed. The consequence is that instead of having a constant electric field along the epitaxial layer, 
the electric field is highly concentrated at the interface between the wafer and the epitaxial layer. 
Therefore, the higher the electric field concentration, the higher the unintentional n doping inside the 
epitaxial layer. This kind of investigation was also carried out in amorphous silicon solar cells by 
Jiang et al. [11]. There is no reason why the unintentional doping should be homogeneous in the 
epitaxial silicon solar cell. Therefore, we propose that this technique could be used to investigate the 
electric field homogeneity along the PIN junction.  

 
However, our approach slightly differs from that of Jiang et al. in the measurement procedure 

[22]. Instead of subtracting surface potentials at Vbias and 0V, we chose to subtract surface potentials 
at Vbias and 0.45V. The reason is that 0.45V is the maximum voltage value the epitaxial silicon solar 
cell can reach without risking to be degraded irreversibly. By choosing this minimum value, we can 
reach a maximum voltage amplitude when using Vbias=-0.45 V. With the highest amplitude possible, 
the signal-to-noise ratio is maximal and it is easier to compare electric field changes along the PIN 
junction.  

 
Figure 6.12 shows the different data processing steps used to extract the electric field. After 

subtracting surface potential profiles at Vbias=-0.45 V and Vbias=0.45 V, the profile is denoised by 
removing high frequency noises. The third image shows the surface potential denoised and the noise 
removed from the profile. It can be seen that the noise removed is constant almost on all the profile. 
Finally, the first derivative profile of the denoised surface potential is extracted, leading the electric 
field change of interest.  

 
If the epitaxial layer was perfectly intrinsic, both electric field at Vbias=-0.45 V and  

Vbias=0.45 V should extend all along the epitaxial layer. Therefore the difference of electric field 
should also extend along the epitaxial layer. However, if the epitaxial layer is n-doped, the electric 
fields will concentrate at the interface between the epitaxial silicon layer and the crystalline silicon 
wafer. Therefore the difference of electric fields will also be concentrated at the interface. The higher 
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the doping level of the epitaxial silicon layer, the smaller the space charge region and the smaller the 
electric field extension for Vbias=-0.45 V and Vbias=0.45 V, and therefore the smaller the extension of 
the difference of electric fields between Vbias=-0.45 V and Vbias=0.45 V. That is why we propose this 
technique to investigate the homogeneity of unintentional doping in intrinsic layers.  
 

 

 
 
Fig. 6.12  – Data processing steps used to extract the profiles of electric field changes from 
surface potential profiles  
 

6.1.2.3 Results 
  
Figure 6.13 shows the electric field changes profile obtained by subtracting surface potentials 

(SP): SP(Vbias)-SP(0 V), as used by Jiang et al. (Fig.6.13.a), and by subtracting SP(Vbias)-SP(0.45 V), 
as we propose in our approach (Fig.6.13.b). Profiles are obtained for different applied electrical 
biases.  

 
It can be observed that the profile associated to SP(0.5 V)-SP(0.45 V) has the highest 

amplitude and lowest signal-to-noise ratio, enabling more accurate comparisons between peaks at 
different locations. In the case of profiles associated to SP(Vbias)-SP(0 V), the signal-to-noise ratio is 
too low for all the voltages applied. In the case of Jiang et al., bias between -1 V and +1 V could be 
applied on hydrogenated amorphous silicon solar cells. Therefore, high signal-to-noise ratio could be 
obtained, even with SP(Vbias)-SP(0 V) [11].  
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Fig. 6.13  – Electric field change profiles obtained by using the surface potential difference: a) 
SP(Vbias)-SP(0V) and b) SP(Vbias)-SP(0.45V) 
 

Figure 6.14 shows the electric field obtained using this method on three different zones at the 
p++ c-Si/epi-Si interface. It can be seen that for three different profiles the electric field peak is centred 
at the interface between the c-Si wafer and the epitaxial layer. Besides it does not extend deeply inside 
the epitaxial layer, which provides a strong indication that the epitaxial film is probably lightly n-
doped. Moreover, the shape of the profiles is different. In scan area 2 and 3, the peak is asymmetric, 
low amplitude and broad whereas in scan area 1, the peak in more symmetric, higher and narrower. 
These measurements show the impact of the non-intentional doping of the epitaxial silicon layer 
and/or of defective interface layer. Besides these measurements suggest that both non-intentional 
doping and defective interface may be inhomogeneous along the PIN interface of the epitaxial silicon 
solar cell.  
 

 
 
Fig. 6.14  – a) Three positions investigated along the PIN junction of the epitaxial silicon solar 
cell. b) Electric field changes obtained after data processing the electric field along the PIN 
junction.  
 

As a perspective work, this study should be continued by comparing the measurements with 
other nano-scale doping measurement techniques. On our devices, EBIC measurements proved to be 
challenging but quantitative CP-AFM measurements (Section 5.2) could be performed on different 
areas of the cross-section. Since CP-AFM is highly intrusive and would require short circuiting the 
solar cell device with silver paste, KPFM measurements should be performed first. Spatially resolved 
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SIMS could also help investigate the homogeneity of the material in the epitaxial silicon solar cell. 
Another perspective work is to perform the same measurements with KPFM under UHV. This would 
help reduce the stray capacitances and surface band bending which may affect the accuracy of 
measurements.  

6.1.3   Measurements under modulated frequency electrical bias  
 

6.1.3.1 Context   
 
We have shown in Section 5.3 that it was possible to measure lifetimes over 1ms with KPFM 

by monitoring the surface potential decay when switching the electrical bias. This technique enables 
to assess lifetime with a nano-scale resolution, which is challenging with standard lifetime 
measurement techniques.  

 
In this section, we will discuss a technique to measure lifetimes well below 1ms using KPFM 

and a modulated frequency excitation source. The core of this technique is that even though KPFM 
does not have a nanosecond time resolution, we can measure lifetimes in the nano-second range by 
using a modulated frequency excitation source with a nanosecond time period. In this technique, we 
take advantage of the time averaging possibilities of KPFM (section 4.6). That way, we obtain a 
higher time resolution than the KPFM feedback time constant can provide.  

 
Previous works have shown that the use of modulated frequency illumination enables to 

assess the minority carrier lifetime τ of solar cells at nano-scale using Kelvin Probe Force Microscopy 
[29]–[31]. Since KPFM is a slow measuring technique, it acts as a low-pass filter and measures a time 
averaged surface photovoltage (Vav). Vav  is dependent on the frequency of modulation of light and 
this dependence is directly linked to τ. Hence, using τ as a fitting parameter in the curve of Vav versus 
frequency, the minority carrier lifetime can be determined.   

 
Lifetime measurements on different technologies of solar cells have been performed. Takihara 

et al. have performed lifetime measurements on different grain areas of polycrystalline silicon solar 
cells [29]. They also performed similar measurements on grain boundaries of Cu(In,Ga)Se2 solar cells 
[32]. Borowik et al. have performed lifetime measurements on silicon nanocrystal solar cells and have 
shown a very good agreement with x-ray photoelectron spectroscopy [30]. Shao et al. have performed 
lifetime measurements on local ITO defects in organic solar cells and show a good agreement with 
transient photovoltage measurements (TPV) [31]. Schumacher et al. have proposed an improvement 
of the technique reducing the uncertainty of surface photo-voltage measurement and reducing the tip-
sample capacitive changes, making the technique more accurate and reproducible [33]. In a following 
publication, they have proved that KPFM measurements could be sensitive to decay times as low as 
1ps [34] opening a wide window of dynamic measurements at the nano-scale.   
 

6.1.3.2 Our approach  
 
In our approach, we chose to use modulated frequency electrical bias, instead of modulated 

frequency illumination. These results have been published in a peer-reviewed journal [23]. The 
advantage of this technique is that modulated frequency voltage bias enables a higher range of signal, 
avoids light induced degradation and is less expensive than a modulated illumination solution. The 
principle of this measurement is very similar to that under illumination. In forward bias, there is an 
excess of minority carriers at the junction [35] as it is the case under illumination [30]. In reverse bias, 
there is a lack of minority carriers at the junction, as it is the case in the dark.  

 
The time to go from forward to reverse bias (reverse recovery time) is higher than the time to 

go from reverse to forward voltage bias (forward recovery time). The reason is that the recombination 
of the excess minority carriers is much slower than the injection of minority carriers [36]. Since 
minority carrier lifetime is directly linked to the recombination velocity, the reverse and forward 



CHAPTER 6 – DEVICES INVESTIGATIONS 
 
 

131 
 

recovery time is closely linked to τ [35]–[38]. Using the averaging possibility of KPFM, we propose 
that KPFM under modulated frequency voltage bias can also be used to assess minority carrier 
lifetime at the nano-scale.  

Figure 6.15.a shows the setup used to perform measurements under modulated frequency 
electrical bias on the cross-section of epitaxial silicon solar cells. The epitaxial silicon solar cell is µ-
cleaved and measurements are performed under controlled nitrogen atmosphere. The setup is the same 
as the one used for measurements under constant bias (Figure 6.1.a) but the constant voltage source is 
replaced with a modulated frequency voltage source. Figure 6.15.b shows the shape of the modulated 
electrical bias applied to the epitaxial silicon solar cell. It is a square wave centered on 0 V with an 
amplitude of 0.6 V and a duty cycle of 50 %. The frequency is varied between 50 kHz and 50 MHz, 
corresponding to time periods between 20 µs and 20 ns respectively.  

 

 
 
Fig. 6.15 – a) Setup used to measure epitaxial silicon solar cell under modulated frequency 
voltage. b) Modulated electrical bias signal applied to the epi-Si solar cell.  
 

We first performed macro-scale lifetime measurements to compare with the lifetimes obtained 
with KPFM. Figure 6.16 shows lifetime measurements that are performed by time resolved 
microwave conductivity (TRMC) on 5 µm epi-Si layer after HF-dipping. A long decay time (>10 µs) 
and a short decay time (0.1-1 µs) are obtained. The short decay time is considered to be the effective 
lifetime and the long decay time is attributed to trapping-detrapping effects that are common in 
crystalline silicon [39]. 
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Fig. 6.16 – TRMC measurement on 5µm both sides HF passivated epi-Si sample. A fitting with 
two exponential curves is required. The first time constant is around 1µs. The second time 
constant is around 10µs. 
 

6.1.3.3 Results  
 

Figure 6.17 displays the topography image along with the surface potential images obtained at 
different frequencies and at 0V DC. 

For frequencies of 5 MHz and 50 MHz, the surface potential image remains the same and the 
profile is very close to the profile at 0 V. These frequencies are too high and no significant 
recombination of carriers occurs. Between 5MHz and 1MHz, the surface potential starts to decrease at 
the c-Si/epi-Si interface and remains unchanged in other areas. This is probably because the interface 
is a defective layer as shown in SIMS profile (Fig.6.11). Therefore, the lifetime in this region is lower 
and recombination starts at a higher rate affecting the surface potential. The corresponding lifetimes to 
this frequency range are 0.2-1 µs which corresponds to the short decay time measured by TRMC (0.1-
1µs). Between 500 kHz and 50 kHz, the surface potential at the interface stabilizes at a minimum but 
it starts increasing in the bulk of the epitaxial layer. These frequencies correspond to a lifetime range 
of 2-20 µs which is in the range of the high decay time measured by TRMC (>10 µs). For these low 
frequencies, recombination starts to happen inside the epitaxial layer and affects the surface potential. 

 
We tried to perform similar measurements using SEM instead of KPFM. However, the SEM 

image shifts vertically with applied voltage bias due to a deviation of emitted electrons with surface 
potential, as Figure 4.7 shows. Therefore, when a modulated frequency electrical bias is applied, the 
SEM image gets blurry.   
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Fig. 6.17 – Surface potential images associated to 0V DC and different frequencies of modulated 
electrical bias.  
 

Figure 6.18 shows the difference between the profile at a given frequency and the profile at 
0 V DC. Figure 6.19 shows the surface potential averaged over three areas (c-Si wafer, interface and 
epi-Si layer), as a function of the frequency f and the modulation period T=1/f.  

The change of the surface potential in the epitaxial silicon layer is about 150 mV (Fig 6.18) 
and that at the interface is about 50 mV. The latter is just above the noise level of KPFM (~20 mV). 
The fact that profiles were averaged makes the noise level lower and enables to detect clearly the 
surface potential change at the interface. Because Fig 6.19 is in logarithmic abscissa scale, it can be 
noticed that the surface potential at the interface evolves exponentially, as measurements under 
modulated frequency illumination also showed [29]–[31].  

Hence, the above results of KPFM under modulated frequency electrical bias allow us to 
formulate the hypothesis that the carrier lifetime of epitaxial silicon solar cells is limited by the 
defective c-Si/epi-Si interface. We believe that this technique can potentially help to localize defective 
low lifetime layers and interfaces in solar cells with a nano-scale resolution.   
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Fig. 6.18 – Surface potential (SP) difference profiles: SP(frequency)-SP(0V)  

 

 
Fig. 6.19 – Surface potential averaged on three areas (c-Si wafer, interface and epi-Si) as a 
function of frequency and the modulation period.   

6.1.4   Conclusion 
 

In section 6.1, we investigated solar cell devices under electrical bias using Kelvin Probe 
Force Microscopy (KPFM) and Scanning Electron Microscopy (SEM). We have shown that these two 
techniques are complementary for this purpose and we propose that they should be combined in a 
single setup. In the conclusion of this Ph.D. manuscript, we will detail an ideal KPFM/SEM setup to 
investigate solar cells at nano-scale.  

 
Our measurements under electrical bias have shown that SEM and KPFM can be used to 

localize PN junctions (section 6.1), to estimate space charge regions and electric field changes 
(section 6.2). These measurements also help to assess local doping levels and to analyze their 
uniformity at the nano-scale level. KPFM and SEM are complementary to investigate these diode 
effects. However, contrary to SEM, KPFM proves to be able to investigate series resistance effects at 
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the nano-scale (section 6.1). This makes KPFM a powerful tool to investigate power losses in solar 
cells. Besides, acquiring both diode and resistance effects at the nano-scale can provide valuable 
inputs for advanced modeling of solar cells. Finally, we have shown that thanks to the time-averaging 
capabilities of KPFM, measurement of decay times with a resolution down to ~10 ns is possible 
(section 6.3). This enabled to identify a reason for low lifetime of epitaxial silicon solar cell, which is 
the defective interface c-Si wafer/epi-Si layer. Lifetime measured by KPFM showed a good 
agreement with macro-scale lifetime measured by Time Resolved Microwave Conductivity (TRMC). 
This technique could help detect limiting layers and interfaces in different technologies of solar cells, 
including multi-junction solar cells. It could also help investigate the homogeneity of the quality of 
interfaces.  
 
6.2 Devices investigation under illumination 
 
6.2.1   Measurements under different illumination intensities  

 
• 6.2.1.1 Context  

In this section, we will investigate solar cells under illumination using scanning probe 
microscopy (SPM) techniques. Since we have shown that electron microscopy (EM) techniques are 
not sensitive to illumination (section 4.2), SPM measurements will not be compared to EM techniques 
in this part.  

 
However, we will compare photovoltage measurements using KPFM and photocurrent 

measurements using CP-AFM. Both kinds of measurements have been carried out on the surface and 
the cross-section of solar cells solar cells previoulsy.  

 
Photovoltage surface measurements using KPFM have been carried out on CIGS solar cells 

[40] and multicrystalline silicon solar cells to investigate grain boundaries [29]. These measurements 
have also been carried out on the surface of different technologies of solar cells to compare their 
sensitivity to illumination [41]. Photovoltage measurements on the surface of silicon PN junctions 
have also been used to investigate PN junctions properties at the nano-scale [42]. Finally photovoltage 
measurements under modulated frequency illumination have also been performed to investigate 
carrier lifetimes at nano-scale on the surface of silicon nanocrystal solar cells [30], organic solar cells 
[31] and polycrystalline silicon solar cells [29], [43].  

 
Photovoltage measurements on the cross-section of solar cells have also been proven to be of 

interest to investigate PN junction properties of different technologies of solar cell devices. Different 
studies have been performed on CIGS solar cells [44], III-V solar cells [45], [46], multi-junctions [5], 
[8], [47], [48] and silicon PN junction [49]. These measurements help revealing photogeneration 
effects and local surface potential shifts with the illumination intensity. Detailed theoretical work on 
photovoltage has been published by Kronik et al. [50] and explains how to extract valuable 
information from these measurements. 

 
Photocurrent measurements using CP-AFM technique have also been performed on solar cells 

under illumination. Surface photocurrent measurements have been performed on CdTe solar cells 
[51], polysilicon solar cells [52], silicon nanowire solar cells [53], diamond photodetectors [54] and 
organic solar cells [55]. Recently, photocurrent measurements on the cross-section of solar cells have 
also been performed to investigate the current at different positions from the junction [56]. 

 
All these studies have at least addressed the influence of illumination intensity on either the 

photocurrent or the photovoltage. Some studies have also studied other parameters of illumination 
such as light wavelength [45], [48], [52], the modulation frequency of illumination [29]–[31], [43], 
the position of light beam [48] or light polarization [57]. Most recent studies have shown that it is 
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possible to extract the local open circuit voltage (Voc), short-circuit current (JSC), fill factor (FF) and 
maximum  power (Pmax) from these measurements [51].   
 

• 6.2.1.2 Our approach  

In this subsection, we studied the influence of illumination intensity on photocurrent and 
photovoltage measurements. Measurements on epitaxial silicon solar cells are presented first and 
measurements on interdigitated back contact (IBC) solar cells are presented after. Figure 6.20 shows 
the setups used to investigate the two solar cells. Our setups enable to measure the Voc of the solar 
cells when placed on the AFM stage. Therefore nano-scale KPFM photovoltage measurements can be 
compared directly to macro-scale voltmeter photovoltage measurements. We use the macro-scale Voc 
to assess the effect of illumination intensity. These setups also enabled to apply an electrical bias, 
which enables to assess the effect of illumination for a given applied electrical bias. They also enabled 
to perform in-situ IV curves to assess a possible light induced degradation. 

 
 
Fig. 6.20 – a) KPFM setups used to investigate a) the cross-section of epitaxial silicon solar cells 
and b) the back surface of interidigitated back contact solar cells under illumination.  
 

We have seen previously that photovoltage and photocurrent measurements have extensively 
been performed, on different technologies of solar cells. However, our approach is innovative in three 
ways:  
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• First, we analyze two designs of silicon solar cells that have not been investigated previously 
to our knowledge. In particular, the IBC solar cell is a complex design since several diode 
effects are at stake. This makes our study original and innovative.  

• Second, our study on epitaxial silicon solar cell compares photocurrent and photovoltage 
measurements under the same illumination intensities performed at less than 100µm from 
each other thanks to nano-indentation. To our knowledge, we are the first group to present 
both photocurrent and photovoltage on the same solar cell. This enables a comprehensive 
comparison of KPFM and CP-AFM and to indentify artifacts of both techniques. This 
comparison has not been done for IBC solar cells because the indentation of amorphous 
silicon layers would have degraded the solar cell.  

• Finally, the CP-AFM setup has been adapted to be only sensitive to the photocurrent. 
Contrary to previous works on photoconductive AFM measurements [54], [56], we adapted 
our Resiscope setup to be able to perform measurements with no voltage bias applied 
externally between the tip and the sample, as Figure 6.21 shows. Therefore, the only current 
source in the electrical circuit is the solar cell itself when illuminated. This configuration 
makes the interpretation of results much easier.   
 

 
Fig. 6.21  – Resiscope setup used to investigate the cross-section of epitaxial silicon solar 
cell under illumination. Compared to the conventional Resiscope setup, the DC voltage 
source has been removed to be sensitive only to the photocurrent.  
 
6.2.1.3 Results 
 
 Epitaxial silicon solar cells 

We first consider measurements performed on the cross-section of an epitaxial silicon solar 
cell. These measurements have been published in a peer-reviewed journal [58] and in a conference 
paper [22].  

 
We have not performed photovoltage measurements on the top surface of epitaxial silicon 

solar cells because our AFM scanner is too cumbersome. The space between the scanner and the 
sample is very narrow to enable the approach of the tip. This made it difficult on our equipement to 
illuminate from the top. Therefore, we focused on cross-section measurements of the epitaxial silicon 
solar cells. The cross-section preparation process was similar to that used for measurements under 
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electrical bias (section 6.1.1). The solar cell was first investigated with Resiscope under illumination 
and then with KPFM under the same illumination intensities.  

 
Figure 6.22 shows KPFM and CP-AFM images with and without LED illumination and the 

topography images associated to each of them. Full illumination corresponds to a light intensity close 
to one sun (0,1 W.cm-2) since the open circuit voltage is 460mV under full LED illumination, 
comparable to 530mV measured in a solar cell simulator under one sun. Scanning dimensions are 2.5 
x 5μm. The edge of the sample with the n++ a-Si:H layer is on the right side of the picture. It can be 
noted that the roughness in the topography images is different: KPFM uses tapping mode, which is 
very soft and hence more sensitive to the surface. That is why the topography image shows surface 
roughness (Fig.6.22.a). CP-AFM uses contact mode which is intrusive on the surface and may smooth 
out the surface roughness (see Fig.6.22.b). This is also reported by Li et al. [53] who showed the 
intrusiveness of CP-AFM measurement. Using a strong force on the tip is necessary to achieve a good 
contact. On the other hand, it degrades the material and the tip. The advantage is that CP-AFM is less 
sensitive to the contamination of the sample surface than KPFM. The effect of the illumination is 
visible on the epitaxial silicon layer in both photocurrent and photovoltage images [Fig.6.22 (c,d,e,f)]. 
The wafer does not show any difference with and without illumination because it is highly doped and 
grounded. Both a-Si:H and ITO layers are not visible on these images due to their very small 
thickness compared to the scan size and also possibly because they might have been degraded or 
removed during the polishing step of the cross-section (rounding effect).   

 
The sensitivity of the KPFM surface potential to illumination can be explained as follows:  

- On the p++ doped crystalline silicon wafer, the surface potential remains unchanged under 
illumination because the wafer is highly doped and grounded. The quasi-Fermi level of holes 
under illumination is the same than the Fermi level under dark conditions. The photovoltage 
is equal to 0V on the wafer. 

- On the n++ a-Si:H layer, surface potential illumination is defined by the difference between the 
vacuum level and the quasi Fermi level of electrons because electrons are majority carriers in 
this layer. The vacuum level remains constant with increasing light intensity. Under 
illumination, the quasi-Fermi level of electrons in the n++ a-Si:H layer splits from the quasi-
Fermi level of holes in the p++ c-Si wafer by the Voc value if we assume surface effects are 
negligible. This is explained in details in the theory of photovoltage on pn junction [50]. 
Therefore the surface potential on the n++ a-Si:H layer is supposed to decrease by a value 
close to the open circuit voltage (Voc) with increasing illumination. 

- On the intrinsic epitaxial layer, the photovoltage profile decreases progressively from 0V on 
the p++ doped crystalline silicon wafer to the Voc on the n++ doped a-Si:H layer.      
 
The sensitivity of the CP-AFM current to illumination can be explained as follows. As we 

increase the light intensity, the photocurrent increases in the epitaxial silicon and a-Si:H layer but no 
photocurrent is visible in the crystalline wafer since it is highly doped. The photocurrent increase in 
the epitaxial layer can be understood as a decrease of the contact resistance. Werber et al. explained 
that the measured contact resistance Rc is the sum of a geometrical resistance Rg and a barrier 
resistance Rb [59]. For a low contact radius between the sample and the tip, Rc is very close to Rb and 
decreases exponentially with the electron concentration. With increasing illumination, the electron 
concentration in the epitaxial layer increases. Hence, Rc which is predominant in the circuit, decreases 
exponentially. Therefore, the photocurrent increases exponentially with illumination intensity in the 
epitaxial silicon layer.  

 
In Figure 6.22.d, some areas in photocurrent images acquired from measurements without 

LED illumination, show photocurrent values above the lowest measurable level (10-12 A).This is due 
to the fact that AFM laser diode spills over the cantilever and creates a non-desired photocurrent 
(section 3.1). This phenomenon is amplified on rough areas where the cantilever undergoes both a 
deflection and a torsion causing an increase of AFM laser induced current. We measured the influence 
of the AFM laser on both setups by measuring the open circuit voltage when all the sources of 



CHAPTER 6 – DEVICES INVESTIGATIONS 
 
 

139 
 

illumination were turned off, except for the AFM laser. The photovoltage reaches 14mV for CP-AFM 
setup and 51 mV for KPFM setup. On the photocurrent images (Fig.6.22.d-f), the imprint of the 
topographical image is quite evident: on the trenches (caused by the polishing) and on the edge of the 
sample, the current is much higher. This is due an increase of the effective contact area between the 
probe and the sample, as discussed in section 3.4. Therefore more current can pass through the circuit. 
To achieve a more homogeneous image, either the polishing process has to be improved or micro-
cleavage technique can be used. KPFM measurements also show an imprint of topography on the 
surface potential images, especially on the edge of the sample. However, the influence of topography 
on the measured values is smaller for KPFM than CP-AFM because stray capacitances in KPFM lead 
to averaging the signal on a wider area which screens local topographical influences (section 3.5). 

 

 
 

Fig. 6.22  – Topography image associated respectively to surface potential (KPFM) and current 
(CP-AFM) measurements a) and b) respectively. Surface potential and current images without 
LED c) and d) respectively and at full LED illumination e) and f) respectively. The scan area is 
2.5x5 µm for all the images 
 

Figure 6.23 shows KPFM and CP-AFM profiles along the PIN heterojunction without LED 
illumination and under two illumination intensities. As the open circuit voltage (Voc) increases 
logarithmically with the illumination intensity and it is easy to monitor, we present the profiles 
obtained under two levels of illumination resulting in Voc of 340 mV and 460 mV. To reduce the noise 
in photovoltage measurement, we obtained a profile by averaging 128 consecutive horizontal scan 
lines (which corresponds to 1,2 μm total vertical displacement). For photocurrent measurements, we 
took advantage of the signal increase inside the scratches and averaged on 13 horizontal scan lines 
which correspond to 120 nm. Successive AFM images have a tendency to drift. Therefore profiles 
were drawn on easily identifiable areas of the photocurrent and photovoltage images. Then, they were 
reported as shown in Figure 6.23.  

 
The profiles show coherent behavior: when the illumination intensity increases, the current 

increases in the intrinsic epi-Si layer (Fig.6.23.b) and the surface potential decreases by a difference 
correlated to the measured Voc (Fig.6.23.a). Photovoltage profiles show a small noise related to 
thermal fluctuations of the cantilever, however this noise has been reduced by averaging (section 3.6). 
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Contrary to what is expected theoretically, the junction at the interface between the crystalline silicon 
wafer and the epitaxial layer is not visible on the surface potential profile in the dark (Fig.6.23.a). 
Surface states leading to band bending complicate the analysis of KPFM measurement on PN 
junctions under open circuit conditions in the dark, as shown in section 3.8 and reported by Kikukawa 
et al. [60]. This interpretation is confirmed in Fig.6.22.a which shows nanograins at the top of the 
cross-sections. These nanograins can mask the potential contrast at the PN junction. The band bending 
is also the most likely reason for the surface potentials measured at the edge being only correlated and 
not equal to the Voc of the solar cell. The difference in the surface potential on the wafer side between 
dark condition and under illumination is not expected and may result from a degradation phenomenon 
such as local oxidation or tip abrasion. Photocurrent profiles (Fig.6.23.b) allow to precisely locate the 
c-Si/epi-layer. However they show noise related to the topography, as discussed previously (section 
4.1). When the probe is close to the edge of the cell, the current suddenly increases because the side of 
the tip touches the edge and hence the effective surface of contact is larger.  

 
In Figure 6.23, both KPFM and CP-AFM measurements along the cell cross section show that 

the profiles with and without illumination deviate strongly at the epi-Si/wafer p++ interface. Further in 
the epitaxial layer, the deviation between the two profiles is much smaller, as the profiles remain at a 
constant distance close to the edge. This is not expected for a standard PIN junction where the 
distance between profiles with and without illumination should increase progressively all along the 
intrinsic layer. Therefore, from the cross-analysis of KPFM and CP-AFM measurements we confirm 
the influence of the unintentional n-doping of the epitaxial silicon layer and the highly defective 
interface between crystalline silicon wafer and epitaxial silicon layer (Figure 6.11). It should be noted 
that the defective layer could have important fluctuations along the cross-section leading to important 
inhomogeneity. Hence, CP-AFM and KPFM are powerful tools to investigate the incidence of 
undesired process phenomena on different areas of the cross-section.   
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Fig. 6.23  – a) Surface potential and b) current profiles measured at the sample cross-section 
without LED illumination (dark) and under two intensities of illumination leading to  
Voc = 340 mV and Voc = 460 mV   
 

We have also investigated the degradation of the photocurrent and photovoltage. For that purpose, 
the profiles under the same illumination were performed before and after six scans under illumination 
for both discussed methods. Fig. 6.24.a shows that the photovoltage has changed on the c-Si wafer 
side. This may result from a modification of the sample: tip-induced oxidation might happen despite 
the controlled nitrogen atmosphere (section 3.2.1). Also, we cannot exclude other effects related to the 
measurement itself, as degradation of the tip (its coating or in the tip radius), as discussed in section 
3.3. Moreover, these changes can also be attributed to surface effects induced by illumination like 
local light induced degradation or long lived deep trap states, as was discussed by Zhang et al [44].  

 
Fig. 6.24.b shows a strong degradation of photocurrent after six scans. This is particularly visible 

in the epitaxial silicon layer because the current signal in the wafer p++ region is below the detection 
level of the instrument (~10-12 A) so we can consider that it is equal to zero. The causes of degradation 
may again come from both the measurement process and/or a degradation of the sample (section 3.2 
and 3.3). First, as above, there might be an abrasion of the tip coating and also a drift of the AFM 
laser on the photodetector during measurements. In fact, this can affect sensibly the force applied by 
the tip on the surface because a cantilever with strong spring constant (48 N/m) was used. Secondly, 
the degradation of the sample surface can result both from the indentation phenomena and from tip-
induced oxidation during the scans. It should be noted that close to the edge of the sample, the values 
of current seem to be repeatable. This is due to two reasons: first, the area of contact corresponds to 
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the flank of the tip which is larger and probably less degraded during the scans. Second, this region 
locally undergoes much less pressure than the flat region. Therefore, it is less degraded and the tip-
induced oxidation is probably lower.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6.24 – (a) Surface potential profiles under an illumination corresponding to a Voc of 300mV 
before and after six scans. (b) Current measurements corresponding to a Voc of 460mV before 
and after six scans.  
 

 Interdigitated back contact solar cells 

We investigated interdigitated back contact solar cells under different illumination intensities. 
These measurements have been published in a conference paper [20]. The setup used is shown in 
Figure 6.20.b. The IBC solar cell is placed top down. Illumination is brought from the bottom and 
KPFM measurements are performed between the Cu/ITO/n+ a-Si:H contact and the Cu/ITO/p+ a-Si:H 
contact for different light intensities. Open circuit voltage increases logarithmically with light 
intensity. We chose to present measurements for increasing values of open circuit voltage, which 
correspond to increasing values of light intensity. 

  
Figure 6.25 shows the topographical AFM image and KPFM surface potential images for 

different light intensities leading to different open circuit voltages. Since the Cu/ITO/p+ a-Si:H contact 
is grounded, the p+ a-Si:H is almost insensitive to illumination. The n+ a-Si:H layer is sensitive to 
illumination intensity because of the PN junction at the interface between p+ a-Si:H and n+ a-Si:H 
layers. We observe inhomogeneities of surface potential on the n+ a-Si:H layer, which might be due to 
ITO remains on the amorphous layer. The surface potential decreases with increasing illumination 
intensity because electrons are majority carriers on the n+ a-Si:H layer. Therefore, the surface 
potential on this layer is the difference between the vacuum level and the Fermi level of electrons. 
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Under illumination, the quasi-Fermi level of electrons splits from the quasi Fermi level of holes by the 
Voc value. Therefore the surface potential on the n+ a-Si:H layer decreases by a value close to Voc. 
Therefore, theory and measurements are in good agreement.  

 

 
 

Fig. 6.25  – Topographical AFM image and KPFM surface potential images between the 
contacts of an interdigitated back contact solar cell under different illumination intensities 
leading to different open circuit voltage values. The contacts are not included in this image.  
  

To determine if our measurements are quantitative we perform profiles on the KPFM images 
for the different illumination intensities, as shown in Figure 6.26.a. It can be observed that the surface 
potential changes measured at the nano-scale by KPFM are equal to the open circuit voltage values 
measured with the voltmeter. In order to compare the sensitivity of SEM and KPFM measurements to 
illumination, we have studied its effect on the average signal from the four regions of the cell: the 
Cu/ITO/p+ a-Si:H electrode, the Cu/ITO/n+ a-Si:H electrode, the n+ a-Si:H layer and the p+ a-Si:H 
layer. We performed KPFM measurement on the contacts under illumination in open circuit 
conditions, additionally to KPFM measurements between contacts. Figure 6.26.b shows the curves we 
obtained. We observe that measurements have a linear correlation with the open circuit voltage on the 
n+ a-Si:H layer and on the Cu/ITO/n+ a-Si:H contact, with a slope equal to 1. This proves that the 
technique can measure quantitative photovoltage changes. Besides, unlike measurements under 
electrical bias (Figure 6.5), measurements under illumination do not show any saturation effect. The 
reason is that in open circuit conditions, no current is produced by the device. Therefore, possible 
series resistances do not have any effect on surface potential profiles. 
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Fig. 6.26 – a) Surface potential profiles associated with scans between p+ a-Si:H and n+ a-Si:H 
contacts during which the illumination was increased leading to open circuit voltages of 0.4 V, 
0.35 V, 0.3 V, 0.25 V, 0.2 V, 0.15 Vand 0.1 V. The IBC solar cell is in open circuit conditions. In 
the dark, the AFM laser induces a Voc of 0.05 V. b) Average value of KPFM signal as a function 
of the open circuit voltage under different illumination intensities measured with a voltmeter.  
 

Finally, we performed photovoltage measurements under different applied voltage values and 
we compared it to a measurement in open circuit voltage conditions (Fig 6.27). The profiles are 
obtained by subtracting profiles with and without illumination, for different electrical biases. We 
observed that measurements under reverse electrical bias are more sensitive to illumination than 
measurements under forward voltage, because measurements under forward bias are closer to flat 
band conditions. We propose that investigation under particular light conditions (wavelength, 
modulation frequency, intensity) could be carried out under reverse voltage bias to enhance the signal-
to-noise ratio.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6.27 – Photovoltage profiles for the same light intensity applied, under different applied 
electrical biases as well as under open circuit conditions.  
 

As mentioned previously, the illumination intensity is the most studied illumination parameter 
using scanning probe microscopy techniques. However, other illumination parameters can be studied 
such as light wavelength, modulation frequency and polarization. In the next subsection, we will study 
the effect of light wavelength on photovoltage measurements performed using KPFM on epitaxial 
silicon solar cells and IBC solar cells.  
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6.2.2   Measurements under different illumination wavelengths 
 
6.2.2.1 Context  
 
In this subsection, we study the effect of illumination wavelength on silicon solar cells using 

KPFM. To our knowledge, only a small number of articles have discussed these kind of 
measurements previously. Saraf et al. have performed spectrally resolved photovoltage measurements 
at different positions of the PN junction in GaP solar cells [45]. They have shown differences of 
photovoltage behavior close and far from the space charge region, for certain wavelength ranges. 
These measurements were in good agreement with macroscale photovoltage measurements. 
Ankudinov et al. have compared the effect of red and blue illumination at different positions of 
multijunctions solar cells: top, middle and bottom cells [48]. They show how the different cells are 
sensitive to the wavelengths, using surface photovoltage profiles. This work suggests that KPFM 
could help detect problems of current matching at nano-scale. Tennyson et al. have studied the 
influence of wavelength illumination on the surface of CIGS solar cells and have investigated grain 
cores and grain boundaries, using this technique [61]. They have shown that the surface potential 
increases for longer wavelengths because they are less sensitive to the grain’s interface since long 
wavelengths photons are absorbed far from the surface. Heo et al. have used CP-AFM to investigate 
the effect of light wavelength at the nano-scale on the surface of poly-silicon solar cells. They have 
shown a good agreement between external quantum efficiencies (EQE) and open circuit voltages 
measured by CP-AFM, only in a certain range of wavelengths [52]. 

 
6.2.2.2 Our approach  

In our approach, we compare the internal quantum efficiency (IQE) of the solar cells to the 
KPFM photovoltage of epitaxial silicon solar cells and interdigitated back contact (IBC) solar cells. In 
particular, we are interested in trying to detect differences on surface potential profiles for low IQE 
and high IQE wavelengths. The idea is that for a low IQE wavelength, the recombination rate is high: 
only a small portion of the photons absorbed lead to an electron/hole pair collected in the electrical 
circuit. The reason is that the electron/hole pairs recombine before reaching the contacts of the solar 
cell. Therefore, a difference between low IQE and high IQE wavelengths would mean that KPFM 
could be used to localize the areas of recombination for low IQE regions.  

 
For this study, we used the exact same setup as the one used to perform measurements under 

different intensities of illumination (Figure 6.20) and the exact same process of preparation of 
epitaxial and IBC solar cells. We used different illumination wavelengths: infrared (λ=850 nm), red 
(λ=625 nm), green (λ=530 nm), blue (λ=455 nm), and ultraviolet (λ=405 nm). Figure 6.28 shows 
three pictures of the epitaxial silicon solar cell placed on the AFM plate with three illumination 
wavelengths (red, green and blue). For each solar cell, IQE measurements are performed in the 
wavelength range [350 nm-1100 nm]. We present measurements on epitaxial silicon solar cells. 
 
 

 
 
 
 
 
 
 
 
 

Fig. 6.28  – Image of the setup used to investigate epitaxial silicon solar cells under different 
wavelength illumination: a) blue (λ=455 nm), b) red (λ=625 nm), c) green (λ=530 nm) 
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6.2.2.3 Results 

Our work on the influence of illumination wavelength on epitaxial silicon solar cells has been 
partly published in a conference paper [22]. We have continued this work since then by using 
wavelengths where the IQE of the epitaxial silicon solar cell is poor.  

 
Figure 6.29.a show the IQE curve obtained on epitaxial silicon solar cells. The two curves are 

associated to transferred solar cell (when the epitaxial silicon layer is detached from the crystalline 
silicon wafer) and non transferred solar cell. Since the epitaxial silicon layer of the transferred solar 
cell is thicker, the IQE is better for high wavelengths because transmission losses are avoided. For 
both cells, the IQE is relatively high [60%-80%] for the blue (λ=455 nm), green (λ=530 nm) and red 
(λ=625 nm) wavelengths. The IQE is relatively low [40%-50%] for the violet (λ=405 nm) and 
infrared (λ=850 nm) wavelengths. 

 
Figure 6.29.b shows KPFM surface photovoltage profiles on the PIN junction of an epitaxial 

silicon solar cell. These profiles result from the subtraction between a measurement under 
illumination at a given wavelength and a measurement in the dark. In this measurement the 
illumination from AFM laser was negligible (<10 mV). We increased illumination for all wavelengths 
to reach a open circuit voltage of 225 mV measured with the voltmeter. Measurements were 
performed on the same position on the cross-section of the epitaxial silicon solar cell. We can observe 
on Figure 6.29.b that surface potential profiles are strictly the same, whether the wavelength used 
leads to high or low IQE. This means that KPFM cannot detect the area of recombination for low IQE 
wavelengths. An explanation is that recombinations either do not lead to surface potential changes or 
lead to surface potential changes that are below the noise level. Another explanation could be that 
since the cross-section is not passivated, the recombination rate on the cross-section is the same for 
photocarriers generated for low or high IQE wavelengths.  

 

 
 

Fig. 6.29  – a) Internal Quantum Efficiency (IQE) curve of the epi-Si solar cell (courtesy of 
Wanghua Chen) b) Surface potential profiles on epi-Si solar cell under different wavelength 
illumination λ: 405 nm, 455 nm, 530 nm, 625 nm, 850 nm 
 

6.2.3   Conclusion 
 

In section 6.2, we have investigated crystalline silicon solar cells under illumination using 
Kelvin Probe Force Microscopy and Resiscope. We first investigated the influence of the illumination 
intensity (section 6.2.1). Photovoltage and photocurrent were measured on the cross-section of 
epitaxial silicon solar cells and photovoltage was also measured on and between the contacts of IBC 
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solar cells. The photovoltage changes observed on IBC solar cells were equal to the open circuit 
voltage changes measured with a voltmeter, which means that quantitative investigations can be 
carried out using KPFM. On the epitaxial solar cells, the surface potential changes were proportional 
to the open circuit voltage changes but not equal, probably because of additional surface potential 
losses between the area of measurement and the ground.  

 
Then, we investigated the influence of the illumination wavelength (section 6.2.2). 

Photovoltage measurements under different wavelengths were performed on epitaxial silicon solar 
cells for a fixed open circuit voltage. The idea was to see if surface potential profiles were different 
for low and high IQE wavelengths. This would have enabled to identify the areas of recombinations 
for low IQE solar cells. However, no difference was observed for both solar cell devices. This shows 
that either recombinations do not lead to any surface potential change or that the changes are too small 
compared to KPFM performed in ambient air. Perspectives are proposed to improve this measurement 
and spectrally resolved KPFM measurements are also proposed on multi-junction solar cells. On these 
technologies, these measurements could enable to detect valuable information (for instance current 
mismatches at the nano-scale).   

 
These two illumination parameters (intensity and wavelength) seemed the most valuable to us 

on crystalline silicon solar cells but other illumination parameters can be thought of (e.g. light 
polarization, light beam position, light modulation frequency). Since our illumination is brought to the 
solar cell through an optical fiber, these measurements are very easy to design provided we find the 
appropriate fiber coupled light sources.   

 
Measurements under illumination are complementary to measurements under electrical bias. 

Since they only need a bottom contact for grounding, measurements under illumination can be 
performed at different steps of the device process flow. However, measurements under illumination 
on the front side of the device can be challenging because the AFM scanner is often cumbersome and 
the cantilever may lead to shadowing effects. Therefore, for certain KPFM setups, measurements 
under electrical bias can be more adapted for frontside investigations. Even for measurements under 
illumination, it is useful to have the solar cells contacted. It enables to measure the open circuit 
voltage at all times and to assess the parasitic effect of the AFM laser. Besides, it enables to 
investigate the effect of illumination under different applied electrical biases. The combination of 
illumination and electrical bias opens the door for customization of scanning probe microscopy 
investigations depending on the device investigated.  

 
 
6.3 Conclusion 
 

In Chapter 6, we have highlighted scanning probe microscopy measurements on crystalline 
silicon solar cells under operating conditions, namely electrical bias (section 6.1) and illumination 
(section 6.2).  

 
On the one hand, CP-AFM does not appear to us to be well suited for devices investigation at 

nano-scale. The first reason is that it is highly intrusive. In order to acquire a signal, the silicon layers 
have to be scratched (section 3.2) and the conducting coating of the tip is often degraded (section 3.3). 
This makes measurements on the same area challenging. In the case of measurements on fragile layers 
(e.g. amorphous silicon layers of IBC solar cells), the intrusiveness is prohibitive because it directly 
affects the local electronic properties of the solar cell. The second reason is that measurements under 
applied electrical biases are challenging to interpret. CP-AFM is a contact technique. Therefore, when 
an external electrical bias is applied, a parallel electrical circuit with two voltage sources has to be 
considered (Figure 6.10.a). This makes interpretations of CP-AFM measurements under electrical bias 
challenging. 
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On the other hand, KPFM appears to us to be a powerful tool for the investigation of solar 
cells under operating conditions.  

- The first reason is that KPFM is a very low intrusive technique. The same area can be 
scanned several times before starting to see a degradation of the signal due to either sample or 
tip deterioration.  

- The second reason is that surface potential changes measured by KPFM can be directly 
compared to macro-scale voltages (e.g. open circuit voltage and applied electrical bias) to 
assess if measurements are quantitative or to identify areas of voltage losses. This makes 
KPFM a powerful tool to investigate diodes and resistances at the nano-scale. The effect of 
the series resistance can be enhanced in forward electrical bias, reduced under reverse bias or 
even suppressed in open circuit conditions under illumination. The effect of the diode is 
visible, under the different operating conditions. Therefore KPFM can be used to investigate 
power losses (by identifying parasitic resistances) and it can also provide valuable additional 
inputs for advanced modeling of solar cells.  

- The third reason is that, even though KPFM under ambient air is limited by a relatively high 
thermal noise (section 3.6), illumination and electrical bias induce surface potential changes 
in the solar cell which are one to two orders of magnitude higher than the noise level. This 
opens a wide range of operating conditions to be investigated by KPFM. For instance, we 
have studied the influence of illumination intensity (section 6.3.1), illumination wavelength 
(section 6.3.2), applied electrical bias value (section 6.2.1) and the frequency of modulated 
electrical bias (section 6.2.3). However, other parameters can be investigated. For instance the 
light beam position, the frequency of modulated illumination, light polarization, the duty 
cycle of modulated electrical bias could also be considered. In the conclusion of this 
manuscript, we will present the perspective measurements that seem of interest to us. The 
influence of temperature will also be considered. If the noise level is too high for certain kind 
of measurements under ambient air, measurements can be carried out under ultra-high 
vacuum (UHV) because the noise level is one order of magnitude lower (section 3.6). We 
suggest that a combination between ambient air KPFM and KPFM under UHV can be 
valuable. KPFM under ambient air is versatile and helps quickly perform measurements 
customized for the solar cell of interest. Once the proof of concept is achieved, KPFM 
measurements under UHV can take over to provide more accurate and higher signal-to-noise 
ratio measurements, because they are more costly and time consuming to perform.  

- The fourth reason is that KPFM has a time-averaging capability that enables to be sensitive to 
decay times below its time resolution (section 6.2.3). Other groups have shown that KPFM 
measurements under modulation frequency illumination enabled lifetime assessment on the 
surface of solar cells with a nano-scale lateral resolution. We have shown that KPFM 
measurements under modulated frequency electrical bias enable lifetime assessment on the 
cross-section of solar cells with a nano-scale lateral resolution.   

However, KPFM is limited by some artifacts (section 3.1 & 3.2.3 & 3.5) and by its acquisition 
time and sampling area (section 3.7). Therefore, SEM could be a complementary technique to 
investigate solar cells under electrical biases based on the comprehensive comparison between KPFM 
and SEM presented in section 6.2. Compared to KPFM, SEM is limited by carbon contamination 
making measurement intrusive for long time exposures (section 4.3). Besides, SEM is not sensitive to 
illumination (section 4.2), it has a lower signal-to-noise ratio compared to KPFM and does not have 
the time averaging capabilities of KPFM (section 4.6). A combination between KPFM and SEM 
would enable to combine the benefits of both techniques: first, large SEM images could be performed 
to identify the defective areas. This step would be performed quickly to avoid carbon contamination. 
Then, KPFM would investigate the defective areas of the solar cell by performing measurements on 
the same area under operating conditions. The operating conditions (e.g. illumination parameters, 
electrical bias parameters, temperature) can be customized to the solar cell investigated and to the 
opto-electronic properties of interest (e.g. space charge region width, doping levels of layers (section 
6.2.1), electric field profiles (section 6.2.2), carrier lifetime at nano-scale (section 6.2.3), open circuit 
voltage at nano-scale (section 6.3.1), current mismatch in multi-junction solar cells (section 6.3.2)).   
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7.0 Introduction 
 

In a context of increasing competitiveness of photovoltaic industry, crystalline silicon (c-Si) 
solar cells are likely to keep the major market share (>80%) in the medium term. Even though, the 
efficiency of record c-Si solar cells (26.33%) is little by little approaching the Shockley-Queisser  
limit for single junction solar cells (~30%), several technical improvements are being further 
considered to increase the efficiency, reduce the cost and improve the reliability of crystalline silicon 
solar cells. Since these challenges are getting more complex with increasing cell efficiency, advanced 
characterization techniques are needed to understand precisely the phenomena at stake. Among the 
features required from advanced characterization techniques, high spatial resolution is a feature of 
high interest to allow to investigate phenomena at the nano-scale. With electron microscopy, scanning 
probe microscopy is one of two main microscopy families which enable nano-scale resolution. In the 
last four decades, scanning probe microscopy techniques have gone from the proof of concept stage to 
a family of techniques enabling a broad range of measurements at the nano-scale. In particular, AFM 
electrical extensions have proven to allow several kinds of electrical measurements at the nano-scale.  

 
In this context, this PhD project was designed to answer the following question: “How can 

AFM electrical extensions help make better crystalline silicon solar cells?”. To do so, we chose to 
focus on two kinds of AFM electrical extensions that have been very popular lately: Kelvin Probe 
Force Microscopy (KPFM) and Conducting Probe Atomic Force Microscopy (CP-AFM). In our 
analysis, we chose to compare these techniques to competing electron microscopy techniques. 

  
In this conclusion chapter, we propose a summary table to outline the take-aways from 

Chapter 3 to Chapter 6. The weaknesses and strengths of scanning probe microscopies (SPM) 
(Chapter 3 & 4) represent the lines of the table. The SPM measurements we found valuable to 
investigate crystalline silicon material properties (Chapter 5) and devices properties (Chapter 6) 
represent the columns of the table. Then, we synthetize our results by proposing, as a prospective 
work: an ideal microscopy setup to investigate crystalline silicon solar cells (with no budget 
constraints).  
 
7.1 Take-away messages  
 

In order to sum up our results, we chose to present our conclusions in a comprehensive table 
(Table 7.1). The first column of Table 7.1 displays the weaknesses and strengths mentioned 
respectively in Chapter 3 and Chapter 4. The first line of Table 7.1 displays material measurements 
and device measurements mentioned respectively in Chapter 5 and Chapter 6. For the weaknesses, the 
color of each case represents how much a weakness affects the measurements. The color goes from 
light red (small negative impact) to dark red (strong negative impact). For the strengths, the color of 
each case represents how much a strength of the scanning probe microscopy (SPM) technique is 
differentiating compared to electron microscopy (EM) techniques. The color goes from light green (as 
good as EM) to dark green (uniqueness of this SPM advantage, compared to EM). For both strengths 
and weaknesses, grey color means that there is no impact on the measurement. The choice of colors 
comes from our experience, and can, of course, be discussed and challenged. However, we think that 
it is a good starting point for discussion between microscope experts and solar cell physicists.  

 
This table can be read in two ways: vertically and horizontally. Vertical reading enables to 

identify which measurements are the most challenging and the most valuable compared to electron 
microscopy. Horizontal reading enables to determine which weaknesses affect most our 
measurements and which strengths make our measurements most valuable.  

 
From the vertical reading of weaknesses, we can see that CP-AFM doping measurements are 

strongly affected by only one weakness: the dependence on topography. The only way to avoid it, in 
our opinion is to investigate ultra-flat surfaces. CP-AFM is also more affected than KPFM by tip 
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degradation and tip-induced surface degradation. This is because the contact mode used in CP-AFM is 
much more intrusive than tapping mode used in KPFM. However, contrary to KPFM, CP-AFM is not 
affected by thermal noise and stray capacitances which are specific to tapping mode. Besides, CP-
AFM measurements are less affected by surface state (e.g. oxidation, band bending) because the 
strong force used in CP-AFM enables to go through the first layer of the surface. Among KPFM 
measurements, lifetime measurements are the most challenging because the signal changes are smaller 
and the quality of the surface investigated can affect measurements. Therefore these measurements 
are more limited by thermal noise and surface contamination issues than the rest of KPFM 
measurements. KPFM measurements under illumination are a bit more challenging than 
measurements under electrical bias, because of the effect of AFM laser that may affect the 
measurements. However, contrary to measurements under electrical bias, measurements under 
illumination only need one back contact, therefore they can be more adapted to material investigation 
when the device is not yet completed.  

 
From the vertical reading of strengths, we can see that all our measurements bring a strong 

differentiating factor compared to electron microscopy techniques. We believe that this is the reason 
why these measurements bring additional value for the investigation of solar cells. The strong 
differentiating factor of doping measurements using CP-AFM is that it is a direct measurement of the 
resistivity which is a parameter strongly dependent on the doping level. This makes CP-AFM a very 
powerful technique to investigate doping at the nano-scale. Other SPM and EM techniques can hardly 
compete with CP-AFM, as was shown in sub-section 5.2.1. Regarding KPFM, lifetime measurements 
at the nano-scale strongly differentiate from electron microscopy techniques. These measurements 
strongly benefit from the low charging effects of KPFM and acquisition time and averaging effect of 
KPFM. Besides, they also take advantage of the possibility to perform measurements under 
illumination and of the versatility of KPFM techniques to design new measurements. Measurements 
under illumination also bring strong additional value, given that it is challenging to see the effect of 
illumination at the nano-scale, because of carrier injection levels. SPM are unique microscopy 
techniques to investigate the effect of illumination at the nano-scale. Among SPM techniques, KPFM 
is well adapted because photovoltages measured by KPFM at the nano-scale can be directly compared 
to the open-circuit voltage of the solar cell measured with a voltmeter. This is the advantage of 
performing direct electrical measurements. This is also a differentiating advantage for KPFM 
measurements under electrical bias, where surface potential changes can be directly compared to the 
value of the applied electrical bias. Compared to EM, KPFM measurements under electrical bias and 
illumination benefit from the fact that KPFM has a low charging effect. Therefore, several 
measurements can be performed on the same area while changing the value of either the electrical 
bias or of the illumination. KPFM strongly benefits from the fact that it is a low intrusiveness 
technique. This makes it a powerful tool to investigate the influence of external parameters. 

  
From the horizontal reading of weaknesses, we observe that the three most problematic 

weaknesses are the convolution with topography, stray capacitance and the surface dependence. 
Therefore, in the ideal setup we imagine and we present in section 7.2, we will pay particular attention 
to find solutions to limit these weaknesses. Then, tip-induced degradation, thermal noise and the stray 
illumination of AFM laser can lead some challenges and have also to be considered. Finally, tip 
degradation and scan speed and sampling area seem to be less important issues to address.  

 
From the horizontal reading of strengths, we show that the fact that SPM performs direct 

electrical measurements and that they have low charging effects, constitute strong advantages 
compared to electron microscopy. Acquisition time and averaging effect of KPFM, as well as 
sensitivity to illumination also constitute unique features for lifetime measurements and 
measurements under illumination. Finally, spatial resolution and versatility are two helpful features 
for measurements but do not provide such an important advantage when compared to EM. Table 7.1 
enables to take a step back and identify where the efforts should be put in priority. Using this analysis, 
we will describe our “ideal” microscope setup to investigate silicon solar cells at the nano-scale.  

 
 



CHAPTER 7 – CONCLUSIONS & PERSPECTIVES 
 

156 
 

Table 7.1 – Impact of the weaknesses and strengths (described in Chapter 3 and Chapter 4) on 
the material and devices measurements (described in Chapter 5 and Chapter 6).  

 

 
  

Strong negative 
effect on 

measurement 

Medium negative 
effect on 

measurements 

Small negative 
effect on  

measurements 

No 
Im-
pact 

Helpul for 
measurements  
(SPM = EM)  

Advantageous for 
measurements 
(SPM > EM) 

Uniqueness for  
measurements 
(SPM >> EM) 

Weaknesses / 
Strengths 

Doping at 
nano-scale  
(CP-AFM) 

(Section 5.2) 

Lifetime at  
nano-scale  
(KPFM) 

(Section 5.3 & 6.2.3) 

Sensitivity to electrical 
bias & Extraction of 
electric field (KPFM)  
(Section 6.2.1 & 6.2.2)  

Sensitivity to light 
intensity and 

wavelength (KPFM) 
(Section 6.3.1 & 6.3.2) 

AFM Laser 
Induced Voc  
(Section 3.1) 

    

Tip-induced 
Degradation 
(Section 3.2) 

    

Tip Degradation 
during scans  
(Section 3.3) 

    

Convolution to 
topography 
(Section 3.4) 

    

Stray Cap. 
(Section 3.5) 

    

Thermal Noise 
(Section 3.6) 

    

Scan Speed & 
Size  

(Section 3.7) 

    

Surface Dep. 
(Section 3.8) 

    

Spatial Res. 
(Section 4.1) 

    

Sensitivity to 
Illumination  
(Section 4.2)  

    

Low Charging 
Effects  

(Section 4.3)  

    

Direct Electrical 
Measurements  

(Section 4.4)  

    

Versatility  
(Section 4.5)  

    

Acquisition 
Time 

& Averaging 
effect 

(Section 4.6)  
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7.2 Perspectives: Our “ideal” microscope to investigate solar cells 
 

Contrary to the competitive world of processing and devices, the world of characterization is 
collaborative. The more characterization techniques there are, the more understanding of the solar 
cells there is. Performing the same measurement with different characterization techniques enables to 
gain confidence on the information obtained and to remove artifacts specific to certain techniques. In 
this manuscript, we have compared electron, optical and scanning probe microscopy techniques to 
determine the strengths and weaknesses of each. However, these three techniques can work together 
to make microscopy measurements of solar cells even more accurate and precise. 

 
Based on this observation, we propose our “ideal” microscopy setup that includes the three 

kinds of microscopy. As discussed in section 4.5, this setup is composed of two equipments. The first 
equipment is a versatile microscope that can work under ambient air and controlled atmosphere. It 
combines optical microscope and scanning probe microscope. It will be called OM/SPM. The second 
microscope is a high precision microscope working under ultra-high vacuum. It combines electron 
microscopy and scanning probe microscopy. It will be called EM/SPM. 

 
Both OM/SPM and EM/SPM enable to “see” and “touch” the matter at the nano-scale. The 

interest of combining these two equipments is that OM/SPM is used to design quickly measurements 
of interest for different technologies of solar cells. Once the proof of concept measurement is 
achieved using OM/SPM, the measurement principle can be transferred directly to EM/SPM setup to 
perform high accuracy measurements. The final goal of this setup is to propose nano-scale electrical 
measurements customized for a given technology of solar cell and a given problem that has to be 
addressed. That is why this system needs to be versatile.  

 
In the following, we will detail features of both microscopes, the features that are specific to the 

OM/SPM and the EM/SPM, and finally the sample holders that enable to perform a broad range of 
measurements on solar cells using the two setups. This “ideal” microscope setup is based on the 
previous chapters of this manuscript.  

 
7.2.1   Features of both microscopes  
 

It is clear that using an an AFM system with a laser in the visible range is a source of artifacts 
and uncertainty for measurements on solar cells (section 3.1). Therefore both KPFM and CP-AFM 
should have an infrared laser with a wavelength λ>1100 nm. This is already the case for certain 
commercial AFMs [1]. 

Regarding the probes used for the measurements, bulk conductive probes have been shown to 
be interesting because they are more reliable and the tip radius can be smaller enabling better 
resolution (section 4.1). The material used should be highly conductive to avoid series resistance that 
can be problematic for CP-AFM measurements on highly conductive samples (sub-section 5.1.3). The 
material should also ideally be hydrophobic to avoid tip contamination (sub-section 3.3.2). The probes 
should be long to reduce stray capacitance effects from the cantilever in KPFM measurements 
(section 3.5). Ideally, these probes should be compatible both with CP-AFM and KPFM to be able to 
perform both measurements on the same area without changing the tip.  

 
Before performing measurements, the preparation process is key to avoid parasitic surface 

effects (section 3.8). Therefore, a cleaning process adapted to the solar cell technology should be 
desgined precisely. In our case, our cleaning process (isopropanol + ethanol) was not good enough to 
guarantee reproducibility of measurements. Further investigations should be carried out to define ideal 
cleaning processes to guarantee reproducibility. In any case, performing measurements just after 
processing the device or cleaving the cross-section gives more confidence in the electrical 
measurements. Moistering can degrade the electrical properties of the solar cell with time. Therefore, 
it is key to maintain the samples in dry atmosphere between measurements (e.g. nitrogen boxes). 
Therefore, in our “ideal” microscope setup, an access to nitrogen should be present. Besides, 
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chemicals and wet benches used to find the adequate cleaning process should also be close to the 
microscope room. Besides, the importance of a mirror-like cross-section preparation was highlighted 
by Scherrer et al. [2].We found that micro-cleavage is a quick, low intrusive technique compared to 
mechanical polishing, even though the throughput was around 50%. Therefore, we propose that a 
micro-cleavage setup should be present close to our “ideal” microscopes [3]. We have seen that 
“bevel cross-sections” are useful to increase the resolution of the measurements. Therefore, we 
believe that a polishing setup to prepare these kinds of cross-section is also valuable for our 
microscopy setup [4].  

 
Regarding the measurement possibilities, both OM/SPM and EM/SPM should have advanced 

capabilities for CP-AFM and KPFM measurements. CP-AFM should be equipped with a logarithmic 
amplifier as for Resiscope and SSRM. However, it should be able to measure currents lower than 
current CP-AFM and SSRM, in order to be able to perform measurements without scratching the 
surface, as for current measurements (sub-section 3.2.2). If the setup can measure lower currents, it 
will require lower contact areas between the tip and the sample to perform measurements. Therefore, 
a lower force will be applied on the tip and the risk of nano-scratching the surface will decrease. 
Regarding KPFM, our setups should be able to perform AM-KPFM and FM-KPFM. The lowest 
voltages should be used on the KPFM tip to avoid tip-induced band bending effects (sub-section 
3.2.3). The effects of cross-talk should be minimized to reduce the topographical imprints on the 
surface potential images (section 3.4), as shown by Barbet et al. [5]. Besides, our KPFM measurement 
process should be time resolved with a time resolution below the microsecond. For this KPFM mode 
can be used like G-Mode KPFM [6] and should be associated with time resolved EFM and time 
resolved CP-AFM. These different techniques should enable advanced lifetime investigations at the 
nano-scale (section 4.6). Finally for both our setups, the solar cell can be contacted when it is on the 
AFM stage. Therefore, a current voltage J(V) curve can be measured at all times using a voltage 
source and an ampere meter. Besides, open circuit voltage (Voc) can be measured at all times using a 
voltmeter. J(V) and Voc can help assess if the solar cell was degraded during measurements (e.g. 
increase of series or shunt resistances).  

 
Versatility is key to our “ideal” microscope setup. First, inter-communication between 

OM/SPM and EM/SPM should be user-friendly. Both setups have the same sample holders (for 
surface and cross-section analysis). These advanced cross-sections can be plugged to an optical fiber 
and have electrodes to contact the solar cell. Since the same sample holders are used for both setups, it 
is possible to keep the position on the sample holder while moving the set {sample+sample holder} 
from an equipment to another. This is very helpful for geo-location and for performing measurements 
under the same conditions of illumination. Besides, the same software is used for the two equipments 
and the same area can easily be measured thanks to advanced nano geo-location systems.  

 
Besides, the software uses measurement parameters that are clearly expressed in KPFM and 

CP-AFM measurement equations, and not intermediate measurement parameters that are hard to 
understand. Furthermore, the measurement process on our setup would be more versatile than current 
setups thanks to automatic AFM laser positioning and precise AFM tip positioning. High resolution 
lateral view of AFM tip and sample would help precise AFM positioning. The positioning of the AFM 
tip would also be helped by automatic and accurate motion of the AFM plate. This would help 
perform measurements on a position previously saved. It would also enable to perform measurements 
at different positions that require withdrawing the tip between measurements. Hence, the microscope 
operator could define different distant positions and the AFM would scan them automatically without 
the operator being in the room. Besides, the scan size and speed would be improved (section 4.1) 
through the use of new kinds of KPFM, called heterodyne KPFM [7]. Other versatile features would 
help make measurement easier. For instance, the AFM scanner would carry several tips at the same 
time. By carrying different kinds of tips (KPFM tip, CP-AFM tip, nano-scratching tips), different 
kinds of measurements could be performed without changing the scanner head. Besides, the scanner 
head would not be too cumbersome and it would enable topside illumination during measurements. 
Finally, to investigate the effect of annealing and cooling of the solar cells, the AFM plates of our 
equipments should be controllable in temperature and incorporate temperature sensors.  



CHAPTER 7 – CONCLUSIONS & PERSPECTIVES 
 

159 
 

 
After measurements, image processing is key to interpret them. On our “ideal” microscope 

setup, advanced microscope image processing would be used. For instance, this software would 
effectively deconvolute the effect of topography on both KPFM and CP-AFM, as some groups have 
proposed [8]. Besides, this software would enable to remove white thermal noise on KPFM images 
(section 3.6) and therefore increase the signal-to-noise ratio. Advanced data processing tools based on 
emerging data science tools would enable to provide insights across large volumes of scanning probe 
data, as Strelcov et al. have shown [9]. Through data processing, nanoscale mapping of key 
informations such as carrier lifetime can be performed as shown by Fernández Garillo et al. [10]. This 
software would also incorporate a solar cell modeling part and would directly use the inputs of 
microscope measurements in the solar cell model to understand more precisely the behavior of the 
solar cell.  
 

 
7.2.2   Features specific to OM/SPM  
 

The combination of scanning probe microscopy and optical microscopy has already been 
promoted in the literature [11] for the versatility of the technique. Recent studies have shown that the 
combination of these two techniques could lead to solving concrete problems [12]. These microscopes 
combine optical microscopy, laser scanning microscopy and scanning probe microscopy. Our ideal 
OM/SPM setup would be inspired from these equipments in order to quickly design measurements of 
interest for different technologies of solar cells. The use of high resolution optical microscopy would 
help tip positioning and also to provide optical analysis of the surface investigated (color, 
polarization,…). Besides, 3D topographical images can also be obtained with laser scanning confocal 
microscopy [13].  

 
The OM/SPM equipment would either be operated in ambient air or in controlled atmosphere. 

A dry atmosphere is sometimes necessary to avoid tip-induced oxidation (subsection 3.2.1). A first 
contact mode scan can be performed to remove layers of silicon oxide before measurements. 
Humidity and temperature sensors should be also included in the measurement room. During the 
scanning probe microscopy (SPM) measurements, the light of the optical microscope should be turned 
off to avoid stray illumination phenomena. However, after measurements, optical microscope images 
would enable to analyze the SPM scanned area to check for any degradation. If the optical microscope 
is equipped with Raman measurement possibilities, material analysis could be performed on the 
scanned area and would enable to check for oxide formation for instance.  

 
Because studies are not performed under ultra-high vacuum (UHV), the OM/SPM 

measurements will be high throughput. However, studies under UHV are much more precise because 
they have less artifacts. As shown in the summary table of Chapter 3, measurements under UHV 
enable to reduce tip-induced oxidation (subsection 3.2.1), to reduce tip-induced band bending 
(subsection 3.2.3), to decrease tip contamination (subsection 3.3.2), to reduce thermal noise by 20 
times (section 3.6) and to reduce surface related artifacts (section 3.8). This is a motivation to 
combine OM/SPM setup with EM/SPM which can achieve more accurate measurements despite the 
fact that it is less versatile.  

 

7.2.3   Features specific to EM/SPM 
 

The combination of electron microscopy and scanning probe microscopy in a single EM/SPM 
setup has been introduced in section 6.1 of this manuscript, since KPFM and SEM are complementary 
techniques to investigate solar cells under electrical bias. Contrary to KPFM, SEM provides fast 
acquisition and large scale images (> 1 mm). Besides, SEM does not suffer from artifacts of KPFM 
(Chapter 3) but faces challenges due to a surface modification under the electron beam exposure, 
mostly attributed to carbon contamination. KPFM enables quantitative, low noise, low intrusiveness 
images, but it is limited by its scan speed and scan area size. In addition, the KPFM does not require 
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injection of carriers to perform measurements and hence enables to monitor the effect of illumination 
at the nano-scale. Therefore, these complementary techniques could be combined in a single setup 
that would benefit from the advantages of both. These measurements now seem possible since a 
commercial setup combining SEM and SPM has been very recently available [14].  

 
Here, we develop on the features of our “ideal” EM/SPM setup to investigate crystalline 

silicon solar cells. Both techniques can operate under ultra-high vacuum which enables more accurate 
KPFM measurements, as discussed previously.  

 
The electron microscopy part of this setup is thought to enable a wide range of measurements. 

First, the effect of contamination layers such as carbon, is reduced thanks to the use of energy-filtered 
scanning electron imaging [15]. This setup enables time resolved SEM measurements to perform 
dynamic studies in solar cells and to compare these measurements [16] with time resolved KPFM and 
EFM measurements. The EM/SPM is also equipped with advanced electron microscopy techniques 
that are coupled to SEM: Energy-Dispersive X-ray spectroscopy (EDX), Electron Beam Induced 
Current (EBIC), Cathodo-luminescence (CL). EBIC can help provide information about diffusion 
length and space charge region in the devices. CL can help assess the nature of the doping (n-type or 
p-type) which is challenging with CP-AFM and KPFM. Besides, if CL is calibrated, it can measure 
the doping level. Therefore, CL seems to be a complementary technique to CP-AFM. EDX and CL 
allow to perform chemical analysis at the nano-scale and can help determine if an area was chemically 
modified by successive SPM scans. After SPM measurements, a quick SEM image of the area 
scanned with SPM could also help determine if the surface was topographically modified because of 
the tip, especially for CP-AFM measurements. The tip can also be imaged by SEM before and after 
SPM measurements to check for any degradation.  

 
In order to apply an electrical bias, microprobes inside the setup should be used. This 

microprobe system is already used in EBIC setups. In this case, the probing system would enable to 
apply an electrical bias during EM imaging but also during SPM imaging. Therefore EM and SPM 
images would be in the exact same conditions of biasing. Constant or modulated frequency electrical 
biases can be used. Particular attention should be paid to minimize the series resistance in the 
contacting system. The parasitic contact resistance between the microprobes and the solar cell should 
be reduced by applying a force strong enough on the microprobes. The constraint of using 
microprobes to apply an electrical bias is that the quality of the contact brings uncertainty on the 
measurements. Besides, the contacting step can be time consuming. Therefore, for some kinds of 
measurements (e.g. cross-section measurements), it is sometimes preferable to apply an electrical bias 
directly through our customized sample holders, as explained later. In that case, the contacting is done 
before inserting the sample and the sample holder inside the UHV chamber. Wires are contacted to 
the sample holder inside the UHV chamber. 

 
In order to illuminate the sample during measurements, an optical fiber would penetrate in the 

vacuum chamber through an adapted feed through. On the one side of the fiber, different kinds of 
fiber coupled illumination sources could be used depending on the light parameter investigated 
(illumination intensity, wavelength, modulation frequency, polarization). The advantage of this setup 
is that illumination sources can be changed while the AFM tip is still on the sample, which is helpful 
to perform successive measurements on the same position. On the other side of the fiber, the cannula 
of the optical fiber is positioned in the sample holder in the position required to illuminate the sample. 
The position of the cannula is not the same for cross-section measurements where the sample needs to 
be illuminated horizontally and for surface measurements where the sample needs to be illuminated 
vertically (either from the top or from the bottom). Ideally, a system enabling the cannula position 
change on the sample holder inside the UHV chamber would be designed to be able to investigate the 
influence of the position of the light spot on the electrical measurements on the solar cell.  

 
One of the main challenges of the EM/SPM setup is the versatility. The accuracy of 

measurements under UHV comes at the expense of operation time. Challenges on the installation time 
and measurement time need to be addressed to improve the throughput of measurements. The use of 
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high speed heterodyne AFM/KPFM could be an example to speed up the measurements. The use of 
scanners with multiple tip holders would enable to reduce time due to tip changing. These are two 
examples to improve measurements throughput under UHV.  

EM/SPM should also be equipped with an in-situ focused ion beam (FIB) milling, as 
proposed by Saive et al. [17], [18]. This technique can be used to mill holes in solar cells and 
characterize the bare cross-section in-situ. It can also be used to investigate solar cell in depth, by 
alternatively performing a measurement and milling a layer. It enables 3D-functional imaging. 
Another advantage of FIB is to be able to repair the probes when they are degraded. This has been 
advertized by equipment providers that propose a combination of SPM, EM and FIB capabilities [14]. 
Besides, the possibility of performing in-situ micro-cleavage should be included in our EM/SPM 
setup. This would prevent from deposition of contaminants at the surface of the cross-section, as it 
happens under ambient air.  

7.3.3   Conclusion  
 

We are convinced that the combination of OM/SPM and EM/SPM enables to achieve 
versatile and accurate electrical measurements at the nano-scale. The use of well designed surface and 
cross-section sample holders is key to achieve versatility and inter-exchanges communication between 
the setups. This combined setup enables to customize measurements for different solar cell 
technologies. The influence of temperature, electrical bias and illumination can be studied using this 
setup.  

 
To sum up our analysis, we use a table (Table 7.2) to show how OM/SPM and EM/SPM 

setups answer to the challenges presented in Chapter 3. We compare it to the regular setup where we 
took the worst case of Table 7.1.  

 
Table 7.2 shows that OM/SPM and EM/SPM setups show strong improvements compared to 

the regular setup we used. In particular, the effect of parasitic light from the laser and the tip 
degradation during scans are largely reduced. The EM/SPM also benefits from low tip-induced 
degradation, surface dependence and thermal noise because measurements are performed under UHV. 
This comes at the expense of installation and operation time for measurements. Two points remain 
challenging for both OM/SPM and EM/SPM: the convolution with topography and the stray 
capacitance effects. For these points, we find mitigating strategies but no clear suppressing strategies. 
To avoid the convolution with topography, measurements could be first focused on flat surfaces of 
solar cells (e.g. cross-section of solar cells, flat part of interdigitated back contact solar cells). Stray 
capacitance could be deconvoluted by first performing measurements on adapted calibration samples 
to determine the influence of parasitic capacitances before starting measurements on the sample of 
interest.  

 
Using these setups, we believe that the measurements shown in Chapter 5 and 6 would be 

improved and this platform would enable to customize measurements depending on the solar cell 
technology of interest.  
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Table 7.2 – Impact of the weaknesses on the three setups: the regular setup used in this Ph.D. 
project, the OM/SPM setup and the EM/SPM setup.  

 

 
 

Weaknesses Reg. setup OM/SPM EM/SPM  
AFM Laser 
Induced Voc  

  
AFM laser in IR 

 
AFM laser in IR 

Tip-induced 
Degradation 

 

 • Post-imaging investigation of the 
scanned area degradation using OM 
technique. 

• Reduction of scratching in CP-AFM 
(larger resistivity acquisition range)  

• Reduction of oxidation (better control of 
atmosphere for measurements) 

• Tip-induced band bending still 
problematic but lower KPFM can be 
used to mitigate. 

• Post-imaging investigation of the scanned area 
degradation using EM techniques 

• Reduction of nano-scratching in CP-AFM (larger 
resistivity acquisition range)  

• No tip-induced oxidation (UHV)  
• Tip-induced band bending is reduced (work 

under UHV) 

Tip 
Degradation 

during 
scans  

 

 
 
 

• Reduction of the degradation of the tip 
coating by using bulk probes  

• Reduction of tip contamination by using 
improved cleaning process + work under 
appropriate controlled environment + 
work with hydrophobic probes 

•  Post-imaging investigation of the tip degradation 
using EM technique 

• Reduction of the degradation of the tip coating by 
using bulk probes + the possibility to repair them 
in-situ with FIB.  

• Reduction of tip contamination by improved 
cleaning process + work under appropriate 
controlled environment + hydrophobic probes. 

Convolution 
to 

topography 
 

 
 
 

• Use of advanced topography 
deconvolution software 

• In KPFM, use of lift mode to investigate 
the influence of topography 

• Reduction of cross-talks in KPFM  

• Use of topography deconvolution software 
• In KPFM, use of lift mode to investigate the 

influence of topography 
• Reduction of cross-talks in KPFM 
• Comparison with electron microscopy 

measurements to check for effect of topography. 
Stray 

Capacitance 
 
 

 
 
 

• Use of advanced stray capacitance 
deconvolution software (with the help of 
a calibration sample) 

• Post-imaging data processing to de-
convolute capacitance effects 

• In KPFM, use of lift mode to investigate 
the influence of topography 

•  Use of advanced topography deconvolution 
software (with the help of a calibration sample) 

• Post-imaging data processing to de-convolute 
capacitance effects 

• In KPFM, use of lift mode to investigate the 
influence of topography 

Thermal 
Noise 

 
 

 • Use of advanced denoising processes in 
the software to remove thermal noise 
from the images 

• Work under UHV : Noise level ~20x lower than 
in ambient air 

• Use of advanced denoising processes in the 
software to remove thermal noise effects 

Scan Speed 
& Size 

Installation 
+ Operation 

time 

 
 
 

•  Use of high speed AFM/KPFM 
(heterodyne AFM)  

• Scan size can be increased over 100µm 
without decreasing too much the scan 
speed. However, scan sizes of ~1mm are 
non realistic for the moment.  

• Use of high speed AFM/KPFM (heterodyne 
AFM) 

• Scan size can be increased over 100µm without 
decreasing too much the scan speed. However, 
scan sizes of ~1mm still challenging 

• Installation time remains is still a challenge  
Surface 

Dependence 
 

 • Adapted cleaning process just before 
measurements  

• Measurements + Conservation of 
samples under controlled atmosphere.  

• Cross-section preparation under UHV (cleavage 
and FIB milling)  

• Cleaning step just before putting the sample in 
the UHV chamber to avoid silicon oxide  

Strong negative effect  Medium negative effect  Small negative effect  No Impact 
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Résumé 
 
 
Cette thèse s’intéresse à l’analyse de cellules silicium cristallin à l’échelle nanométrique, à l’aide 

de techniques de microscopie à sonde locale (SPM). En particulier, nous avons choisi d’analyser les 
propriétés électriques à l’échelle locale, grâce à deux techniques SPM : la microcopie à sonde de 
Kelvin (KPFM) et la microscopie à force atomique à sonde conductrice (CP-AFM).  

Tout d’abord, nous présentons les forces et faiblesses de ces deux techniques, comparées à la 
microscopie électronique, qui permet également d’analyser les propriétés électrique à l’échelle 
nanométrique. Cette comparaison approfondie nous permet d’identifier des mesures où le KPFM et le 
CP-AFM sont particulièrement adéquat et peuvent apporter de la valeur. Ces mesures sont divisées en 
deux catégories : les analyses matériaux et les analyses dispositifs.  

Ensuite, nous nous focalisons sur les analyses matériaux à l’échelle nanométrique. Nous 
présentons d’abord des mesures de dopage à l’échelle nanométrique, à l’aide d’une technique avancée 
de CP-AFM, appelée Resiscope. Nous montrons que cette technique peut détecter des changements de 
dopage dans la gamme 1015 à 1020 atomes.cm-3, avec une résolution nanométrique et un bon ratio 
signal/bruit. Puis, nous présentons des mesures de durée de décroissance sur des wafers silicium 
cristallin passivés. Les mesures sont réalisées sur la tranche non-passivée des échantillons. Nous 
montrons que, même si la tranche n’est pas passivée, les durées de décroissance obtenue par KPFM 
ont une bonne corrélation avec les temps de vie des wafers mesurées par décroissance de la 
photoconductivité détectée par micro-ondes.  

Par la suite, nous nous concentrons sur les analyses dispositif. A l’aide du KPFM, nous analysons 
deux types de cellules solaires silicium cristallin : les cellules solaires silicium épitaxié (epi-Si) et les 
cellules solaires hétérojonctions à contact arrière (IBC). En particulier, nous nous focalisons sur 
l’analyse de dispositifs en condition d’opération. Nous étudions d’abord l’influence de la tension 
électrique appliquée et nous montrons que les effets de résistance et de diode peuvent être détectés à 
l’échelle nanométrique. Les mesures de KPFM sont comparées aux mesures de microscopie 
électronique à balayage (SEM) dans les mêmes conditions, puisque le SEM est aussi sensible au 
potentiel de surface. Nous montrons que les mesures KPFM sur la tranche de cellules solaires epi-Si 
peuvent permettre d’étudier les changements de champ électrique avec la tension électrique appliquée. 
De plus, si la tension électrique est modulée en fréquence, nous montrons que des mesures de temps 
de vie peuvent être effectuées à l’échelle locale sur la tranche de cellules solaires epi-Si, ce qui peut 
permettre de détecter les interfaces limitantes. Puis, nous étudions l’influence de l’illumination sur les 
mesures KPFM et CP-AFM. Nous effectuons des mesures sur la tranche de cellules epi-Si sous 
différentes valeurs d’intensité et longueurs d’onde d’illumination. Nous montrons une bonne 
sensibilité des mesures KPFM à l’illumination. Cependant, nous montrons que pour différentes 
longueurs d’onde, à tension de circuit ouvert fixé, nos mesures ne sont pas corrélées avec les mesures 
de rendement quantique interne, comme nous le pensions.   

Enfin, nous résumons notre travail dans un tableau qui représente les forces et faiblesses des 
techniques pour les différentes mesures d’intérêt exposées précédemment. A partir de ce tableau, nous 
imaginons un setup de microscopie « idéal » qui permette d’analyser les cellules solaires de manière 
fiable, versatile et précise. Pour finir, nous proposons des mesures d’intérêt qui pourraient être 
réalisées avec ce setup « idéal ».  
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Titre : Etude de cellules solaires en silicium cristallin à l’échelle nanométrique à l’aide de techniques 
de microscopie à sonde locale. 

Mots clés : Microscopie à sonde de Kelvin, Microscopie à force atomique conductrice, Cellules 
solaires, Silicium cristallin, Caractérisation Avancée, Microscopie Electronique 

Résumé : Cette thèse s’intéresse à 
l’analyse de cellules silicium cristallin à 
l’échelle nanométrique, grâce à deux techniques 
de microscopie à sonde locale : la microcopie à 
sonde de Kelvin (KPFM) et la microscopie à 
force atomique à sonde conductrice (CP-AFM). 

Après une analyse forces/faiblesses de ces 
deux techniques, nous effectuons des mesures 
« matériau» et « dispositif».  Les mesures 
« matériau» sont composées des mesures de 
dopage à l’aide du CP-AFM et de mesures de 
temps de vie sur wafer passivés à l’aide du 
KPFM. Les mesures « dispositif» sont réalisées 
par KPFM sur des cellules en condition 
d’opération.  

 

Les mesures sous tension électrique sont 
comparées à des mesures de microscopie 
électronique à balayage. Elles montrent que le 
KPFM permet de cartographier des effets de 
résistance et de diode; ainsi que le temps de vie, 
à l’aide d’une tension électrique modulée en 
fréquence. Puis, nous étudions l’effet de 
l’intensité lumineuse et de la longueur d’onde 
sur les mesures KPFM.  

Enfin, l’analyse de notre tableau de 
conclusion nous permet d’imaginer un setup de 
microscopie « idéal » pour effectuer des 
mesures d’intérêt sur les cellules solaires en 
silicium cristallin.  
 

 

 

Title : Investigation of crystalline silicon solar cells at the nano-scale using scanning probe 
microscopes 

Keywords : Kelvin Probe Force Microscopy, Conducting Probe Atomic Force Microscopy, Solar 
Cells, Crystalline silicon, Advanced Characterization, Electron Microscopy 

Abstract: This thesis focuses on the 
investigation of crystalline silicon solar cells at 
the nano-scale using two scanning probe 
microscopy techniques: Kelvin Probe Force 
Microscopy (KPFM) and Conducting Probe 
Atomic Force Microscopy (CP-AFM).  

After strengths/weaknesses analysis of 
both techniques, we perform material and 
devices investigations. Material investigations 
include doping measurements using CP-AFM 
and lifetime measurements on passivated wafers 
using KPFM.  Devices investigations were 
performed under operating conditions using 
KPFM.  

Measurements under electrical bias are 
compared to scanning electron microscopy 
measurements. They show that KPFM enables 
to map resistance and diode effects at the nano-
scale. Lifetime measurements were also 
highlighted, using modulated frequency 
electrical bias. Then, the sensitivity of KPFM 
measurements to illumination intensity and 
wavelength was studied.  

Finally, a summary table is drawn and 
enables to imagine an “ideal” microscopy setup 
to for crystalline silicon solar cells 
investigation. We propose measurements of 
interest than can be performed using this setup. 
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