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Introduction

Modern experimental platforms now allow to control and monitor interacting quan-
tum systems in a precise manner. Motivated by quantum information purposes, these
platforms are also of great interest to explore many-body quantum physics. The un-
precedented control over the system’s parameters permits indeed to devise and tune
desired Hamiltonians. This ability to emulate complex many-body Hamiltonian mo-
tivates the development of precise theoretical predictions to better understand the
physical phenomena underlying the system’s dynamics. Most experimental setups
also involve periodic pumping of energy into the system, as well as dissipative effects,
fostering the development of specific theoretical tools to tackle the dynamics in out-
of-equilibrium conditions.

In Chapter I we introduce the class of Spin-Boson models and focus in particular
on the Rabi model, the ohmic spinboson model, and their lattice versions. The Rabi
model considers a two-level system coupled to a quantized harmonic oscillator and de-
scribes the simplest interaction between matter and light. Its lattice version describing
a set of interacting light-matter systems opens the door to many-body physics with
light. The ohmic spinboson model was first introduced to describe dissipative effects on
a two-level system. In this description dissipation is modelled by a bath of quantized
harmonic oscillators, and many-body effects of the bath notably induce a dissipa-
tive quantum phase transition at large spin-bath coupling (see “Many-Body Quantum
Electrodynamics Networks: Non-Equilibrium Condensed Matter Physics with Light”).

In Chapter II, we derive a Stochastic Schrödinger Equation (SSE) describing the
time evolution of the spin-reduced density matrix for Spin-boson problems. We test
this framework and recover known results for the dynamics of the Rabi model (see
“Quantum dynamics of the driven and dissipative Rabi model”) and the ohmic spinbo-
son model. We also compare the SSE approach to other known methods and present
the limitations related to the SSE.

In Chapter III, we extend the applicability of the SSE to the case of two spins
coupled to a common ohmic bosonic environment. We investigate the dissipative
quantum phase transition induced by the bath, and study the quenched dynamics in
both phases. We also focus on bath-induced synchronization effects between two spins
with different frequencies (see “Quantum sweeps, synchronization, and Kibble-Zurek
physics in dissipative quantum spin systems”).
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In Chapter IV, we study the influence of an ohmic environment on the topological
properties of a two-level system measured with a dynamical protocol. We show in par-
ticular that the bath induces a dissipative topological transition at strong coupling,
and we investigate the properties of this transition.

In Chapter V, we focus on hybrid devices coupling quantum dots and lead elec-
tronic degrees of freedom to light. We first introduce and study theoretically a nano
heat-engine setup consisting of a quantum dot coupled to fermionic (electronic) leads
and different Left/Right bosonic environments (see “Electrical Current from Quantum
Vacuum Fluctuations in Nano-Engines”). We show how zero-point quantum fluctu-
ations stemming from bosonic environments permit the rectification of the current.
Then we present and interpert the results of a recent experiment studying a double
quantum dot setup coupled to a resonator. We establish a link between the light
measurements and the formation of a SU(4) Kondo bound state at low temperatures
(see “A Quantum Electrodynamics Kondo Circuit: Probing Orbital and Spin Entan-
glement”).

Publication list:

• “Quantum dynamics of the driven and dissipative Rabi model”, L. Henriet, Z.
Ristivojevic, P.P. Orth, K. Le Hur, Physical Review A 90 (2), 023820 (2014).

• “Electrical current from quantum vacuum fluctuations in nanoengines”, L. Hen-
riet, A. N. Jordan, K. Le Hur, Physical Review B 92 (12), 125306 (2015).
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G.-C. Guo, M. Schiró, K. Le Hur, G.-P. Guo, arXiv preprint arXiv:1509.06141
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CHAPTER 1

Spin-Boson models

In this chapter, we will intoduce the Rabi model and the ohmic Spinboson model
as paradigmatic models to describe respectively light-matter interaction and decoher-
ence. We will put a particular emphasis on the investigation of many-body physics
phenomena related to these models. In the Rabi case, this notably includes the pos-
sible realization of arrays of interacting light-matter elements, giving access to exotic
phases where light behaves as a quantum fluid. In the ohmic spinboson case, many-
body effects play naturally an important role and trigger a dissipative quantum phase
transition at large coupling. Realizing dissipative arrays may allow to facilitate the
investigation of this transition.

I Rabi model and applications

The Rabi model had been originally introduced to describe the effect of a magnetic
field on an atom possessing a nuclear spin [1, 2]. Nowadays, this model is applied
to a variety of quantum systems in relation with strong light-matter interaction. It
follows indeed naturally from the general description of a set of spinless point charges
interacting with the quantized electromagnetic field. The Rabi model turns out then
to be a paradigmatic model to describe cavity quantum electrodynamics experiments
(cavity QED), in which an atom is placed inside a microwave or optical cavity. The
introduction of cavity QED experiments and the derivation of the Rabi model in this
context will be exposed in section I.1, following the general description provided in
Refs. [3, 4].

In Sec. I.2, we focus on the description of so-called circuit quantum electrodynam-
ics experiments (circuit QED), describing the interaction of an artificial atom made of
superconducting materials with microwave photons. These systems permits to repro-
duce the physics of the Rabi model on chip, with a very large light-matter coupling.
Recent experimental progress in this field allows now to envision the creation of larger
circuits composed of a large number of coupled light-matter elements, which are of
particular interest to investigate many-body phenomena with light.
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I.1 Rabi Hamiltonian in cavity quantum electrodynamics

I.1.a Charges in a box

We consider a set of charges placed inside a three dimensional box of typical length
L. The Hamiltonian describing these charges in interaction with the electromagnetic
field reads in the Coulomb gauge [3] H = Hkin +Hr + Vcoul, with

Hkin =
X

↵

[p↵ − q↵A(r↵)]
2

2m↵
(1.1)

Hr =
X

k

X

n=1,2

~!ka
†
k,nak,n. (1.2)

In Eq. (1.2), r↵ and p↵ are the position and momentum operators of the particle ↵
with charge q↵ and mass m↵. The vector potential A(r↵) is described by a set of

bosonic operators a†
k,n and ak,n corresponding respectively to the creation and the

annihilation of a photon in the mode k with energy ~!k and polarization n 2 (1, 2).

A(r↵) =
X

k

X

n=1,2

r

~

2✏0!kL3

⇣

ak,ne
ik.rα + a†

k,ne
−ik.rα

⌘

ek,n, (1.3)

The frequencies !k,n are quantized in relation with the boundary conditions imposed
by the box, and the vectors ek,n correspond to the two possible polarizations for
the transverse vector potential. The kinetic term Hkin in Eq. (1.2) will describe
the interaction between the charges and the electromagnetic field through the vector
potential. We remark from Eq. (1.3) that the vector potential grows as the size of
the box we consider decreases. In the case of a small box the vector potential exists
only as a superposition of a discrete set of modes. This interesting case led to the the
design of cavity quantum electrodynamics experiments, where an atom placed inside
a cavity interacts resonantly with the confined electromagnetic field.

I.1.b Cavity Quantum electrodynamics setup

In a typical cavity QED setup, the atom is chosen such that the transition energy ∆
between a reference state |gi and an excited state |ei is close to the energy ~!0 of one
of the first modes of the confined light, in the microwave [5] or optical regime [6]. The
joint evolution of the light-matter system inside the cavity will result from this resonant
interaction, and the effect of higher harmonics will be neglected. The wavelength
corresponding to the resonant mode under consideration is much greater than the
atomic length-scale, so that one can safely replace the kinetic term Hkin in Eq. (1.2)
by

Hkin =
X

↵

[p↵ − q↵A(0)]
2

2m↵
, (1.4)

where we define r = 0 as the position of the atomic center of mass. This simplification
is known as the long-wavelength approximation. Expanding Eq. (1.4) then leads to a
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sum of three terms,

Hkin =
X

↵

p2
↵

2m↵
−
 
X

↵

q↵p↵

2m↵

!

.A(0) +
X

↵

[q↵A(0)]
2

2m↵
. (1.5)

In most cavity-QED experiments, the last term on the right hand side of Eq. (1.5)
can be neglected due to the smallness of the electromagnetic field [4]. The atom-field
coupling is captured by the second term of Eq. (1.5) which can be understood better
in terms of the dipole of the atom. Following Ref. [7], we write

p↵

m
=
i

~
[Hat, r↵] , (1.6)

where Hat would be the Hamiltonian describing the atom without its interaction with
the electromagnetic field. Introducing the dipole operator

d =
X

↵

q↵r↵, (1.7)

one can then write

Hkin =
X

↵

p2
↵

2m↵
− i

2~
[Hat,d] .A(0) +

X

↵

[q↵A(0)]
2

2m↵
. (1.8)

As stated previously, the atomic degree of freedom can be effectively described by a
two-level system composed of the states |gi and |ei. The dipole operator is off-diagonal
in this basis, as the atom is neutral. We call d = he|d|gi the dipole matrix element
between the two atomic states and we reach the Hamiltonian

H =

✓
∆
2 0
0 −∆

2

◆

− i
X

n

∆

2

1p
2✏0~!0L3

✓
0 dn

−d⇤n 0

◆
(
an + a†n

)
+
X

n

~!0a
†
nan.

(1.9)
Considering only one light polarization and after a rotation in the atomic subspace,
we reach the Rabi Hamiltonian,

HRabi =
∆

2
σz +

g

2
σx(a+ a†) + ~!0

✓

a†a+
1

2

◆

(1.10)

where the light-matter coupling strength g reads

g =
d∆p

2✏0~!0L3
. (1.11)

In Eq. (1.10), σx and σz belong to the set of Pauli matrices,

σx =

✓
0 1
1 0

◆

σy =

✓
0 −i
i 0

◆

σz =

✓
1 0
0 −1

◆

. (1.12)
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I.1.c Weak-coupling regime and Jaynes-Cummings physics

The typical value of the light matter coupling in 3D optical [6] or microwave [5] cavity
QED setups is of the order of g/(~!0) ⇠ 10−7. In this range of parameters and for
low detuning |∆ − ~!0|/(~!0) ⌧ 1, Eq. (1.10) can be simplified further with the
application of the rotating wave approximation (RWA). This approximation consists
in neglecting the counter-rotating terms, (σ+a†+h.c.) where σ± = (σx±iσy)/2, which
do not conserve the number of excitations. This ensures a continuous U(1) symmetry
and an associated conserved quantity, the polariton number N = a†a+ σ+σ− (which
counts the total number of excitations, as the sum of light and matter excitations).
The resulting Hamiltonian is the Jaynes-Cummings Hamiltonian HJC [8],

HJC =
∆

2
σz +

g

2

(
σ+a+ σ−a†

)
+ ~!0

✓

a†a+
1

2

◆

. (1.13)

The Jaynes-Cummings Hamiltonian is easily diagonalized in the so-called dressed
basis [8]. The ground state of the system consists of the two-level system in its lower
state and vacuum for the photons, while the excited eigenstates |n±i are pairs of com-
bined light-matter excitations (polaritons) characterized by their polariton number.
One has N |n±i = n|n±i. These eigenstates form the well-known structure of the
anharmonic JC ladder (Fig. 1.1). More precisely, the light-matter eigenstates satisfy
(with n > 0):

|gi = | #z, 0i (1.14)

|n+i = ↵n| "z, n− 1i+ βn| #z, ni (1.15)

|n−i = −βn| "z, n− 1i+ ↵n| #z, ni, (1.16)

where | #zi and | "zi are the two eigenstates of σz with eigenvalues −1 and +1. The
corresponding energies are:

E|gi =
δ

2
(1.17)

E|n+i = n~!0 +
1

2

p

δ2 + ng2 (1.18)

E|n−i = n~!0 −
1

2

p

δ2 + ng2. (1.19)

We have ↵n =
p

[A(n)− δ] /2A(n), βn =
p

[A(n) + δ] /2A(n), A(n) =
p

ng2 + δ2

and δ = ~!0 − ∆. Let us consider the case of an atom initially excited in an
empty cavity. Such a state is characterized by a wavefunction | i, which verifies
| (t0)i = | "z, 0i = ↵1|1+i − β1|1−i, where t0 is the initial time. There is initially
one excitation in the system, which will be conserved during the dynamics. As the
initial state is a superposition of the first two polaritons, we will observe an oscillation
phenomenon in terms of the atomic and photonic observables hσzi and ha†ai. There
is a periodic exchange of energy between the atom and the field, a phenomenon called
Rabi oscillations.
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The Josephson tunneling mixes these two states and opens up a gap in the spectrum
(see Fig. 1.3). All other charge states have a much higher energy and will be ne-
glected in the following. Near these degeneracy points, the Cooper pair box can be
described as an effective two level system. Let us consider for clarity that the dimen-

Figure 1.3: Eel(n, ng)/EC as a function of ng for n = 0 (dashed magenta), n = 1
(dashed red), n = 2 (dashed yellow) and n = 3 (dashed green). The blue and black
lines show the eigenvalues of the total HamiltonianHCPB (in units of EC) as a function
of ng. Here EJ = EC/10.

sionless gate voltage ng is close to 1/2, and we restrict the dynamics of the system
to the two states with either 0 or 1 excess Cooper pairs. In this basis, one can write
HCPB = EJ

σx

2 − EC(1 − 2ng)
σz

2 up to a constant term, where σx = |0ih1| + |1ih0|
and σz = |0ih0| − |1ih1|.

The effective field along the z-direction can be controlled dynamically by the gate
voltage Vg. A magnetic control of the field along the x-direction is also possible if one
replaces the Josephson junction by a pair of junctions in parallel, each with energy
EJ/2 (see [11]). In this case the transverse field becomes EJ cos(⇡φ/φ0), where φ is
the magnetic flux in the loop formed by the two junctions and φ0 = h/2e is the flux
quantum.

I.2.b Cavity: The superconducting resonator

The circuit-equivalent of the cavity consists in a section of a superconducting trans-
mission line represented in Fig. 1.4. In the setup of Ref. [11], the artificial atom is
directly placed at the center of the transmission line. The gate voltage acquires then
a quantum part v, stemming from the fluctuations of the electromagnetic field inside
the transmission line. The electromagnetic Hamiltonian Hel in Eq. (1.21) is replaced
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leads to [11],

HTL =

1X

p=1

h

!2p

⇣

~a†2pa2p + 1/2
⌘

+ ~!2p−1

⇣

a†2p−1a2p−1 + 1/2
⌘i

, (1.25)

where !j = j⇡/(L
p
lc). Even modes have voltage anti-nodes at x = 0, while odd

modes have voltage nodes at x = 0, so that only the even modes participate to the
voltage v coupled to the Cooper pair box at x = 0. If the energy of the mode p = 2
is close to EJ , one can neglect the modes of higher energy (note that the last term
on the right hand side of Eq. 1.23 renormalizes !2). After a ⇡/2 rotation in the spin
space, we recover the Rabi Hamiltonian HRabi from Eq. (1.10) for ng = 1/2, with the
identification:

!0 = !2 (1.26)

∆ = EJ (1.27)

g = e
Cg

CJ + Cg

r

~!2

cL
. (1.28)

These 1D circuit-QED systems allow to reach larger values of light matter cou-
pling g/(~!) compared to their 3D cavity analogues [11] and constitutes one the most
promising architecture for quantum computation.

I.2.c Strong coupling regime beyond the RWA

Light-matter coupling in these circuit QED experiments can reach g/(~!0) ' 10−1

[15]. In this regime, the rotating wave approximation breaks down and one must take
into account the presence of the counter-rotating terms (σ+a

† + σ−a). The effect of
such terms can be understood in perturbation theory, and they give rise to a shift
of the resonance frequency between the atom and photon, leading to an additional
negative detuning in the energies plap (1.18) and (1.19)

δ ! δ − g2/ [2(~!0 +∆)] , (1.29)

when ∆ < (~!0) (the levels repel each other). This so-called Bloch-Siegert shift [16]
has been observed in Ref. [15].

Another solvable limit, relevant to the strong coupling analysis of the Rabi model,
is the so-called adiabatic regime [17, 18] or ”quasi-degenerate limit” [19–21]. This
regime corresponds to a highly detuned system ∆/(~!0) ⌧ 1 with arbitrary large
light-matter coupling. One can visualize such a limit as a set of two displaced oscil-
lator wells (characterized by the value of σx), whose degeneracy is lifted by the field
along the z-direction (see Fig. 1.5). At ∆ = 0, one can diagonalize separately the
bosonic Hamiltonian, for the two values of σx, by looking for eigenstates |φ±i with
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eigenenergies E±:

h

~!0a
†a± g

2
(a+ a†)

i

|φ±i = E±|φ±i.

)
✓

a† ± g

2!0

◆✓

a± g

2!0

◆]

|φ±i =
"

E±
~!0

+

✓
g

2!0

◆2
#

|φ±i. (1.30)

The operator on the left-hand side of Equation (1.30) can be re-expressed as
D(⌥g/2!0)a

†aD†(⌥g/2!0), where D(⌫) = exp[⌫(a† − a)] is a displacement opera-
tor [22]. This permits to find that eigenstates |φ±i correspond to displaced number
states

|φ±,N i = e⌥
g

2ω0
(a†−a)|Ni ⌘ |N±i, (1.31)

E±,N = ~!0

"

N −
✓

g

2!0

◆2
#

. (1.32)

In Eq. (1.31), |Ni is a standard number state. The case N = 0 corresponds to well-
known coherent states.

The lowest order adiabatic approximation consists in considering that the term
∆/2σz only couples states in opposite wells with the same number of excitations. The
Hamiltonian can then be diagonalized as the number of displaced photons is a con-
served quantity. A system initially prepared in a displaced state of one well would
undergo coherent and complete oscillations between this state and its symmetric coun-
terpart in the other well. The frequency of oscillations only depends on the overlap
between these two states, and one can show that, starting from the N -th displaced
state of one well, this frequency is Ω = ∆e−g2/2(~!0)

2

LN [g/(~!0)], where LN is the
N -th Laguerre Polynomial [18].

In these first two sections, we have explored two solvable limits of the Rabi model:

• The Jaynes-Cummings regime corresponds to the limit g/(~!0) ⌧ 1 where the
RWA holds. The corresponding Hamiltonian (1.13) can be diagonalized in terms
of mixed light-matter excitations named polaritons.

• The adiabatic regime corresponds to the limit ∆/(~!0) ⌧ 1. In this regime, the
Hamiltonian can be diagonalized in terms of superpositions of displaced number
states.

Between these two clear limits one can use standard numerical methods, which
allow to explore the time-evolution of dynamical quantities. Recently, analytical so-
lutions of the quantum Rabi model have been explored in Refs. [23–26], based on the
underlying discrete Z2 (parity) symmetry. Some dynamical properties of the model
have notably been addressed [27] thanks to this exact solvability. The link between
the exact solvability and integrability of the Rabi model with related models such
as the Dicke [28] model have also been studied [29]. Dicke model, which is the N
spins version of the Rabi model, is notably known to exhibit a superradiant quantum
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Figure 1.5: Two displaced wells characterized by the value of σx. This correspond to
the limiting case ∆ = 0. At first order in ∆/(~!0), one can consider that the term
in σz mixes only states corresponding to the same number of excitations of each well.
The energy splitting resulting from this term will be proportional to ∆ and to the
overlap hN−|N+i = e−g2/2(~!0)

2

LN [g/(~!0)].

phase transition in the limit N ! 1 [30]. By contrast to the Dicke model, the iso-
lated quantum Rabi model does not exhibit a superradiant quantum phase transition
when increasing the value of g/(~!0). This is illustrated on the left side of Fig. 1.1
where we see that the ground state and the first excited state do not cross when one
increases the coupling g/(~!0), somehow illustrating the stability of an atom inter-
acting with a quantum field1. This must be contrasted by what would be predicted
by the Jaynes-Cummings model, for which crossings occur when g/(~!0) increases,
leading to unphysical polariton-like ground state.

I.3 Many-body physics in large circuits

In the past few years experimental progress was accomplished towards the realization
of large arrays of circuit QED elements, where two neighbouring cavities i and j can
be coupled using a capacitive or Josephson of the form J(ai + a†i )(aj + a†j). Assuming
that the coupling J between cavities is much smaller than the internal frequencies
of the cavities, the coupling turns into an effective hopping term from one cavity
to the neighboring ones. These architectures provide a robust architecture for solid-
state quantum computation because of the unprecedented control over the system
parameters and the low loss level. From a different viewpoint, they open a new way
to explore many-body quantum systems in a precise and controllable manner.

1It is however important to note that the Rabi ground state contains a non-trivial photonic com-
ponent at large coupling.



24 CHAPTER 1. SPIN-BOSON MODELS

I.3.a Arrays of cavities

From this perspective, one model that has been investigated a lot theoretically in the
literature is the Jaynes-Cummings lattice model, which takes the form [31–33]:

Harray =
X

i

Hi
JC − J

X

hi;ji

⇣

a†iaj + a†jai
⌘

− µeff

X

i

⇣

a†iai + σ+
i σ

−
i

⌘

, (1.33)

where Hi
JC describes the Jaynes-Cummings Hamiltonian in each cavity, introduced in

Eq. (1.13), and the summation is over nearest neighbors. This model has attracted
some attention, for example, in the light of realizing analogues of Mott insulators
with polaritons [34–37]. More precisely, one observes two competing effects in these
arrays. For large values of J , formally the system would tend to form a wave delocal-
ized over the full lattice, by analogy to a polariton superfluid [38], whereas for very
small values of J , the photon blockade in each cavity will play some role. Theoretical
works [34–37, 39], have focused on solving the phase diagram at equilibrium in the
presence of a tunable chemical potential µeff .

For µeff = 0, the ground state at small J would correspond to the vacuum in
each cavity. By changing µeff and keeping J small, one could eventually turn the
vacuum in each cavity into a polariton state. Simple energetic arguments predict that
this change would occur when E|1−i − µeff = E|gi. This result can be made more
formal by using a mean-field theory and a strong-coupling expansion [34–37]. In the
atomic limit where J is small, one then predicts the analogue of Mott-insulating in-
compressible phases, as observed in ultra-cold atoms [40], where it costs a finite energy
to change the polariton number [32, 34, 41] (see Fig. 1.6). By increasing the hopping
J , one can build an equivalent of the  4 theory, where  ⇠ haii, in order to describe
the second-order quantum phase transition between the Mott region of polaritons and
the superfluid limit [35].

I.3.b Driven-dissipative problem

Despite its great theoretical interest, this model is not readily implementable because
no tunable chemical potential exists for photons. Similar to ultra-cold atoms [42, 43],
it seems important to be able to engineer an effective chemical potential to develop
further quantum simulation proposals and observe these Mott phase analogues. In
Ref. [44], Hafezi and co-workers proposed to simulate an effective chemical potential
for photons from a parametric coupling with a bath of the form λ cos(!pt)HSB where

HSB =
P

j(aj + a†j)Bj where Bj is a bath operator. Considerable attention has been
turned at a general level towards describing both driven and dissipative cavity arrays
in order to realize novel steady states.

In realistic experimental conditions, photon leakage out of the system must indeed
be taken into account. Each cavity is exposed to the vaccuum noise of the surrounding
environment, and energy can leak out from the system. This effect can be addressed
in a microscopic manner by considering a coupling of the inner photonic modes to
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an infinite number of external bosonic modes, so that one must add to the system
Hamiltonian the term (within a rotating-wave approximation) [45]:

X

q

~!ql
†
qlq − i

X

q

h

fqa
†
i lq + f⇤q ail

†
q

i

, (1.34)

where l†q (lq) is the creation (annihilation) operator of an external boson of frequency
!q. The use of the Heisenberg equations of motion in the Markov approximation, which

assumes that the coupling strength f =
p

|fq| and the density of state ⇢ =
P

q δ(!−!q)
are constant, allows to write the effect of the environment as a imaginary component
Γ = 2⇡f2⇢ for the photon frequency [45,46].

In these conditions the system will eventually reach the ground state after a typical
time of the order 1/Γ. To compensate this relaxation mechanism and access non-trivial
states of matter, energy is often pumped into the system through the intermediary
of an external time-dependent coherent drive on the cavity i [47, 48], of the form

Vi(t)(ai + a†i ). One important point would then be to understand how the interplay
of drive and dissipation could play the role, or replace, the chemical potential µeff in
Eq. (1.33).

Let us study the effect of this driving term on the non-dissipative Jaynes-Cummings
model (1.35).

Hd
JC = HJC +

V0
2
(aei!dt + a†e−i!dt). (1.35)

We can get rid of the time-dependent part of the Hamiltonian through a unitary
transformation | ̃i = U(t)| i with U(t) = exp

⇥
i!d(a

†a+ σ+σ−)t
⇤
. The evolution of

| ̃i is governed by the time-independent Hamiltonian H̃RWA
sys :

H̃RWA
sys =

∆̃

2
σz + !̃0a

†a+
g

2
(σ+a+ σ−a

†) +
V0
2
(a+ a†), (1.36)

where ∆̃ = ∆− !d and !̃0 = !0 − !d. H̃ is the sum of a JC Hamiltonian with renor-
malized energies ∆̃ and !̃0, and a time independent driving term. It is convenient to ex-
press the last term of Eq. (1.36) in the dressed basis B = {|gi, |1,−i, |1,+i, |2,−i, |2+i, ...}
of the coupled system [49]

a+ a† = β1|1,+ihg|+ ↵1|1,−ihg|

+

1X

n=1

⇥p
n+ 1βnβn+1 +

p
n↵n↵n+1

⇤
|n+ 1,+ihn,+|

+
⇥p
nβnβn+1 +

p
n+ 1↵n↵n+1

⇤
|n+ 1,−ihn,−|

+
⇥p
n+ 1↵n+1βn −

p
n↵nβn+1

⇤
|n+ 1,−ihn,+|

+
⇥p
n+ 1βn+1↵n −

p
n↵n+1βn

⇤
|n+ 1,+ihn,−|

+h.c.. (1.37)
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Driving the cavity induces transition between the dressed states, and changes the num-
ber N of excitations by ±1. As can be seen in Fig. (1.1), the Jaynes Cummings ladder
is composed of two subladders of ‘minus’ and ‘plus’ polaritons. Eq. (1.37) illustrates
the fact that the coupling between states of the same sub-ladder is stronger than the
coupling between states which belong to different sub-ladders.

The interplay of drive, dissipation, and lattice effects make difficult the realiza-
tion of an effective chemical potential µeff , motivating the development of numerical
schemes allowing to tackle the real-time dynamics of such driven dissipative models.
One may mention the development of a nonequilibrium extension of stochastic mean-
field theory in Ref. [50], applicable to problems of coupled cavities with rather general
forms of driving and dissipation.

I.3.c Mean field quantum phase transition in the adiabatic regime

Alternatively, one could take advantage of the physical properties of the strong cou-
pling regime to reach non-trivial phases with finite photon density. We have indeed
remarked in Sec. I.2.c that low energy states of the adiabatic regime correspond to
a superposition of displaced number states for the photons. The non-triviality of
the photon ground state results more generally from the presence of counter-rotating
terms in the Hamiltonian. M. Schiró and coworkers followed this promising route in
Refs. [51, 52] where they studied the effect of counter rotating terms on the ground
state properties of Hamiltonian (1.33) without chemical potential. Interestingly, these
counter-rotating terms drive the system accross a Z2 parity breaking quantum phase
transition, associated with the disparition of the multiple Mott lobes associated with
Hamiltonian (1.33). We illustrate the mean-field transition exposed in [51, 52], for
which the low energy theory in the adiabatic regime corresponds to a transverse field
anisotropic Ising model . We focus on the following Hamiltonian,

H =
X

j

Hj
Rabi −

X

hi,ji
J(ai + a†i )(aj + a†j), (1.38)

(1.39)

with Hj
Rabi given by Eq. (1.10). We keep the general capacitive coupling of the form

(ai+a
†
i )(aj+a

†
j), which is valid for J/!0 not too small. We consider that each site has

z neighbours and study the adiabatic regime characterized by ∆/(~!0) ⌧ 1 (see Sec.
I.2.c and references therein). We follow Refs. [51,52] and decouple photon hopping at

a mean field level, (ai + a†i )(aj + a†j) = hai + a†i i(aj + a†j) + (ai + a†i )haj + a†ji − hai +
a†i ihaj + a†ji, which is exact in the limit z ! 1. We are then left with the mean-field
Hamiltonian,

Hj
MF =

∆

2
σz
j +

⇣g

2
σx
j + J 

⌘

(aj + a†j) + ~!0a
†
jaj , (1.40)

where  = zha+ a†i.
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Studying the adiabatic regime characterized by ∆/(~!0) ⌧ 1 allows now to pre-
cisely describe the phase transition. One can visualize the mean-field system as two
displaced oscillator wells (characterized by the value of σx and  ). This permits to
find that eigenstates |φ±( )i,

|φ±,N ( )i = e

⇣

⌥ g
2~ω0

+ Jψ
~ω0

⌘

(a†−a)|Ni ⌘ |N±i, (1.41)

E±,N = ~!0

"

N −
✓
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2~!0
− J 

~!0

◆2
#

. (1.42)

As in Sec. I.2.c, we consider that the term ∆/2σz only couples states in opposite
wells with the same number of excitations, which is the lowest order of the adiabatic
approximation. For all  , the minimal energy corresponds to (up to a constant term),

hHj
MF imin( ) = −~!0

"✓
g

2~!0

◆2
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#

−
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J2 2

]1/2

.

(1.43)

Minimization of J 2 + hHj
MF imin( ) with respect to  allows to determine the tran-

sition line of the mean-field transition (see Fig. 1.6). One finds a critical line

Jc
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. (1.44)

The order parameter  is equal to zero below Jc and we find for J > Jc

| | = ↵(J − Jc)
1/2 (1.45)

with
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⇢
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. (1.46)

This analysis was formulated in Refs. [51, 52] in terms of an effective transverse
field anisotropic Ising model, where the Ising operators refer to the adiabatic states ex-
posed above. The critical hopping Jc at large g/(~!0) is exponentially small, because
the transverse field is renormalized by a Franck-Condon like exponential factor while
the exchange not. In Ref. [53], the authors considered the effect of photon losses on
the phase boundary. Interestingly, photon losses favours the disordered trivial phase
and the phase boundary shows a tip structure above which the critical coupling Jc
grows with g/(~!0). A similar effect happens in the opposite limit at large J/(~!0)
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Figure 1.6: Left: Mean-field phase boundary of the Jaynes-Cummings lattice model
as a function of effective chemical potential (µeff − ~!0) (we take ~ = 1 for the axis
label) and atom-resonator detuning δ/g. Figure from Ref. [35]. Right: Transition line
for ∆/!0 = 0.1 in the case of the Rabi-Hubbard lattice. It reproduces the results of
Ref. [51, 52].

and small g/(~!0).

We have seen in this section that circuit QED setup permits to emulate quantum
many-body physics with light. In the same perspective, recent interest have turned to
the realization of quantum impurity models, describing discrete local quantum degrees
of freedom coupled to continuous baths of excitations. They were originally introduced
for the description of magnetic impurities in metals. These models are also relevant for
describing transport through quantum dots coupled to metallic leads. Some models of
this kind are not integrable and necessitate complex many-body techniques understand
their properties. Upon variation of a control parameter, such models may exhibit a
quantum phase transition where order is destroyed only by quantum fluctuations.
One paradigmatic model of this kind is the spinboson model, initially introduced to
describe dissipation.

II Ohmic spinboson model

Quantum mechanical problems of interest involving a (effective) two-level system are
widespread in physics and chemistry. We have seen above the example of the Rabi
Hamiltonian, describing transitions between two energy levels of an atom. Other
examples include the description of a nucleus of spin 1/2 (with applications in NMR),
or the inversion resonance of the ammonia molecule. Such two-level systems can be
described by an Hamiltonian of the form,

HTLS =
∆

2
σx +

✏

2
σz, (1.47)
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where ✏ denotes the energy difference between the two levels and ∆ is the tunneling
amplitude between these states.

II.1 Modelling of dissipation

In many cases of interest, the description of the system solely in terms of a two-level
system is inaccurate. In practise for a real experiment, the two-level system indeed in-
teracts with its surrounding environment through a term of the form

P

⌫2{x,y,z} σ
⌫Ω⌫ ,

where Ω⌫ for ⌫ 2 {x, y, z} are environment operators. In the following we will focus
on cases where the coupling is non-zero only along one direction, let us say the z-
direction. Provided that the coupling to the environment is sufficiently weak, it is
relevant to describe it as a set of harmonic oscillators with a coupling linear in the os-
cillator coordinates [54,55]. In the following and for the remaining of the manuscript,
we will take the convention ~ = 1. We reach the spinboson Hamiltonian,

HSB =
∆

2
σx +

✏

2
σz + σz

X

k

λk

2
(bk + b†k) +

X

k

!k

✓

b†kbk +
1

2

◆

, (1.48)

where bk (b†k) is the annihilation (creation) operator of a boson in mode k with fre-
quency !k. The spin-bath interaction is fully characterized by the spectral function
J(!) = ⇡

P

k λ
2
kδ(! − !k). We will assume that J is a smooth function of !, of the

form

J(!) = 2⇡↵!s!1−s
c exp

✓

− !

!c

◆

, (1.49)

where !c is a high frequency cutoff such that ∆ ⌧ !c and the dimensionless parameter
↵ quantifies the strength of the coupling. A case of particular interest corresponds to
the so-called ohmic coupling which corresponds to s = 1.

II.2 Quantum phase transition and relation with Kondo model

The interaction with the bath plays an important role and affects both the equilibrium
and the dynamical properties of the system. In this section, we focus on the ohmic
spinboson model and investigate how the interaction with the bath triggers at high
coupling a quantum phase transition from a delocalized to a localized phase, in relation
to Kondo physics.

II.2.a Polaron ansatz and quantum phase transition

To understand better spin-bath effects, let us start by considering the limit ✏ = ∆ = 0.
The model reduces then to a set of harmonic oscillators with finite displacements,
exactly as considered in Sec. I.2.c. When ∆ 6= 0, the high frequency modes of the
bath (!k 4 ∆) could be treated in the adiabatic approximation fashion developped
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in Sec. I.2.c. For low frequency modes (!k  ∆), the situation is however different
and the term ∆/2σx cannot be treated in a perturbative manner. We therefore follow
Ref. [56] (and references therein) and use a multi-mode coherent state ansatz for the
ground state wavefunction,

| vari =
1p
2
[| "zi|fi − | #zi| − fii] , (1.50)

where |fi = exp
h

−
P

k fk(b
†
k − bk)

i

|0i (|0i corresponds to the vacuum for all the

oscillators). With this ansatz we do not specify the amplitude with which a given
mode is displaced ab initio, but these coefficients are determined by minimizing the
mean energy of the system,

h var|HSB | vari = −∆

2
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−2
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+
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2
k −

X

k

λkfk. (1.51)

We then minimize the variational energy @fkh var|HSB | vari = 0 and find the self-
consistent displacements

fk =
λk/2

!k +∆exp [−2
P

k f
2
k ]
. (1.52)

We recover the adiabatic displacement λk/(2!k) for bath modes k such as ~!k 4 ∆.
On the other hand, the displacement tends to zero for low frequency modes if ∆ > 0.

Bath states now “dress” the spin states, which leads to a renormalization of the
tunneling element ∆. Let us estimate this renormalized element ∆r.

∆r = ∆exp
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We see in particular that ∆r ! 0 when ↵ ! 1, indicating that the bath may forbid
tunneling between spin states at sufficiently high coupling. The effect of the bath is
then to polarize entirely the spins, by analogy to a ferromagnetic phase. The spin gets
trapped in one of the states | "zi or | #zi.

This result sheds light on the mechanism at the origin of the dissipative quantum
phase transition induced by the bath, which has been seen directly by applying the
Numerical Renormalization Group (NRG) [57–59]. The procedure involves the re-
writing of the partition function using a kink gas representation [58], mapping the
problem on an Ising chain with long range 1/r2 interactions. More precisely, the
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partition function at inverse temperature β reads at ✏ = 0

Z =

1X
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✓
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2

◆2m ˆ β

0

ds2m

ˆ s2m

0
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ds1Fm [{sj}] . (1.55)

Fm carries the environment influences in the form of “kink” (or charge) interactions

Fm [{sj}] = exp
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with in the scaling limit ∆/!c ⌧ 1,

W (⌧) = 2↵ ln
β!c

⇡
sin

✓
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◆

This representation allows to derive valid RG equations following Ref. [60], which
are equivalent to the ones derived earlier in the case of the anisotropic Kondo model
by Anderson Yuval and Hamann [61] and describe a Kosterlitz-Thouless transition.
It is also important to note that expression (1.54) for the renormalized tunneling
element can also be found using an adiabatic renormalization procedure, developped
in Refs. [62, 63].

II.2.b Relation with Kondo model

The dominant contribution to the electrical resistivity in metals comes from the scat-
tering of the conduction electrons with lattice vibrations. This scattering grows with
temperature as more and more lattice vibrations are excited. This results in a mono-
tonical increase of electrical resistivity with temperature in most metals. A residual
temperature-independent resistivity due to the scattering of the electrons with defects
may subsist in the very low temperature range.

A resistance minimum as a function of temperature was however observed in a gold
sample in 1934 [64]. The solution to this problem was formulated by Jun Kondo in
1964 [65], when he described how certain scattering processes from magnetic impurities
could give rise to a resistivity contribution increasing at low temperatures. We present
here the anisotropic1 Kondo model, which describes the exchange interaction between
a band of non-interacting conduction electrons with one magnetic impurity. The
quantum impurity is represented by a spin 1/2 and it is coupled to the condution
electrons by an antiferromagnetic exchange coupling. The corresponding Hamiltonian

1The anisotropy is essential to formulate the link with the ohmic spinboson model
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HK is

HK =vF
X

k,σ

kc†k,σck,σ +
J?
2

X

k,k0

⇣

c†k"ck0#S
− + c†k#ck0"S

+
⌘

+
Jz
4
Sz

X

k,k0

⇣

c†k"ck0" − c†k#ck0#
⌘

, (1.58)

where ckσ (c†kσ) is the annihilation (creation) operator of a conduction electron in
mode k with spin σ. We assume a constant density of states ⇢ = (2⇡vF )

−1, where
vF is the Fermi velocity. The term in Jz describes scattering of the electrons in
which the spin is conserved while the term in J? describes spin-flip scattering. The
equivalence between the two models can be shown through the kink gas representation
[57–61,63,66], as the partition function for the anisotropic Kondo model reads

ZK =

1X

m=0

✓−⇢J? cos2 δe
2⌧c

◆2m ˆ β−⌧c

0

ds2m

ˆ s2m−⌧c

0

ds2m−1...

ˆ s2−⌧c

0

ds1

⇥ exp

8

<

:
2

✓

1 +
2δe
⇡

◆2 2mX

j>k=1

ln


β

⇡⌧c
sin

✓
⇡(sj − sk)

β

◆]
9

=

;
. (1.59)

where ⌧c = 1/!c and δe = tan−1(−⇡⇢Jz/4). We have a correspondence between Eq.
(1.56) and Eq. (1.59) in the scaling regime, with the identification

⇢J? ! ∆/!c (1.60)

(1 + 2δe/⇡)
2 ! ↵. (1.61)

It follows that the localized-delocalized quantum phase transition in the ohmic
spin-boson model is equivalent to the ferromagnetic-antiferromagnetic transition in
the anistropic Kondo model. The relationship between the ohmic spinboson model
and the anisotropic Kondo model is due to the fact that the low-energy electron-hole
excitations have a bosonic character and can be interpreted in terms of density fluctu-
ations [62]. The equivalence between these two models notably led to the original un-
derstanding of the localization phenomenon in the ohmic spinboson model [67,68]. The
equivalence between these two models can also be shown through bosonization [69].

The Kondo effect can be considered as an example of asymptotic freedom, i.e., the
coupling of electrons and spin becomes weak at high temperatures or high energies.
In this respect, it embodies a paradigmatic model of quantum many-body physics and
represents the “hydrogen atom” of this field. Being able to engineer either the Kondo
model or the ohmic spinboson model in a controllable manner would then provide a
new perspective on these effects. We will come back in more details on related Kondo
models in quantum dots in Chapter V.
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The description of the collision interactions between the atoms can be done using a
pseudopotential description and introducing effective coupling parameters g↵β between
states ↵ and β 2 {a, b}. The collisional interaction may result in a strong repulsion
for atoms in state b. Low energy states of the quantum dot can be coupled to the
condensate reservoir by Raman transitions. Altogether, the Hamiltonian describing
the system Hsys can be written,

Hsys =

✓

−δ0 + gab

ˆ

dx| b(x)|2⇢a(x)
◆

b†b+
Ubb

2
b†b†bb

+

ˆ

dxΩ
(
Ψa(x) b(x)b

† + h.c.
)
+Ha, (1.65)

where Ψa(x) is the annihilation operator for an atom a at point x, and ⇢a(x) =
Ψ†

a(x)Ψa(x) is the associated density operator. b annihilates a boson in the atomic

quantum dot, with the wavefunction  †
b(x). δ0 is the Raman detuning. The term

proportional to gab describes collisional interactions between the atoms on the dot
and the reservoir. Ubb quantifies the on-site repulsion between different b atoms on
the dot. The last term describes the laser-induced coupling between the two types.

The low-energies excitations of the BEC consist of linear dispersion phonons with
linear dispersion ! = vs|q|, where vs is the sound velocity and q is the momentum of the
excitation. For a large number of atoms in the condensate, one can then consider that
the atoms b are coupled to a coherent matter wave described in terms of a quantum
hydrodynamic Hamiltonian which reads a zero temperature

Ha =
1

2

ˆ

dx

✓
1

m
⇢a|φ|2(x) +

mvs
⇢a

Π2(x)

◆

, (1.66)

where ⇢a(x) = ⇢a + Π(x). The phase φ is canonically conjugated to Π. Hamiltonian
(1.66) can be diagonalized with the introduction of standard phonon operators, leading
to Ha = vs

P

q |q|b†qbq. In the limit of large on-site repulsion Ubb 4 ∆, we can restrict
the dynamics to the two lowest energy levels on the atomic quantum dot. After a
unitary transformation S = exp[−iσzφ(0)/2], we reach

Hsys = −∆

2
σx +

X

q

!qb
†
qbq +

 

−δ +
X

q

λq(bq + b†q)

!

σz

2
, (1.67)

where the coupling coefficients λq read

λq =


m|q|v3s
2V ⇢a

]1/2✓
gab⇢a
mv2s

− 1

◆

. (1.68)

The dispersion relation above permits the realization on an ohmic spectral function.
As shown in Ref. [78], one could extend this proposal to an optical lattice and consider
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a lattice of well-separated tightly confining trapping potentials, so that atoms in state
b cannot hop from one site to the other. Following the same lines as for the one-
site case, the interaction with the common bath of harmonic excitations leads to the
following Hamiltonian,

HM
SB =

∆

2

MX

p=1

σx
p −

X

j 6=p

K|j−p|σ
z
jσ

z
p +

MX

p=1

X

k

λke
ikxp

⇣

b†−k + bk

⌘ σz
p

2
+
X

k

!kb
†
kbk.

(1.69)

where M denotes the number of sites of the lattice. Eq. (1.69) constitutes the M spin
version of the ohmic spinboson model. K|j−p| notably depends on the characteristics
of the bath and vanishes for gaa = 2gab [78]. Let us now see what are the additional
effects induced by the coupling to a common bath in this multi-spin case with respect to
the single-mode case. This can be studied by applying an unitary transformation H̃ =

V −1HV on the Hamiltonian (1.69), with V = exp
n

1
2

P

k

PM
j=1 σ

z
j e

ikxj λk

!k
(bk − b†−k)

o

.

The transformed Hamiltonian reads:

H̃M
SB =

MX

j=1

∆

2

(
σ+
j e

iΩj + σ−
j e

−iΩj
)
−
X

j 6=p

K 0
|j−p|σ

z
jσ

z
p +

X

k

!kb
†
kbk, (1.70)

where Ωj = i
P

k
λk

!k
eikxj (bk − b†−k) and

K 0
|j−p| = K|j−p| +

↵!c

2

1

1 +
!2

c(xj−xp)2

v2
s

. (1.71)

Note that we recover the renormalization of the tunneling element induced by the
bath in this polaron-transformed rewriting. As can be seen from Eq. (1.70) the ex-
citation of spin j indeed comes with a simultaneous polarization of the neighboring
bath into a coherent state |Ωji = eiΩj |0i. The tunneling energy is thus renormalized
due to this boson-dependent phase. On top of this effects, the bath also engenders in
this multi-spin case a strong Ising-type ferromagnetic interaction K 0

|j−p| between the
spins j and p, which is mediated by an exchange of bosonic excitations at low wave
vectors, as demonstrated in Ref. [78]. We saw in Sec. II.2.a that the critical value ↵c

of the coupling is ↵c = 1. Due to the strong ferromagnetic interaction between the
spins induced by the bath, this critical value decreases with the number M of sites, as
confirmed in Refs. [79–81].

We also note that the ohmic spinboson model can be realized in systems of trapped
ions, as exposed for example in Ref. [82]. Environment effects in relation with dissipa-
tive critical behaviour have also been studied in the transport properties of quantum
dot systems of carbon nanotubes coupled to resistive environments [83], emulating
tunnel coupled Luttinger liquids [84]. A prediction of this latter model is the ex-
istence of resonance peaks of perfect conductance which narrows when temperature
decreases; which translates to environmental conductance suppression in the case of
tunneling with dissipation [85] (see also Refs. [86–89] which explore the link between
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Luttinger liquid physics). We note related experimental progress studying the back-
action of the environment on the conductance in a tunable GaAs/Ga(Al)As Quantum
Point Contact setup [90].

II.5 Non-equilibrium dynamics and NIBA equation

Several methods were devised to tackle the spin dynamics in the spinboson model.
Among them, the well-known Non-Interacting Blip Approximation (NIBA) allows to
reach analytical results in the scaling regime characterized by 0  ↵  1/2 and
∆/!c ⌧ 1. The derivation of NIBA was originally done in Ref. [62] using a path
integral formalism, that we will present in the next chapter. Interestingly, the NIBA
equations can also be derived by using a weak-coupling decoupling over Hamiltonian
after a unitary transformation as shown in Ref. [91].

Let us focus on the non-equilibrium dynamics for one spin initially in the pure
state | "zi, coupled to a bath at equilibrium at zero temperature at time t0. We
compute the Heisenberg equations of motion for the spin operators σz, σ+ and σ− after
having performed the one-spin version of the unitary transformation introduced in the
previous subsection. Replacing the equations obtained for the transverse elements in
the one obtained for σz, we reach

σ̇z(t) = −∆2

2

ˆ t

t0

dsσz(s)
h

eiΩ(t)e−iΩ(s) + e−iΩ(t)e+iΩ(s)
i

. (1.72)

As σz commutes with the unitary transformation, one can equally compute its evo-
lution in the two frames. To recover equations of NIBA derived in Ref. [62], Dekker
decoupled spin and bath expectation values and assumed that the time evolution of
the bath operators was governed by the free bath Hamiltonian [91]. This leads to

hσ̇z(t)i+
ˆ t

t0

dsf(t− s)hσz(s)i = 0, (1.73)

where

f(t) = ∆2 cos


1

⇡

ˆ 1

0

d!
J(!)

!2
sin!t

]

exp



− 1

⇡

ˆ 1

0

d!
J(!)

!2
(1− cos!t)

]

. (1.74)

Eq. (1.73) can then be solved exactly using Laplace transformation. One finds that
hσ̇z(t)i is the sum of a coherent term pcoh(t) and an incoherent term pinc(t) where

pcoh(t) =
1

1− ↵
e−γtcosΓt. (1.75)

The oscillation frequency and the decay rate are characterized by Γ/γ = cot[⇡↵/(2−
2↵)] while the incoherent behavior dominates the long-time dynamics as it behaves
as (∆rt)

2−2↵. This incoherent behavior is considered to be an incorrect prediction of
NIBA [63].
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In this chapter, we introduced the Rabi model and the Spinboson model, and their
relevance for modern experimental techniques. We have also seen the need to de-
velop new techniques to tackle the non-equilibirum dynamics in these problems. A
particular case of interest related to the Rabi case consists in the developement of
a numerical/theoretical framework which would allow to take into account drive and
dissipation effects. For the spinboson model, the free dynamics at strong coupling is
already a challenge1.

1An overview of the different techniques will be provided below



CHAPTER 2

SSE equation and applications

In this chapter, we introduce the stochastic Schrödinger equation applicable to Spin-
boson models. We consider first a spin 1/2 interacting with a bosonic bath, described
by the Hamiltonian

H =
∆

2
σx + σz

X

k

λk

2
(bk + b†k) +

X

k

!kb
†
kbk. (2.1)

The coupling between the spin and the bosonic bath is characterized by the spectral
function2 J(!) = ⇡

P

k λ
2
kδ(! − !k).

In the case of a continuous spectral function, computing the spin dynamics is gen-
erally a challenging task and a very large number of different methods were devised
to this end. At very weak coupling, Markovian master equations permits to capture
qualitatively relaxation and dephasing effects [50, 92]. At higher spin-bath coupling,
the influence of the environment on the dynamics becomes more subtle and memory
effects have to be taken into account.

As Hamiltonian (2.1) is quadratic in terms of bosonic operators, one can integrate
out exactly these degrees of freedom in a path integral approach. This technique
was pioneered by Feynman and Vernon [93], and constitutes the starting point of the
well-controlled Non Interacting Blip Approximation (NIBA) [62,63] and extensions to
it [94–97]. Despite great success in the delocalized phase for ↵ < 1/2, this approxima-
tion is for example unable to describe the quantum phase transition occuring in the
ohmic case (see Sec. II.2).

Numerous analytical and numerical methods were built from the Feynman-Vernon
influence functional and the “Blip” and “Sojourn” development at the origin of NIBA.
This includes stochastic Liouville equations [98–101], Non-Markovian master equations
[102, 103], real-time Path Integral Monte Carlo methods [104–107], Quasi-Adiabatic
Propagator Path Integral techniques [108, 109] and the Stochastic Schrödinger Equa-

2We will keep the discussion general in this section and will not specify a particular form for J .
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tion under consideration.

Different approaches following a different path were also devised to tackle the real-
time dynamics in this problem, with for example quantum jumps approaches on the
wavefunction (or stochastic wavefunction approaches) [110–112]. More recently, vari-
ous Numerical Renormalization Group (NRG) techniques [88,113–121], or Multilayer
multiconfiguration time dependent Hartree method [122] were also developped.

We present here the details of the Stochastic Schrödinger Equation method, fol-
lowing our Ref. [123], and we will try to highlight the links with the other method-
s/approaches mentionned above along the derivation.

I SSE Equation in the case of one spin

A state of the system is described by a wavefunction | i, which belongs to the Hilbert
space ✏ = ✏S ⌦ ✏B, which is the tensor product of spin and bath spaces ✏S and ✏B. This
mixed spin-boson system is conveniently described in terms of density operators, or
density matrices. Considering our quantum system, there is a unique operator ⇢ such
that

hAi = tr (⇢A) , (2.2)

for all observable operator A. This operator ⇢ is called the density operator, or density
matrix, of the system. We are mainly interested in the dynamics of the spin observ-
ables, and the effect of the bath on their dynamics. It is then convenient to define
reduced density operators ⇢S and ⇢B as partial traces of the total density matrix

⇢S = tr✏B (⇢) , (2.3)

⇢B = tr✏S (⇢) . (2.4)

We are interested in the time-evolution of the spin-reduced density matrix ⇢S(t)
for t ≥ t0, where t0 denotes the initial time. We assume factorizing initial conditions
⇢(t0) = ⇢B(t0) ⌦ ⇢S(t0), with the bath in a thermal state at inverse temperature β.
Under these assumptions, we can show the following result.
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Stochastic Schrödinger Equation for one spin

The elements of the spin-reduced density matrix at time t ≥ t0 are given by

[⇢S(t)]ij = hΣij |Φ(t)i, (2.5)

where the overline denotes a stochastic average and |Φi is the four-dimensional vector
solution of the Stochastic Schrödinger-like differential equation (2.6),

i@t|Φi = V (t)|Φi, (2.6)

with |Φ(t0)i =
(
[⇢S(t0)]11 e

k(t0), [⇢S(t0)]12 e
h(t0), [⇢S(t0)]21 e

−h(t0), [⇢S(t0)]22 e
−k(t0)

)T
.

In Eq. (2.6), we have

V =

0

B
B
@

0 e−h+k −eh+k 0
eh−k 0 0 −eh+k

−e−h−k 0 0 e−h+k

0 −e−h−k eh−k 0

1

C
C
A
. (2.7)

h and k are two complex gaussian random fields with correlations

h(t)h(s) =
1

⇡
Q2(t− s) + l1, (2.8)

k(t)k(s) = l2, (2.9)

h(t)k(s) =
i

⇡
Q1(t− s)✓(t− s) + l3, (2.10)

where lj for j 2 {1, 2, 3} are arbitrary complex constants and

Q1(t) =

ˆ 1

0

d!
J(!)

!2
sin!t, (2.11)

Q2(t) =

ˆ 1

0

d!
J(!)

!2
(1− cos!t) coth

β!

2
. (2.12)

Vectors hΣij | read hΣ11| = (e−k(t), 0, 0, 0); hΣ12| = (0, e−h(t), 0, 0); hΣ21| =
(0, 0, eh(t), 0); hΣ22| = (0, 0, 0, ek(t)).

The derivation of this result is based on different results related to Refs. [62,63,93,
123–125], which will be exposed below, and can be decomposed into three consecutive
steps:

• Integration of the bosonic degrees of freedom in a path integral formalism [93].
This integration will induce spin-spin interactions, which are long range in time.

• Rewriting of the spin path in the language of “Blips” and “Sojourns”, following
the work of Ref. [62].

• Stochastic unravelling of the bath-induced spin-spin interaction: we decouple
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this spin-spin interaction thanks to the introduction of stochastic degrees of
freedom [98,99,123–125].

I.1 Feynman-Vernon influence functional

Hamiltonian (2.1) is quadratic in terms of bosonic operators, which enables us to
carry out an exact integration of these degrees of freedom in a path integral approach.
This operation typically generates additional spin-spin interactions in time, whose
kernel depends on the spectral properties of the bath. This technique was originally
introduced by Feynman and Vernon in Ref. [93] with an integration over extended
coordinates of the harmonic oscillators (see also Ref. [63]). One can also derive the
result using a coherent-state path integral description. This derivation is done in
Appendix A, and we only reproduce the main steps here. Let {|ui} be the basis of
coherent states of ✏B , and {|σki} = {| "zi, | #zi} the canonical basis associated with
the z-axis of ✏S . The starting point is to express the density matrix ⇢S in terms of the
evolution operator of the whole system U(t, t0),

⇢S(t) = tr✏B
⇥
U(t, t0)⇢(t0)U

†(t, t0)
)
]. (2.13)

We insert then resolutions of the identity in terms of coherent-state and spin projectors

I =
X

k

ˆ

dµ(v)|v, σkihv, σk|, (2.14)

on both sides of ⇢(t0) in the expression (2.13). The coherent state measure is defined
by

dµ(u) =
1

⇡
duxduye

−|u|2 , (2.15)

with ux and uy respectively the real and imaginary part of u. The main idea is then
to re-express the forward and backward propagators in terms of integrals over bosonic
fields and real-valued spin fields, following the standard path integration procedure.
The resulting action of each propagator can be expressed1 in terms of a time-integral
of a Lagrangian L which has only linear and square dependence on the bosonic tra-
jectories  k and  ⇤

k. Each action can thus be evaluated in an exact manner by means
of the stationary phase condition,

d

d⌧

@L
@ ̇k

=
@L
@ k

, (2.16)

d

d⌧

@L
@ ̇⇤

k

=
@L
@ ⇤

k

, (2.17)

with well-determined boundary conditions. A final integration over the endpoints of
the trajectories give the final result that we summarize below.

1up to terms coming from boundary conditions, see Appendix A
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At a given time t ≥ t0 and for any |σf i, |σf 0i 2 {|σ1i ⌘ | "zi, |σ2i ⌘ | #zi}, the
element of the spin-reduced density matrix between |σf i and |σf 0i read

hσf |⇢S(t)|σf 0i =
X

k,k0

[⇢S(t0)]k,k0Jk,k0,f,f 0 , (2.18)

where Jk,k0,f,f 0 takes the form

Jk,k0,f,f 0 =

ˆ

D[Σ]D[Σ0]A[Σ]A⇤[Σ0]F [Σ,Σ0]. (2.19)

The integration in Eq. (2.19) runs over all constant by parts paths Σ and Σ0 taking val-
ues in {−1, 1} with endpoints verifying σz|σki = Σ(t0)|σki and σz|σk0i = Σ0(t0)|σk0i,
σz|σf i = Σ(t)|σf i and σz|σf 0i = Σ0(t)|σf 0i. The term A[Σ] denotes the amplitude to
follow one given path Σ in the sole presence of the spin Hamiltonian. The effect of the
environment is fully contained in the so-called Feynman-Vernon influence functional
F [Σ,Σ0] which reads [93] :

F [Σ,Σ0] = e

n

− 1
π

´ t
t0

ds
´ s
t0

ds0
h

−iL1(s−s0)
Σ(s)−Σ0(s)

2
Σ(s0)+Σ0(s0)

2 +L2(s−s0)
Σ(s)−Σ0(s)

2
Σ(s0)−Σ0(s0)

2

io

.
(2.20)

The functions L1 and L2 read

L1(t) =

ˆ 1

0

d!J(!) sin!t,

L2(t) =

ˆ 1

0

d!J(!) cos!t coth
β!

2
. (2.21)

From Eq. (2.20), we see that the bosonic environment couples the symmetric and
anti-symmetric spin paths

⌘(t) =
1

2
[Σ(t) + Σ

0(t)], (2.22)

⇠(t) =
1

2
[Σ(t)− Σ

0(t)], (2.23)

at different times. These variables take values in {−1, 0,+1} and are the equivalent
of the classical and quantum variables in the Schwinger-Keldysh representation. We
have then integrated out the bosonic degrees of freedom, which no longer appear in the
expression of the spin dynamics, but the prize to pay is the introduction of a spin-spin
interaction term which is not local in time. Dealing with such terms is difficult at a
general level. The spin dynamics at a given time t depends on its state at previous
times s < t: the dynamics is said to be non-Markovian. The effective action is reminis-
cent of the classical spin chains with long-range interaction, where time now replaces
space. In particular for an ohmic spectral density given by (1.49), L2(t) / 1/(!ct)

2 at
long times. When integrated twice, we recover the characteristic ln behavior found by
Anderson, Yuval and Hamman [61] when studying the Kondo problem (see II.2.b).
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Non-Markovian master equations [102, 103] can be derived from this Feynman-
Vernon influence functional in the case of excitation number conserving interaction
terms (of the form (σ+a+σ−a†)), by integrating out the system variables trajectories.
This point of view requires however to carry out the path integral using Grassman
coherent states after a fermionization of the spin. An interesting open issue left for
further work is to generalize this method in our case of spin-boson coupling with
counter-rotating terms.

I.2 “Blips” and “Sojourns”

The next step is the rewriting of the spin path in the language of “Blips” and “So-
journs”, following the seminal work of Ref. [62]. This technique is also well explained
in Ref. [63].

Figure 2.1: Spin states.

The double path integral along Σ and Σ0 in Eq. (2.19) can be viewed as a single
path that visits the four states A (for which ⌘ = 1 and ⇠ = 0), B (for which ⌘ = 0 and
⇠ = 1), C (for which ⌘ = 0 and ⇠ = −1) and D (for which ⌘ = −1 and ⇠ = 0). States
A and D correspond to the diagonal elements of the density matrix (also named ‘so-
journ’ states) whereas B and C correspond to the off-diagonal ones (also called ‘blip’
states) [62, 63]. The four states are depicted in Fig. 2.1. As stated below Eq. (2.19),
the initial state of these paths is characterized by the initial spin-reduced density ma-
trix and the final state by |σf i and |σ0

f i.

A careful examination of Jk,k0,f,f 0 in Eq. (2.18) is done in Ref. [62] and in Chapter
“Two-state dynamics” of Ref. [63] in the general case, and presented in Appendix C.
It is however instructive to examine some details of this blips and sojourns rewriting,
and we present below the computation of h"z |⇢S(t)| "zi for a spin starting initially in
the state ⇢S(t0) = | "zih"z |.

In this case the sum in Eq. (2.18) reduces to a single term as k = k0 = 1 from the
initial condition and f = f 0 = 1 for the term we seek to compute. To compute the
corresponding J1,1,1,1, we have to consider all the double spin paths which start and
end in the sojourn state A. One path of this type makes 2n transitions along the way
at times ti, i 2 {1, 2, .., 2n} such that t0 < t1 < t2 < ... < t2n. We can write this spin



I. SSE EQUATION IN THE CASE OF ONE SPIN 45

Figure 2.2: Spin path with initial and final state A - ⌘(t) =
P2n

j=0 Υj✓(t− tj) in red;

⇠(t) =
P2n

j=1 Ξj✓(t− tj) in dashed blue.

path as ⇠(t) =
P2n

j=1 Ξj✓(t − tj) and ⌘(t) =
P2n

j=0 Υj✓(t − tj) where the variables Ξi

and Υi take values in {−1, 1}. Such a path is illustrated in Fig. 2.2. The variables
Ξ (in blue) describe the blip parts, and the variables Υ (in red) on the other hand
characterize the sojourn parts.

Using an explicit representation of the path measure (introduced in Eq. (A.13)),
J1,1,1,1 is given by an exact series in the tunneling coupling ∆2 :

h"z |⇢S(t)| "zi = J1,1,1,1 =

1X

n=0

✓
i∆

2

◆2n ˆ t

t0

dt2n...

ˆ t2

t0

dt1
X

{Ξj},{Υj}0

Fn. (2.24)

The prime in {Υj}0 in Eq. (2.24) indicates that the initial and final sojourn states are
fixed according to the initial and final conditions Υ0 = Υ2n = 1. Fn corresponds to
the evaluation of F [Σ,Σ0] for a given path with 2n spin flips, introduced above. Given
this path, we can evaluate Eq. (2.20). First we evaluate the contribution given by L1.

i

⇡

ˆ t

t0

ds

ˆ s

t0

ds0L1(s− s0)⇠(s)⌘(s0) =
i

⇡

nX

j>k=0

⇠j⌘k

ˆ t2j

t2j−1

ds

ˆ t2k+1

t2k

ds0L1(s− s0)

=
i

⇡

nX

j>k=0

⇠j⌘k[Q1(t2j−1 − t2k) +Q1(t2j − t2k+1)−Q1(t2j − t2k)−Q1(t2j−1 − t2k+1)]

=
i

⇡

2nX

j>k=0

ΞjΥkQ1(tj − tk), (2.25)

with Q1 the opposite of the second integral of L1 with Q1(0) = 0. In Eq. (2.25),
variables ⇠j = Ξ2j−1 and ⌘k = Υ2k) denote the values of the j-th blip (starting from
1) and k-th sojourn (starting from 0). Then we evaluate the contribution given by L2,
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which contains a self-interaction term,

− 1

⇡

ˆ t

t0

ds

ˆ s

t0

ds0L2(s− s0)⇠(s)⇠(s0) =− 1

⇡

nX

j>k=0

⇠j⇠k

ˆ t2j

t2j−1

ds

ˆ t2k

t2k−1

ds0L2(s− s0)

− 1

⇡
⇠j⇠j

ˆ t2j

t2j−1

ds

ˆ s

t2j−1

ds0L2(s− s0)

=
1

⇡

2nX

j>k=0

ΞjΞkQ2(tj − tk), (2.26)

with Q2 the second integral of L2 with Q2(0) = 0. This leads to [62]:

Fn = exp

2

4
i

⇡

2n−1X

k=0

2nX

j=k+1

ΞjΥkQ1(tj − tk)

3

5 exp

2

4
1

⇡

2n−1X

k=1

2nX

j=k+1

ΞjΞkQ2(tj − tk)

3

5 .

(2.27)

The functions Q1 and Q2, which describe the feedbacks of the dissipative environment,
are directly obtained from the spectral function J(!) ,

Q1(t) =

ˆ 1

0

d!
J(!)

!2
sin!t, (2.28)

Q2(t) =

ˆ 1

0

d!
J(!)

!2
(1− cos!t) coth

β!

2
. (2.29)

From Eq. (2.27), we see that the first term couples the blips to all the previous so-
journs, while the second one couples the blips to all the previous blips (including
self-interaction). Blips and sojourns do not have symmetric effects: the index for the
Υ variables starts at 0 and ends at 2n− 1 whereas the index for the Ξ variables starts
at 1 and ends at 2n. It is worth noting that the last sojourn does not contribute and
the latest coupling period is the blip which lasts from t2n−1 to t2n. We recall that we
provide in Appendix C the general rewriting in this language to compute the other
elements of the spin-reduced density matrix, for any initial condition.

Equations (2.27,2.28,2.29) constitute a more explicit rewriting of Eq. (2.20), but
we are still left with long range spin-spin interaction induced by the bath. Such terms
can be evaluated in certain cases by analytical methods. For example, the authors
of Ref. [62] developped the so-called Non-Interacting-Blip-Approximation (NIBA) to
tackle the dynamics of spinboson models. This approximation is notably justified in
the Ohmic case at weak coupling and/or large temperatures. It assumes that the time
spent by the system in the states B and C (blips) is very small compared to the time
spent in states A and D. Consequently, the interblips correlations of Eq. (2.27) have
little effect on the dynamics and may be ignored. In this limit, analytical results may
be obtained (see [62, 63]).
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Real-time path-integral simulation techniques combining Monte Carlo sampling
over the quantum fluctuations Ξ with an exact treatment of the quasi-classical de-
grees of freedom Υ were also developped from Eq. (2.27) [104–107].

Here, we follow a different path and use additional stochastic degrees of freedom
to unravel the spin-spin interactions.

I.3 Stochastic unravelling

To decouple the spin-spin interaction(s) in time, we use Gaussian stochastic decou-
pling (or Hubbard-Stratonovitch transformation in function space). Some efforts in
this direction were done previously in Refs. [98–100] and we shall come back to these
results at the end of the present subsection. This stochastic unravelling of the influ-
ence functional will allow us to write the dynamics of the spin-reduced density matrix
as a solution of a stochastic differential equation [123–125].

We focus again on the computation of h"z |⇢S(t)| "zi for a spin starting initially in
the state | "zi. Let h and k be two complex gaussian random fields which verify [123]

h(t)h(s) =
1

⇡
Q2(t− s) + l1, (2.30)

k(t)k(s) = l2, (2.31)

h(t)k(s) =
i

⇡
Q1(t− s)✓(t− s) + l3. (2.32)

The overline denotes statistical average, ✓(.) is the Heaviside step function and l1,
l2 and l3 are arbitrary complex constants. Making use of the identity exp(X) =
exp(X2/2), Eq. (2.27) can then be reexpressed as:

Fn =

2nY

j=1

exp [h(tj)Ξj + k(tj−1)Υj−1]. (2.33)

The complex constants lp do not contribute to the average because
P2n−1

k=0 Υk =
P2n

j=1 Ξj = 0. This step was done in Refs. [124, 125] with the introduction of one
stochastic field (which is valid in a certain limit, as we will see later), and with two
fields in Ref. [123]. The summation over blips and sojourn variables {Ξj} and {Υj}
can be incorporated by considering a product of matrices of the form

V =

0

B
B
@

0 e−h+k −eh+k 0
eh−k 0 0 −eh+k

−e−h−k 0 0 e−h+k

0 −e−h−k eh−k 0

1

C
C
A
, (2.34)

in the four dimensional vector space of states {A,B,C,D}. This rewriting was origi-
nally introduced in Ref. [126]. Then, the computation of diagonal elements of the we
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get

h"z |⇢S(t)| "zi =
1X

n=0

✓
i∆

2

◆2n ˆ t

t0

dt2n...

ˆ t2

t0

dt1

2nY

j=1

V (tj). (2.35)

We remark that Eq. (2.35) has the form of a time-ordered exponential, averaged
over stochastic variables, so that we finally have:

h"z |⇢S(t)| "zi = hΦf |Φ(t)i, (2.36)

where hΦf | = (e−k(t2n), 0, 0, 0) and |Φi is the solution of the Stochastic Schrödinger
Equation (SSE),

i@t|Φi = V (t)|Φi (2.37)

with initial condition |Φii = (ek(t0), 0, 0, 0)T .

The vector |Φ(t)i represents the double spin state which characterizes the spin
density matrix. The vectors |Φii and |Φf i are related to the initial and final con-
ditions of the paths. As spin paths start and end in the sojourn state A, only the
first component of these vectors is non-zero. The choice of the phases is linked to the
asymmetry between blips and sojourns (see Eq. (2.27)). The contribution from the
first sojourn is encoded in |Φii, and we artificially suppress the contribution of the
last sojourn via |Φf i. This final vector depends on an intermediate time, but we can
notice that replacing (e−k(t2n), 0, 0, 0) by (e−k(t), 0, 0, 0) does not add any contribution
on average. Generalization of the procedure to compute the other elements of the
spin-reduced density matrix for an arbitrary spin initial state is straightforward, and
leads to the general result presented at the beginning of the chapter.

The resolution protocol requires a large number of realizations of the fields h and
k. For each realization, we solve the stochastic equation and the spin density ma-
trix is obtained by averaging over the results of all the realizations. The authors of
Refs. [98–100] used a similar stochastic decoupling directly on the expression (2.20),
before the blip and sojourn rewriting. The stochastic processes relevant in this case
obey correlation relations similar to Eqs. (2.30,2.31,2.32) where L1 and L2 replace
Q1 and Q2. They reached an effective stochastic Liouville equation for the density
matrix. This technique has notably been used to compute the dynamics for the Morse
oscillator [101].

II Properties of the SSE equation

We characterize some properties of the SSE equation and verify its relevance to de-
scribe the dynamics of an open quantum system.



II. PROPERTIES OF THE SSE EQUATION 49

II.1 Non-unitarity and trace preservation

As they verify complex-valued correlations given by Eqs. (2.30-2.32), the stochastic
fields h and k are complex numbers and have both a real and an imaginary part.
Thus, the effective Hamiltonian V for the density matrix is not hermitian. As a
consequence, the evolution is not unitary and the norm of the vector |Φi (which

gives the density matrix norm ||⇢(t)|| =
⇥
1/2(1 + hσx(t)i2 + hσy(t)i2 + hσz(t)i2)

⇤1/2

when averaged) is not conserved over time. This is not surprising for the description
of an open system subject to decoherence. The time evolution may bring the system
from a pure quantum state with ||⇢|| = 1 to a mixed state with ||⇢|| < 1.

The trace of the density matrix at time t is given by ek(t)Φ1(t) + e−k(t)Φ4(t). One

can verify from equations (2.34) and (2.37) that d
n

ek(t)Φ1(t) + e−k(t)Φ4(t)
o

= 0 for all

t if dk(t) = 0 (or more simply in the discretized version of the process, if kj − kj−1 = 0).
In order to check that the SSE equation is trace-preserving on average, one needs to
properly define the stochastic processes h and k. This is done in Appendix D, where
we notably focus on the sampling procedure and present two options.

• It seems first natural to take advantage of the translational invariance of equa-
tions (2.30-2.32) and use Fourier series decomposition of the functions Q1 and
Q2. Fourier sampling constitues our first option and was already introduced in
Refs. [124,125].

• The will to give a precise definition of the stochastic processes h and k lead to a
description in relation with Autoregressive models frequently used in statistics
and signal processing. This constitutes our second sampling method.

We find that the SSE is indeed trace preserving on average, but the trace is however
not constant for each realization, exluding then the interpretation of each trajectory
in terms of a real physical process.

II.2 Dynamical sign problem

The non-unitarity of the SSE equation may lead to convergence problems when in-
creasing the spin-environment coupling. The presence of a non-zero real part in the
expression of the stochastic fields engenders generally an exponential slowing down of
the convergence when increasing spin-bath coupling. This is the well-known dynamical
sign problem occuring for real-time numerical methods. The SSE is not an exception.
In particular cases however, this dynamical sign problem can be dealt with. We will
show below that the SSE method gives reliable results for:

• the Rabi model, even in the strong coupling regime g/!0 ' 1.

• ohmic systems in the scaling limit characterized by 0 < ↵ < 1/2 and ∆/!c ⌧ 1.

Generalizing its use in other cases such as the sub-ohmic and super-ohmic spinboson
model remains however an open question.
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In the general case, one may try to minimize the real part of the fields in the
sampling in order to improve convergence. In particular, the constants are chosen
such that Rh(t) = Rk(t) = 0. It is however not possible to simultaneously reduce the
variance of the real parts at will, as they are contrained by Eq. (2.31). In practice, we
choose a naturally symetric allocation between the two fields h and k due to Fourier
development.

II.3 Formulation in terms of a Stochastic Master equation

The SSE equation (2.6) can be formulated in terms of spin jump operators dressed
by stochastic fields, by analogy to standard master equations. Considering the matrix
version of |Φi

Φ =

✓
Φ1 Φ2

Φ3 Φ4

◆

, (2.38)

we have more precisely

i@tΦ =
∆

2

(
eh−k

Φσ+ + e−h+k
Φσ− − eh+kσ+Φ− e−h−kσ−Φ

)
. (2.39)

The density matrix ⇢ is obtained from (2.39) after a stochastic averaging.

II.4 NIBA from the SSE

We can recover NIBA equation by considering from Eq. (2.6), using an independence
hypothesis. The equation obtained with this derivation bears similarities with the one
obtained in Sec. II.5. From Eq. (2.6), one can indeed reach the closed form

@t [ 1 −  4] = −∆2

2

ˆ t

t0

ds
n

 1(s)
h

e−h(t)−k(t)+h(s)−k(s) + eh(t)−k(t)−h(s)−k(s)
i

−  4(s)
h

e−h(t)+k(t)+h(s)+k(s) + eh(t)+k(t)−h(s)+k(s)
io

.

(2.40)

In this form, stochastic operators h and k play the role of the bath operators Ω of
Eq. (1.72). Taking the stochastic average with an independence hypothesis on the
products appearing on the right hand side of (2.40) leads to NIBA equation (1.73).
The independence hypothesis is equivalent to the decoupling in the expectation values
used to derive NIBA with the Heisenberg equations of motion.
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spectral function of the form

J(!) = ⇡g2δ(! − !0). (2.41)

III.1 Strong coupling regime

Hamiltonian HRabi defined in Eq. (1.10) is obtained from Eq. (2.1) by consider-
ing a coupling to one bosonic mode, after a ⇡/2 rotation of axis (Oy), generated by
exp(−i⇡/4σy). The identification is complete provided that we change the sign in
front of the transverse field (−∆ ! ∆).

III.1.a From the Jaynes-Cummings regime to the adiabatic regime

As studied in detail in Ref. [123], the SSE gives correct results in the Jaynes-Cummings
regime. Numerical results at higher coupling are also consistent with the analytical
expression which quantify the effects of counter-rotating terms in perturbation theory,
as can be seen on the left panel of Fig. 2.4. The presence of the counter-rotating terms
in the quantum Rabi model gives rise at second order in perturbation theory to a shift
of the resonance frequency between the atom and photon, leading to an additional
negative detuning δ = −g2/[2(!0 + ∆)] when ∆ < !0 [127]. In Fig. 2.4, we also
show numerical results in the adiabatic regime presented in Sec. I.2.c, characterized
by ∆/!0 ⌧ 1. Starting from the initial state | "zi ⌦ |0i, it is possible to compute
the revival probability of this state, which reads p = exp

⇥
−g2/!2

0 |e−i!0t − 1|2
⇤
[128].

This evolution engenders periodic collapses and revivals of hσz(t)i.
After this basic test, we use the single-mode case to introduce drive and dissipation

in the SSE framework.

III.2 Drive and photon losses

It is actually possible to consider both photon leakage out of the cavity and driving.
Photon losses can be incorporated by considering an imaginary part to the photon
frequency. This leads to a change in the coupling functions Q1 and Q2 [123].

The effect of a coherent semi-classical drive can be treated exactly by formally
substituting Σ(t) by (Σ(t) + V (t)) in the path integral approach. This is simply
reflected by the appearance of a new coupling term. Assuming V (t) to be of the form
V0 cos!dt and beginning the procedure at time t0, the functional F [Σ,Σ0] is changed
into F d[Σ,Σ0] which reads, for t ≥ t0:

F d[Σ,Σ0] = e

h

2iV0g
´ t
t0

ds
´ s
t0

ds0 sin!0(s−s0)⇠(s) cos!ds
0
i

F [Σ,Σ0]. (2.42)

The new contribution can be taken into account exactly. For example, if !d 6= !0, one
subtitutes hd to h with

hd(t) = h(t) +
2iV0g!0

!2
d − !2

0

(

sin [!0t+ (!0 + !d)t0]

!0
+

sin!dt

!d

)

. (2.43)
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state |1−i with this weak drive protocol is typically longer than the decoherence time.
This forbids then such an operation.
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Figure 2.5: Left panel: Dynamics of the mean number of polaritons hN(t)i in the
weak-coupling g limit without dissipation. Parameters are g/!0 = 0.02, ∆/!0 = 0.9
and V0/!0 = 0.1. From the ground state, the system is brought into a non-trivial
polaritonic final state by driving the cavity. The black dashed line refers to the moment
when the AC coherent drive is switched off. Inset: Standard deviation with the same
parameters. Right panel: Dynamics of hσzi. The blue curve is the ideal dissipationless
case. The dashed red curve is for Γ = 10−5 and the dotted green curve for 5.10−4.

One could then imagine to increase the strength of the drive. The price to pay
for an increase of the drive strength is the interplay of the upper levels. The anhar-
monicity of the JC ladder makes it possible to quantitatively reach the first polariton
beyond the linear response limit. We use both the anharmonicity of the JC ladder
(resulting in “polariton blockade”) and destructive interference for upper levels. The
mean number of polaritons hNi = ha†ai + (hσzi + 1)/2 and the standard deviation
associated with this observable is shown in Fig. (2.5)-left panel. We check this result
with the SSE approach and study the influence of dissipation (see right panel of Fig.
(2.5)).The order of magnitude of the time ts at which we stop the drive enables us
to minimize the effect of dissipation. At weak dissipation (essentially Γ . 10−4), we
can see that it is possible to realize temporarily an almost pure polaritonic state on
one cavity (it corresponds to an “atom”-like polariton). The protocol that we have
presented here is an analog of a standard ⇡-pulse in terms of polaritons. The more
anharmonic the JC ladder, the more efficient it is. This is not surprising as this driving
scheme becomes exactly a standard atomic ⇡ pulse in the infinitely detuned limit.

This protocol could be used simultaneously on all the site of a cavity array, to “im-
plement” the system in a non-trivial polaritonic state. If the hopping between cavities
is weak enough, its effect can be disregarded during the rather short time needed to
bring each driven cavity in a non-trivial polariton state [129]. Dealing with the driven
array problem at a general level remains however difficult, and no known protocols
permits to explore precisely the expected out-of-equilibrium Mott physics.
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In this section, we have tested the SSE framework on the well-known Rabi model
and its driven version. We showed that numerical convergence is ensured for the free
dynamics during several periods, until quite large light-matter coupling g/!0 ' 1.
Above this threshold, the dynamical sign problem hampers numerical convergence,
even in this simple case of one mode. The situation is even more problematic for
continuous spectral functions associated with an infinite number of modes. In most
cases, it is not possible to access the long-time dynamics with the SSE. There exists
however situations for which we can overcome this dynamical sign problem, for exam-
ple for the ohmic spinboson model in the scaling regime characterized by ∆/!c ⌧ 1
and 0 < ↵ < 1/2.

IV Application: dynamics in the ohmic spinboson
model

The ohmic spinboson model is actually the first model on which the SSE framework
was tested, see Refs. [124, 125]. In the scaling regime, results presented in Sec. I
simplify and one only needs one unique purely imaginary stochastic field h to access
quantitatively the dynamics, as we show below, following Refs. [124,125].

For an ohmic spectral density given by Eq. (1.49) with s = 1, Q1 and Q2 functions
read at zero temperature,

Q1(t) =

ˆ 1

0

d!
J(!)

!2
sin!t = 2⇡↵ tan−1(!ct), (2.44)

Q2(t) =

ˆ 1

0

d!
J(!)

!2
(1− cos!t) = ⇡↵ log(1 + !2

c t
2). (2.45)

We know from the analysis carried out in Chapter I that the characteristic spin-flip
time ts is given by ts ⇠ 1/∆r ≥ 1/∆ at finite ↵. For times t ⇠ ts, Eq. (2.44) then
simplifies to Q1(t) ' ⇡2↵. A more refined analysis, carried out in Appendix D of
Ref. [62], shows that this approximation is well controlled only for 0  ↵ < 1/2.

Eq. (2.27) is then changed to

Fn = exp

2

4i⇡↵
2n−1X

k=0

2nX

j=k+1

ΞjΥk

3

5 exp

2

4
1

⇡

2n−1X

k=1

2nX

j=k+1

ΞjΞkQ2(tj − tk)

3

5 . (2.46)

We only need field h to decouple the interaction, and the summation over blips and
sojourns in the first term of the right-hand side of Eq. (2.46) can be accounted for by
considering for V the following matrix,

V =

0

B
B
@

0 e−h −eh 0
ei⇡↵eh 0 0 −e−i⇡↵eh

−e−i⇡↵e−h 0 0 ei⇡↵e−h

0 −e−h eh 0

1

C
C
A
. (2.47)
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As was stated in Ref. [125], the Fourier coefficients of Q2 in Eq. (2.45) are all
negative, leading naturally to a purely imaginary field h. Similarly, the second sam-
pling procedure presented in Appendix D also leads to a purely imaginary field h.
This simplification enabledthe authors of Refs. [124, 125] to study quantitatively the
free dynamics of the ohmic spinboson model in the scaling regime. We can refine this
scaling regime simplification by writing Q1(t) = ⇡2↵ + [Q1(t) − ⇡2↵]. We take into
account the constant part as exposed above while the remaining part [Q1(t)− ⇡2↵] is
decomposed into Fourier series and generates a field k.

IV.1 Free dynamics and comparison with Bethe Ansatz results

We first study the dynamics of the Rabi-Spinboson model of Ref. [123] which describes
the dynamics of the Rabi model with dissipation described microscopically,

HR−SB =
∆

2
σx + σz

X

k

λk

2
(bk + b†k) +

X

k

!k

✓

b†kbk +
1

2

◆

+ σz g

2
(a+ a†) + !0

✓

a†a+
1

2

◆

.

(2.48)

This Hamiltonian HR−SB would correspond to a spectral function

J(!) = ⇡g2δ(! − !0) + 2⇡↵!e−
ω
ωc . (2.49)

After some damped Rabi oscillations, the system relaxes to a final state with hσxi =
0, and hσzi which can be compared to Bethe Ansatz calculations [66, 70, 71,130,131].
Both the short time dynamics and the equilibrium properties are then accessible within
the SSE framework.

We present now an additional analysis carried out close to the coherent-incoherent
crossover zone (around ↵ = 1/2).

IV.2 Coherent-incoherent crossover around α = 1/2

We now focus on the same dynamical problem than in Chapter I Sec. II.5, i.e. the
time evolution of hσz(t)i from the initial state | "zi ⌦ |0i for the ohmic spinboson
model. It is known that the NIBA predictions concerning the incoherent behaviour of
hσz(t)i are erroneous. By contrast, it is established that the time evolution of hσz(t)i
changes from a coherent oscillatory regime for ↵ < 1/2 to a incoherent monotonically
decaying regime for 1/2  ↵ < 1. The point ↵ = 1/2, also known as Toulouse point,
is exactly solvable and one finds hσz(t)i = exp[−⇡∆2/2!c(t− t0)] [63].

Conformal Field Theory calculations [132] predicted a purely exponential decay
for ↵ < 1/2, while corrections to NIBA [133] predicted a incoherent part of the form
−2(1/2− ↵) exp[−∆rt/2]/[∆r(t− t0)]

2(1−↵). Recent works [134,135] have focused on
this issue using real-time RG and functional RG techniques. For 1/2 − ↵ ⌧ 1 they
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Figure 2.6: Dynamics of hσxi with the initial condition | "i which is a linear superpo-
sition of the first two polaritons (note the axis difference for the Rabi coupling). We
consider g/!0 = 0.01, ∆/!0 = 0.97, !c/!0 = 100 and several values of ↵ until ↵ ⇡ 0.1.
We observe a relaxation towards a non-trivial final state by increasing ↵ and the value
of hσzi is in accordance with Bethe Ansatz calculations [66, 70,71,130,131].

found in particular a result in agreement with the presence of an incoherent dynamics,
as hσz(t)i shows only a finite number of zeros.

We show in Fig. (2.7) results obtained with the SSE equation in this region. These

Figure 2.7: Coherent-to-incoherent crossover. Evolution of ln |hσz(t)i|. The black
curve corresponds to ↵ = 0.45, and the yellow curve corresponds to the Toulouse
limit.

results would also suggest that hσz(t)i only vanishes a finite number of times when
approaching the ↵ = 1/2 point. Obtaining reliable numerical results at long times is
however difficult as one needs to reach a very high precision. As stated earlier, the case
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of two spins will be easier to investigate as the dissipative quantum phase transition
occurs for a smaller value of ↵. We will study the incoherent regime in more details
for this particular case in Chapter 3.

IV.3 Landau-Zener transitions

In Ref. [125], the authors investigated the non-equilibrium behavior of the system sys-
tem under a linear driving term ✏(t)/2σz, when the system is initially prepared in the
ground state of the system. The linear passage, corresponding to ✏(t) = ✏0 + v(t− t0)
with (v > 0), −✏0/∆ 4 1, is known as Landau-Zener problem. Landau [136],
Zener [137], Stueckelberg [138] and Majorana [139] provided an analytical descrip-
tion of this problem in the case of an isolated two-level system subject to a linear
sweep (↵ = 0). The survival probability plz that the spin remains in its initial state
after the sweep, is fully determined by the velocity of the sweep v, and we have
plz = exp[−⇡∆2/2v]. It was shown in Refs. [140, 141] that the presence of a gaussian
dissipative bath does not affect the transition probability in the case of the Landau-
Zener sweep for one single spin, as long as the coupling is along the z-direction. This
result was confirmed numerically with the SSE approach in Refs. [125] and [124].

IV.4 Mean field Landau Zener transitions in a dissipative spin
array

We complement this Landau-Zener study and consider now an array of M spins cou-
pled to the same dissipative bath. We note recent progress concerning the dynamical
study of dissipative spin arrays by coupling Matrix Product States and Operators
techniques to quantum trajectories formalism [142, 143]. In our case of the SSE, the
problem is not directly tractable numerically and we treat the interactions between
spins at a mean-field level. We will show in that case that the presence of a gaussian
dissipative bath does affect the transition probability. This observation will be ex-
plained by the effect of the Ising-like interaction between spins, mediated by the bath.
We will quantify this effect with the help of Kibble-Zurek mechanism. This study was
done in our Ref. [144].

Let us first show how one can describe mean-field effects in the SSE formalism, to
compute the spin dynamics for the multi spinboson problem described by the following
Hamiltonian,

HM
SB =

∆

2

MX

p=1

σx
p +

MX

p=1

X

k

λke
ikxp

⇣

b†−k + bk

⌘ σz
p

2
+
X

k

!kb
†
kbk. (2.50)

IV.4.a Mean-field approximation in the SSE framework

For clarity, we consider the case where all the spins initially in the state | "zi so that

⇢S(t0) =
QM

j=1 | "z,jih"z,j |, and we seek to compute elements hσf |⇢S(t)|σ0
f i at a given
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time t ≥ t0, where we define the M -dimensional spin vector |σi = |σ1, σ2, .., σM i. The
time-evolution of the spin reduced density matrix can be then re-expressed as,

hσf |⇢S(t)|σ0
f i =

ˆ

DΣDΣ
0 exp {i [SΣ − SΣ0 ]}F[Σ,Σ0]. (2.51)

The integration runs over all M -dimensional constant by part paths Σ and Σ0

such that Σj(t0) = Σ0
j(t0) = +1 for all j and σz

j |σj,f i = Σj(t)|σj,f i, σ0z
j |σ0

j,f i =
Σ0

j(t)|σ0
j,f i. SΣ denotes the free action to follow one given M -dimensional spin path

without the environment. This free action contains the transverse field terms, and
the Ising interaction terms. The effect of the environment is fully contained in the
influence functional F[Σ,Σ0], which reads in this case:

F[Σ,Σ0] =e

´ t
t0
ds
´ s
t0
ds0

P

i,j

⇢

iL1(s−s0,xi−xj)

π
⇠i(s)⌘j(s

0)−
iL2(s−s0,xi−xj)

π
⇠i(s)⇠j(s

0)

}

G[Σ,Σ0], (2.52)

with ⇠j(s) = [Σj(s)− Σ0
j(s)]/2 and ⌘j(s) = [Σj(s) + Σ0

j(s)]/2. We have,

L1(t, x) =
1

2



L1

✓

t− x

vs

◆

+ L1

✓

t+
x

vs

◆]

L2(t, x) =
1

2



L2

✓

t− x

vs

◆

+ L2

✓

t+
x

vs

◆]

. (2.53)

The bosonic environment couples the symmetric and anti-symmetric spin paths
⌘p(t) = 1/2[Σp(t)+Σ0

p(t)] and ⇠
p(t) = 1/2[Σp(t)−Σ0

p(t)] at different times and differ-
ent lattice sites. In Fig. 2.8, we plot the space and time coupling functions L1 (bottom
left) and L2 (bottom right). We see that the bosons induce a long-range interaction
between spins. The maximal effect between two spins separated by a distance x occurs
after a time x/vs, due to the finite sound velocity vs of the excitations.

The last term of Eq. (2.52) reads

G[σ, σ0] = e
iµ
2

´ t
t0

ds
h

P

j

Σj(s)

2 eikxj
i2

−


P

j

Σ0
j(s)

2 eikxj

]2

, (2.54)

with µ = 2/⇡
´1
0
J(!)/!. We recover that the bath is responsible for an ferromagnetic

Ising-like interaction between the spins K 0
|j−p| = 1/(2⇡)

´1
0
J(!)/! cos[(xi − xj)/vs].

We plot on the top panel of Fig. 2.8 the value of K 0
|j−p| with respect to x!c/vs, where

x = xi − xj is the distance between the two sites i and j.

The bath is responsible for two distinct types of interactions. The first one is a
retarded interaction mediated by the bosonic excitations, which travel at the speed vs.
The second one is an instantaneous interaction K 0, which we already found thanks to
the polaronic transformation in Eq. (1.70).

We now proceed to the mean-field decoupling. The spins are coupled through
three different terms: the instantaneous direct Ising interaction of strength K, the
instantaneous interaction mediated by the bath in G, and the retarded interaction
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We will drop the p index in the following, as all the sites are equivalent in the
mean-field description. Following the same steps as for the one-spin case, we focus on
the computation of h"z |⇢S(t)| "zi and reach the same expression than for one spin
(see Eq. (2.27)), with the influence functional being

Fn = exp

2

4
i

⇡

2n−1X

k=0

2nX

j=k+1

ΞjΥkQ1(tj − tk)

3

5 exp

2

4
1

⇡

2n−1X

k=1

2nX

j=k+1

ΞjΞkQ2(tj − tk)

3

5Q3.

(2.57)

with

Q3 = exp

2

4−2iKr

2nX

j=1

Ξj

ˆ tj

t0

dshσz(s)i

3

5 . (2.58)

We then reach for h"z |⇢S(t)| "zi the same expression as the one obtained in
Eq. (2.36), with the same final vector and |φi solution of the SSE (2.6), with the
effective Hamiltonian given by (2.34) provided that we add to the stochastic field h

the field hI defined by hI(t) = −2iKr

´ t

t0
dshσz(s)i. We have then reached a self con-

sistent equation, as hσz(t)i enters in the expression of hI(t). The numerical procedure
requires a larger number of realizations of the field h and k compared to the one-spin
case. For each realization, we solve the stochastic equation and hσz(t)i is obtained by
averaging over the results. The effect of hσz(t)i in hI(t) is dynamically updated with
the number of samplings.

We use this mean-field method to study the effect of a Landau-Zener sweep si-
multaneously applied to all the spins. It corresponds to adding a term of the form
PM

j=1 ✏(t)σ
z
j /2 with ✏(t) = ✏0+v(t− t0) with (v > 0), −✏0/∆ 4 1 to the Hamiltonian.

IV.4.b LZ transitions : Array

Let us first underline that this protocol is different from the dynamical transition of the
quantum Ising model in transverse field with nearest neighbours interactions studied
in the literature [145,146] (and references therein), where the driving parameter is the
transverse field and which can be studied elegantly in k space. Here, we are interested
in the dynamics of local spin variables at a mean field level. A rigorous description of
the dynamics should involve all the energy levels of the system, and their respective
avoided crossings. Our mean-field description greatly simplifies the problem and the
interplay of all the levels is in fact reduced to a single avoided crossing governed by
the local self-consistent Hamiltonian,

Hj =
∆

2
σx
j +


✏(t)

2
−Krhσz(t)i

]

σz
j +

X

k



λke
ikxj

⇣

b†−k + bk

⌘ σz
j

2
+ !kb

†
kbk

]

. (2.59)

The presence of the Ising interaction Kr lead to a change in the final value of
hσz(t ! 1)i. This effect can be described by a Kibble-Zurek argument [149, 150] in
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Figure 2.9: Left: schematic interpretation of the Landau-Zener sweep for the array in
the framework of the Kibble-Zurek mechanism. The line (AD) shows the evolution of
the bare bias field with respect to time, while the broken line connecting points B and
C represents the effective bias field. The lines are full during the adiabatic stages, and
dashed during the frozen (non-adiabatic) period. Right: Fast sweep (v/∆2 = 8) in the
array, for different values of ↵ corresponding to Kr = 0 (red curve), Kr = 2 (green
curve), Kr = 4 (yellow curve), Kr = 6 (blue curve), Kr = 8 (magenta curve) andKr =
10 (cyan curve). We have !c = 100∆. Inset: the blue points show the values of hσz(t!
1)i with respect to Kr/∆, corresponding to the parameters of the main plot. The
green squares correspond to a direct Ising interaction of strength Kr between spins,
without dissipative bath. Such a long-range ferromagnetic Ising interaction between
spins can for example be the result of the Van der Waals interaction in Rydberg
media [147,148]. The full (dashed) red line shows the expectation value of hσz(t! 1)i
with respect to Kr/∆ (Kr/∆r) deduced from the Kibble-Zurek mechanism.

the case of rapid drive. The single site fast Landau-Zener transition can indeed be
described thanks to the Kibble-Zurek mechanism, which predicts the production of
topological defects in nonequilibrium phase transitions [146,151,152]. This description
splits the dynamics into three consecutive stages: it is supposed to be adiabatic in the
first place, then evolves in a non-adiabatic way near the transition point, and finally
becomes adiabatic again. The impossibility of the order parameter to follow the change
applied on the system provokes this non-adiabatic stage, where the dynamics is said
to be “frozen”. To determine the boundary between adiabatic and frozen stages, we
follow the argument of Ref. [151], inspired by the equation proposed by Zurek in
Ref. [150]. The inverse of the energy difference between ground and excited states
defines a characteristic time scale ⌧(t) for the system. Following Refs. [150, 151], the
dynamics stops being adiabatic when this time scale matches the time tc − t, when
tc is the crossing time defined by ✏(tc) = 0. This argument leads to a characteristic
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energy scale [151]

✏̂ = ∆/
p
2
n⇥

1 + 16v2/(⇡2∆4)
⇤1/2 − 1

o1/2

, (2.60)

which sets the limit between adiabatic and frozen stages (see left panel of Fig. 2.9).

The effective field felt by one site is the sum of the bias field ✏(t) and the Ising
interaction, and will be denoted ✏eff (t). The dynamics always enters in the frozen
stage with hσzi ' 1, so that we have ✏eff (t) = ✏(t) − Kr during the first adiabatic
stage. At the end of the frozen stage, the spin expectation value has changed, and the
effective field becomes ✏eff (t) = ✏(t)−Krhσz(t)i. This leads to a change of the effective
speed at which the frozen zone is crossed through, and ultimately of the transition
probability. This can be seen on the left panel of Fig. 2.9, where we show the evolution
of both the bare and the effective bias fields with respect to time. We can estimate
the renormalization of the effective speed self-consistently thanks to basic geometrical
considerations in the trapezoid (ABCD) of Fig. 2.9 (left panel). The effective crossing
speed is given by

veff =
✏̂(v) + ✏̂(veff )

tC(veff )− tB
. (2.61)

The denominator can be simplified by writing that tC(veff )− tB = [tC(veff )− tD] +
(tD−tA)−(tB−tA). We know that (tD−tA) = [✏̂(v) + ✏̂(veff )] /v, and [tC(veff )− tD]−
(tB − tA) can be expressed as −Kr [1− hσz(tC , veff )i] /v. Next we suppose that we
can approximate hσz(tC , veff )i by hσz(t! 1)i. Altogether, we get

veff
v

=
✏̂(v) + ✏̂(veff )

✏̂(v) + ✏̂(veff )− 2Kr [1− plz(veff )]
. (2.62)

It allows us to know the variation of the effective speed veff at which the transi-
tion is crossed with respect to the Ising interaction Kr. The spin expectation value
hσz(t! 1)i is then estimated thanks to the Landau-Zener formula, and its evolution
with respect to Kr is shown by the red curve in the inset of the right part of Fig. 2.9.

We plot on the right panel of Fig. 2.9 the dynamics obtained with the SSE. We
see in the inset that, at small ↵, the estimation of the final value of the spin variable
thanks to Eq. (2.62) is correct. However, it breaks down when the dissipation strength
is increased because the assumption hσz(tC , veff )i ' hσz(t! 1)i used to derive veff
is no longer correct. Relaxation processes occur after the crossing of the frozen zone
which lower hσz(t ! 1)i. This can be seen on the behaviour of the curves obtained
at large values of ↵ (the cyan curve for example), where the spin expectation value
continues to go down during a rather long time after the crossing. The dotted red
curve takes into account the renormalization of the tunneling frequency ∆r due to the
presence of the bath. The bath is also known to affect the dynamical critical expo-
nent z in similar situations [78], which may also contribute to the devitations observed.

In this Chapter, we introduced the SSE framework and applied it to the Rabi
model and the ohmic spinboson model. In this latter case, the SSE is however unable
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to investigate the quantum phase transition occuring at ↵ ⇠ 1. As justified in Chapter
1, the critical coupling decreases with the number of spins coupled to the environment.
In the next chapter, we extend the SSE to the case of two spins, which enables us to
compute the non-equilibrium dynamics in both phases.



CHAPTER 3

Dynamics of two coupled spins in an ohmic
environment

We focus in this chapter on a spin dimer coherently coupled to one common bath of
harmonic oscillators:

Hdimer =
∆

2

2X

p=1

σx
p +

MX

p=1

X

k

λke
ikxp

⇣

b†−k + bk

⌘ σz
p

2
−Kσz

1σ
z
2 +

X

k

!kb
†
kbk. (3.1)

We recall that this Hamiltonian can be devised in a cold atomic setup (see Chapter 1
Sec. II.4). Coupling two CPB to a common semi-infinite transmission line could also
lead to the same Hamiltonian (see Chapter 1 Sec. II.3). We studied this system in
our Ref. [144].

In this case of two spins, it is possible to reach an exact linear stochastic differential
equation describing the dynamics of the (4 ⇥ 4) spin reduced density matrix. The
case of two spins is particularly interesting as the quantum phase transition from the
unpolarized phase to the polarized phase occurs for a smaller value of ↵, as justified
after the polaron transformation (1.70). While the quantum phase transition was not
accessible with the SSE method in the case of one spin (↵c = 1), it will be possible to
investigate this regime for two spins (↵c ' 0.2), as shown in Sec. II. Synchronization
effects are studied in Sec. III.

I Extension of the SSE framework to two spins

For the derivation we neglect the spatial separation between sites and consider that
the two spins are initially in the state | "zi so that ⇢S(t0) = | "z, "zih"z, "z |. The
time-evolution of a given element x = hσ1,f ,σ2,f |⇢S(t)|σ1,f 0 ,σ2,f 0i of the spin reduced
density matrix can be then re-expressed as,
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x =

ˆ 2Y

p=1

(
DΣpDΣ

0
p

)
2Y

p=1

(
A[Σp]A⇤[Σ0

p]
)
F [Σ1,Σ2,Σ

0
1,Σ

0
2]

⇥ exp

⇢

i

ˆ t

t0

dsK [Σ1(s)Σ2(s)− Σ
0
1(s)Σ

0
2(s)]

}

. (3.2)

The integration runs over all paths Σ1, Σ2, Σ
0
1 and Σ0

2 such that Σ1(t0) = Σ2(t0) =
Σ0

1(t0) = Σ0
2(t0) = +1 and σz

p |σp,f i = Σp(t)|σp,f i, σz
p |σp,f 0i = Σ0

p(t)|σp,f 0i. As in the
one-spin case, the terms of the form A[Σp] denote the amplitude to follow one given
spin path Σp in the sole presence of the transverse field term acting on the spin p.
The last term of the right hand side of Eq. (3.2) comes from the Ising interaction
between the two spins. The influence functional f = F [Σ1,Σ2,Σ

0
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The additional term G in Eq. (3.3) reads :
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with µ = 2/⇡
´1
0
J(!)/! = 4↵!c. We recover in Eq. (3.4) that the bath renormalizes

the direct Ising interaction between the spins. The term above is indeed similar to
the one coming from the direct Ising interaction K (last term of the right hand side
of Eq. (3.2)). In the following we gather these two contributions in a functional G̃
which reads

G̃[Σ1,Σ2,Σ
0
1,Σ

0
2] = exp

⇢

i

ˆ t

t0

dsKr [Σ1(s)Σ2(s)− Σ
0
1(s)Σ

0
2(s)]

}

, (3.5)

with Kr = K + ↵!c the renormalized Ising interaction.

The paths introduced in Eq. (3.2) can be viewed as one single path that visits
the sixteen states corresponding to the matrix elements of the spin-reduced density-
matrix. We will note E = {AA, AB, AC, AD, BA, BB, BC, BD, CA, CB, CC, CD,
DA, DB, DC, DD} the set of these states - the states A, B, C and D have been defined
for one spin (see I.2). The four states AA, AD, DA and DD correspond to the diagonal
elements of the canonical density matrix, while other states correspond to off-diagonal
elements. Let us focus on the computation of h"z, "z |⇢S(t)| "z, "zi, corresponding to
the probability to come back in the state | "z, "zi at time t. Then, both the first and
the second spin path make an even number of transitions along the way at times tpj ,
j 2 {1, 2, .., 2np} for p 2 {1, 2} such that t0 < tp1 < tp2 < ... < tp2np

< t. We can write
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Figure 3.1: Spin path for the dimer problem- The upper part shows the spin path
in terms of blips and sojourns for the first spin, while the lower part shows the spin
path of the second spin. ⌘p(t) =

P2n
j=0 Υ

p
j✓(t − tj) in red; ⇠p(t) =

P2n
j=1 Ξ

p
j✓(t − tj)

in dashed blue. The system starts in the state AA, jumps to the state AB at s1 = t21,
then to the state CB at s2 = t11. It finally ends in the state AA at t.

these spin paths as ⇠p(t) =
P2np

j=1 Ξ
p
j✓(t− tpj ) and ⌘

p(t) =
P2np

j=0 Υ
p
j✓(t− tpj ) where the

variables Ξp
j and Υ

p
j take values in {−1, 1}. Such a path can be visualized in Fig. 3.1

as a couple of one-spin paths.

h"z, "z |⇢S(t)| "z, "zi is given by a series in ∆2:

h"z, "z |⇢S(t)| "z, "zi =
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, (3.6)

whereN = n1+n2 and {s0, s1, ..., s2(n1+n2)} is the ordered reunion of the two sequences
{t1j} and {t2j}. The summation over n1 and n2 goes from 0 to infinity. The prime in
{Υp

j}0 in Eq. (3.6) indicates that the initial and final states are fixed according to
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In Eqs. (3.10) and (3.11), p = 2 if p = 1 and p = 1 if p = 2. Functions Q1 and
Q2 are defined by Eqs. (2.28) and (2.29). Terms Mp

1 and Mp
2 account for retarded

interactions between the two spins, mediated by the bath. Their expression in terms
of blip and sojourn variables is very similar to the ones of Qp

1 and Qp
2 and the principle

of their derivation is the same as in the case of one spin done in Chapter II Sec. I.1.
The situation differs however slightly since the blip variables corresponding to one
spin and the sojourn variable corresponding to the other one can be simultaneously
both non-zero. A detailled derivation in this particular case is provided in Appendix
E. The (renormalized) Ising interaction (in G̃[Σ1,Σ2,Σ

0
1,Σ

0
2]) can be expressed in a

convenient way in this description, as we have

Σ1(s)Σ2(s)− Σ
0
1(s)Σ

0
2(s) = 2

⇥
⌘1(s)⇠2(s) + ⌘2(s)⇠1(s)

⇤
. (3.12)

As for the one-spin case, we can proceed to a stochastic unravelling of the influence
functional (see Chapter II Sec. I.3), and we have

Fn1,n2 =

2n1Y

i=1

exp
⇥
h(t1i )Ξ

1
j + k(t1i−1)Υ

1
i−1

⇤
2n2Y

j=1

exp
⇥
h(t2j )Ξ

2
j + k(t2j−1)Υ

2
j−1

⇤
G̃[Σ1,Σ2,Σ

0
1,Σ

0
2].

(3.13)

The fields h and k verify the correlations of Eqs. (2.30), (2.31), and (2.32). Eq. (3.6)
together with Eq. (3.13) has now the form of a time ordered product, averaged over
the noise variables.

The summation over the variables {Ξp
j} and {Υp

j}0 for p 2 {1, 2} can be incorpo-
rated by considering an effective Hamiltonian H1(t) for the spin density matrix, acting
on the space E . It can be written as a sum of two terms H1(t) = U1 + V1(t). The
(renormalized) Ising interaction is contained in the first term U1, while the second
term V1(t) accounts for tunneling events.
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U1 is a diagonal matrix, whose elements are (U1)i,i = 2Kr(⌘
1
i ⇠

2
i + ⌘2i ⇠

1
i ), where ⌘

p
i

and ⇠pi are the value of ⌘p and ⇠p for the state in the position i in the set E = {AA,
AB, AC, AD, BA, BB, BC, BD, CA, CB, CC, CD, DA, DB, DC, DD}. The sequence
(U1)i,i gives explicitely (0, k,−k, 0, k, 0, 0,−k,−k, 0, 0, k, 0,−k, k, 0) with k = 2Kr.

The 16 by 16 matrix V1(t) accounts for tunneling elements and has the following
form,

V1(t) =
∆

2

0

B
B
@

W DB!A DC!A (0)
DA!B W (0) DD!B

DA!C (0) W DD!C

(0) DB!D DC!D W

1

C
C
A
. (3.14)

Each term of this matrix corresponds to a transition from one state in E to another,
induced by one spin-flip. It is written in Eq. (3.14) in a block structure. Each block
is a 4 by 4 matrix that can be given a physical interpretation. The diagonal matrices
correspond to flips of the second spin, the first one left unchanged. As a result the
matrix W (t) has the same structure as in the one-spin case,

W (t) =

0

B
B
@

0 e−h+k −eh+k 0
eh−k 0 0 −eh+k

−e−h−k 0 0 e−h+k

0 −e−h−k eh−k 0

1

C
C
A
. (3.15)

All the elements of the 4 by 4 matrices on the diagonal running from the lower left to
the upper right are zero, because the corresponding states are not coupled by one sin-
gle spin-flip. The eight matrices DB!A, DC!A, DA!B, DD!B, DA!C, DD!C, DB!D

and DC!D describe spin flips of the first spin (the precise transition corresponds to
the subscript), the second one left unchanged. They read respectively e−h+k ⇥ I4,
−eh+k ⇥ I4, e

h−k ⇥ I4, −eh+k ⇥ I4, −e−h−k ⇥ I4, e
−h+k ⇥ I4, −e−h−k ⇥ I4 and

eh−k ⇥ I4 (I4 is the identity). Let us exemplify such transitions thanks to the path of
Fig. C.1. The first transition at s1 = t21 corresponds to the transition AA!AB. Its
amplitude is given by the term of the first column and the second row of the top left
matrix W . The next transition at s2 = t11 corresponds to the transition AB!CB. Its
amplitude is given by the term of the second column and the second row of the matrix
DA!C.

Finally, the dynamics of the 16 dimensional spin reduced density matrix is governed
by an effective SSE with Hamiltonian H1:

h"z, "z |⇢S(t)| "z, "zi = hΦf |Φ(t)i, (3.16)

where hΦf | = (e−2k(s2N ), 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) and |Φi is the solution of
the stochastic Schrödinger equation

i@t|Φi = H1(t)|Φi (3.17)

with initial condition

|Φii = (e2k(t0), 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T . (3.18)
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Other initial and final conditions lead to a different choice for the vectors |Φii and
|Φf i, in analogy with the case of one spin. Simplifications also occur in the scaling
regime, as shown in Appendix E.

II Nonequilibrium dynamics and quantum phase tran-
sition in the dimer model

Next, we use the SSE approach to investigate the dissipative quantum phase transi-
tion for this dimer problem and address the non-equilibrium dynamics of the system
both in the unpolarized and in the polarized phase. This problem is indeed well-
known to exhibit a dissipative quantum phase transition [79–81, 153] where the bath
entirely polarizes the two spins by analogy to a ferromagnetic phase. The transition
line can be located thanks to the evolution of the entanglement entropy with respect
to ↵ (see Fig. 5 of Ref. [79]) or to the evolution of the connected correlation function
C = hσz

1σ
z
2i − hσz

1ihσz
2i (see Fig. 10 of Ref. [81]).

We define the triplet subspace spanned by the three states {|T−i = | #z, #zi, |T0i =
1/

p
2 [| "z, #zi+ | #z, "zi] , |T+i = | "z, "zi}, while the singlet state is

|Si = 1/
p
2 [| "z, #zi − | #z, "zi] and remains isolated in the dynamics if ∆1 = ∆2.

We consider that the system initially starts from the state |T+i at time t0, when
spin and bath are brought into contact. We show in Fig. 3.2 the time evolution of
p|T0i, p|T+i and p|T−i, which are the occupancies of the states |T0i , |T+i and |T−i.

The different panels correspond to different values of ↵ from ↵ = 0.01 (top left) to
↵ = 0.14 (bottom right). All these values corrrespond to the unpolarized phase in the
range of parameters used (K = 0 and !c = 100).

We first note in Fig. 3.2 a progressive suppression of the Rabi oscillations between
the two states |T+i and |T−i when increasing the parameter ↵. This behavior is simi-
lar to the one observed in the case of the single spin-boson model, where the crossover
from coherent oscillations to an incoherent dynamics occurs at ↵c/2. At high values
of ↵, the relaxation from the initial state |T+i becomes slower due to the strong ferro-
magnetic interaction, and it is numerically harder to investigate the dynamics in the
zone ↵ ≥ 0.1, due to the time scales involved (other initial states lead to an easier nu-
merical investigation, allowing to determine accurately the equilibrium density matrix
at long times). In the zone ↵c/2 < ↵ < ↵c, we find a monotonic relaxation towards the
equilibrium. In this zone, for the case of one spin, conformal field theory has predicted
that several timescales are involved in the dynamics, leading to a multi-exponential
decay [154] (which has not been seen in NRG [39]). A bi-exponential decay was
found in this case thanks to a multilayer multiconfiguration time-dependent Hartree
method [122]. Other studies have predicted more complicated forms for the relaxation,
without any pure exponential decay (see for example the results of Ref. [155] obtained
with renormalization group methods).

We are then able to locate the phase transition from the divergence of the associ-
ated time scale. The transition line is shown on the center panel of Fig. 3.3, together
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Figure 3.2: Dynamics of the dimer model in the unpolarized phase: the dashed yel-
low line represents p|T+i, the full red line represents p|T−i and the dotted green line
represents p|T0i. From the top left to the bottom right, we have ↵ = 0.01, ↵ = 0.02,
↵ = 0.04, ↵ = 0.06, ↵ = 0.08, ↵ = 0.1, ↵ = 0.12 and , ↵ = 0.14. The system starts in
the state |T+i for all the plots. We have taken !c/∆ = 100 and K = 0 for all plots.

with the previous results obtained with a time dependent Numerical Renormalization
Group (TDNRG) method [79], or with a Quantum Monte-Carlo (QMC) method [81].
This plot corresponds to a vanishing direct Ising interaction K = 0, and different
values of !c. Here, for two spins and at small to intermediate times, we obtain results
which are also consistent with a bi-exponential relaxation, as shown on the left panel
of Fig. 3.3. The phase diagram of the system with respect to the parameter K is
shown on the right panel. The full blue line shows the phase transition line between
the polarized and the unpolarized phase, while the dotted red line shows the crossover
line from coherent to incoherent Rabi oscillations in the dynamics [79].

Next, we show results concerning the dynamics in the polarized phase (↵ > ↵c),
corresponding to a quantum quench across the critical line, from ↵ = 0 to ↵ > ↵c.
Some theoretical studies have focused on this question in spins [156–158] or bosonic
systems [159–161]. For example, at K = 0 and ↵ = 0, the initial state of the system
is given by | i = |−xi ⌦ |−xi = 1/2(|T+i + |T−i) − 1/

p
2|T0i. The associated spin

density matrix is



72CHAPTER 3. DYNAMICS OF TWOCOUPLED SPINS IN ANOHMIC ENVIRONMENT

Figure 3.3: Left panel: evolution of ln(p|T+i) at ↵ = 0.14, for ∆/!c = 0.01 (yellow
line-top) and ∆/!c = 0.05 (blue line-bottom), and bi-exponential fit (dashed black
line). Middle panel: Critical line with respect to ∆/!c at K = 0 (green dots and
full green line) and comparison with the results obtained in Ref. [79] (TDNRG) (red
triangles and red dashed line) and Ref. [81] (QMC) (blue squares and dotted blue
line). Right panel: Critical line with respect to K for ∆/!c = 0.01 (blue points and
full blue line). Above the line, the system relaxes to a polarized steady-state. The red
dots and the dotted red line show the location of the crossover line from coherent to
incoherent behaviour for the spin oscillations.

⇢S(t0) =
1

4

0

B
B
@

1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1

1

C
C
A
. (3.19)

After a sudden change of the parameter ↵, the system is in a nonequilibrium state.
We compute the spin dynamics for different values of ↵ > ↵c and for different values
of ∆/!c. We find numerically that the system evolves towards the final density matrix

lim
t!1

⇢s(t) =
1

2

0

B
B
@

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

1

C
C
A
, (3.20)

corresponding to a statistical superposition of the states |T+i and |T−i (up to an error
of around 10−4). We find moreover that the spin dynamics is universal in the polarized
phase, in the sense that it does not depend on ↵ and K. More precisely, we find that

p|+−i(t) = p|−+i(t) = p0 exp



−∆2(t− t0)

!c

]

, (3.21)

as shown in Fig. 3.4, for a quench from ↵ = 0 to ↵ > ↵c. p|+−i(t) (p|−+i(t)) is the
probability to find the system in the state | "z, #zi (| #z, "zi) at time t, given by the
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Figure 3.4: Universal dynamics of the dimer model in the polarized phase. The system
starts in the nonequilibrium state described by the density matrix of Eq. (3.19), and
relax towards a statistic superposition of |T+i and |T−i. The parameters are ↵ = 0.2,
!c/∆ = 100 (red points); ↵ = 0.25, !c/∆ = 50 (right pointing green triangles);
↵ = 0.22, !c/∆ = 80 (left pointing blue triangles); ↵ = 0.3, !c/∆ = 20 (black
squares). Taking K 6= 0 gives the same exponential relaxation.

diagonal term of the density matrix [⇢S ]22 ([⇢S ]33). The strong bath-induced Ising
interaction and the orthogonality between the polarized state seem to provoke a rapid
evolution independent of the other external parameters.

We also remark that, in the unpolarized phase, the value of hσz
1σ

z
2ieq is non-zero

due to the strong ferromagnetic interaction mediated by the bath. We compute this
quantity as the limit of trB [⇢S(t)σ

z
1σ

z
2 ] at long times, and plot its evolution with

respect to ↵ for different values of !c in Fig. 3.5. At very small ∆/!c we have roughly
hσz

1σ
z
2ieq = ↵!c/

p

(↵!c)2 +∆2
r, which would be the equilibrium value of this quantity

in a two-spins Ising model governed by the Hamiltonian

HI =
∆r

2
(σx

1 + σx
2 )−Krσ

z
1σ

z
2 , (3.22)

where ∆r = ∆(∆/!c)
↵/(1−↵) is the renormalized tunneling element obtained by an

adiabatic renormalization procedure.
There are notable deviations with respect to this toy-model, especially when ∆/!c

becomes larger (∆/!c ≥ 0.02). In this case, the adiabatic renormalization procedure
is no longer valid, as the bath and spin degrees of freedom evolution time scales are
not well separated. The assumption of fully polarized bath states associated with one
given spin polarization no longer holds and we need to refine the analysis, for example
by using a variational technique on the ground state wavefunction following the ideas
of Refs. [56,80]. We write the Hamiltonian of the system in a displaced oscillator basis
defined by the four states {|B""i⌦ | "z, "zi, |B0i⌦ | "z, #zi, |B0i⌦ | #z, "zi, |B##i⌦ | #z
, #zi}, with
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|B""i =
Y

k

exp



− fk
!k

⇣

b†k − bk

⌘]

|B0i (3.23)

|B##i =
Y

k

exp


fk
!k

⇣

b†k − bk

⌘]

|B0i, (3.24)

where |B0i is the ground state of the bosonic bath taken in isolation at zero tem-
perature. fk are variational parameters with fk 6= λk at a general level. With this
ansatz we do not specify the amplitude with which a given mode is displaced ab initio,
but these coefficients are found by minimizing the free energy of the total system.
The displacement from the equilibrium position of a given oscillator may then depend
on other parameters. Following Ref. [80], we find self-consistent equations for the
bath-induced Ising interaction K̃r and the renormalized tunneling element ∆̃r,

∆̃r = ∆exp



−↵
ˆ 1

0

d!
G(!)2

!
e−!/!c

]

, (3.25)

K̃r = ↵

ˆ 1

0

d!G(!)[2−G(!)]e−!/!c , (3.26)

G(!) =

q

K̃2
r + ∆̃2

r + K̃r
q

K̃2
r + ∆̃2

r + K̃r +
∆̃2

r

!

. (3.27)

We plot the corresponding evolution of hσz
1σ

z
2ieq = K̃r/

q

(K̃r)2 + ∆̃2
r with respect

to ↵ for different values of !c in Fig. 3.5. We find a good agreement with the exact
results given by the SSE method as long as ∆/!c remains small (∆/!c  1). We
notably recover a change of the concavity of hσz

1σ
z
2ieq with respect to ↵, as shown in

the inset of Fig. 3.5 where we plot the evolution of the second derivative of hσz
1σ

z
2ieq

for ∆/!c = 0.2. This feature cannot be recovered by the adiabatic renormalization
procedure, but we see that this effect is far more pronounced in the results of the SSE
than in the variational treatment. The dynamical adjustment of both the bath and spin
degrees of freedom can thus explain some features of the results obtained numerically,
especially at small ∆/!c  0.1 but this variational approach fail at quantitatively
describing the regime of strong coupling and the dissipative quantum phase transition.

III Synchronization

Synchronization phenomena occur spontaneously in a wide range of physical sys-
tems [162]. Here we quantitatively describe driveless synchronization mechanisms
between two spins 1/2 with different bare frequencies, which are coupled to a common
bath of harmonic oscillators. A comparison between classical and quantum regimes
for this kind of problems without dissipation was recently done in Ref. [163].
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Figure 3.5: Equilibrium value of hσz
1σ

z
2i as a function of ↵ for ∆/!c = 0.01 (green

circles), ∆/!c = 0.05 (yellow right-pointing triangles), ∆/!c = 0.1 (red left-pointing
triangles) and ∆/!c = 0.2 (blue squares). We have K = 0. The lines correspond to
the value predicted by a toy-model of two interacting spins with tunneling element
∆̃r and Ising interaction K̃r obtained thanks to a variational procedure. Parameters
are ∆/!c = 0.01 (full green line), ∆/!c = 0.05 (yellow dashed line), ∆/!c = 0.1
(red dotted line) and ∆/!c = 0.2 (blue mixed line). The inset shows the evolution of
@2↵hσz

1σ
z
2i with ↵ for ∆/!c = 0.2. The sign of this quantity changes when increasing

↵.

III.1 First mechanism

We first consider the dynamics of two interacting spins whose dynamics is governed
by Hdimer in Eq. (3.1), with different bare oscillation frequencies ∆1 and ∆2 (with
∆1 > ∆2 > 0). We focus on the free dynamics of the dimer starting from the same
initial state | "z, "zi.

The bath-induced Ising interaction will tend to synchronize the oscillations of the
two spins. We quantify this effect, thanks to spin-spin correlations in time and com-
pare the case of direct versus bath-induced interaction. We denote by Kr the effective
strength of the interaction between the spins. In the case of a coupling through the
bath we identify Kr = ↵!c while we have Kr = K in the case of a direct Ising inter-
action. Some efforts were done to study this effect in Ref. [79].

Let us first consider the case of direct Ising interaction K. A quantitative descrip-
tion of this type of synchronization can be done by studying the time-evolution of
hσz

1σ
z
2i. The system starts in the state | "z, "zi, so that hσz

1σ
z
2i(t0) = 1 at the initial

time. We define the synchronized regime as the region in the parameters space for
which hσz

1σ
z
2i stays positive at all times. We show in Fig 3.6 the synchronization phase

diagram with respect to ∆2/∆1 and Kr/∆1 = K/∆1. In the region I (in white), the





III. SYNCHRONIZATION 77

Figure 3.7: Panels a and b: time evolution of hσz
1σ

z
2i for a direct Ising interaction

interaction Kr = K (panel a) and for a bath-induced interaction Kr = ↵!c (panel
b). Panels c and d: time evolution of hσz

1i and hσz
2i for a direct Ising-like interaction

Kr = K (panel c) and a bath-induced interaction Kr = ↵!c (panel d). We have
Kr/∆1 = 0.4, ∆2/∆1 = 0.1 and !c = 20∆1.

mechanism induced by the presence of the bath, which cannot be interpreted as the
effect of an effective interaction between the two spins.

III.2 Second mechanism

We consider a system of two spin 1/2 with different frequencies, whose relative motion
is coupled to a common environment. We find that, under certain initial conditions,
the joint dynamics of the two spins enters a dissipationless synchronized regime when
the coupling to the environment is increased.

A synchronization regime was recently observed in Ref. [164] in the oscillatory
dynamics of a mixture of bosonic and fermionic species. In this paper, the authors
suggested that the appearance of synchronization was due to the coupling of the
relative motion of the two clouds to a dissipative environment. Here, we build a toy
model related to this problem by restricting the dynamics of each species to only two
motional states. The resulting Hamiltonian is given by

H =
∆1

2
σx
1 +

∆2

2
σx
2 −Kσz

1σ
z
2 +

X

k



(σz
1 − σz

2)
λk

2
(bk + b†k) + !kb

†
kbk

]

, (3.28)

∆1 6= ∆2 are the two bare frequencies of the two species. K denotes the interaction
strength between the two spins. We assume that the relative motion of the two species
is coupled to an external bath. As before, we consider the case of ohmic dissipation.
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the Ising interaction does not seem to be a key ingredient in this synchronization ef-
fect. A change in K modifies the critical coupling at which synchronization occurs,
but does not modify qualitatively the collective behavior.

A more precise analytical investigation of bath effects would be necessary to un-
derstand the mechanism at the origin of this synchronization phenomenon. This pre-
liminary numerical result constitutes however a strong hint that coupling two spins to
the same quantum environment may have drastic effects on their joint dynamics. In
particular, synchronization seems to appear at a rather low value of the coupling ↵.

We studied in this chapter the dynamics of two spins coupled to a common ohmic
environment. We investigated the dissipative quantum phase transition induced by
the bath, as well as many-body synchronization effects. The dissipative transition is
associated with a suppression of spin coherence, quantified by the vanishing of off-
diagonal elements of the spin-reduced density matrix. One could then wonder how
the bath modifies the intrinsic properties of the phase-space accessible for the spin,
and in particular its topology.



CHAPTER 4

Dissipative topological transition

In this Chapter, we will study the effect of an ohmic environment on the topology of
a spin 1/2. After a brief introduction on the topological and geometrical properties
associated with a spin 1/2 and their importance for condensed matter systems, we
will study the deformation of the Berry curvature induced by the presence of the
environment by using a variational ansatz for the ground state. In this framework,
we identify a divergence of the Berry curvature at ✓ = ⇡/2 when ↵ = 1/2. Then, we
investigate the transition with a non-equilibrium protocol where the spin is subject
to a time-dependent drive. This dynamical protocol was introduced in Ref. [165] and
allows to have access to the Berry curvature through a measure of the spin observables,
because the non-adiabatic response of a slowly driven quantum system depends on the
geometry of its instantaneous ground state. We describe quantitatively the features
of the bath-induced transition with the SSE method. The so-called Toulouse point
at ↵ = 1/2 being exactly solvable, we recover analytically the trivial topology at this
point and study the dynamical scaling of the Chern number at the transition within
Keldysh formalism. We also study the evolution of the final Entanglement entropy
of the system with ↵ and introduce an effective thermodynamical description of the
transition, which appears then as a temperature inversion point.

I Topology of a spin 1/2

Let us consider a spin-1/2 in a magnetic field, corresponding to the Hamiltonian

HTLS = −1

2
~d.~σ, (4.1)

where ~d = (H sin ✓ cosφ,H sin ✓ sinφ,H0 +H cos ✓)T . We show in Fig. 4.1 the orien-
tation of the equilibrium Bloch vector for all the values of ✓ 2 [0, 2⇡[ when φ = 0. The
behaviour of this vector changes depending on the sign of H0−H. When H0 < H, we
see that the angle between this vector and the vertical axis goes from 0 to 2⇡ when ✓
goes from 0 to 2⇡. By contrast, this angle goes from 0 to 0 when ✓ goes from 0 to 2⇡
when H0 > H.
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The Berry curvature is a gauge-independent quantity, which equals to Fφθ = 1/2 sin ✓
when we chose |gi to be the ground state of Hamiltonian (4.1) for H0 = 0. The Chern
number C is an integer, which characterizes the global topology of the system, and it
is related to the Berry curvature as

C =

ˆ 2π

0

dφ

ˆ π

0

d✓Fφθ. (4.5)

In our precise case, Fφθ is independent of φ. For H0 = 0, we recover C = 1. By
contrast for H0 > H1, we find C = 0. The Chern number matches exactly with the
relative integer n introduced above to describe the evolution of the Bloch vector when
✓ goes from 0 to 2⇡ at φ = 0. We show explicitly in Appendix F.I that we have for
Hamiltonian (4.1)

C =
hσz(✓ = 0)i − hσz(✓ = ⇡)i

2
. (4.6)

I.2 Relation with topological properties of condensed matter
systems

We illustrated the notions of Berry curvature/connections and Chern number over
this simple example of a single spin in a magnetic field. These definitions are how-
ever very general and non-trivial topological effects arise for any Hamiltonian with
periodic properties in terms of a given variable. These notions play in particular a
very important role in the investigation of electronic properties in crystalline solids,
such as the integer quantum Hall effect [?, 167], as the periodicity of the cristalline
potential leads to a periodic invariance of the Hamiltonian in terms of the reciprocal
wave-vector. Let us for example consider a general simple model of non-interacting
electrons on a lattice, where there is a gap between energy bands and the Fermi energy
lies in one gap. Each energy band is characterized by a given Chern number upon
variation of the reciprocal wave-vector. These topological invariants have a striking
physical manifestation, as the Hall conductivity σxy of this so-called Chern insulator
model is given by

σxy =
e2

2⇡~

X

α

Cα, (4.7)

where Cα denotes the Chern number of the band ↵, and ↵ runs over the filled bands.
This is the famous Thouless-Kohomoto-Nightingale-den Nijs (TKNN) formula [168]
which can be shown by the application of Kubo formula. In this context, one may
see Hamiltonian (4.1) as a single-particule Hamiltonian of the simplest class of Chern
insulators with only two bands.

Recent experiments have focused on the realizations of topological phases with
photons in artificial systems [129] together with developments in ultra-cold atoms.
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While in nature this is achieved by a magnetic field coupled to charged particles, arti-
ficial gauge fields have been realized with ultracold atoms in optical lattices [169,170]
and photonic systems [171]. We may think of a topological phase of noninteracting
particles as characterized by a bulk topological invariant which necessarily implies the
existence of edge states protected against backscattering at the system boundary. The
lure of optical lattices and photonic systems is that band topology, which underlies the
characterization of quantum Hall-like phases, as well as edge state transport, can be
probed. Moreover, a strong magnetic field at a suitably chosen filling in the presence
of interactions leads to the fractional quantum Hall effect.

I.3 Coupling to an environment

An interesting question that emerges naturally concerns the effect of a quantum dissi-
pative environment on the topology of the spin. To describe dissipation, we will work
in this Chapter with Hamiltonian H = HTLS +Hdiss, where

Hdiss = σz
X

k

λk

2
(bk + b†k) +

X

k

!k

✓

b†kbk +
1

2

◆

. (4.8)

One can give a first answer by considering the two phases of the ohmic spinboson
model. Above a critical coupling strength ↵c ⇠ 1, the spin is known to be in a localized
phase associated with a loss of coherence [62,63], with vanishing off-diagonal elements
of the spin-reduced density matrix. In such a phase, spin tunneling is forbidden and
the spin is trapped in a polarized state along the z-axis. The possible equilibrium
Bloch vectors in such a localized phase cannot be mapped one onto the other by con-
tinuous transformations of the Hamiltonian, thus corresponding to a trivial topology.
We expect then a change of the system topology induced by the presence of the bath
at large coupling. To understand better the effect of the bath, let us develop a varia-
tional approach in relation with the polaron ansatz introduced in Sec. II.2.a.

II Shifted oscillators approach to the transition

In this Section, we explore the topological transition by using a variational ansatz
for the ground state. At weak dissipation, one may indeed safely approximate the
ground state |gi of Hamiltonian H for a given ✓ in the “shifted oscillators” picture
[56, 62,63,66,172] (or polaron picture), by

|gi = 1
p

p2 + q2

⇥
pe−iφ| "zi ⌦ |χ"i+ q| #zi ⌦ |χ#i

⇤
, (4.9)

where states |χ"i correspond to multi-mode coherent states. These states, as well as
the real numbers p and q, are determined a posteriori by minimizing the energy of the
system. By contrast to the ansatz introduced in Sec. II.2.a, here we do not fix p and
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q but determine them variationally. Due to the symmetry of the Hamiltonian, p and
q do not depend on φ.

Coefficients p, q and states |χ"#i = exp
h
P

k f
"#
k (bk − b†k)

i

|0i are determined vari-

ationally by minimizing E = hg|H|gi with respect to p, q and the sets of real numbers

{f"k} and {f#k}. It is also important to note that the displacements associated with

different spin polarizations may differ in absolute value (f"k 6= f#k in general). Here |0i
denotes the vacuum with all oscillators in equilibrium. As the φ dependency is solely
contained in the phase factor of Eq. (4.9), we work at φ = 0. We have,

E =
1

p2 + q2

"

H

2
cos ✓(p2 − q2) +Hpq sin ✓e−

P

k

(f"
k
−f

#
k)

2

2 +
X

k

λk

⇣

p2f"k − q2f#k

⌘

(4.10)

+
X

k

!k

⇣

p2f"k
2 + q2f#k

2
⌘
#

. (4.11)

Minimizing E with respect to f"k and f#k gives for all k,

p2λk + 2p2f"k!k − pqHδ sin ✓(f"k − f#k ) = 0 (4.12)

−q2λk + 2q2f"k!k + pqHδ sin ✓(f"k − f#k ) = 0 (4.13)

where δ = e−
P

k

(f"
k
−f

#
k)

2

2 . Minimizing E with respect to p or q gives the same equation,
namely

Hδ sin ✓
⇥
q2 − p2

⇤
+ 2pq

"

H cos ✓ +
X

k

λk(f
"
k + f#k ) +

X

k

!k(f
"
k
2 − f#k

2)

#

= 0.

(4.14)

Solving self-consistently the set of equations determined by Eqs. (4.12–4.14) allows
to compute p and q and their evolution with respect to ✓ for different values of ↵. This
ansatz allows to reach convenient expressions for the Berry connections, as we have

Aφ = hg|i@φ|gi =
p2

p2 + q2
, (4.15)

Aθ = hg|i@θ|gi = 0. (4.16)

One then easily compute the Berry curvature Fφθ according to Eq. (4.2), and we
show its evolution with respect to ✓ for different values of ↵ in Fig. 4.2. We see that
the environment gradually deforms the manifold spanned by the ground state upon a
variation of ✓. This corresponds to a Berry curvature which becomes more and more
peaked around ✓ = ⇡/2 as ↵ increases. At ↵ = 0.5, the Berry curvature diverges for
✓ = ⇡/2 corresponding to a division of the ground state manifold into two separate
parts, and signaling the topological transition. This divergence is related to the or-
thogonality between bath states associated with the different spin polarizations.
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Figure 4.2: Evolution of the Berry curvature Fφθ with respect to ✓ for ↵ = 0 (black),
↵ = 0.1 (yellow), ↵ = 0.2 (blue), ↵ = 0.3 (green), ↵ = 0.4 (red) and ↵ = 0.5 (magenta).
We have H/!c = 0.02.

Above ↵ = 0.5, this variational method does not give physical results. This first
approximate equilibrium study suggests that the system undergoes a dissipative topo-
logical transition around ↵ = 1/2. Next, we study dynamically the transition.

III Experimental protocol

Recent circuit-QED experiments [173, 174] have shown that it was possible to probe
geometrical and topological properties of artificial spin 1/2 systems with a dynami-
cal protocol. This protocol relies on the Adiabatic Rapid Passage (ARP) technique,
widely used in the magnetic resonance community to invert the population of two-level
systems [22].

It consists in devising Hamiltonian (4.1), where ✓(t) = v(t− t0) grows linearly from
✓(t0) = 0 to ✓(tf ) = ⇡ and φ is stationary, for a spin starting from the initial ground
state | "zi. When v/H is small enough, the dynamics becomes nearly adiabatic. At
H0 = 0 for example (case of the standard ARP protocol), the Bloch vector spirals
around the field, following a characteristic cyclöıd curve from north to south pole. For
simplicity we take φ = 0 in the following. The dynamics is conveniently described in
the rotating frame, using a rotation U(t) corresponding to a rotation of axis (0y) of
angle vt. Defining | 0(t)i = U(t)| (t)i, the Schrödinger equation gives,

i@t [U(t)| (t)i] = HTLS(t)| (t)i

i@t| 0(t)i =
h

iU̇U† + UHTLSU
†
i

| {z }

Heff

| 0(t)i (4.17)

The dynamics of | 0(t)i is governed in the rotating frame by Heff = −Hσz/2−vσy/2.
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Starting from | 0(t0)i = | (t0)i = | "zi, we find that | 0(t)i rotates around the ro-

tation vector ~Ω = (H, 0, v). We recover that the dynamics is static in the rotating
frame when v/H ! 0 (adiabatic limit). The non-adiabatic response is characterized

by the angle of ~Ω with the z-axis, and we find in particular that it leads to a non-zero
expectation value of hσy(t)i whose amplitude is proportional to v.

The key point is that the non-adiabatic response of a slowly driven quantum system
can be related to the geometry of its instantaneous groundstate, as shown in Ref. [165].
Measuring the non-adiabatic response provides then a way to probe the geometrical
and topological properties the system. As shown in Refs. [165,175], we have

H/2 sin ✓(t)hσy(t)i = vFφ=0θ(t) + o(v/G), (4.18)

where Fθφ stands for the Berry curvature of the isolated system and G denotes the
energy difference between ground and excited states. This result can be shown in time-
dependent perturbation theory, as shown in Refs. [165, 175]. We explicitely provide
this derivation in Appendix F.II. This can also be seen as an application of the time-
dependent version of the Hellmann-Feynman theorem [176].

h@φH0i = i@th |@φ| i (4.19)

As @t = v@θ and | i = |gti + o(v), where |gti is the instantaneous ground state of
Hamiltonian H0, Eq. (4.19) estimated at φ = 0 gives immediately the result.

As an example, we show in Fig. 4.3 (left panel) the dynamics of hσν(t)i for ⌫ 2 {x, y, z}
during a sweep from the north pole to the south pole with H0 = 0. We see that

Figure 4.3: Left: Spin variables hσzi (black), hσxi (yellow) and hσyi (red) and their
time-evolution during the sweep. We have H0 = 0, H = 1 and v/H = 0.04. Right:
Measured Chern number Cm with respect to H0/H for v/H = 0.04.

hσyi 6= 0 during the protocol. From its measurement, we have access to

Fm
φθ(t) =

H

2v
sin ✓(t)hσy(t)i, (4.20)
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where Fm
φθ(t) is the measured Berry curvature. From the Berry curvature of the ground

state at parameters (✓(t), φ), we can access the measured Chern number (note that
Fφθ is independent of φ),

Cm =

ˆ tf

t0

dt
H

2
sin vthσy(t)i. (4.21)

This technique was recently used in circuit QED experiments [173, 174], where
measurements of the transverse spin components were achieved using ⇡/2 tomographic
pulses. From the time integration of hσy(t)i, the authors accessed an estimation for
the Chern number Cm for each value of H0 and addressed quantitatively the Haldane
topological transition occuring at H0 = H. We show in Fig. 4.3 (right panel) the
corresponding evolution of the measured Chern number Cm with respect to H0/H for
v/H = 0.04. We do not observe a clear jump of the measured Chern number Cm at
the transition, but rather a continuous evolution. This feature is due to the fact that
we can no longer use pertubation theory in the vicinity of H0/H = 1 (used to derive
Eq. (4.18)). In this region, when ✓ is close to ⇡, the energy difference between ground
and excited state is very small.

It may be noticed that one can reach an even more convenient expression for Cm

using the Heisenberg equation of motion for σz, hσ̇z(t)i = −H sin ✓(t)hσy(t)i, to derive
the dynamical generalization of Eq. (4.6),

Cm =
hσz(t0)i − hσz(tf = t0 + ⇡/v)i

2
+ o(v/G). (4.22)

We recover easily that Cm = 1 at first order in v/H, as we find from Eq. (4.17)

hσz(tf = t0 + ⇡/v)i = −
1 +

(
v
H

)2
cos

⇣p
H2+v2

v ⇡
⌘

1 +
(

v
H

)2 . (4.23)

Equation (4.6) and (4.22) allow to understand that topology is robust to the en-
vironment at weak coupling and in the adiabatic regime v/H ! 0. In this regime,
one may safely approximate the ground state |gi of Hamiltonian H by the “shifted-
oscillators” ansatz, Eq. (4.9). For ✓ = 0, one has p = 1 while q = 1 for ✓ = ⇡.
From Eq. (4.22), we then deduce that Cm = 1 at weak non-zero dissipation: the
environment do not affect the topology of the spin, and the Chern number stays equal
to one. This argument is quite general and could be generalized for other kinds of
environments, such as non-ohmic spectral densities or fermionic baths. As long as the
system-environment coupling is weak enough to write a wavefunction of the form of
Eq. (4.9), the global topology of the spin is protected. It should be noted that an
additional random dephasing noise on the variable φ would not change the result as
well, as long as hφi remains a constant. A study of this exact problem was realized
in Ref. [177], where the authors used a Bloch-Redfield pertubative approach to com-
pute the spin dynamics. They notably confirmed that the ohmic environment does



IV. DISSIPATIVE SPIN DYNAMICS AND TOPOLOGY 89

not affect the measurement of the topological properties at low coupling. This result
must be contrasted with the one obtained in Ref. [178], where the authors studied the
effect of an ohmic bosonic bath on the Berry phase acquired by the spin for a path
characterized by a variation of φ at fixed ✓. They showed in this precise case that
the environment affected the Berry phase, which is a local observable. Here, we will
confirm that, despite having effects localy on the Berry curvature, the environment
does not globally affect the topology of the spin at low coupling.

When the coupling strength gets larger, entanglement grows between spin and
bath and a quantitative study is necessary. Below, we investigate numerically this
high coupling region with a Stochastic Schrödinger Equation approach.

IV Dissipative Spin dynamics and topology

IV.1 Results for spin dynamics

We show in Fig. 4.4 the evolution of the spin variables hσ⌫(t)i at H0 = 0 for v/H =
0.08 when one progressively increases the coupling to the environment.

Figure 4.4: Spin variables hσzi (black), hσxi (yellow) and hσyi (red) and their time-
evolution during the sweep, with v/H = 0.08. From left to right and top to bottom,
we take ↵ = 0.05, ↵ = 0.15, ↵ = 0.26, ↵ = 0.3, ↵ = 0.34 and ↵ = 0.36. In the
low coupling regime ↵ ⌧ 1 we recover the two different frequencies for the dynamics
v and

p
H2 + v2, as shown by the description in the rotating frame (Eq. (4.17) and

discussion below).

At greater values of ↵, the bath strongly affects the spin dynamics. Here are the
main conclusions that we draw from Fig. 4.4:

• Below ↵ ' 0.15, hσz(t)i shows a complete oscilation from +1 to −1, leading
to a measured Chern number Cm = 1. The continuous change from +1 to −1
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IV.2 Radiative cascade of photons and effective magnetic field

We give now a simple physical picture to account for the evolution of the spin observ-
ables in Fig. 4.4 at large spin-bath coupling. Driving the spin at velocity v leads to the
emission of bosons of frequencies close to v, which in return affect the spin dynamics.
From Eq. (4.8), we indeed see that the boson coherence h =

P

k λk(bk + b†k) acts on
the spin as an effective field along the z-direction. At sufficiently high coupling, the
quantitative number of bosons emitted induce a large negative value of this quantity h,
which compensate the field along the z-direction and force the spin to point upwards
at the end of the dynamical protocol.

To make the discussion more quantitative we study numerically the toy model

Htoy = vb†b+
λ

2
hσzi

(
b+ b†

)
, (4.24)

where we extract hσz(t)i from the SSE results, and we take λ =
p
2↵v. We plot in

Fig. 4.6 the absolute value of the boson-induced field felt by the spin at the end of the
dynamical protocol hhi = λ/2hb + b†i(tf = t0 + ⇡/v) as a function of ↵, for different
values of the velocity. For a given velocity, the final value of the boson-induced field

Figure 4.6: Absolute value of the boson-induced field |hhi|/H felt by the spin at the
end of the dynamical protocol as a function of , for v/H = 0.08 (black), v/H = 0.06
(red), v/H = 0.04 (blue), v/H = 0.02 (green).

grows in modulus with ↵. Above a certain coupling strength this field compensates
H, which is responsible for the positive value of hσz(tf = t0 + ⇡/v)i > 0. From Fig.
4.6, we confirm that this simple toy-model gives a correct estimate for the coupling at
which hσz(tf = t0 + ⇡/v)i changes sign (or equivalently, the coupling for which one
gets Cm = 0.5) for the velocities considered.

In this section, we showed that the contact of the spin with a many-body quantum
environment destroys the spin topology at high coupling. We studied this topologi-
cal transition within a dynamical framework, which could be readily implemented in
modern quantum simulation platforms. We provided a basic dynamical interpretation
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of the transition in terms of a radiative cascade of bosons, whose feedback strongly
affects the spin dynamics. By analogy to the dissipative transition, one can consider
that the bath makes the system more “classical” at high coupling and destroys the
topology of the quantum state. In particular, this finding does not seem restricted
to our dynamical protocol but seems rather to have a link with equilibrium proper-
ties, as the effect subsists and becomes sharper when v/H ! 0. This fact, already
suggested by the results of the “shifted oscillators” analysis, will be confirmed in the
next Section where we will show that this topological transition is indeed well-defined
thermodynamically. More specifically, we use the exact mapping between the ohmic
spinboson model at ↵ = 1/2 and Toulouse Hamiltonian [61, 63, 69, 179], describing
an isolated electronic level uniformly coupled to a bath of spinless electrons. We will
confirm that the point ↵ = 1/2 indeed corresponds to a trivial topology and we will
also study the scaling properties of Cm around ↵ = 1/2 at non-zero velocities within
Keldysh formalism.

V Toulouse point and critical behaviour

Toulouse Hamiltonian reads

HT =
X

k

✏kc
†
kck + ✏dd

†d+ V
X

k

⇣

c†kd+ d†ck
⌘

, (4.25)

where ck denotes the annihilation operator of an electron with energy ✏k. We assume a
constant density of states over a bandwidth D, and d corresponds to the annihilation
operator of the isolated electron of energy ✏d. V quantifies the hybridization between
the isolated level and the surrounding electrons. The equivalence between the two
models in the limitH/!c ⌧ 1 can be shown by an explicit computation of the partition
function [62,180], or with bosonization [69]. One has the following correspondence,

(H sin ✓) ⌘ V

r

D

4!c

(−H cos ✓) ⌘ ✏d. (4.26)

The two cutoffs can be related by D = 4!c/⇡ [66]. This model is exactly solvable, and
we have at equilibrium [66,181],

hσzi = 2

⇡
tan−1 4!c cos ✓

⇡H sin2 ✓
(4.27)

hσxi = −2

∣
∣
∣
∣

H sin ✓

4!c

∣
∣
∣
∣

(

2 + ln

"✓
⇡H sin ✓

4!c

◆4

+

✓
⇡H cos ✓

4!c

◆2
#)

. (4.28)

When ✓ varies from 0 to 2⇡, the equilibrium Bloch vector describes a curve with trivial
topology due to the symmetry ⇡ − ✓ $ ⇡ + ✓ of equations (4.27) and (4.28). This
statement is true for all H/!c and remains valid in the limit H/!c ! 0 where Toulouse
Hamiltonian is equivalent to the ohmic spinboson model. This confirms that the point
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↵ = 1/2 of the ohmic spinboson model corresponds to C = 0. In this limit H/!c ! 0,
one gets hσzi = +1 when ✓ < ⇡/2 and hσzi = −1 when ✓ > ⇡/2.

For the dynamical protocol ✓(t) = v(t− t0), the quantity hσz(t)i can be related to
the occupation of the central level hd†d(t)i. Such a quantity can be computed with
Keldysh non-equilibrium techniques in an exact manner, following Ref. [182] where the
authors investigated the time-dependent transport for Hamiltonian HT in Eq. (4.25).
From the equations of motion, we have

@thd†di = iV
X

k

h

hc†kdi − hd†cki
i

. (4.29)

The computation of the right hand side of Eq. (4.29) can be performed exactly within
Keldysh formalism, and we reach an expression similar to the one obtained by the
authors of Ref. [182] for the lead currents (see Eq. (42) of this reference),

@thd†di = −Γ(t)hd†di −
ˆ

d✏f(✏)/⇡

ˆ t

t0

dt1Γ(t1, t)=m
n

e−i✏(t1−t)Gr(t, t1)
o

. (4.30)

In Eq. (4.30), f denotes the Fermi distribution and one has

Γ(t, s) =
2⇡

D
V (t)V (s), (4.31)

Gr(t, s) = −i✓(t− s) exp



−i
ˆ t

s

du✏d(u)

]

exp



−1

2

ˆ t

s

duΓ(u)

]

, (4.32)

and we identified Γ(t) = Γ(t, t). One can solve Eq. (4.30) and we recover that
hd†di(tf = t0 + ⇡/v) ! 1 corresponding to Cm = 0, in the validity limit of the
correspondance H/!c ⌧ 1 . Next we explore the region where u = (1/2 − ↵) ⌧ 1.
Deviations from the exact mapping point result in a additional term Ht in HT , of the
form [69]

Ht = U
X

k,k0

✓

c†kck0 − 1

2

◆✓

d†d− 1

2

◆

. (4.33)

In Eq. (4.33), one has U = ⇡
(
1−

p
2↵
)
= ⇡u+ o(u). To go further, we assume that

the main contribution of Eq. (4.33) comes from the terms with k = k0 and we decouple
the interaction in a mean-field manner. This results in a time-dependent shift of the
chemical potential for the electrons depending on the level occupation hd†di(t), which
can be accounted for in the resolution of Eq. (4.30). We find numerically a linear
behaviour in terms of u, Cm(u) = β(v)u, where β(v) is proportional to H/v. We show
in fig. 4.5 the corresponding linear predictions, obtained with a one-parameter fit.
This linear dependency can be interpreted in the light of the Fermi-liquid behaviour
of the ohmic spinboson model, or its Kondo analogue [183]. In this description, the
local susceptibility χ = −@dz hσzi is known to be constant with respect to dz. As
shown above, a deviation u > 0 from the point ↵ = 1/2 may be seen as a shift of the
electronic level energy by a factor proportional to u, or equivalently a shift of dz in
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the spinboson description. This argument would confirm then a linear dependency of
hσz(tf = t0 + ⇡/v)i with respect to u, and thus the scaling Cm(u) = βu. The form
of β(v) / H/v bears similarities with the dependency of χ / 1/TK in the anisotropic
Kondo model, which diverges at the antiferromagnetic-ferromagnetic transition ↵ = 1.

We confirmed in this Section that the point ↵ = 1/2 corresponds to a trivial
topology, and studied the scaling of Cm close to the transition point. It is instructive
to study in more details the evolution of the entanglement between spin and bath
when increasing ↵.

VI Entanglement entropy and effective thermody-
namics

For completeness, we study the entanglement between spin and bath at the end of
the dynamical protocol. To this end, we introduce the entanglement entropy [184]
E = −Tr [⇢S log2 ⇢S ], where ⇢S is the spin-reduced density matrix. 0  E  1 quan-
tizes the degree of entanglement between the spin and its environment. For a pure
state, spin and bath can be factorized and one has E = 0. On the contrary, the case
E = 1 corresponds to a maximally entangled state. We plot on the left panel of Fig.
(4.7) the evolution of the final entanglement entropy (i.e. the entanglement entropy
at the end of the dynamical protocol) with respect to ↵ for v/H = 0.08. We remark
that the entanglement progressively grows between spin and bath to reach a maximal
value of E = 1 at the coupling for which hσz(tf = t0 + ⇡/v)i = 0. This correspond to
the point for which Cm = 0.5 in Fig. 4.5, and when the boson-induced field exactly
compensates the field H in the radiative cascade picture. As shown in Fig. 4.5, this
coupling tends to 1/2 when one decreases the value of v/H.

Another interesting related quantity is the spin length S = (hσxi2+hσyi2+hσzi2)1/2
at the final time, which goes to zero when E=1. One can also indeed interpret the
spin reduced density matrix at the end of the protocol as the one of an isolated spin in
thermal equilibrium, with effective Hamiltonian and temperature determined by hσxi,
hσyi and hσzi [185]. More precisely, we interpret the spin reduced density matrix as
the one of a factorizable state ⇢ = ⇢S ⌦ ⇢B where the spin is in thermal equilibrium
with a bath at temperature T ⇤.

Treating the system within this analogy allows to define an effective temperature
T ⇤, whose evolution with respect to ↵ is shown in Fig. 4.7. For ↵ > ↵c, we find
negative temperatures, which is not surprinsing as the protocol leads to population
invertion. Negative temperatures have notably been realized in localized spin sys-
tems [186, 187], and were recently measured experimentally for motional degrees of
freedom in a cold atomic setup [188].

Interestingly, this effective temperature diverges at the transition and one has the
leading behaviour T ⇤/H / (↵−↵c)

−1, independently of v/H. This scaling behaviour
is intimately related to the scaling of hσzi (or Cm) at the transition, see Section V.
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Figure 4.7: Final entanglement entropy (Left panel), and final spin length (right panel)
for v/H = 0.08. Inset: Effective temperature with respect to ↵. We haveH/!c = 0.01.

This critical behaviour may be of interest for future experimental studies.

In this Chapter, we showed theoretically that a single spin 1/2 coupled to an ohmic
bosonic environment undergo a topological transition at a spin-bath coupling ↵ = 1/2.
We first provided a discussion of the transition in the “shifted oscillators” picture, and
we found that the bath gradually deforms the spin ground state manifold. At ↵ = 1/2,
the Berry curvature becomes infinite and this singularity signals the dissipative topo-
logical transition. Beyond the characteristic vanishing of the off-diagonal elements of
the density matrix, decoherence is thus also responsible for global changes in the spin
space topology.

Then, we investigated this transition in a dynamical protocol, by focusing on the
non-adiabatic response of the slowly driven spin, which is known to be related to the
geometric properties of the ground state [165]. The use of the SSE method enabled us
to study quantitatively the progressive deformation of the system topology for various
values of the drive. We complemented this findings by analytical and numerical argu-
ment close to the point ↵ = 1/2, where the ohmic spinboson model can be mapped
onto the exactly solvable Toulouse Hamiltonian. Beyond its theoretical interest, an
experimental evidence of this transition seems accessible in state-of-the-art experimen-
tal platforms.

As exposed in Chapter I, this model can be engineered in cold-atomic or circuit
QED setups, which are great platforms for the exploration of many-body effects. In the
next Chapter, we focus on recently developped hybrid platforms interfacing mesoscopic
electronic physics with circuit QED elements.
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CHAPTER 5

Hybrid electron-photon systems

Recent years have seen the developments of experimental setups and theory proposals
interfacing superconducting circuits with the quantized electronic levels of quantum
dots [129, 189–212]. These hybrid platforms offer a new way to address interaction
effects between photons and electrons on-chip, and typically involve an electronic
nano-circuit, such as a single or double quantum dot (DQD) coupled to source/drain
leads and to an electromagnetic resonator.

In a non-extended system like a quantum dot coupled to metallic leads, interac-
tions play an important role. This can be understood physically as the charge tends
to be localized on the nanostructure. The Coulomb interaction hinders the flow of
charges through the nanostructure for a small quantum dot, as incoming electrons on
the quantum dot do not have enough energy to change the charge on the dot. This
results in the suppression of the conductance through the device, with the exception
of the charge degeneracy points in which two different charge occupations on the dot
become degenerate in energy, a phenomenon named Coulomb blockade. Taking into
account the many-body interaction of the quantized dot levels with its surroundings
is necessary to describe accurately the strong correlations induced by these charging
effects [213].

Coupling these many-body electronic systems to microwave light provides then a
new manner to probe many-body phenomena, or devise new nanotechnology devices.
Experimental groundings have notably triggered substantial work linked to thermo-
electrics [214–224], with possible applications for energy harvesting and cooling. The
subject of quantum thermodynamics has then been rapidly growing in interest [225].
In Sec. I, we explore the possibility of rectification of electrical current from quantum
vacuum fluctuations in the specific case of electrical transport through a quantum dot,
and its use as a nano-heat engine, following our Ref. [212].

These hybrid systems are also of fundamental interest as platforms to explore ex-
otic quantum impurity physics with light and matter [46]. In Sec. II we present
evidence for exotic Kondo correlations in the microwave response of a DQD-cavity
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plate of the coupling capacitor to the quantum dot [227]. If the impedances coupled
to the two leads are different, the fluctuations of the vacuum will break Left/Right
symmetry, giving a preferred direction for the particles to flow - thus giving current
rectification, without the application of a bias voltage across the system.

I.1 Analysis

We let ck be a fermionic annihilation operator on the left lead of momentum k, sim-
ilarly, d and cq describe electrons on the dot, and the right lead. The system Hamil-
tonian is, up to a constant term and assuming spin-polarized electrons,

H =
X

k

(✏k + evL)c
†
kck +

X

q

(✏q + evR)c
†
qcq + Ecd

†d+Hph +HC , (5.1)

Hph is the Hamiltonian of the environment in isolation and vL,R are the quantum
voltage induced by the presence of the Left/Right environments. We define the zero
of energy as the Fermi level of the leads. Ec > 0 is the charging energy of this
level, which corresponds to the difference of energy when the dot is charged, versus
uncharged [228, 229]. The external impedances are coupled to the electrical circuit
through coupling capacitances, allowing then an efficient thermal isolation.

The tunneling terms are HC =
P

k tkd(d
†ck + h.c.) +

P

q(tdqc
†
qd+ h.c.). Here, tkd

is the tunneling matrix element onto the dot from the left lead with momentum k,
tdq is the tunneling matrix element from the dot to the right lead with momentum

q. Hph =
P

l2{L,R}
P

n ~!n,l

⇣

b†n,lbn,l + 1/2
⌘

describes the environmental degrees of

freedom. The voltages on the tunnel junctions are related to the bosonic degrees of
freedom by vl =

P

n λn,l(b
†
n,l + bn,l). The effect of these quantum voltages on the

tunnel junctions and coupling capacitors can be conveniently taken into account by
a unitary transformation U = exp(iφL

P

k c
†
kck + iφR

P

q c
†
qcq). This transformation

H ! U−1HU has the effect of eliminating the voltages on the bare system Hamilto-
nians and putting a phase on the tunneling elements,

tkd ! tkd exp(iφL), (5.2)

tdq ! tdq exp(−iφR). (5.3)

Here, we have introduced the phase φl = (e/~)
P

n λn,l/!n,l(bn,l−b†n,l)/i for l 2 {L,R}.

We treat the problem within the so-called P (E) theory [85], assuming that tun-
neling on and off of the dot can be described with tunneling rates described within
a golden rule picture in perturbation theory. This assumes that environments re-
lax faster than the tunneling time scale rates. In this picture, we do not take into
account the backaction of the electrons on the excitations of the impedances. The
tunneling rates are thus controlled by the probability of the electrical circuit to ei-
ther absorb or emit a photon. We recall that within a golden rule picture, the
rate of transitions Γi!f between an initial state |ii and a final state |fi is given
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by Γi!f = 2⇡/h ⇥ |hf |H|ii|2δ(Ef − Ei), where H is the Hamiltonian describing the
system and Ei and Ef are initial and final state energies.

We seek first to compute the tunneling rate from the left lead to the dot in the
golden rule framework, and summing over all the possible final bath states. This
tunneling rate T+,L (the subscript L denotes the Left lead, and the index + refers to
a positive direction chosen to be from left to right) is given by

T+,L =
2⇡

h
⌫LVL

ˆ 1

−1
d✏f(✏)|tL|2

X

|Bi
|hB|eiφL |0i|2δ(✏+ µ/2− Ed − E|Bi + E|0i),

(5.4)

where ⌫L and VL denotes density of state and volume of the lead L; state |Bi is an
arbitrary one-excitation bath-state with energy E|Bi and |0i is the vacuum. We have
included the possibility of a bias V (µ = eV ) on the system. We use then the identity
δ(E) = 1/h

´1
−1 exp[iEt/~] and reach the following expression

T+,L =
2⇡

h
⌫LVL|tL|2

ˆ 1

−1
d✏f(✏)PL(✏+ µ/2− Ed)

=
2⇡

h
⌫LVL|tL|2

ˆ 1

−1
d✏f(✏+ Ed − µ/2)PL(✏), (5.5)

where the function PL is defined by

PL(E) = (1/h)

ˆ 1

−1
dteiEt/~

X

|Bi
hB|eiφL |0ie−i/~[E|Bi−E|0i]th0|e−iφL |Bi

| {z }

heiφL(t)e−iφL(0)i

,

= (1/h)

ˆ 1

−1
dteiEt/~ekL(t). (5.6)

In Eq. (5.6), kL(t) = h(φL(t)−φL(0))φL(0)i is the lead correlation functions taken in
isolation1. A similar type of calculation holds for the right lead, and for the negative
direction (from right to left), and one generally gets T±,L = T±,L(Ed) with the T±,L

function defined as

T±,L(Ω) = T0,L

ˆ

d✏f(✏± Ω⌥ µ/2)PL(✏), (5.7)

T±,R(Ω) = T0,R

ˆ

d✏f(✏⌥ Ω⌥ µ/2)PR(✏), (5.8)

where T0,l = 2⇡/h|tl|2⌫lVl. From Eqs. (5.7) and (5.8), one remarks that the P func-
tions can be interpreted as the probability of the electrical circuit to either absorb or
emit a photon (see Ref. [85] for a detailed description).

Now that we have the expressions of the tunneling rates, we can compute the
current flowing through the device for different kinds of environments.

1We could go from the first line of Eq. (5.6) to the second line because the bath is gaussian.



I. NANOENGINE FROM QUANTUM VACUUM FLUCTUATIONS 101

I.2 Rectified current

I.2.a Coupling to an ohmic environment

We first consider the case when the external impedances are ideal Ohmic resistor
described by the frequency-independent impedance Zl = Rl. The lead correlation
function reads [85]

kl(t) =

ˆ 1

0

d!

!
2Re


Rl

Rq

]

(e−i!t − 1),

(5.9)

where Rl(=
p
Ll/Cc

l ) is the impedance of the transmission line coupled to the lead l
(see also Chapter I Sec. II.3) and Rq = h/e2 is the resistance quantum. Let us define
↵l = Rq/Rl (we will mainly consider the regime ↵l 4 1). In this ohmic case, we have
at long times [85] kl(t) = −(2/↵l)[ln(↵lEct/⇡~) + i⇡/2 + γe], where γe is the Euler
constant.

This form of kl gives a Pl(E) function which vanishes for negative energies and has
a power-law divergence for small positive energies [85],

Pl(E) =
e−

2γe
α

Γ( 2
↵ )

1

E

✓
⇡

↵

E

Ec

◆ 2
α

. (5.10)

This from of Pl(E) enables us to calculate the tunneling rates T±,l,

T±,L(Ω) = −T0,Le−
2γe
αL

✓
⇡kBT

↵LEc

◆ 2
αL

Li 2
αL

⇣

−e
⌥Ω±µ/2

kBT

⌘

T±,R(Ω) = −T0,Re−
2γe
αR

✓
⇡kBT

↵REc

◆ 2
αR

Li 2
αR

⇣

−e
±Ω±µ/2

kBT

⌘

,

where Lix(z) is the Polylogarithm function.

Non-resonant sequential tunneling Let us first assume non-resonant sequential
tunneling of electrons, as described in [230]. Physically, a whole process participating
to the current corresponds in this case to two distinct and successive photo-assisted
tunneling events. An incoming electron first hops from one lead onto the dot while
emitting a photon. Later, this electron exits the dot to the other lead while emitting
another photon. These two tunneling events are considered independently. The total
current results then from the net inbalance of electrons going from left to right and
from right to left. The steady state current is then given by [230],

I = e
T+,L(Ed)T+,R(Ed)− T−,L(Ed)T−,R(Ed)

T+,L(Ed) + T+,R(Ed) + T−,L(Ed) + T−,R(Ed)
. (5.11)
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We recover that I = 0 when the bare tunneling rates and the impedances are equal.
In this case, T+,L(Ed) = T−,R(Ed) and T−,L(Ed) = T+,R(Ed).

Figure 5.2: Rectified current with respect to Ed/kBT at zero bias. The dashed blue
and the full blue curves correspond respectively to the non-resonant and the resonant
case of the setup displayed in Fig. 5.1(b). We have kBT = 0.125Ec, ↵L = 5, ↵R = 30,
Γ0 = 0.125Ec. We do not calculate the current at temperatures of the order or greater
than the charging energy1. Inset: Evolution of the maximum value of the current IM
at the resonance with respect to Ec/kBT .

Resonant sequential tunneling As the quantum dot is well isolated from the
external environment, it might be relevant to address resonant transport processes
through the device. The transmitted electron can indeed coherently bounce back and
forth between the two barriers and interfere constructively before it exits, as illustrated
in Fig. 5.3. This case permits Fabry-Perot type resonances between the two junctions
forming the quantum dot [231].

In the case of a simple isolated double barrier, the transmission amplitude t+ from
the left to the right side results from all the possible paths with a given number of
reflections between the two barriers,

t+ = tLtR + tLrRrLe
i✓tR + ...+ tL(rRrLe

i✓)ntR + ...

=
tLtR

1− rRrLei✓
, (5.12)

where ✓ is the phase acquired during one round trip between the two barriers (note
that we have t+ = t−). In our case, each tunneling event can be associated with the

1Above this threshold, the description we made is no longer accurate as the other levels of the
quantum dot must be taken into account.
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[231]. A similar expression holds for the negative direction. We integrate now over
the lead electron energies, we get the following expressions for the total transmission
probabilities Γ±

Γ+ =

ˆ

dΩ
T+,L(Ω)T+,R(Ω)

⇣
T0,L+T0,R

2

⌘2

+
(
Ω−Ed

~

)2
, (5.17)

Γ− =

ˆ

dΩ
T−,L(Ω)T−,R(Ω)

⇣
T0,L+T0,R

2

⌘2

+
(
Ω−Ed

~

)2
. (5.18)

where T±,l(Ω) are given by Eqs. (5.7) and (5.8). In the following, we consider
that the Left and Right junctions are identical. The total rectified current is I =
(e/~) (Γ+ − Γ−). It corresponds to a resonant sequential tunneling associated with
the emission of two photons.

Results are shown in Fig. 5.2. We notice that the rectified current is maximal at
a dot energy of the order of the temperature. The value of this maximal current also
depends on the charging energy of the dot. The inset shows then the evolution of the
maximum value of the current with respect to Ec/kBT (for Ec/kBT > 2). We notice
that the current decreases with the charging energy, as expected from the power law
evolution of P (E).

I.2.b Coupling to a resonator

Let us consider the case where the lead l is now coupled to a zero-temperature resonator
of frequency !l = 1/

p
LlCc

l (composed of an inductance Ll and a capacitance Cc
l ).

We then have

kl(t) =
Zl

Rq

(
e−i!lt − 1

)
. (5.19)

where Zl =
p
Ll/Cc

l . This allows us to reach the following expression for Pl(E),

Pl(E) =
P1

k=0
1
k!

⇣
Zl

Rq

⌘k

e
− Zl

Rq δ(E − k~!l). (5.20)

The left and right tunneling rates given by Eqs. ( 5.7) and ( 5.8) read

T±,L(Ω) = T0,L
X

k

⇣
ZL

Rq

⌘k

k!
e
−ZL

Rq f(k~!L ± Ω) (5.21)

T±,R(Ω) = T0,R
X

k

⇣
ZR

Rq

⌘k

k!
e
−ZR

Rq f(k~!R ⌥ Ω). (5.22)





106 CHAPTER 5. HYBRID ELECTRON-PHOTON SYSTEMS

be estimated by kBT ' k~!R, where k is the number of photons of the dominant
process at this value of ZR/Rq

1.

The heat engines can be characterized thanks to two physical quantities which are
the maximum power that can be generated, and the efficiency of the engine. Next, we
consider briefly the different characteristics of the engine.

I.3 Heat engine characteristics

The generated power is given by the product I⇥V . When I > 0 and V < 0, the device
produces power: the generated current flows against a load potential. In Fig. 5.5 we
plot the evolution of the resonant current with respect to an external bias field at
different lead temperatures. We see that the increase of the temperature has two ef-
fects: it leads to a drop in the conductance, and to the appearance of the zero-voltage
rectification current. We show the maximum power that can be generated in the inset
of Fig. 5.5.

Figure 5.5: Rectified current with respect to an external bias at different lead tem-
peratures, ranging linearly from the limit of zero temperature (full cyan curve) to
kBT/Γ0 = 3 (full red curve). We have taken the resonant case of the setup displayed
in the Fig. 5.1 (and adjusted the value of Ed/kBT at small bias). Inset: generated
power with respect to the external bias. We have ↵L = 5, ↵R = 30 and Γ0 = 0.125Ec.

We plot in Fig. 5.6 the maximum power as a function of temperature. In the
single cavity case it exhibits a peak at a given temperature, while on the other hand
the power generated by the circuit coupled to ohmic impedances is increasing with
temperature. In all cases we must consider thermal energies which are smaller than

1The photon number follow more precisely a discrete Poisson distribution. We would however
need to take into account higher energy levels of the resonator for a more complete description.
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the level spacing of the dot. Above this limit, our calculations no longer hold.

Figure 5.6: Maximal power PM with respect to kBT/Γ0. The red curve with down-
pointing triangles and the blue curve with circles correspond respectively to the res-
onant and the non-resonant case of the setup displayed in Fig. 5.1. For these setups,
we have Ec/Γ0 = 20, ↵L = 5 and ↵R = 30, and Ed is adjusted to maximize the power.
The green curve with squares corresponds to the case of one cavity, and !R and Ed

are adjusted to maximize the power.

Figure 5.7: Efficiency of the engines with respect to kBT/Γ0. We use the same color
and symbol legend as in Fig. 5.6. Parameters are unchanged.

The efficiency is given by ⌘ = IV/(IV − J), where −J is the heat expelled to the
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cold environment, which is then given by the sum of all the energy carried by the
emitted photons. The heat currents associated with the tunneling events are

J±,L(Ω) = Γ0,L

ˆ

d✏f(✏± Ω⌥ µ/2)PL(✏)✏, (5.24)

J±,R(Ω) = Γ0,R

ˆ

d✏f(✏⌥ Ω⌥ µ/2)PR(✏)✏. (5.25)

Defining J(Ω) = J+,L(Ω)+J−,L(Ω)+J+,L(Ω)+J+,R(Ω), the emitted heat current
is simply given by J(Ed) in the case of non-resonant tunneling, while it is

J =

ˆ

dΩ J(Ω)

⇣
Γ0,L+Γ0,R

2

⌘

⇣
Γ0,L+Γ0,R

2

⌘2

+ (Ω− Ed)2

(5.26)

in the case of resonant tunneling. We plot in Fig. 5.7 the efficiency of the Nano-engines
with respect to kBT/Γ0. Interestingly, we remark that the efficiency of the setup dis-
played in Fig. 5.1 is similar for the non-resonant and the resonant case.

Another heat-engine setup is introduced in Appendix G.

I.4 Conclusion and discussion about higher order terms

We explored in this section coherent transport phenomena in a quantum dot device.
We notably discussed resonant tunneling processes leading to current leakage out of
the device.

When the dot levels are strongly coupled to the surrounding environment, high-
order tunneling processes become relevant. One very interesting example of the impor-
tance of high-order tunneling terms comes from the realization of the Kondo model in
such quantum dot devices, occuring when the quantum dot has an average occupation
close to an odd number of electrons. In a regime of low temperatures, the effect of
spin-flip processes occuring via intermediate states with double or zero occupancies,
which are illustrated in Fig. 5.8, becomes important. One may formally derive the
Kondo Hamiltonian from the standard Anderson Hamiltonian, and restricting the dy-
namics to the single occupied states. This link was achieved in Ref. [235] by J. R.
Schrieffer and P. A. Wolff, with the help of a unitary transformation. The derivation
starts from the standard Anderson Hamiltonian,

HA =
X

kσ

✏kc
†
kσckσ +

X

σ

✏dd
†
σdσ + Und"nd# +

X

kσ

t
h

c†kσdσ + d†σckσ
i

. (5.27)

The operator ckσ annihilates an electron with spin σ in mode k, and the operator dσ
annihilates an electron on the dot with spin σ. The last term in the right-hand side
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The manifestation of the formation of the SU(2) Kondo resonance in quantum
dots differs greatly from the effects in metals. At very low temperatures, the Kondo
resonance develops in this case at the Fermi level, and the corresponding states in the
resonance allow electrons to pass through freely when the dot is coupled to two leads.
By contrast to the Kondo effect in dilute magnetic alloys, it leads in this precise case
to an increase of the zero-bias conductance between the leads, which was observed
experimentally in Refs. [236,237].

Coupling several dots together may lead to more involved Kondo physics, as we
will show below in the results of a recent collaboration.

II Experimental evidence of SU(4) Kondo physics
in a DQD device

We present here the result of a collaboration studying a Double Quantum Dot (DQD)
coupled to a superconducting resonator. The device (shown in Fig. 5.9) is mounted in
a dry dilution refrigerator, its base temperature is about 30 mK. Two DQDs, made
of few-layer etched graphene, are coupled to the resonator through their sources [199],
however, only one of them is used while the other is grounded all over the experiment.
The DQD geometry is achieved by adjusting the gate voltages VLP and VRP . A vector
network analyzer (VNA) is used to apply coherent microwave driving tone and mea-
sure the reflection signal S11 (see Fig. 5.9(c)). The reflection signal can be measured
by its amplitude (A = |S11|) and phase (φ = arg(S11)) components through the VNA.

II.1 SU(4) Kondo physics in a DQD device

The charge stability diagram of a DQD shows the equilibrium charge state of the
two dots as a function of the gate voltages VLP and VRP which control the Left and
Right dot energy levels. Such a diagram exhibits a typical hexagonal structure [238],
as shown in Fig. 5.10. Inside each hexagon, the number of electrons in the dots is
fixed and well-defined. At point D for example, the electronic configuration (N,M)
corresponds to N electrons in the left dot and M electrons in the right dot. Along
the grey lines (points A, B and C), two charge configurations are degenerate. Points
B and C are equivalent and lie on a degeneracy line between states with the same
number of electrons in one dot and a difference of one electron in the other dot.

In contrast, the point A corresponds to a charge degeneracy between two states
(N − 1,M) and (N,M − 1) with the same total charge. It costs the same energy to
have this extra electron on the left or on the right dot [238]. Other configurations on
the DQD cost higher energy. The low-energy theory describing this situation can be
built by introducing, in addition to the spin 1/2 Sz of the electron delocalized on the
DQD, the orbital pseudospin 1/2 T z, projecting on these two allowed states (see Fig.

1The gate lever arms are ∼ 10%.
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Figure 5.9: (a) Micrograph of the DQD gate structure. (b) Sample structure of a
typical etched graphene DQD. The dc voltages used to control the charge numbers
in the DQD are applied via left and right plunger (LP and RP) gates. A quantum
point contact with a source (SQ) and drain (DQ) channel and a tuning gate (Q)
is integrated near the DQD. (c) Circuit schematic of the hybrid device. The half-
wavelength reflection line resonator is connected to DQD’s left dot (LD) at one end of
its two stripelines. The right dot (RD) is connected to the drain. A microwave signal
is applied to the other end of the resonator, and the reflected signal is detected using
a network analyzer.

5.11), which are further coupled by a finite tunneling term t0T x. These four quantum
states generate exotic Kondo physics when coupled to the two channels conduction
electrons [239].

To describe the low-energy physics, we introduce a set of operators. The operators
in ~S correspond to the spin operators of the electron delocalized on the DQD; and the
operators in ~σ and ~⌧ act respectively on the spin space and orbital (lead) space of the
electron operators. Operators P± = (1 ± 2T z)/2 are projectors on the DQD states
(N,M − 1) and (N − 1,M), while operators p± = (1 ± 2⌧z)/2 are projectors related
to right and left leads.

As a result of second-order tunneling processes (as described above in the SU(2)
case with one lead), we reach the low energy Hamiltonian H1 = Hkin + Hkondo +
Horbital + Hassist [239]. Here, Hkin represents the kinetic energy in the two leads.
Let us present the other terms in more detail. Second-order tunneling processes are
classified through
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(N,M)

(N-1,M-1) (N,M-1)

(N-1,M)

Figure 5.10: Charge stability diagram of the DQD measured by dispersive readout
using the resonator1.

• pure Kondo terms involving spin flips contained in Hkondo, with

HKondo =
J

2
P+

~S( †~σp+ ) +
J

2
P−~S( 

†~σp− ). (5.30)

Here,  σl =
´D

−D
d✏c✏σl, where D > 0 is a cutoff in energy and c✏kσl is the

annihilation operator of an electron with enery ✏ with spin σ in lead l 2.

• orbital contributions changing the lead index from say l = L (Left) to l = R
(Right) and flipping the charge state on the DQD contained in Horbital, with

Horbital =
1

2

{
VzT

z( †⌧z ) + V?
⇥
T+( †⌧− ) + h.c.

⇤ 
. (5.31)

• assisted tunneling processes entangling the charge and spin Hassist, with

Hassist = QzT
z ~S †⌧z~σ +Q?

⇣

T+~S †⌧−~σ + h.c.
⌘

. (5.32)

The couplings above can be written in terms of the tunneling rate to the right/left
lead Γ± and the charging energy Ec of the DQD respectively as [239] J = Qz =
(Γ+ + Γ−)/4Ec, Q? = V? =

p
Γ+Γ−/Ec.

The addition of the orbital pseudo-spin degree of freedom changes the symmetry
of the problem compared to Hamiltonian (5.29). We have here a SU(4) symmetry for
the low-energy interaction term. This new symmetry will impact the properties of the
Kondo resonance.

2Formally, the operator c refers to a symmetric superposition of A and B sub-lattice electron
operators in graphene
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As studied in Refs. [239–245], the system flows to a Kondo Fermi-liquid fixed point
where the spectral function on the DQD can be modeled by an effective resonant level
model, quite robust to (charge) noise effects [246]. In this description the spectral
function of the DQD can be modeled by an effective resonant level model [241], as-
sociated with spinless fermionic operators d and d†. These operators d and d† are
defined in correspondance with the processes involving the orbital operators T− and
T+ respectively. We stress that even though we describe the effective resonant level
with spinless operators, the spin of the electrons is a highly relevant quantity: the
joint effect of the orbital and spin degrees of freedom lead to a SU(4) Kondo reso-
nance at ✏0 of the order of TK , above the Fermi surface. The position of the resonance
must be contrasted with the case of SU(2) Kondo effect, for which it is located at
the Fermi level. This Fermi-liquid picture constitutes a phenomenological description
which greatly simplifies the problem and proved to describe well the low-temperature
physics [243].

Experiments have reported the occurrence of this emergent SU(4) symmetry at
the low-energy fixed point [247–251].

In this strong coupling regime, the system can be described by a the spectral
function of the form :

⇢(!) =
1

⇡

Γ(Vsd)

(~! − ✏0)2 + Γ(Vsd)2
, (5.33)

where the position of the resonance ✏0 is of the order of TK [241, 245]. In this phe-
nomenological description, the width Γ(Vsd) for the pseudo-fermion d is known to be
voltage dependent [252], due to decoherence effects.

II.2 Light-matter coupling and Input-Output theory

The DQD device is coupled on its left side to a resonator (see Fig. 5.9). The description
of the coupling between the electronic degrees of freedom and the bosonic modes of
the resonator requires some care, as described in Ref. [253]. A full analogy with the
capacitive coupling described in circuit QED is not possible due to the presence of the
orbital degree of freedom in this precise case. Assuming that the dots are much smaller
than the wavelength of the resonator excitation, the interaction between microwave
photons and the device can be approximated by a dipolar coupling [200,253,254], and
the hybrid Hamiltonian reads H1 +H2 with

H2 = λ(a+ a†)T z + !0

✓

a†a+
1

2

◆

, (5.34)

where λ quantifies the strength of the light-matter coupling. Fig. (5.11) shows a pic-
torial representation of the setup at point A.

In order to probe this hybrid system, we can consider that the bosonic mode a is
capacitively coupled to a very long transmission line, and the Hamiltonian reads
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The expression above defines a reflection coefficient r(t − t0). Taking the particular
case of t0 ! −1 and t1 ! +1 and after a change of variables ⌧ ! ⌧ − t0, we get

r(t− t0) = δ(t− t0)− 2(L1 ⇤ χxx)(t− t0). (5.43)

From the convolution theorem we recover [46, 72]

r(!) = 1− 2iJ(!)χxx(!). (5.44)

The susceptibility χxx defined above is the response of the photon coherence to an
input signal Vin, which is also the quantity studied in the linear response regime by the
standard Kubo formalism. Next, we present light measurements at point A and show
how they relate to this SU(4) Kondo model. From Eq. (5.44), we indeed see that the
reflection coefficient permits to probe light-matter interaction through χxx(!). Note
that in the case of an open line, a factor −1 multiplies result (5.44).

II.3 Experimental results at the charge degeneracy point A:
Phase and Amplitude of Reflected Microwave Signal

Figure 5.12: Amplitude response A = |r| as a function of the driving frequency !,
for various bias voltages (0, 0.5, 0.6, 0.7, 0.8, 1 mV) at point A. The red dashed line
shows the fitted resonance frequency, shifted by the electron transport.

We can first characterize the effect of the DQD on the resonator at point A by
measuring the amplitude response as a function of the driving frequency, for various
bias voltages, as shown in Fig. 5.12. The coupling to the electronic system leads to
a renormalization of the bare resonator frequency !0 to a voltage-dependent value
!⇤
0(Vsd), which can be seen in the amplitude response of the cavity (and associated

with the red dashed line in Fig. 5.12) [46]. All light measurements will be carried out
at this precise value of the driving frequency ! = !⇤

0(Vsd).

Measurements of the reflection coefficient are first carried out at a temperature of
30mK. We show in Fig. 5.13 the evolution of the phase φ and amplitude A responses
at the resonance frequency !⇤

0(Vsd) with respect to bias voltage. A very robust phase
of ⇡ is observed from bias voltage Vsd ' 0 to Vsd ' ±0.4 mV, where the phase drops
to zero. The amplitude (in dB) shows also two pronounced dips around Vsd ' ±0.4
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Figure 5.13: Experimental result for the the reflection coefficient r(!⇤
0) = A(!⇤

0)e
iφ(ω⇤

0

at point the charge degeneracy point A. Phase φ(!⇤
0) (a) and Amplitude A(!⇤

0) (b)
and (c), as a function of the bias voltage; the zoom focuses on low-energy features.
(c)-(d)-(e) Theory results based on the effective quantum impurity model (see text).

mV. We notice that these features in the experimental results can be associated with
the charging energy Ec. Interestingly, we also notice that the low bias regime shows a
(slightly asymmetric) dip structure in the amplitude response.

In the following, we interpret the measurements presented above in the light of the
Fermi-liquid picture of the SU(4) Kondo effect. We use input-output theory [74, 255,
256] and show that this picture explains well the robust ⇡ phase as well as the shape
of the amplitude measurements .

II.4 Interpretation of the experimentals measurements

The input-output theory (see Refs. [46,72,74,255,256] and above) enables us to com-
pute the reflection coefficient of the microwave signal. We follow Ref. [46] where the
authors considered a similar microwave resonator coupled to an electronic system de-
scribed by an Anderson-Holstein Hamiltonian with one central quantum dot. The
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reflection coefficient r at the driving frequency ! and bias voltage Vsd takes the form :

r(!, Vsd) = −1 + 2iJ(!)χxx(!, Vsd), (5.45)

The susceptibility χR
xx for the photon is defined as [46]

χxx(!) =
!0

!2 − !2
0 − !0ΠR(!) + iJ(!)!0

, (5.46)

where the photon self-energy ΠR = <eΠR − i=mΠR absorbs the light-matter cou-
pling. In Eqs. (5.45) and (5.46), J(!) characterizes the photonic dissipation due to
the coupling of the resonator to an external long transmission line. From Eq. (5.46),
the renormalized cavity frequency is found to verify the self-consistent equation

!⇤
0(Vsd)

2 = !2
0 + !0<eΠR [!⇤

0(Vsd)] . (5.47)

At resonance ! = !⇤
0 , we find for S11 at bias voltage Vsd,

S11[!
⇤
0(Vsd)] =

i − e
i + e

, (5.48)

where i = J(!⇤
0(Vsd)) and e = =mΠR(!⇤

0(Vsd)). i represents the dissipation from
the photon system only, while e characterizes the light-matter coupling. It is impor-
tant to notice that in general i and e at ! = !⇤

0(Vsd) both depend on the applied
bias voltage Vsd.

In the absence of light-matter coupling (e = 0), we would have r(!⇤
0(Vsd)) = 1,

in agreement with a phase of zero for an open line. A phase of ⇡ on the other hand
characterizes a rather strong light-matter interaction (e > i). The phase of ⇡ at low
bias fields at point A is then in accordance with a creation of a bound state [129].

On the other hand, at large bias voltages, the current through the DQD is large and
results in strong decoherence effects for the electronic excitations. As a consequence
we expect the photonic dissipation through the electronic system, e, to be shorter
than the typical dissipation rate through the transmission line, resulting in e < i
and a phase which is zero (or 2⇡). The main question that arises from this reasoning is
the following: for which value of the bias voltage does this transition from ⇡ to 0 occur?

Following the description provided in the previous section, the system can be
treated by analogy with the case of one single dot studied in Ref. [46], the only dif-
ference being that the position ✏0 and the width Γ(Vsd) of the electronic level are
determined by the SU(4) fixed point. We can compute the electron-induced photon
lifetime, =mΠR(!⇤

0(Vsd)), and its evolution with bias voltage to answer the question
about the phase of transmitted photons. Using a resonant level model for the electronic



118 CHAPTER 5. HYBRID ELECTRON-PHOTON SYSTEMS

system at the charge degeneracy point A, then gives [46]:

=mΠR(!⇤
0) = λ2fΓ(!

⇤
0)

X

↵,a=±
↵ arctan

✓
µa − ✏0 + ↵~!⇤

0

Γ

◆

+λ2fΓ(!
⇤
0)

X

↵,a=±

Γ

!⇤
0

ln

✓
(µa − ✏0 + ↵~!⇤

0)
2 + Γ2

(µa − ✏0)2 + Γ2

◆

, (5.49)

where fΓ(!
⇤
0) = Γ/(4⇡2Γ2 + ⇡2

~
2!⇤2

0 ). In addition, µa = aeVsd/2 are the chemical
potentials associated with each lead, where formally a = +1 for left (L) lead and
a = −1 for right (R) lead. From the (weak) light shift in Fig. 3 (given by the red
dashed curve), we estimate a relatively small light-matter coupling λ/!0 ⇠ 10−2 which
justifies a perturbative calculation in λ. Formally, this form of =mΠR(!⇤

0) is obtained
by considering the limit |t0|λ/!⇤

0 ⌧ λ.

We take a bias dependent width Γ(Vsd) for the pseudo-fermion d [252] computed
with perturbative approaches,

Γ = TK for eVsd ⌧ TK , (5.50)

Γ ⇠ eVsd/ ln
2(eVsd/TK) for eVsd 4 TK . (5.51)

At large bias voltages, the current produces dissipation and decoherence effects on the
Kondo resonance. A polynomial interpolation is performed between small and large
biases.

Figure 5.14: Evolution of Γ/TK with respect to eVsd/TK . At low bias voltages, we

have Γ/TK ⇠ 1, while Γ ⇠ Vsd/ [ln(Vsd/TK)]
2
for large biases eVsd/TK 4 1 (full

red line). This expression is valid asymptotically and for Γ < Vsd [252]. We use a
polynomial (here degree 6) interpolation between these two limits (full magenta line).
The vertical dotted blue line shows the value of the charging energy Ec.

Using this form of bias-dependent Γ, with a Kondo temperature TK ' 550mK,
seems to explain (almost quantitatively) the experimental observations in Figs. 5.13,
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by evaluating the photon self-energy with this effective (Kondo) resonant level model.
The validity of such a form of Kondo resonance (as a function of bias voltage) has also
been justified in the context of other exotic Kondo fixed points [89].

As shown in Fig. 5.13, this analysis successfully corroborates the experimental re-
sults at point A if we take a Kondo temperature of the order of 550mK. For small bias
voltages, the photon field is sensitive to the Kondo electronic level producing e > i
and a phase of ⇡ in the microwave reflected signal. Interestingly, the decoherence
effects on the Kondo resonance induced by the bias voltage enlarge the value of Γ
for eVsd ≥ TK . This is sufficient to maintain the ⇡ phase shift until large values of
eVsd. The low bias features in the amplitude signal can also be accounted for by our
model. As can be seen in Fig. 5.14, (Γ(Vsd) − eVsd) (given by the space between the
magenta line and the dashed black line) initially decreases until e|Vsd| ⇠ TK . For
e|Vsd| ≥ TK , e stays greater than i, leading to a robust ⇡ phase in the reflected
signal. At e|Vsd|/TK ⇠ 10, the quantity Γ(Vsd) becomes smaller than Vsd, leading to
a drop of e and a phase shift from ⇡ to 0. Above e|Vsd| ⇠ Ec (vertical dotted blue
line) the model ceases to be valid as we should take into account other energy levels.

We argue that the experimental results in Figs. 5.13 are not compatible with a
simple analysis of the electronic system (biased leads plus double quantum dots) based
on a resonant level model as was done in Ref. [46]. Indeed in this picture the electronic
lifetime would be essentially bias independent and set by the width of the resonance
Γ. Experimental results would then suggest Γ ' Ec = 0.4meV. Such a large value
of Γ seems unphysical (in the context of a DQD weakly coupled to graphene leads).
Moreover, the electronic levels in the Coulomb diamond would not be well defined.
This is also in contradiction with the presence of two distinct energy scales in the
amplitude of the reflected microwave signal.

We remark that there exists a low bias anomaly concerning the phase response
in Fig. 5.13, which is not present theoretically. From the input-output approach we
expect that the phase remains fixed and equal to ⇡ at low bias. Near this point, the
reflection coefficient is indeed found to be real and negative. The Fermi liquid correc-
tions [243], which are not taken into account in the input-output approach, may affect
the behavior in this region.

In the following we confirm our hypothesis with DC transport measurements.

II.5 DC electron transport

We present in Fig. 5.15 the transport data at points A and B, and the evolution of
conductance with respect to temperature for point A. In the cooling procedure for
point A, the effective electrical sample temperature is around 100mK whereas the
sample environment temperature of the dilution refrigerator can reach lower temper-
atures. Therefore, the data do not evolve much for temperatures of the refrigerator
below 100mK.
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Figure 5.15: (a) Temperature evolution of the differential conductance at point A,
showing two peaks at finite voltage Vsd ⇠ ±0.05mV which smoothly disappear above
a temperature of about 500mK. Curves are displaced from the base reference by a
constant offset. For an SU(4) Kondo model, the zero-bias anomaly in the conductance
does not occur at Vsd ! 0, but rather at voltages in relation with Kondo physics [241].
In addition, when Vsd ! 0, at low temperatures, one predicts G0 = dI/dV (Vsd = 0) ⇠
(|t0|/TK)22e2/h [239] which confirms that |t0| ⇠ 0.1 − 0.3TK ⌧ TK . Current (b) and
differential conductance (c) at point B at T=30mK, showing no zero-bias anomaly.

At point A, these measurements show at low temperatures a very rich small-bias
structure, well inside the charging energy bands, with two peaks at finite voltage
Vsd ⇠ ±0.05mV and a zero bias dip corresponding to a finite small residual con-
ductance. Upon heating these features smoothly disappear above a crossover tem-
perature of about 500mK. The conductance across the DQD at small bias voltages
essentially follows 2e2/hTK⇢(! = e|Vsd|)(|t0|/TK)2 [241]. The spectral function gives
the density of states accessible for an incoming electron, the prefactor (|t0|/TK)2 corre-
sponds to the transition probability between the two dots. The presence of anomalies
at Vsd ⇠ ±0.05mV are thus consistent with the form of the spectral function in
Eq. (5.33), with ✏0 ' TK above the Fermi energy of the reservoir electron leads.
By contrast, a purely spin Kondo effect would yield ✏0 = 0, and transport prop-
erties would be very distinct. This also leads to a finite conductance at Vsd ! 0,
as observed in Fig. 5.15. In the Kondo limit, one predicts a differential conduc-
tance G0 = dI/dV (Vsd = 0) ⇠ (|t0|/TK)22e2/h [239], which leads to the prediction
t0 ⇠ 0.1− 0.3TK . In addition, the SU(4) Kondo theory predicts that the conductance
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increases linearly with the bias voltage for Vsd ! 0 [241], as found in the experiment.
From the temperature analysis of the data, we confirm that the Kondo energy scale
TK , at which the zero-bias peaks in the differential conductance disappear is roughly
around 550mK.

In contrast, the differential conductance at point B does not show such anomalies,
as can be seen in the two lower panels of Fig. 5.15. At point B, the levels of the two
dots are not degenerate : this energy splitting is the analog of an orbital magnetic field
along the z direction, which suppresses the orbital Kondo effect. Fixing the number
of electrons on one dot naturally diminishes the current at low bias voltages from left
to right.

Next, we perform additional measurements at higher temperatures and analyze
this effect of the Kondo features.

II.6 Evolution of the microwave response with temperature

Figure 5.16: Temperature dependence of the microwave reflected signal amplitude
at point A. Curves are displaced from the base reference by a constant offset. (We
emphasize that in this cooling procedure, the effective electrical temperature of the
sample is around 100mK whereas the dilution refrigerator temperature T can reach
lower temperatures. The data do not change much on the figure for temperature T
smaller than 100mK.)

For completeness, we show in Fig. 5.16 and 5.17 the temperature evolution of the
amplitude and phase of the reflected signal. The cooling procedure here is the same
as for Fig. 5.17(a).

From Fig. 5.17, one concludes that phase measurement allows to probe the Kondo
temperature and approaches ⇡ for Vsd ! 0 when T < TK . A more precise modelling
with both the bias voltage and the temperature remains an open question. The phase
behavior in the regime eV ⇠ TK is very sensitive to the precise modelisation of the
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Figure 5.17: Evolution of the phase of the microwave reflected signal at point A. Curves
are displaced from the base reference by a constant offset. The cooling procedure is
similar to that used in Fig. 5.16 for the amplitude. Interestingly, one observes that
the phase converges to ⇡ for T < TK = 550mK for Vsd ! 0 and that the phase
evolution is sensitive to the Kondo temperature. In addition, experimentally, for
intermediate temperatures (we remind that the effective electrical temperature of the
sample is around 100mK in this cooling procedure), the phase smoothly drops to zero
for e|Vsd| > TK .

bias and temperature dependence of Γ, as also observed in the experiment of Ref. [191].

In this Section, we have provided evidence for the formation of a robust state of
interacting light and matter at the charge degeneracy point in relation with Kondo
physics. Note that we assumed above that the density of states in graphene is finite,
meaning that the chemical potential does not lie at the charge neutrality point where
the density of states vanishes. In this case the Kondo temperature would vanish, which
does not seem in agreement with experimental results.

In this Chapter, we studied how hybrid systems coupling nanoscale electronic com-
ponents with light could be useful both for the creation of thermoelectric devices and
the investigation of many-body electronic effects.



Conclusion and perspectives

We introduced Spin-boson models and highlighted their relevance to modern ex-
perimental platforms. Motivated by this perspective, we introduced a Stochastic
Schrödinger Equation describing the dynamics of the spin-reduced the density ma-
trix. This approach proved to give reliable results for the Rabi model and the ohmic
spinboson model for one and two spins. We applied it in Chapters 3 and 4 to study
non-trivial dynamical processes for an ohmic bath, that may be measurable soon in
current state-of-the-art experiments. The dissipative quantum phase transition for
two spins, and the dissipative topological transition correspond to moderate values
of ↵ ' 0.2 − 0.5. Bath-induced synchronization could be observed more easily as a
dissipative parameter of the order of ↵ ' 10−2 is sufficient.

Several interesting directions for the development of the SSE method are identified:

• Extension to the lattice. Coupling this approach to modern techniques able
to deal with a large number of sites such as Matrix Product States/Operators
techniques could be interesting. The exact treatment of the two spins may
constitute the starting point of a “clustering” point of view in this direction
( [257] and cluster extensions).

• Extension to problems with disordered interactions.

• Computation of two-points correlation functions with the SSE.

• Extension of the method to fermionic environments.

Being able to deal with the dynamical sign problem at a general level remains an open
question, as the SSE method requires some care and optimization for each problem.

We also illustrated on a precise example how hybrid systems coupling electrons
to microwave photons on-chip could be interesting to explore many-body phenomena
in electronic systems and devise exotic transport devices. The development of these
“mesoscopic” QED setups motivates theoretical work to describe interacting light and
matter out-of-equilibrium.
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APPENDIX A

Derivation of the Feynman Vernon influence
functional

For the sake of clarity, we consider throughout this proof Hamiltonian H with only
one bosonic mode b of frequency !, coupled to the spin with strength λ. Let {|ui}
be the basis of coherent states of ✏B , and {|σki} = {| "zi, | #zi} the canonical basis
associated with the z-axis of ✏S . We have

hσf |⇢S(t)|σf 0i =
ˆ

dµ(u)hu,σf |U(t, t0)⇢(t0)U
†(t, t0)|u,σf 0i, (A.1)

where

dµ(u) =
1

⇡
duxduye

−|u|2 , (A.2)

with ux and uy respectively the real and imaginary part of u. In Eq. (A.1), U is
the unitary time-evolution operator of the whole system. Next, we insert a closure
relation (rewriting of the identity operator in terms of basis projectors)

I =
X

k

ˆ

dµ(v)|v,σkihv,σk|, (A.3)

both on the left and on the right of ⇢(t0). This leads to

hσf |⇢S(t)|σf 0i =
ˆ

dµ(u)dµ(v)dµ(w)
X

k,k0

n

hu,σf |U(t, t0)|v,σkihv,σk|⇢(t0)|w,σk0i

⇥ hw,σk0 |U(t, t0)
†|u,σf 0i

o

. (A.4)

We use the factorising initial condition ⇢(t0) = ⇢B(t0)⌦ ⇢S(t0) and reach

hσf |⇢S(t)|σf 0i =
X

k,k0

[⇢S(t0)]k,k0Jk,k0,f,f 0 , (A.5)
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with

Jk,k0,f,f 0 =

ˆ

dµ(u)dµ(v)dµ(w)
n

hv|⇢B(t0)|wi
| {z }

O

hu, σf |U(t, t0)|v, σki
| {z }

P

hw, σk0 |U†(t, t0)|u, σf 0i
| {z }

Q

o

.

(A.6)

The remaining of the proof can be decomposed into three steps. First, we adopt
a standard path-integral approach to write the propagators P and Q which appear
in Eq. (A.6). Then we access the bosonic trajectories thanks to the stationary phase
method, which is exact as long as the Hamiltonian is quadratic. We finally integrate
over the endpoints u, u⇤, v, v⇤ w, and w⇤.

I Path integral representation of the propagators P

and Q

This consists in splitting the time interval t− t0 into N equal steps of size ✏ = (t−
t0)/N , and inserting closure relations at each intermediate time. We shall eventually
take the limit N ! 1. Doing this trick of time-splitting allows to estimate the
infinitesimal propagator at first order in ✏, as e✏(A+B) = e✏Ae✏B +O(✏2) for A and B
two arbitrary (non-commuting) operators. Taking then the limit N ! 1 provides an
exact expression for the propagator in terms of path integrals. We use the canonical
basis associated with the z axis for the spin and the basis of coherent states for the
bosonic mode. We express P = hu, σf |U(t, t0)|v, σki as

P =

ˆ

 

N−1
Y

p=1

dµ( p)

!

X

{kp,0<p<N}

h N , σkN |e−i✏H | N−1, σkN−1ih N−1, σkN−1 |e
−i✏H | N−2, σkN−2i

⇥ ...⇥ h 1, σk1 |e
−i✏H | 0, σk0i, (A.7)

where hu, σf | = h N , σkN
| and |v, σki = | 0, σk0i. One can reach a more convenient

expression for the infinitesimal propagator,

h p+1, σkp+1 |e−i✏H | p, σkpi =h p+1| piXp+1,p, (A.8)

with

Xp+1,p =



δ
(

Σkp+1 − Σkp
)

− i✏δ
(

Σkp+1 − Σkp
) ∆

2

]

e
−i✏(! ⇤

p p−1+
λ
2
Σkp ( ⇤

p+ p−1)) +O(✏2).

(A.9)

In Eq. (A.9), δ is the Dirac Delta function, Σkp
is the eigenvalue of σz associated

with the eigenvector |σkp
i, and Σkp

is the complementary of Σkp
in {−1, 1}. P then

reads,

P =

ˆ

 

N−1
Y

p=1

d p,xd p,y

⇡

!

X

{kp,0<p<N}

e
−



|ψ0|2

2
+

|ψN |2

2
+
PN−1

p=1 | p|
2−

PN
p=1  

⇤
p p−1

]

N−1
Y

p=0

Xp+1,p.

(A.10)
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We use the standard rewriting of the first term of the right-hand side of Eq. (A.10)
to make the derivative of the field appear in the continuum limit N ! 11 and reach

P =

ˆ

D[Σ]D[ ⇤,  ]A[Σ] exp

⇢

−1

2
(|u|2 + |v|2) + S[ ⇤,  ,Σ]

}

, (A.11)

with

S[ ⇤
,  ,Σ] =

1

2
[ ⇤(t) (t) +  

⇤(t0) (t0)]

−


ˆ t

t0

d⌧
1

2

h

 ̇(⌧) ⇤(⌧)−  ̇
⇤(⌧) (⌧)

i

+ i

✓

! 
⇤(⌧) (⌧) +

λ

2
Σ(⌧)( ⇤(⌧) +  (⌧))

◆]

.

(A.12)

D[ ⇤,  ] = limN!1
⇣
QN−1

p=1
dψp,xdψp,y

π

⌘

denotes the integration measure over the path

 ⇤(⌧) and  (⌧) with endpoints  (t0) = v and  ⇤(t) = u⇤. D[Σ] is the integration
measure over all constant-by-parts spin path taking value in {−1,+1} with n spin
flips. The j-th spin flip happens at the pj-th discrete time. Taking the continuum
limit allows to reach a convenient integral expression

ˆ

D[Σ]A[Σ] = lim
N!1

NX

n=0

NX

pn=0
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X

pn−1=0
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✓

i
∆

2

◆n

| {z }

A[Σ]

. (A.13)

where tj denotes the time of the j-th spin flip. The path Σ is constrained by its
initial and final values which verify σz|σki = Σ(t0)|σki and σz|σf i = Σ(t)|σf i. An
integration by parts in Eq. (A.12) leads to

S [ ⇤, ,Σ] =  ⇤(t) (t)−
ˆ t

t0

d⌧L[ ⇤, ,Σ] (A.14)

L[ ⇤, ,Σ] =  ̇(⌧) ⇤(⌧) + i! ⇤(⌧) (⌧) + i
λ

2
Σ(⌧)[ (⌧) +  ⇤(⌧)]. (A.15)

(A.16)

Equation (A.11) together with Eqs. (A.14) and (A.15) constitute our path integral
expression for P . We use the same procedure for the determination of Q and reach,

Q =

ˆ

D[Σ0]D[ 0⇤, 0]A0[Σ0] exp

⇢

−1

2
(|u|2 + |w|2) + S0[ 0⇤, 0,Σ0]

}

, (A.17)

S0 [ 0⇤, 0,Σ0] =  0⇤(t0) 
0(t0) +

ˆ t

t0

d⌧L[ 0⇤, 0,Σ0], (A.18)
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with the same functional for the Lagrangian L. We moreover have the standard
expression for the equilibrium bath density matrix element at inverse temperature β,

O = e−
1
2 (|v|

2+|w|2)+v⇤we−βω

. (A.19)

Altogether, inserting the derived expressions into Eq. (A.6) and inverting the order
of integrals, we recover Eq. (2.19) with

F [Σ,Σ0] =

ˆ

duxduy
⇡

dvxdvy
⇡

dwxdwy

⇡
D[ ⇤,  ,  0⇤,  0]e−|u|2−|v|2−|w|2

⇥eS[ψ⇤,ψ,Σ]+S0[ψ⇤0,ψ0,Σ0]+wv⇤e−βω

.
(A.20)

II Stationary trajectories with Lagrange equations

As the Hamiltonian is quadratic in terms of bath operators, we can integrate out
exactly the bosonic degrees of freedom in Eq. (A.20) by solving the equations of mo-
tions. We first determine the stationary fields  and  ⇤, which verify:

d

d⌧

@L
@ ̇

=
@L
@ 

, (A.21)

d

d⌧

@L
@ ̇⇤

=
@L
@ ⇤ , (A.22)

with boundary conditions  (t0) = v and  ⇤(t) = u⇤. We find

 ⇤(⌧) = u⇤eiω(τ−t) − i
λ

2

ˆ t

τ

d⌧ 0Σ(⌧ 0)eiω(τ−τ 0), (A.23)

 (⌧) = ve−iω(τ−t0) − i
λ

2

ˆ τ

t0

d⌧ 0Σ(⌧ 0)e−iω(τ−τ 0). (A.24)

 0 and  0⇤ can be determined in an analog manner, by solving Eq. (A.21) and (A.22)
with boundary conditions  0(t) = u and  0⇤(t0) = w⇤:

 0⇤(⌧) = w⇤eiω(τ−t0) + i
λ

2

ˆ τ

t0

d⌧ 0Σ0(⌧ 0)eiω(τ−τ 0), (A.25)

 0(⌧) = ue−iω(τ−t) + i
λ

2

ˆ t

τ

d⌧ 0Σ(⌧ 0)e−iω(τ−τ 0). (A.26)

Inserting these stationary paths into Eq. (A.20) leads to
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F [Σ,Σ0] =

ˆ

duxduy

⇡

dvxdvy

⇡

dwxdwy

⇡
e
−|u|2−|v|2−|w|2+wv⇤e−βω+u⇤ve−iω(t−t0)+w⇤ueiω(t−t0)

(A.27)

⇥ exp [−iu⇤
A+ ivB − iuC + iw

⇤
D + E] (A.28)

with

A =
λ

2

ˆ t

t0

d⌧Σ(⌧)e−i!(t−⌧), B =
λ

2

ˆ t

t0

d⌧Σ(⌧)e−i!(⌧−t0), (A.29)

C =
λ

2

ˆ t

t0

d⌧Σ0(⌧)ei!(t−⌧), D =
λ

2

ˆ t

t0

d⌧Σ0(⌧)ei!(⌧−t0), (A.30)

E =

✓

λ

2

◆2 ˆ t

t0

d⌧

ˆ t

⌧

d⌧
0Σ0(⌧)Σ0(⌧ 0)ei!(⌧−⌧

0) −

✓

λ

2

◆2 ˆ t

t0

d⌧

ˆ ⌧

t0

d⌧
0Σ(⌧)Σ(⌧ 0)e−i!(⌧−⌧

0)
.

(A.31)

Gaussian integration over the endpoints

We are left with standard Gaussian integrals over the endpoints, that we per-
form successively. This procedure generates double integrals quadratic in terms of
spin path variables. After some manipulations on integrals boundaries and symmetry
considerations of the integrand, we reach

F [Σ,Σ0] =e
´ t
t0

ds
´ s
t0

ds0
h

iλ2 sin!(s−s0)
Σ(s)−Σ0(s)

2
Σ(s0)+Σ0(s0)

2

i

⇥ e
´ t
t0

ds
´ s
t0

ds0
h

−λ2 cos!(s−s0)
⇣

1+2 e−βω

1−e−βω

⌘

Σ(s)−Σ0(s)
2

Σ(s0)−Σ0(s0)
2

i

(A.32)

Equation (A.32) corresponds to the desired result in the case of one mode. The gen-
eralization to an arbitrary number of environmental mode is straightforward as we
are left with a product of independent integrals, and we recover Eq. (2.20) with Eq.
(2.21). An alternate derivation can be done with algebraic considerations in the in-
teraction picture [258], as shown in appendix B.
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APPENDIX B

Alternate derivation of Feynman-Vernon influence
functional

Here we derive the expression of the Feynman-Vernon influence functional (2.20), using
the method of Ref. [258]. In order to simplify the derivation, we first consider that
one single bosonic mode is coupled to the spin. Let us call HS = ∆/2σx the spin-part
and HB = ~!b†b+ λ

2σ
z(b+ b†) the interaction part. Eq. (A.20) can be recast as

F [Σ,Σ0] = trB

n

⇢B(t0)UB [Σ](t)U
†
B [Σ

0](t)
o

, (B.1)

where UB [Σ] being the time evolution operator related to HB . In order to evaluate
this functional we derive the expression of the bath evolution operator. To do so, we
switch to the interaction picture (where V = λ/2(a+a†)σ is the interaction term) and
define ŨB [Σ](t) the corresponding time evolution operator. We have :

i~@tŨB [Σ](t) = Ṽ (t)ŨB [Σ](t) (B.2)

Defining X̂ = b+b†p
2
, and P̂ = b−b†

i
p
2
, the commutation relations gives:

(

e−i!b†btX̂ei!b†bt = X̂ + !t e−i!b†btP̂ ei!b†bt

e−i!b†btP̂ ei!b†bt = P̂ − !t e−i!b†btX̂ei!b†bt

which results in:

Ṽ (t) =
λ

2
σx(t)[(b+ b†) cos!t+

b− b†

i
sin!t]. (B.3)

As the evolution operator ŨB [σ](t) is unitary, we suppose that we can write it as

e−i↵(t) e−iβ(t)(b+b†) e−iγ(t)
(b−b†)

i . The Schrödinger equation gives us the expression of
↵, β, γ:

8

><

>:

β(t) =
´ t

t0
dsλ2Σ(s) cos!s

γ(t) =
´ t

t0
dsλ2Σ(s) sin!s

↵(t) = −
´ t

t0
ds
´ s

0
ds0

(
λ
2

)2
Σ(s)Σ(s0) cos!s0 sin!s
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Then, we have :

F [Σ,Σ0] = ei[↵
0(t)−↵(t)]

ˆ

dXhX|⇢B(0) eiγ
0(t)P̂ eiβ

0(t)X̂e−iβ(t)X̂ e−iγ(t)P̂ |Xi, (B.4)

where the states |Xi represent a complete set of position eigenstates. It simplifies into

F [Σ,Σ0] = ei[↵
0(t)−↵(t)]

ˆ

dXhX|⇢B(0)|X + γ(t)− γ0(t)iei[β0(t)−β(t)][X+γ(t)]. (B.5)

In order to evaluate the element hX|⇢B(t0)|X + γ(t)− γ0(t)i, we assume a thermal
equilibrium at inverse temperature β for the operator ⇢B(t0):

hX1|⇢B(0)|X2i =
1

Z

✓
1

2⇡ sinhβ!

◆ 1
2

e−
1

2 sinh βω [(X
2
1+X2

2) cosh β!−2X1X2]. (B.6)

Using the properties of Gaussian integrals, as well as the identity cosh β!−1
sinh β! =

tanhβ!/2, we get:

F [Σ,Σ0] =ei
⇥
↵0(t)−↵(t)

⇤
+i
⇥
β0(t)−β(t)

⇤⇥
γ(t)+γ0(t)

⇤

e−
1
4 coth β!/2

⇥
(β0(t)−β(t))2+(γ(t)−γ0(t))2

⇤

.
(B.7)

Hence re-inserting the expressions of ↵, β and γ and after trigonometric calculations
and using the symmetry of the integrand we finally recover Eq. (2.20) of the main
text, with L1(t) = ⇡λ2 sin!t and L2(t) = ⇡λ2 cos!t cothβ!/2. The generalization to
an infinite number of modes is straightforward.
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Blips and Sojourns decomposition

As Eq. (2.18) is linear with respect to the elements of the initial density matrix, we can
compute the different contributions separately. We begin by considering the diagonal
elements of the density matrix.

I Diagonal elements of the spin density matrix

We first focus on the contributions stemming from the diagonal elements of the initial
spin density matrix, encapsulated in J1,1,f,f and J2,2,f,f .

I.1 Contributions Jk,k,f,f

In this case the double spin path starts and ends in the sojourn states A or D. One
path of this type makes 2n transitions along the way at times ti, i 2 {1, 2, .., 2n} such

that t0 < t1 < t2 < ... < t2n. We can write this spin path as ⇠(t) =
P2n

j=1 Ξj✓(t− tj)

and ⌘(t) =
P2n

j=0 Υj✓(t− tj) where the variables Ξi and Υi take values in {−1, 1}.

Using the explicit representation of path summation introduced in Eq. (A.13),
Jk,k,f,f is given by a series in the tunneling coupling ∆2 [62, 63, 125] :

Jk,k,f,f =

1X

n=0

✓
i∆

2

◆2n ˆ t

t0

dt2n...

ˆ t2

t0

dt1
X

{Ξj},{Υj}0

Fn. (C.1)

The prime in {Υj}0 in Eq. (C.1) indicates that the initial and final sojourn states are
fixed according to the initial and final conditions. The initial sojourn is A for J1,1,f,f
(Υ0 = 1) and D for J2,2,f,f (Υ0 = −1). The final sojourn is A if |σf i = |σf 0i = | "zi
(Υ2n = 1) and D if |σf i = |σ0

f i = | #zi (Υ2n = −1). Fn corresponds to the evaluation
of F [Σ,Σ0] for a given path with 2n spin flips, introduced above. Given this path, we
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can evaluate Eq. (2.20). This leads to:

Fn = exp

2

4
i

⇡

2n−1X

k=0

2nX

j=k+1

ΞjΥkQ1(tj − tk)

3

5 exp

2

4
1

⇡

2n−1X

k=1

2nX

j=k+1

ΞjΞkQ2(tj − tk)

3

5 .

(C.2)

The functions Q1 and Q2 verify Eqs. (2.28) and (2.29)

I.2 Contributions Jk,k,f,f

Contributions J1,2,f,f and J2,1,f,f coming from the off-diagonal elements of the initial
spin density matrix can be computed in a similar manner after the rewriting of the
spin path,

Jk,k,f,f =

1X

n=1

✓
i∆

2

◆2n−1 ˆ t

t0

dt2n−1...

ˆ t2

t0

dt1
X

{Ξj}0

X

{Υj}0

F 0
n, (C.3)

with

F 0
n =exp

2

4
i

⇡

2n−2X

k=1

2n−1X

j=k+1

ΞjΥkQ1(tj − tk)

3

5 exp

2

4
1

⇡

2n−2X

k=0

2n−1X

j=k+1

ΞjΞkQ2(tj − tk)

3

5 .

(C.4)

Here the initial blip is B for J1,2,f,f (Ξ0 = 1) and C for J2,1,f,f (Ξ0 = −1), and the
final sojourn value Υ2n−1 depends on |σf i = |σf 0i.

II Off-diagonal elements of the spin density matrix

We compute an off-diagonal term of the density matrix in terms of a series expansion
in ∆, considering spin paths that end in a blip state with |σf i 6= |σf 0i. The paths
contributing to Jk,k,f,f 0 make now 2n− 1 transitions. Here the initial sojourn state is
fixed, as well as the final blip state. An example of such a path can be seen in Fig.
C.1. All blips are coupled to all previous sojourns and blips as can be seen in Eq.
(C.2). Paths considered in Sec. I.1 ended in a sojourn state, and the latest coupling
period lasted from t2n−1 to t2n. The situation is different here because paths end up
in a blip state. The final coupling period then lasts from t2n−1 to the final time t. But
providing that we formally set t2n = t and Ξ2n = −P2n−1

j=1 Ξj , we get

Jk,k,f,f 0 =

1X

n=1

(i∆)2n−1

22n−1

ˆ t

t0

dt2n−1...

ˆ t2

t0

dt1
X

{Ξj}0{Υj}0

F 0
n, (C.5)

with Fn given by Eq. (C.2).

A similar results holds for Jk,k,f,f 0 and Eq. (C.4) is still valid for F 0
n.
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Figure C.1: Spin path- ⌘(t) =
P2n−1

j=0 Υj✓(t − tj) in red; ⇠(t) =
P2n−1

j=1 Ξj✓(t − tj) in
dashed blue. Here the spin path ends in the blip state B. The initial state is A.
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APPENDIX D

Sampling of stochastic variables and convergence

I Fourier series decomposition

For simplicity we take t0 = 0 and introduce the variable ⌧ = t/tf where tf is the final
time of the experiment/simulation. Hence ⌧ 7! Q2(⌧ tf ) and ⌧ 7! Q1(⌧ tf )✓(⌧) are
defined on [−1, 1]. We extend their definitions by making them 2-periodic functions
and it is then possible to expand them in Fourier series. In particular, we have:

Q2 [(⌧j − ⌧k)tf ]

⇡
=
g0
2

+
1X

m=1

gm
2

[φm(⌧j)φ
⇤
m(⌧k) + h.c.] , (D.1)

Q1 [(⌧j − ⌧k)tf ]

⇡
✓(⌧j − ⌧k) =

f0
2

+

1X

m=1

fsm
2

[φm(⌧j)φ
⇤
m(⌧k) + h.c.]

+

1X

m=1

fam
2

[φm(⌧j)φ
⇤
m(⌧k)− h.c.] , (D.2)

where φm : ⌧ 7! exp(im⇡⌧), and we have for m > 1,
n

gm =
´ 1

−1
d⌧

Q2(⌧tf )
⇡ cosm⇡⌧

o

,
n

fsm =
´ 1

−1
d⌧

Q1(⌧tf )
⇡ ✓(⌧) cosm⇡⌧

o

, and
n

fam =
´ 1

−1
d⌧

Q1(⌧tf )
⇡ ✓(⌧) sinm⇡⌧

o

. g0 and

f0 are the constant Fourier coefficients. Then we define h and k as
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h(τtf ) =
1
X

m=1

φm(τtf )
h ⇣gm

4

⌘ 1
2
(s1,m + is2,m) +

✓

fsm

4

◆ 1
2

(u1,m + iu2,m) +

✓

fam

4

◆ 1
2

(v1,m + iv2,m)
i

+φ⇤
m(τtf )

h ⇣gm

4

⌘ 1
2
(s1,m − is2,m) +

✓

fsm

4

◆ 1
2

(u3,m + iu4,m) +

✓

fam

4

◆ 1
2

(v3,m + iv4,m)
i

,

(D.3)

k(τtf ) =

1
X

m=1

φm(τtf )
h

✓

fsm

4

◆ 1
2

(u1,m + iu2,m) +

✓

fam

4

◆ 1
2

(v1,m + iv2,m)
i

+φ⇤
m(τtf )

h

✓

fsm

4

◆ 1
2

(u3,m + iu4,m) +

✓

fam

4

◆ 1
2

(v3,m + iv4,m)
i

, (D.4)

where {si,m}, {ui,m} and {vi,m} are standard normal variables. One can check
that h and k verify the correlations given by Eqs. (2.30), (2.31) and (2.32).

In the numerics, we use Fast Fourier Transform in order to increase the speed of
the numerical procedure. As a result, discretization in time and Fourier domain are
linked: we use N = 2p steps and increase progressively p until results remain un-
changed. In Fig. D.1, we illustrate this procedure for the dynamics of p|T+i(t) for the
dimer problem (see Chapter 3) with initial condition |T+i, with ↵ = 0.02, !c = 100,
K = 0, for p from 6 to 11. For N > 11, all the curves give the same result (superposed
to the full black curve).

Figure D.1: Time evolution of p|T+i(t) for the dimer being initially in the state |T+i,
for p = 6 (dashed blue line), p = 7 (dotted green line), p = 8 (full yellow line), p = 9
(dotted red line), p = 10 (dashed purple line), and p = 11 (full black line). Parameters
are ↵ = 0.02, !c = 100, and K = 0.

From Equations (D.4), we verify that kj − kj−1 = 0 for all j 2 [1, N ] by construc-
tion, which ensures the trace conservation property of the SSE on average.
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II Definition of the stochastic fields in relation with
autoregressive processes

Let us consider the discrete random process hn satisfying

hnhm =
1

⇡
Q2(tn − tm), (D.5)

for n,m > 0. Such a process is not Markovian, and correlations build up at each time
step. We can build such a process by considering that hn depends on all the hm for
0  m < n. We write

hn =

nX

p=1

γ(n)p hn−p + σn✏n, (D.6)

where ✏ is a standard random variable. Parameters γ
(n)
p and σn are determined ac-

cording to Eq. (D.5), leading to the following set of equations

nX

p=1

γ(n)p Q2(tn−p − tk) = Q2(tn − tk), 8k 2 [1, n] (D.7)

nX

p=1

γ(n)p Q2(tp) + σ2
n = Q(0). (D.8)

These equations are the equivalent of the standard Yule-Walker [259,260] equations
for Autoregressive processes. Here the order of the process changes at each time step.
This notably implies that σn depends on n: the variance of the additional random
movement at time n decreases with n.

This sampling procedure gives comparable results.

III Cutoffs and control parameters in the SSE frame-
work

Discretization in time and fourier space are linked in the case of Fourier decomposi-
tion, because we use Fast Fourier Transform algorithm to optimize the sampling. The
parameter p introduced in Sec. I is then the only control parameter in our framework.

In Time-Dependent Numerical Renormalization group for example, one introduces
two control parameters. The first one is related to the time discretization, while an-
other cut-off is used at each time step to restrict the dynamics to a given number of
environmental states.
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Interestingly, there are also two control parameters in the SSE when one uses
autoregressive sampling. The first one is the time discretization, and the second one
corresponds to the standard deviation of the first random variable (the one used to
determine the first move at t0).



APPENDIX E

Additional developments on Blips and Sojourns
re-writing

I Expressions of Mp
1 and Mp

2

For Qp
1 and Qp

2, the blip and sojourn variables cannot be simultaneously both non-
zero. For Mp

1 and Mp
2, the situation is different as the state of the first spin does not

constrain the state of the second one. More explicitly, for Mp
1 for example, one of the

spins may be in a blip state while the second one is in a sojourn state, as illustrated
in Fig. E.1. In the following, we will compute the contribution of these particuliar
blip-sojourn configurations.

The first case (left panel) yields,

−
i

π

ˆ t
p
2j

t
p
2j−1

ds

ˆ s

t
p
2k

ds0ξp(s)ηp(s0)L1(s− s0) = −
i

π
Ξp2j−1Υ

p
2k

h

ˆ t
p
2k+1

t
p
2j−1

ds

ˆ s

t
p
2k

ds0L1(s− s0)

+

ˆ t
p
2j

t
p
2k+1

ds

ˆ t
p
2k+1

t
p
2k

ds0L1(s− s0)
i

=
i

π

h

Ξp2j−1Υ
p
2kQ1(t

p
2j−1 − t

p
2k) + Ξp2jΥ

p
2kQ1(t

p
2j − t

p
2k)

+ Ξp2jΥ
p
2k+1Q1(t

p
2j − t

p
2k+1)

i

. (E.1)

The second configuration gives,

− i

⇡

ˆ tp2j

tp2j−1

ds

ˆ s

tp2k

ds0⇠p(s)⌘p(s0)L1(s− s0) = − i

⇡
Ξ
p
2j−1Υ

p
2k

"
ˆ tp2j

tp2k

ds

ˆ s

tp2k

ds0L1(s− s0)

#

=
i

⇡

h

Ξ
p
2jΥ

p
2kQ1(t

p
2j − tp2k)

i

. (E.2)
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APPENDIX F

Non-adiabatic response and topology

I Chern number and evolution of hσzi with θ

One can first use the Poincaré-Hopf theorem to show that the Chern number is equal
to the degree (introduced below) of the mapping (✓, φ) ! ~d/|~d|, as used for example
in Ref. [261]. The degree deg of a smooth map f : M ! N between two connected,
oriented and closed n-dimensional manifolds M and N , is an integer defined by [262,
263]

deg =
X

x2f−1(y)

sign det (J ) , (F.1)

where J is the Jacobian matrix of f and y 2 N is a regular point with a finite number
of preimages. deg is an integer which do not depend on the point y. In our precise
case, we work with 2-dimensional manifolds, that fulfill the requirements of the above
definition. When H0 < H, any regular point y in N has only one pre-image. The
sum in Eq. (F.1) reduces then to one term and we have in general deg = ±1. When
H0 > H, the situation is different as there are always two preimages of any regular
point in N . A computation of the Jacobian for a particular choice of y shows that
these two terms compensate and one gets deg = 0. We recover then Eq. (4.6), when
we consider the limit y ! (0, 0, 1) .

II Proof of Eq. (4.18) using time-dependent pertur-
bation theory

Let us call |eti and |gti the excited and ground state of the system at time t, associated
with the eigenenergies Ee(t) and Eg(t). We project the wavefunction of the system at
time t on this instantaneous basis,

| (t)i = ag(t)|gti+ ae(t)|eti. (F.2)

We first show that the non adiabatic response of the system will lead to a non-zero
expectation value for hσy(t)i. Then we compute ae(t) and ag(t).
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• Let us define A(φ) = h@φH0i. We have

A(φ) =h (t)|@φH0| (t)i
=|ag(t)|2 hgt|@φH0|gti

| {z }

=0

+|ae(t)|2 het|@φH0|eti
| {z }

=0

+ag(t)a
⇤
e(t)het|@φH0|gti

+ a⇤g(t)ae(t)hgt|@φH0|eti. (F.3)

Then

A(0) =
H

2
sin ✓hσyi =

⇥
ag(t)a

⇤
e(t)het|@φH0|gti+ a⇤g(t)ae(t)hgt|@φH0|eti

⇤
(φ = 0).

(F.4)

It is clear from Eq. (F.4) that hσy(t)i is linked to the non-adiabatic response of
the system.

• To find the time evolution of ae(t) and ag(t), we use time dependent perturbation
theory, following Refs. [165,175]. Inserting expression (F.2) into the Schrödinger
equation and projecting on the state |eti, we get:

iȧe(t) + ag(t)het|@t|gti = ae(t)Ee(t). (F.5)

Next, we define ↵i(t) = ai(t)e
iΘi(t), with Θi(t) =

´ t

t0
Ei(⌧)d⌧ for i = (g, e). At

first order in v, we get [264],

↵e(t) = i

ˆ t

t0

d⌧heτ |@τ |gτ i exp [i (Θe(⌧)−Θg(⌧))] + o(v). (F.6)

Using integration rules on fast oscillating functions [175], we finaly reach

ae(t) = i
het|@t|gti

Ee(t)− Eg(t)
+ o(v) = −iv het|@θH0|gti

[Ee(t)− Eg(t)]
2 + o(v). (F.7)

Inserting the expression (F.7) into Eq. (F.4), we get:

h (t)|@φH0| (t)i = −iv hgt|@φH0|etihet|@θH0|gti − hgt|@θH0|etihet|@φH0|gti
[Ee(t)− Eg(t)]

2 + o(v).

(F.8)

We recognize on the right hand side of Eq. (F.8) the expression of the Berry
curvature, and we find back Eq. (4.18). For H0 = 0, we have F0

θφ = 1/2 sin ✓.
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a unitary transformation U = exp(iφL
P

k c
†
kck + iφR

P

q c
†
qcq + iφdd

†d), leading
to

tkd ! tkd exp(iΦL), tdq ! tdq exp(−iΦR). (G.1)

Here, we have introduced the total phase Φl = φl−φd, where φl = (e/~)
´ t

0
dt0δVl(t0)

for l 2 {L,R}, and φd = (e/~)
P

j(Cj/CΣ)
´ t

0
dt0δVj(t0) where the sum is over

j 2 {L,R, d}. The voltage fluctuations δVj are linked to the environmental de-
grees of freedom whose dynamics is governed by Henv. Within P (E) theory, the
probability of the electrical circuit l 2 {L,R} to either absorb or emit a photon
is still given by

Pl(E) = (1/h)

ˆ 1

−1
dteiEt/~eKl(t), (G.2)

where Kl(t) = h(Φl(t)− Φl(0))Φl(0)i.

We have Kl = (⌘2ll + ⌘2lm)kl + ⌘2dkd for (l,m) = (L,R), (R,L) where we have
introduced the coupling constants to the environmental baths, ⌘ll = (Cm +
Cd)/CΣ, ⌘lm = Cm/CΣ, ⌘d = Cd/CΣ (m = R when l = L and vice versa).
kl(t) and kd(t) are the lead and dot correlation functions taken in isolation
kj(t) = (φj(t)− φj(0))φj(0) and they read

kl(t) =

ˆ 1

0

d!

!
2Re


Zl

Rq

]

(e−i!t − 1),

kd(t) =

ˆ 1

0

d!

!
2Re


Zd

Rq

]n

coth

✓
β~!

2

◆

[cos(!t)− 1]− i sin(!t)
o

, (G.3)

where Zl =
p
Ll/Cc

l is the impedance coupled to the lead l. For the sake of
simplicity, we have specified the case for which both left and right leads have
the same correlation function kL(t) = kR(t) = k0(t) in isolation at zero tem-
perature, and the asymmetry of the system comes from different values of CL

and CR. This is one particular choice to break the Left/Right symmetry, which
leads to the simple expression above for Kl. There are other ways to break
this symmetry such as having different impedances ZL and ZR. The important
point is that the capacitive coupling to the hot impedance now enters the Pl(E)
functions for the tunneling electrons.

The effects of k0(t) and kd(t) are quite different and we will consider their ef-
fects independently. We consider for k0(t) the case where the zero frequency
external impedance of the T = 0 transmission lines Z = R =

p

L/Cc is small
compared to the resistance quantum, R ⌧ Rq = h/e2, and define the large
↵ = Rq/R 4 1 (where L = LL = LR and Cc = Cc

L = Cc
R). In this case, we

have for long time, k0(t) = −(2/↵)[ln(↵Ect/⇡~) + i⇡/2 + γe], where γe is the
Euler constant [85]. The isolated effect of this cold impedance would lead to
a P0(E) = (1/h)

´1
−1 dt exp (iEt/~) exp [k0(t)] function that vanishes for neg-

ative energies, and has a power-law divergence for small positive energies, as
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in the main text. In contrast for the hot impedance, still in the small resis-
tance limit, the correlation function becomes kd(t) = −(ReZd/Rq)kBTt/~ in
the long time limit. The isolated effect of this cold impedance would lead to a
normalized Lorentzian for Pd(E) = (1/h)

´1
−1 dt exp (iEt/~) exp [kd(t)] of width

∆ = (ReZd/Rq)kBT [85].

The combined Pl(E) functions from both effects is found by taking a convolution
of the two P0(E) and Pd(E) functions (convolution theorem), provided the cou-
pling constants ⌘l to the various circuits are properly accounted for. This turns
out to be straightforward because they can be absorbed into effective impedances
↵̃l = ↵/(⌘2ll+⌘

2
lm), charging energies Ẽc,l = (⌘2ll+⌘

2
lm)Ec and Lorentzian widths,

∆̃l = ∆⌘2d, giving

Pl(E) =
⇡2/↵̃le−2γe/↵̃l

Γ(2/↵̃l) sin(2⇡/↵̃l)(↵̃lẼc,l)2/↵̃l

Im(−i∆̃l − E)
2
α̃l

−1
. (G.4)

The Left/Right asymmetry is now solely contained in the effective parameters
↵̃L 6= ↵̃R. These Pl(E) functions permit us to calculate the tunneling rates T±,l

between the leads and the dot, from left to right (+) and right to left (-),

T±,L(Ω) = T0,L

ˆ

d✏f(✏± Ω⌥ µ/2)PL(✏), (G.5)

T±,R(Ω) = T0,R

ˆ

d✏f(✏⌥ Ω⌥ µ/2)PR(✏). (G.6)

At zero temperature the Fermi distribution f becomes a step function and equa-
tions (5.7) and (5.8) have a simple interpretation: the electrons in the lead have
no way to gain energy without absorbing a photon from the bosonic bath if
µ = 0. This is why the convolution with the hot impedance is important - it
permits the P (E) function to have some probability in the negative energy range,
so a photon can be absorbed from that bath. It may then be given back to a
cold bath as it tunnels left or right, as can be seen in Fig. G.1. The asymmetry
between the capacitances breaks the left-right symmetry. Equivalently we re-
peat that one may have taken the same value for CL and CR but with different
impedances ZL and ZR. In this case, the level is dephased by a fluctuating phase
φd, so that we assume a sequential non-resonant tunneling case and the rectified
current is given by [230],

I = e
T+,L(Ed)T+,R(Ed)− T−,L(Ed)T−,R(Ed)

T+,L(Ed) + T+,R(Ed) + T−,L(Ed) + T−,R(Ed)
. (G.7)

This effect leads to a weaker rectified current compared to the setup presented
in the main text (it compares to the results obtained for the non resonant case).
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This is due to the fact that one cannot consider resonant sequential tunneling,
because the interaction of the electron on the dot with the external hot environ-
ment prevents phase coherence.

For this setup, the efficiency reads ⌘ = IV/JH , where JH is the amount of heat
received from the environment. We find a smaller efficiency in this case.



Résumé de la thèse

Cette thèse porte sur l’étude de propriétés dynamiques de modèles quantiques portés
hors équilibre. Nous introduisons en particulier des modèles généraux de type spin- bo-
son, qui décrivent par exemple l’interaction lumière-matière ou certains phénomènes de
dissipation. Nous contribuons au développement d’une approche stochastique exacte
permettant de décrire la dynamique hors équilibre du spin dans ces modèles. Dans ce
contexte, l’effet de l’environnement bosonique est pris en compte par l’intermédiaire
des degrés de liberté aléatoires supplémentaires, dont les corrélations temporelles
dépendent des propriétés spectrales de l’environnement bosonique. Nous appliquons
cette approche à l’étude de phénomènes à N-corps, comme par exemple la transition
de phase dissipative induite par un environnement bosonique de type ohmique. Des
phénomènes de synchronisation spontanée, et de transition de phase topologique sont
aussi identifiés. Des progrès sont aussi réalisés dans l’étude de la dynamique dans
les réseaux de systèmes lumière-matière couplés. Ces développements théoriques sont
motivés par les progrès expérimentaux récents, qui permettent d’envisager une étude
approfondie de ces phénomènes. Cela inclut notamment les systèmes d’atomes ultra-
froids, d’ions piégés, et les plateformes d’électrodynamique en cavité et en circuit.
Nous intéressons aussi à la physique des systèmes hybrides comprenant des dispo-
sitifs à points quantiques mésoscopiques couplés à un résonateur électromagnétique.
L’avènement de ces systèmes permet des mesures de la formation d’états à N-corps de
type Kondo grâce au résonateur ; et d’envisager de dispositifs thermoélectriques.

Plus précisément, nous étudions les développements récents concernant la dyna-
mique de systèmes quantiques hors de leur état d’équilibre et la physique de la lumière
(micro-onde) dans des circuits supraconducteurs et analogues de Josephson, par analo-
gie avec les systèmes de physique atomique. Nous introduisons notamment des modèles
quantiques d’impuretés reliés à des systèmes dissipatifs et contrôlés. De nos jours,
théoriciens et expérimentateurs accomplissent des efforts en vue de la caractérisation
de ces systèmes quantiques hors équilibre. Nous montrons comment les systèmes de
jonctions Josephson peuvent servir à implémenter l’équivalent de l’effet Kondo connu
en physique des matériaux, avec des photons micro-onde dans des circuits supracon-
ducteurs. L’effet Kondo peut notamment se caractériser par une fréquence lumineuse
renormalisée et par un pic dans la transmission élastique Rayleigh d’un photon. Nous
nous intéressons aussi à la physique des systèmes hybrides comprenant des dispositifs à
points quantiques mésoscopiques couplés à un résonateur électromagnétique. Ensuite,
nous discutons de façon détaillée des modèles de réseaux d’électrodynamique quan-
tiques (Quantum Electro-Dynamics - QED) permettant de concevoir des modèles de
réseaux de Jaynes-Cummings et de Rabi, via la présence de bits quantiques supracon-
ducteurs dans les cavités supraconductrices. Ceci ouvre la voie à une nouvelle physique
pour le problème à N-corps dans les systèmes lumineux hors équilibre, en relation avec
la transition Mott-superfluide observée avec des atomes ultra-froids dans des réseaux
optiques. Nous résumons aussi des prédictions théoriques récentes pour réaliser des
phases topologiques avec de la lumière. Des champs de jauge synthétiques et des cou-
plages spin-orbite ont été mis en oeuvre avec succès dans les matériaux quantiques
et dans les systèmes d’atomes ultra-froids piégés dans des réseaux optiques - en uti-
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lisant des perturbations de Floquet périodiques dans le temps - ainsi que dans les
systèmes de réseaux photoniques artificiels. Finalement, nous discutons l’effet Joseph-
son lié aux modèles de Bose-Hubbard dans des géométries en échelle ainsi qu’à deux
dimensions, produisant de la cohérence de phase et des courants Meissner. Le modèle
de Bose-Hubbard est aussi lié au modèle de Jaynes-Cummings sur réseau. En présence
de champs de jauge synthétiques, nous montrons que les courants Meissner subsistent
dans une phase de Mott isolante.
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[164] Marion Delehaye, Sébastien Laurent, Igor Ferrier-Barbut, Shuwei Jin, Frédéric
Chevy, and Christophe Salomon. Critical velocity and dissipation of an ultracold
bose-fermi counterflow. Phys. Rev. Lett., 115:265303, Dec 2015.

[165] A. Polkovnikov and V. Gritsev. Dynamical quantum hall effect in the parameter
space. PNAS, 109:6457–6462, 2012.

[166] N. D. Mermin. The topological theory of defects in ordered media. Rev. Mod.
Phys., 51:591–648, Jul 1979.

[167] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs. Quantized hall
conductance in a two-dimensional periodic potential. Phys. Rev. Lett., 49:405–
408, Aug 1982.

[168] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs. Quantized hall
conductance in a two-dimensional periodic potential. Phys. Rev. Lett., 49:405–
408, Aug 1982.

[169] Jean Dalibard, Fabrice Gerbier, Gediminas Juzeliūnas, and Patrik Öhberg.
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