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General introduction

A new kind of vessels called Floating Liquefied Natural Gas platforms (FLNGs)
is emerging from the industry to exploit offshore gas fields. These giant vessels
are able extract, liquefy and store the natural gas onboard. The resulting liquefied
natural gas (LNG) is then offloaded to shuttle tankers (LNGCs). Marine loading
arms (MLAs) are structures embedding articulated rigid pipes in which the LNG
flows at cryogenic temperature to stay liquid. These MLAs are located on the
decks of FLNGs vessels, and can connect the manifold of the moored shuttle
tankers thanks to a cable based targeting system. This connection operation is
conducted manually from a remote control.

This thesis aims to investigate how to turn these loading arms into robotic sy-
stems, and give them the ability to connect the manifolds of the tankers automa-
tically. This project, conducted by the designer and manufacturer FMC Techno-
logies, is motivated by the issues raised by the existing targeting system in terms
of safety, convenience and performance. To achieve the automatic connection of
loading arms, many challenges are to be overcome. First of all any experimental
study of a marine loading arm is a challenge by itself. The size, the mass and the
power of these systems, which are respectively over 15 meters, 100 tons and 100
kilo Watts, make them extremely difficult to deal with. Then the many and very
low vibration modes in the mechanical structures and hydraulic circuits of loading
arms make them difficult to control without oscillation. Indeed the accuracy re-
quired to make the automatic connection possible is very high regarding the size
and the low stiffness of loading arms. Therefore any oscillation or control error is
to be prevented. Non-linearities in the hydraulic actuation system of the loading
arms is also a difficulty. Another major challenge comes from the asynchronous
motion of the FLNG and LNGC due to sea waves and wind, which makes an
active motion compensation necessary. In other words, the MLA has to dynami-
cally follow its target with minimum position error. Moreover the low dynamic
capabilities of loading arms regarding the relative motion of the vessels in case of
harsh sea conditions leads to detrimental pursuit delay in the active compensation.
This pursuit delay is also to be prevented. Finally the estimation of the orientation
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and the relative position of the vessels is not straightforward. The choice of an
adequate monitoring system is made difficult by the environmental and industrial
constraints. This thesis dissertation proposes an original approach to overcome
these challenges. The development of a technical solution is conducted during
this project through theoretical and experiment studies. The final methodology is
implemented and successfully tested on real marine loading arms.

Thesis organization

This document is organized as follow.

Chapter 1 presents the economic and industrial context of this study. Offshore
loading arms are introduced and their hardware architecture is detailed. Then the
objectives of this project are presented. Finally the desired automatic connection
procedure is described.

Chapter 2 first investigates appropriate technical solutions to estimate the orien-
tation and relative position of the FLNG and LNGC. Then the methodology of
geometric and non-geometric calibration to improve the accuracy of serial me-
chanisms is discussed. An adaptation to collaborative robots is proposed. Finally
loading arms are calibrated.

Chapter 3 is dedicated to the experimental study of offshore loading arms. In
particular, modal analyses are conducted on the structures of loading arms, and the
behavior and capabilities of their joints is studied. The methodology according to
which the motions of the vessels are simulated is presented, and the influence of
these motions on the ML As is investigated.

Chapter 4 details the development of a jerk-limited trajectory generator. This
algorithm can to produce smooth trajectories useful to drive robotic systems, in-
cluding loading arms. This trajectory generator is able to compute time-optimal
jerk-limited trajectories with non-zero initial conditions. It is also able to deal
with axis synchronization. The implementation of this program is optimized so
that its calculation time is very short and it may be used for real-time systems.

Chapter 5 proposes an approach to make the loading arm able to compensate
the relative motion of the vessels without time delay. This approach combines
classic predictive control with the trajectory generator developed in Chapter 3.
This combination results in a so-called predictive planning algorithm which gives
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the ability to the loading arm to anticipate the vessels motions. Hence it can per-
form active compensation without time delay. This predictive planning algorithm
requires a prediction of the vessels motions to work. This prediction is achie-
ved by using artificial neural networks. Finally an experimental validation of the
whole methodology is conducted.

Thesis contributions

In a general manner this thesis contributes to the field of loading arms and si-
milar systems, as the first academic research study investigating the robotization
of MLAs. More specific contributions are present, evenly distributed across the
chapters of this document.

The results presented in Chapter 2 are mostly specific of the particular design
to the loading arms available for this study and their generalization to other sys-
tems is not obvious. However, the qualitative discussions and conclusions about
frequency considerations, as well as the generic rigid-body dynamic model with
its simulation results, contribute to the understanding of their inner working.

The trajectory generator developed during this project differs from the state-
of-the-art as it combines all classic features of a time-optimal jerk-limited trajec-
tory generator with a very low computational time and a filter-based methodology
straightforward to implement on most industrial systems. Smooth trajectories re-
duce the oscillation in the structure of the arm, which is calibrated according to
methods from industrial robotic. As a result the position errors of the end-effector
of the system is greatly reduced.

Then, the modification of the classic model predictive control methodology,
where the model is replaced by a trajectory generator with kinematic limits, pre-
vents one from modeling all joints. It also ensures that the planned trajectories
are respected by the system and that these trajectories take advantage of the full
capabilities of the system, given the low-level controllers.

The vessels motion predictor used to supply the predictive planning algorithm
improves existing vessel motion prediction methods, by taking advantage of the
coupling effects of the vessels motion without any hydromechanic model.

Finally this project presents the first automatic connection of an offshore ma-
rine loading arm, hence fulfilling the objectives of the project.
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Chapter 1

Introduction to marine loading arms
and automatic connection

The global market, and particularly the East-Asian one, will demand a large
amount of energy in the next decades to follow the demographic trend, as well
as the evolution of the standard of living. As the nowadays oil reservoirs are ex-
pected to run low soon, new reservoirs, less economically interesting, will have
to be taped. Another challenging consideration which has to be accounted for in
the global energy supply management is the environmental issue. Carbon emis-
sions should be reduced in order to stabilize the global climate [Mar15]. Natural
gas is an hydrocarbon gas mixture which essentially consists of methane (CH,).
This gas is extracted and liquefied to be easily transported. Natural gas is present
in large amounts in underground fields. Moreover it is the cleanest burning fuel
available [LWL13]. For these reasons, natural gas is expected to play a key role
in the global economy, and its demand significantly rises in all forecasting sce-
narios [IEA15]. The current exploitation scheme for offshore gas fields consists
of pipelines, that run form the wellheads to onshore facilities built on the coasts.
The gas is then treated and liquefied to form LNG (Liquefied Natural Gas), more
transportable. However so-called "stranded" offshore gas fields located far from
the coasts, or too small, are not economically interesting with the current exploi-
tation scheme. Moreover underwater pipelines raise environmental issues such
as corals destruction or disturbance of whales. Many of the largest energy com-
panies are developing as a solution a new generation of vessels, named Floating
Liquefied Natural Gas platforms.
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1.1 Floating Liquefied Natural Gas

Floating Liquefied Natural Gas platforms (FLNGs) are large vessels designed to
make it economically [Mar14] and ecologically possible to exploit stranded gas
fields. FLNGs moor above the fields to be exploited and collect the natural gas
directly from the underwater wells. The gas is processed, liquefied and stored
by on-board facilities. LNG carriers (LNGCs) are tanker vessels that can store
and transport large quantities of LNG. Such tankers may moor side-by-side to the
FLNG in order to be loaded with LNG. Loading arms set up on the FLNG deck
connect to the carrier manifolds and transfer the liquefied gas at cryogenic tempe-
rature: -162°C (-260°F). Once loaded, the LNGC leaves and may be replaced by
another.

In December 2014 the construction of the hull of the Prelude FLNG started.
This FLNG owned by the company Royal Dutch Shell is being built in South Ko-
rea by the Technip / Samsung Consortium (TSC). The Prelude FLNG is expected
to start operating in 2017 in gas fields at 200 kilometers of the north coasts of
Australia, as pictured by Figure 1.1. The planned production rate of Prelude is 5.3
million tonnes per annum of liquids: LNG, condensate and liquefied petroleum
gas (LPG). This vessel is 488 meters long and is fitted with seven loading arms of
the kind OLAF (Offshore Loading Arm Footless), designed and manufactured by
the company FMC Technologies in Sens, France. Figure 1.2 shows the Prelude
FLNG moored by a LNG carrier.

Other FLNG projects are currently undergoing in Australia and South East
Asia, but that technology is becoming an increasingly viable option in other regi-
ons. In particular FLNG are being expected in Latin America, Africa and Middle
East.
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Figure 1.1: The Prelude FLNG will moor above gas field at the north of the Au-
stralian coasts.
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Figure 1.2: Prelude, Shell’s FLNG moored by a LNG carrier. [Credit Shell].
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1.2 Marine loading arms

Marine loading arms (MLAs) are systems designed to transfer LNG or LPG from
one vessel to another. The generic architecture of an MLA consists of an articu-
lated mechanical structure supporting an equally articulated pipe called product
line. The product line, in which the LNG flows, ends with a flanging system cal-
led coupler. The whole structure is balanced thanks to a double counterweight
system which ensures that the arm is statically balanced in any configuration. The
actuation system of offshore loading arms is fully hydraulic. Figure 1.3 shows an
OLAF on a test bench before its shipment to the Prelude’s FLNG.

Figure 1.3: Offshore Loading Arm Footless (OLAF) - Prelude’s loading arm.

1.2.1 Description

Figure 1.4 summarizes the hardware design of a generic marine loading arm, with
the example of the OLAF.

The foot of the loading arm, also called riser, is fixed on the FLNG deck. The
slewing joint, or joint 1, can rotate the complete structure of the arm around the
axis zg via the link 1. This joint is actuated by an hydraulic cylinder, and its angu-
lar position is noted ¢. The inboard link is actuated by a second rotary joint called
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Figure 1.4: Prelude’s loading arm: OLAF.

inboard joint, or joint 2. This joint is driven by two cylinders pulling a cable, as
shown on Figure 1.5, and its angular position is noted . The outboard link is
connected to the inboard link by a third rotary joint: the outboard joint or joint
3. This joint is driven by a similar dual cylinder system placed on the outboard
counterweight. Its angular position is noted /. It is important to note that, unlike
classic robotic joints, the outboard link is not driven relatively to the inboard link,
but relatively to the link 1 via the outboard counterweight parallelogram system.

To the end of the outboard link is connected a system called Style 80. The
fourth joint, which links the outboard link to the Style 80, is left free, i.e. it does
not transmit any torque around its axis, except friction. Therefore the Style 80 is
free to oscillate as a pendulum. Its inclination regarding the gravity axis, measu-
red by an inclinometer, is noted 6. The Style 80 consists of the end of the product
line, with an actuated fifth joint of position ~ and finally the coupler. The coupler
is a flanging system designed to clamp on carriers manifolds in order to connect
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i

j

Inboard Link

Cylinders

Figure 1.5: Actuation system of the inboard joint.

the MLA product line the the carriers tanks. Figure 1.6 shows a coupler and a
Style 80. Table 1.1 summarizes the joints of the system.

Figure 1.6: Left: the coupler connects the product line (black) to the carrier ma-
nifold (red). Right: picture of a Style 80.
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Table 1.1: Hardware: joints

Joint Name Actuator Sensor
1 Slewing hydraulic cylinder  rod position transducer: ¢
2 Inboard dual cylinder system rod position transducer: «
3 Outboard dual cylinder system rod position transducer: /3
4 / none Inclinometer:
5 / Hydraulic motor none: vy
(6 Coupler rotation none none)

An inboard and an outboard counterweight systems are respectively used to
balance the inboard and outboard links. In the OLAF architecture, these systems
are designed as parallelograms. Finally is associated with the loading arm a flan-
ging area, inside which the client manifold is during the connection.

1.2.2 Targeting system

The targeting system is used to guide the coupler to the LNG manifold. A cable
links the MLA riser to the carrier manifold. An hydraulic winch fitted on the Style
80 is used to pull the arm along the cable to the manifold. Accurate positioning
of the coupler on the manifold is ensured by male and female alignment cones
respectively set up on the manifold and the coupler. Figures 1.7 and 1.8 present
the targeting system while Figure 1.9 details a generic carrier manifold.

While the winch pulls the loading arm along the cable, the hydraulic system is
set in freewheel mode. This mode makes the cylinders compliant so that the arm
can move according to the external forces applied on the coupler. In this mode
the cylinders are used as dampers. The system is kept in freewheel mode while
the arm is connected to the tanker. Hence the arm can comply to the relative mo-
tion between the FLNG and the LNGC. When disconnecting, the winch pulls the
arm backward along the cable. The "selected mode", for which the cylinders are
used as actuators driven by proportional spool valves, is only used to move the
arm when the cable is set up and removed. In the latter mode, the loading arm
is manually driven by an operator, via a control deck or a remote control. Figure
1.10 presents a simplified hydraulic diagram of a joint.

11
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Targeting System on a
DCMA-S type LNG Loading
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loading arm.
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Figure 1.7: The current targeting system. This system requires the setup of cables
and alignment for every manifold of the LNGC. [Credit: FMC Technologies].

52y Alignment
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Figure 1.8: The targeting system requires a cone and a winch on the Style 80
[Credit: FMC Technologies].
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Figure 1.9: The manifold is the interface to the LNGC tanks. It has to be fitted
with an alignment cone and a cable locking device to use the targeting system.
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Figure 1.10: Simplified hydraulic diagram of a joint. In freewheel mode, the
cylinder chambers are connected together. In "selected" mode, the proportional
spool valve makes it possible to adjust the rod velocity.
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1.3 Problem Statement

The current targeting system, although operational, does not provide full satis-
faction:

e The targeting system require hardware to be set up on the shuttle tanker,
e.g. alignment cones, cable. For this operation crew members and heavy
parts have to be transferred from one vessel to the other. In addition to the
difficulties in terms of logistics, the transfer of crew members is disapproved
by the vessels captains and may raise legal issues.

e The cable may damage the manifold in case of overtension. Also, the le-
gislation drastically constraints the forces that are transmitted by the cable
to the manifold. For example, the maximum allowed load on a 16" LNG
manifold is 50 kN, axially and radially.

e The winch and the cone attached to the manifold weight over 500 kg. This
weight is not wished since it leads to oversizing the counterweights and the
whole structure.

e The targeting system is very expensive relatively to the overall price of the
loading arm, especially, the hydraulic power unit necessary to supply the
winch.

For these reasons another way to manage the MLA connection is looked for.

In this study the robotization of loading arms is investigated, in view to get rid of
the current targeting system and automatize the connection operation.

14
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1.3.1 Automatic or semi-automatic connection

The overall procedure of the desired automatic or semi-automatic connection is
described in this section. This new procedure aims to connect the loading arms of
an FLNG to the manifolds of the client LNGC, and no longer requires the original
targeting system. For safety reasons, the loading arms present on the deck of
the FLNG are connected one by one, as detailed on Figure 1.15. The connection
procedure described below stands for a single loading arm. In this section, the
relative pose (See Figure 1.11) of the manifold ° P, with respect to the FLNG
deck frame, i.e. frame R is assumed known at all time, from some measurement
system. This latter point is discussed in Section 2.1. The main frames used in this
study are shown on Figure 1.11.

t > to
t= to
Zo Yo Reference frame
z,
A
\
FLNG

Zm
Manifold frame

Figure 1.11: Main frames and positions notations.

In this study the notations are as following:
e X is a3 x 1 vector which denotes a position,

e gis a3 x 1 vector which denotes an orientation,

e Pisa6 x 1 vector which denotes a pose: P = { ‘;{ ],

15



CHAPTER 1. INTRODUCTION TO MARINE LOADING ARMS AND
AUTOMATIC CONNECTION

e fv, denotes the expression of any vector v in the frame f,
The main frames used in this document are defined below:

e A reference frame noted R, is constructed as (X,., .., Yy, 2,), with X,. the
center of gravity at an initial time ¢y, «,. the longitudinal axis of the FLNG
at ¢y projected on the horizontal plan, and z,. the vertical axis. The Galilean
invariance is assumed in the reference frame.

e The loading arm frame R, is attached to the arm foot, with z( the axis of
the first joint, orthogonal to the deck of the FLNG.

e The manifold frame R,, is attached to the center X,,, of the manifold of the
LNGC. Its orientation is noted gq,,,.

e The center of the coupler is noted X, and the center of mass of the FLNG
is noted X¢.

1.3.1.1 Initial configuration

The connection procedure starts with a particular initial configuration. The LNG
carrier is moored to the FLNG such as the manifolds are located in front of their
associated loading arms, inside their respective flanging areas. The arms are par-
ked in their standard parking positions, defined as («, 5, ¢) = (90°,80°,0°). Fi-
gure 1.12 presents an initial configuration for an OLAF parked in front of its
flanging area.
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Figure 1.12: Initial configuration: the loading arm is in its parking position, in
front of the flanging area.

1.3.1.2 Deployment

The deployment stage starts on the operator’s command. The path of the coupler
is calculated between its current pose and a target pose P; in front of the manifold
at a distance d,,:

S , (1.1)
The value of d, is to be defined latter in the project. This safety distance should
take into account the delay of the arm over the manifold to prevent any collision.
As the manifold move, P; and the path are updated online. On the operator com-
mand, the loading arm is automatically driven from its parking position to P;. The

{Xt:Xm+dp'y0
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motion is updated online to follow the evolution of P,,,. Figure 1.13 illustrates the
deployment stage. When the coupler reaches P,, the loading arm continues to
track it in the pursuit stage.

Figure 1.13: Deployment stage: the arm goes from its parking position to a dyna-
mic position, in front of the manifold.

1.3.1.3 Pursuit

The pursuit stage is a transition stage where the loading arm waits for the flanging
command. The robot tracks the target pose P; in order to keep the coupler in front
of the manifold, at a distance d,,. Figure 1.14 illustrates the pursuit stage.
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Figure 1.14: Pursuit stage: the coupler (green) follows the manifold (pink) at a
distance d,.

1.3.1.4 Flanging

The final stage of the connection procedure is the flanging stage, where the cou-
pler is connected to the manifold. On the operator’s command the coupler moves
forward until the coupler frame coincide with the manifold frame, i.e. P; = P,,.
Once the coupler is in the right position, it automatically clamps on the manifold.

When the coupler is clamped to the manifold, the arm automatically switches
in freewheel mode. Thus the loading arm is still able to comply with the relative
motion between the two vessels. Any failure to switch to freewheel mode at the
connection would lead to severe damage to the hardware, as the arm stays rigid
while the vessels have a relative motion.
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3 OLAF LPG 4 OLAF LNG

Figure 1.15: The four LNG loading arms of the FLNG Prelude are connected to
the LNGC. The numbers above the arms indicate their order of connection: from
right to left.

1.3.2 Technical requirements

This project aims to develop and implement a system that makes the described
automatic connection of the MLA possible. The requirements under which the
project is led are:

e No major change should be done to the structure of the loading arm,
e The chosen solution should minimize the hardware necessary on the LNGC.

e Any additional hardware should be certified compatible with an explosive
atmosphere (ATEX directive).

The main foreseen obstacles in the realization of this project are:
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e The accuracy required for the connection is very high regarding the size
of the MLA: the position tolerance of the flanging system is 10 cm and its
orientation tolerance 5 degrees. This value is estimated from the design of
the coupler.

e The automatic connection should work under the oceanic weather conditi-
ons, including the motion of the vessels and the wind.

e [oading arms are not designed as industrial robotic systems. Their structu-
res have a low stiffness, include backlashes and non-lineraities such as dry
friction and hystereses.

To conduct this project a 1/4 scaled OLAF model is available for experiments,
as described in Section 1.4.1. Such a scaled model is easier to deal with than a full
scale loading arm, regarding its size, its availability and the typical setup time. A
full scale MLA, presented in Section 1.4.2 is available for the final validation of
this study, at the very end of this project.

1.4 Presentation of the marine loading arms

1.4.1 OLAF scaled model

This loading arm is 1/4 model of an OLAF arm, presented in Section 1.2. Ori-
ginally built for commercial and communication purposes, this is nevertheless a
true replica of a real loading arm. It is fitted with a complete position monitoring
system, and a functional actuation system. This arm can be controlled from a
nearby control deck or a remote control, both connected to a dedicated industrial
PLC (programmable logic controller), for manual connection. Because full scale
loading arms are not available for research, this scaled model is used for all the
experimental aspects of this project. Picture 1.16 shows the OLAF scaled model
connected to the manifold. The scaled OLAF model is set up on a 6 DoF hexapod
table which is used to simulate the FNLG motion. An equally scaled manifold,
shown on Figure 1.17, is set up in front of the arm, in its flanging area so that
the connection is possible. This manifold is installed on a second hexapod table
which can simulate the LNGC motion.

The actuation system of the scaled loading arm is powered by a 4 kW pump,
which makes available a maximum flow rate of oil of 10 L/min at 200 bars. This
pump corresponds to the one of a full scale arm. Also, the masses and inertia of
the parts can be assumed 4% = 64 times lower than the ones off a full scale arm.
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Figure 1.17: The scaled manifold on its hexapod.

22



CHAPTER 1. INTRODUCTION TO MARINE LOADING ARMS AND
AUTOMATIC CONNECTION

Consequently, the dynamical performances of the scaled OLAF are greater than
the ones of full scale arms, as highlighted in Section 3.2.

1.4.1.1 Robotization of the arm

In order to use this scaled model for the automatic connection project, minor chan-
ges are brought. First of all the PLC programming is adapted to transmit data from
the sensor of the arm to a development computer, and to this computer to the hy-
draulic spool valves. The communication rate ensured by the PLC is 30 ms. A
low-level communication client is developed on the development computer, with
care for code robustness and safety. Second the hydraulic circuit is redesigned,
with servo-valves, to make a better control of the oil flow in the cylinders pos-
sible. These servo-valves are installed the closest possible of the cylinders, with
care to minimize flexible hoses, in order to keep the circuit stiff. Finally incli-
nometers for the original position monitoring system are replaced by incremental
position encoders. The inclinometers are pendulum based and badly respond to
during motion, hence cannot be used for this project. Unfortunately the joint 5
was not included in this robotization stage, and had to be left aside in this project.

1.4.2 Full scale DCMA

After the promising results of this project, and in particular after the tests pre-
sented in Section 5.3.2.1, a full scale marine loading arm was made available in
order to apply the developed methodology on a real system. The author would like
to emphasize the anachronism of this document. While the experimental results
collected on the two systems are presented together across the chapters, this full
scale arm was only available for a few days at the end of the project. Hence the
methodology presented in this document is exclusively based on simulations and
experimental study of the 1/4 scaled loading arm.

This loading arm is a DCMA: Double Counterweight Marine Arm. Its design
only slightly differs form the one of the OLAF:

e its internal counterweight is part of the internal link,

e the external parallelogram structure of the OLAF is replaced by a cable and
pulleys,

e the DCMA is set up on a 10 meters riser.

Figure 1.18 shows a picture of the full scale DCMA available at the end of the
project.

23



CHAPTER 1. INTRODUCTION TO MARINE LOADING ARMS AND
AUTOMATIC CONNECTION

Figure 1.18: A full scale marine loading arm is used for the final tests of automatic
connection.

This loading arm is connected to a PLC, as the scaled model is. Its hydraulic
circuit is powered by a 300 bars - 100 L/min pump, which is in turn powered by
a 120 kVA generator. The structure of the arm weights about 100 tons and each
of its links is 10 meters long. The joint 5 of this arm is not instrumented and not
adequately actuated, and was left aside during this project. In front of the arm is
set up a 3 DoF test bench fitted with a manifold, as shown on Figure 1.19. This test
bench is placed in the flanging area of the loading arm, and is used to reproduce
the relative vessel motion ° X, () (no rotation possible).
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Figure 1.19: 3 DoF test bench is fitted with a manifold.

1.5 Placement of the project regarding the litera-
ture

Robotic systems are increasingly popular in most sectors of the industry. Traditio-
nal stiff industrial robots, mobile robots, collaborative and soft robots are used for
an amazingly wide scope of operations. However it is not easy to judge in which
category a robotized marine loading arm belongs. Indeed the literature offers few
examples of similar systems.
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First of all some research studies exist about the automatization of marine
cranes. Kiichler er al. [KMN™11] propose a method which makes easier for the
operator to drive a tower crane set up on the deck of a ship. This method combines
active heave prediction and compensation and results with a significant reduction
of the vertical position error of the payload. This approach of "predictive compen-
sation" can be considered to solve the tracking problem of MLAs. Other studies
involving cranes mainly focus on the reduction of the swing of the payload, as in
[K1o05]. However this studies only focus on the motion of the load, attached at
the end of a cable, and do not consider the structure of the crane. Then From et al.
present in [FGLAT11] a very interesting research study about the control of motion
planning of industrial manipulators set up on seaborne platforms. This work fo-
cuses on the inertia effects of the vessel motion on the robotic system, and how to
deal with this disturbance by using adequate control. From et al. go even further
and propose a way to take advantage of these inertia effects to reduce the joints
torques required for a given task. Although industrial robots are very different of
loading arms in terms of size, mass and stiffness, the methodology is still valid for
MLAs.

Then different systems with technical similarities may be interesting to study.
For example flexible space manipulators, e.g. CANADARM, present unique cha-
racteristics such as joints and links flexibility, large size and mobile base, as high-
lighted by Kim [Kim99]. As significant amount of research studies applied to
these space systems can be found, particularly about active vibration damping
[SGMP12]. Another similarity can be found in active compensation tools for be-
ating heart surgery. Kettler er al. [KPN107] developed a robotic instrument that
measures and compensates the motion of the target tissue, resulting in an increa-
sed dexterity for the user. Such a motion compensation may be applied to loading
arms for reducing the position error induced by the relative motion of the vessels.

More specific research topics will be reviewed across this document when
relevant.
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Chapter 2

Accurate positioning of a loading
arm

To make the automatic connection of the loading arm to the manifold possible,
accurate estimations of the manifold pose ° P, and the coupler pose ° P, in the arm
frame are needed. The accuracy of these estimations is of primary importance,
since they serve as reference when the loading arm is driven. More precisely, the
accuracy of the estimations of °P,,, and ° P, should be sufficiently high so that
the final position error of the coupler lays within its tolerance. The first section of
this chapter deals with technical ways to estimate the pose of the manifold °P,,.
In Section 2.2, a method to calibrate the loading arm is developed, in order to
improve its accuracy.

2.1 Measurement systems

In order to give a target to the loading arm when connecting, the relative pose of
the manifold with respect to the arm frame, ° P,,, is required. The orientation of
the FLNG deck in the reference frame R, is also necessary to compute the confi-
guration of the arm from the measurement of the Style 80 inclinometer . Finally,
the measurement of th FLNG pose " P, can be used to estimate the intertia effects
induced in the arm, as simulated in Section 3.3.3.

Some constraints , due to the context, are to be respected when choosing suit-
able measurement systems:

e The measurement systems should have a high accuracy regarding the tole-
rance of the coupler, i.e. under 10 mm in position and 1° in orientation.

e The measurement systems should provide data in real time, at a rate of
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at least 1 Hz, according the vessels motion frequency spectra presented in
Section 3.3.2.

e The measurement systems should be robust to the marine environment, i.e.
to heavy rain, wind, intense sunlight.

e The measurement systems should be suitable to operate in explosive atmos-
phere (ATEX certification).

Moreover, one should note that it is wished to minimize the equipment that is nee-
ded on the shuttle vessel, for the reasons detailed in Section 1.3.2. The cost of the
hardware is also to be considered.

2.1.1 Candidate solutions

Some technical solutions are discussed below.

2.1.1.1 Total station

Total stations are electronic devices used for topography operations such as sur-
veying or building construction. Such devices consist of a laser emitter and re-
ceptor set up on a two-DoF articulated frame. The total station is able to locate a
dedicated reflector target with an accuracy less than 1 mm + 1.5 ppm for ranges
up to 2000 meters, and provides position data at a rate up to 10 Hz. The two ro-
tary joints are actuated so that the system is able to automatically follow its target.
Total stations are designed for outdoor use, and are robust to harsh weather con-
ditions. Figure 2.1 shows a total station and its reflector.

Figure 2.1: A total station and its reflector.
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By setting up a total station on the FLNG deck, and a reflector on the LNGC
maniflod, the relative manifold position °P,, can be known at all time. Adding
two extra reflectors on the manifold, in the plan (z,,, €.,), makes it possible to
also obtain the manifold orientation, if the total station alternatively measures the
three reflectors positions.

Besides locating the manifold frame, the station total may solve another techni-
cal problem. If an additional reflector is fitted on the Style 80 of the arm, the total
station can measure the coupler position. Such data can prove itself useful to ad-
just the arm calibration before the connection. Indeed it is likely that the factory
calibration looses its accuracy over time, and from some other effects such as
thermal expansion. A quick re-calibration procedure could be designed to restore
the original accuracy of the arm. Figure 2.2 illustrates the possible use of a total
station. Calibration is detailed in Section 2.2.

Figure 2.2: The total station (green box) locates accurately the reflectors on the
manifold (green circles) or on the coupler (red circle).

Total stations meet the requirements in terms of measurement performance, to
measure the relative position and orientation of the shuttle tanker. Moreover this
solution does not require any hardware on the tanker except reflectors. At the best
of the author’s knowledge, no manufacturer presently proposes ATEX certified
total stations. This certification is expensive but can be obtained.
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2.1.1.2 Inertial measurement unit

Inertial measurement units (IMU) are electronic devices which embed accelero-
meters, gyroscopes and magnetometers. From these sensors the IMU can accura-
tely estimate its orientation in the Earth frame. It also can estimate the evolution
of its motion, i.e. heave, surge and sway, by integration. For example, an IMU set
up at the foot of the loading arm can measure the orientation of the loading arm
frame in the Earth frame. IMU are already popular for vessel motion monitoring
[FGLAI11], [KMN*11].

2.1.1.3 Differential Global Positioning System

Differential Global Positioning System (DGPS) is an improvement of the classic
GPS system. This device communicates with satellites and is able to estimate
its position in the Earth frame, with an accuracy of a few centimeters. If DGPS
systems are installed on both the LNGC and FLNG decks, the position of the ma-
nifold in the arm frame °X,, can be known. An experimental study has shown
that, besides its insufficient accuracy (4 cm) when following a vessel motion, a
DGPS antenna cannot be set up at the foot of a loading arm. Indeed the structure
of the arm would shadow the DGPS antenna and interfere with its position esti-
mation. This drawback may be fixed by installing the antenna away from the arm,
but then it would be difficult to know accurately the position of the antenna in the
arm frame.

2.1.1.4 Machine vision

Cameras set up on the FLNG deck or on the Style 80 are a possible solution, to-
gether with a pattern recognition software, to locate the manifold. This solution is
cheaper than the ones presented above, and no hardware on the LNGC is required.
The main challenge of this solution is to make it robust to external condition, e.g.
mist, water, sunlight and darkness.

2.1.1.5 Connected loading arms

Before offloading LNG or LPG, three or four loading arms have to be successively
connected to the LNG carrier. Once the first arm is connected, its geometric model
can be use to calculate the pose of its coupler, hence the pose of the manifold.
This data can be used as a redundancy or to improve the estimation of the pose
of the other manifolds. Since once connected the arm sustains external forces, the
accuracy of the geometric model may be lowered by mechanical distortion. The
validity of this method may be checked by connecting a loading arm to a moving
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test bench and comparing the actual position of the manifold with the calculated
one.

2.1.2 Data fusion

For the sake of safety, several sensors can be used to locate the LNGC manifolds.
These sensors can be set up as simple redundancies, or can improve the estimation
of the manifolds pose by data fusion. Data fusion consists in gathering data from
several sensors, and use these data together to improve the estimation of the me-
asured quantity. The sensors can of the same kind, or different. For example the
position variation measured by an IMU can be merge with position information
from a DGPS system, as propsed by Caron et al. [CDPVO06].

2.1.3 Proposed solution

According to the current state of the art and the discussion hereinbefore, the solu-
tion proposed by the author consists of an inertial measurement unit installed on
the FLNG deck, next to a total station. From the IMU the FLNG absolute orien-
tation is known at all times, as well as it velocity and acceleration. From the total
station the relative position and orientation of the manifold are known. Together,
these devices gather all needed information, while minimizing the hardware on
the LNGC deck.

2.2 Kinematic calibration of serial mechanisms

Loading arms are large structures regarding the position accuracy required for an
automatic connection. While the length of the links of MLA are up to ten meters,
the coupler should be located in front of the manifold with an accuracy of a few
millimeters. Nowadays loading arms are not designed for accurate positioning
since it is not needed for the current targeting system. This problem is solved by
using a position calibration method originally designed for industrial robotic ma-
nipulators. Orientation accuracy is left aside in this project, because the accuracy
of the loading arms in terms of orientation is assumed much greater than the cou-
pler orientation tolerance, from nominal specifications. This section first presents
the calibration methodology. Then a collaborative robot is first used to validate
this methodology for practical reasons. Indeed the calibration operation is difficult
to set up on a MLA so a preliminary validation is wished. Finally marine loading
arms are calibrated. To the best of the author knowledge, this is the first geometric
calibration of a MLA.
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The first industrial robots were used to replace humans to realize fastidious,
difficult and hazardous tasks such as material handling, welding and assembling.
These operations are programmed as point to point operations, which are defined
by few points only. In this case, robots are programmed by teaching: the robot is
manually driven to the point to be learned, and the corresponding joints configu-
ration is recorded. Thanks to their good repeatability, which ranges from 0.03 to
0.1mm for small and medium sized robots, industrial robots are able to reproduce
the taught positions with a good accuracy. In this case the robot accuracy is equal
to its repeatability. Manually teaching points to the robot is a sufficient method
when the task trajectories are made of few points. This approach is not adapted
for continuous operations such as the pre-machining of cast parts as well as the
end-machining of middle tolerance parts, or point to point operations with large
number of positions to be reached, e.g. riveting huge pieces in aircraft manufactu-
ring. Off-line programming (OLP) is more suitable for the latter operations. OLP
uses a geometric model of the robot, and is able to translate points expressed in
the taks space to robot configurations expressed in the joint space. Many dedi-
cated CAD softwares include this feature and automatically generate the desired
trajectories. While the repeatability of industrial robots is usually less than 0.1
mm, their accuracy is often up to several millimeters [ODB*12]. This poor accu-
racy is caused by an accumulation of small errors coming from various sources
that add up and may lead to significant position errors. Such a pose error can be
corrected by some sensor-based methods: the error is measured and injected in
a control loop for correction. In particular, vision-based correction, i.e. visual
servoing, shows good results and has become popular in many industrial applica-
tions, such has robotic assembly [NPK96]. However sensor-based methods often
require extra hardware which may be expensive and difficult to set up. Other ap-
proaches include model-based calibration methods. A model of the robot to be
calibrated is built, which embeds all error sources to be compensated, e.g. dimen-
sional parameters, misalignments, stiffness parameters for deflections. The model
parameters are evaluated by solving a nonlinear optimization problem with as re-
ference a series of measurements of the real position of the robot, classically the
position of its end-effector. The model is then used to anticipate the positioning
errors and adjust the control law to correct it.

The present study focuses on static model-based global position calibration.
This type of calibration is classified as geometric or non-geometric calibration.
The former type adjusts only dimensional parameters of the robot model, e.g.
links length, joints offset, misalignments and tool definition. In that case, the
robot joints and links are assumed as perfectly rigid [EGZ"04]. Non-geometric
calibration takes into account, in addition to geometric parameters, other pheno-
menons such as joints and links deflections or thermal effects, e.g. dilatation.
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The choice of the parameters to be included into the model depend on the level
of accuracy needed. Khalil ez al. [KB02] build a model based on flexible joints
and beams and uses the Newton-Euler algorithm to compute the needed forces
and moments. This method requires to know the mass and the center of gravity
for each link. Nubiola et al. [NB13] takes account of a backlash in one joint,
which may be necessary for MLAs. Gong et al. [GYNOO] uses 12 thermistor
sensors to identify thermal effects in addition to joints compliance. Santolaria et
al. [SYJAO9] also incorporates thermal effects in the model of an articulated arm
measuring machine in order to reach a high accuracy level. Thermal effects may
be non-negligible for marine loading arms, as these systems are to be used in polar
or tropical environments. However this is beyond the scope of this study.

Although some calibration methods do not need a model of the robot, as the
one presented in [DJCO7] which uses genetic programming, most calibration met-
hods are model-based. The complete procedure of robot calibration consists of
four stages: modeling, measurement, identification, and compensation [CFC*08]:

1. A model of the robot has to be chosen according to the possible non-geometric
effects to be accounted for.

2. A sufficient number of measurements of the robot position has to be col-
lected in order to provide enough equations to solve the optimization pro-
blem.

3. The model parameters are identified to minimize the errors between the
model and the real system.

4. The commanded articular positions of the robot are corrected according to
these new parameters.

2.2.1 Generic geometric calibration for a serial robot

2.2.1.1 Modeling

The common robot calibration technique requires a model of the robot, in which
all error types to be compensated are included. The main error source is the ge-
ometric difference between the real robot parts and the nominal ones. Therefore
the chosen structure for the robot model is a geometric model. Typically, this
geometric model relies on the Denavit—Hartenberg (D-H) parametrization, with
which a minimum number of parameters is needed to represent the geometry of
the robot. DH parameters include parts dimensions and joints offset. In addition
to geometric parameters, some non-geometric effects may be taken into account
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in the calibration process, if these effects are known to lead to significant position
errors. The most frequently modeled non-geometric effect is joints compliance,
since for most robots it is the main non-geometric source of inaccuracy. Then, in
a few cases links deflection or thermal effects or also accounted for. The set of the
parameters of the model is noted &.

2.2.1.2 Measurements

The second stage of the calibration process is to select a set of n calibration con-
figurations (q1,... ,qn). Each configuration g; is a m x 1 vector, with m the
number of joints of the robot: q; = [¢;1, . .. ,ql-’m]T and g; ; the position of the jt
joint for the i™ configuration. This stage is of primary importance since it will
significantly impact the quality of the parameters identification. While handbooks
generally propose to simply cover the taskspace with measurement points, many
methods are proposed in the literature to select an optimal or near optimal set of
calibration configurations. Wu er al. [WKP*12] proposes a dedicated selection
method for elasto-static calibration. However the latter uses known loads for each
configuration and do not take the weight of the robot into account. [ZWR94] and
[JB13] present selection methods based on observability indices. Observability
indices measure the possibility to identify all model parameters for a given set
of configurations. The common drawback of these selection methods is that the
taskspace should be numerically modeled, so that no configuration is generated
through an obstacle, e.g. a wall, the floor or any part in the environment of the
robot.

The robot then is successively driven in each configuration g;, Vi € {1, .., n},
and the Cartesian position of the tool tip of the robot x; is measured. The accuracy
of these measurements should be high regarding the repeatability of the robot.

2.2.1.3 Global identification

Geometric calibration consists in estimating dimensional parameters such as joint
offsets or link lengths. In this study it is chosen to include all identifiable DH pa-
rameters in the calibration process. The tool center point (TCP), which represents
the position of the tool tip with respect to the robot last frame R,,, is also included
in the parameters £ to be identified as a vector of three parameters [t,,t,,.]7.
Frames placement is illustrated on Figure 2.3.

For each configuration g;, the theoretical tool tip Cartesian position & ; can
be obtained by using homogeneous matrices. Let us note /1T (€,q;) the transfor-
mation matrix which defines the frame R?; of the j t* link of the robot, with respect
to the frame R; ;. Together, these matrices are used to build °T},(&,q;), which
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Ry

Figure 2.3: Frames placement for a serial manipulator.

defines the frame R,,, with respect to the frame R:

OTm(quz) :O Tl (67%71) .. .m—l Tm(Ean,m) (21)
The TCP of the robot is defined by its transformation matrix " T (€) :
00 0 ¢t
m 10 0 0 t
000

The theoretical tool tip positions @y ;(§) can then be calculated in the frame
R()Z

0 0 .
OTo(tq) = To&og) BE) = | r @mil@) | g3

0 0 O 1

The (3 x 1) vector representing the error in position is given by:

Ax;(§) = x; — T4n,i(£). (2.4)
Let us note AX (£) the (3n x 1) column vector of the Ax;(§):
Azy(€)
AX(E) = : (2.5)
Az, (§)
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In order to minimize A X (&), i.e. minimize the position errors, several met-
hods can be used. [NB13] proposes to solve this nonlinear optimization problem
by using an iterative method based on the pseudo-inverse of the observation ma-
trix. [NZK15] uses an extended Kalman filter to identify the geometric parameters
and an artificial neural network for the non-geometric parameters. In this study
the Levenberg-Marquardt algorithm has been chosen for the identification of the
parameters of the model. This algorithm is a classic method to minimize a parame-
trized function in the least square sense. The Levenberg-Marquardt is an iterative
method which combines the gradient descent method and the Gauss-Newton met-
hod [Mor78]. The output of the Levenberg-Marquardt algorithm is a set of new
parameters that minimizes the position errors. These new parameters can be used
to drive the robot with an improved accuracy.

To quantify the quality of the identification, the norm d; of the position error
Ax;(£), i.e. the distance between the calculated and measured tip position is
derived :

vi,d; = || Az;(£)|| (2.6)

Three values are used to evaluate the quality of the identification. The maxi-
mal error max;(d;) represents the higher inaccuracy. The average mean;(d;) and
standard deviation std;(d;) represent the distribution of the position errors.

2.2.1.4 Correction and validation

The updated values of the model parameters are used in the model of the robot to
drive the robot more accurately, by compensating the position errors online. Vali-
dation configurations, different from the calibration configurations, should be used
to verify that the accuracy of the robot is improved by making new measurements.

Before applying the methodology above to marine loading arms, it is wished to
validate it on another system for practical reasons. For this purpose a collaborative
manipulator is chosen, as a similar polyarticulated serial mechanism with some
joint flexibility. This application is also used to investigate how one can use joints
torques measurements to improve the calibration process.

2.2.2 Application to a collaborative robot

A new generation of so-called collaborative robots comes with embedded joint
torque sensors. The LBR iiwa Kuka robot, for example, is a seven degrees-of-
freedom (DoF) polyvalent manipulator. Its "collaborative" features include artifi-
cial joints compliance, collision detection and hand-guiding. The easy access to
joint torques data makes it possible to perform many studies of the robot which
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would be difficult with a classic robot. For example [JGJ14] proposes a method
to identify the dynamic parameters of the robot, while [GFDL14] identifies the
dynamic model used by the manufacturer by reverse engineering. In this study,
the torque sensors values are exploited to easily identify the joints stiffnesses with
no need to derive the joints torques. One notes that the direct measurement of the
joints torques can be replaced by the measurement of the motors current in case of
missing sensors, as propose by [JAG14]. The calibration method presented in this
study was applied to a 7 DoF (m = 7) iiwa LBR Kuka robot. This collaborative
manipulator is fitted with torque sensors on each of its seven rotary joints.

2.2.2.1 Setup of the experiment

The iiwa robot was vertically installed on a massive metallic structure, for rigidity
purposes. It is important that the base of the robot does not to move during the
experiment, to not induce non modeled position errors. No load is attached to the
robot, the joints torques are induced by the weight of the robot itself. The whole
experiment was led at ambient temperature (19°C) assumed constant. Thermal
errors compensation is beyond the scope of this research, and such errors are
assumed negligible.

2.2.2.2 Modeling

The geometric model of the robot with the modified D-H parametrization [KD04]
as shown on Figure 2.4. The nominal modified D-H parameters &,, provided by
the manufacturer of the robot are given by Table 2.1. The parameters definitions
are given in Appendix A. Each parameter 6; represents the offset of joint j.

Table 2.1: Nominal parameters

j a;@d) 6;@d) d;(mm) r;(mm)
1 0 0 0 360

2 —7/2 0 0 0

3 w/2 0 0 420
4  7/2 0 0 0

5 —7n/2 0 0 400

6 —7/2 0 0 0

7 w2 0 0 126
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Figure 2.4: iiwa robot in zero position: Modified DH parameters.

For most industrial robots, joints compliance is recognized as the non-geometric
phenomenon leading to largest inaccuracies [SK16], [WKP*12], [Leel3]. In this
study, it is chosen to take joints compliance, twist only, into account in the cali-
bration process. The model chosen for the joints is a simple rotary spring cha-
racterized by its stiffness, as illustrated in Figure 2.5. For each joint j and joint
torque 7;, the deflection 06, 4. (7;) of the joint is given by Hooke’s law:

80, 4oy (1) = % 2.7)
J

The joints stiffnesses are assumed to be constant, although in the case of large
deflections, a more sophisticated model might be needed. [NGM*15] also inclu-
des damping parameters in the joints model, to carry out an identification in the
frequency domain. However no damping effect is necessary for a static calibra-
tion.

In order to incorporate the joints compliance into the model of the robot, the
robot joints positions are updated with the deflections given by relation (2.7). A
set of joints torques (71,... ,T,) is needed. Each m x 1 joints torque vector
T = [Ti1,- - ,TLm]T represents the static torque in the joints of the robot for the
configuration g;. Relation (2.1) becomes:

Ti1

Tim
0Tm(£’qi,7-i> :0 Tl(gaqi,l + ]{Z_1> . 'mil Tm(€7QZ,m + ]{; ) (28)
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694. def

Figure 2.5: Example of the joints model with joint 4. In order to take into account
the joints compliance, each joint j is modeled as a spring of stiffness k;.

and the theoretical robot tip position x,p ;(£,7;) takes the joints deflection into
account. The joints stiffness parameters (ky, . .. ,k,,) are added in £ as parameters
to be identified.

2.2.2.3 Selection of the calibration configurations

The methods presented in 2.2.1.2 require to build the observability matrix of the
model of the robot, with all parameters. For a non-geometric calibration, a mass
model and a resolution algorithm such as Newton-Euler would be required. In
this study, a more practical way to obtain calibration configurations is chosen. By
using its collaborative features, the robot is hand-guided through a large set of
configurations covering the workspace of the robot. Special care is taken to put
the robot in configurations maximizing the joints torques, in order to make the
joints compliance errors identifiable, as shown in Figure 2.6. The manual ma-
nipulation makes it straightforward to avoid the potential obstacles, e.g. walls,
floor, self-collisions, and keep the tool visible by the laser tracker. During this
operation the evolution of the joints position is continuously recorded. This mo-
tion, from which the calibration configurations are sampled, is reproduced in the
measurement stage.

2.2.2.4 Measurements

The second step of the experiment is, for each of the n = 50 calibration configu-
rations, to measure the tool tip position and the joints torques. Laser tracker is a
popular choice as a 3D position measurement tool [NB13], [ODB*12]. This mea-
surement tool is based on laser interferometry and its accuracy is 15 gm/m, which
is under the repeatability of the iiwa manipulator. Thus such a measurement tool
is suitable for the experiment presented in this section. The laser tracker measures
the position of a dedicated spherical reflector, which is installed on the tip of the
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Figure 2.6: Examples of robot configurations with high torques for joints 2, 3 and
4.

robot, as show on Figure 2.7. The laser tracker is set up 2 meters away from the
robot, on a rigid tripod glued on the floor to make sure that it will not move in
case of any disturbance.

In order to obtain the joints torques, many methods are available in the li-
terature. The Newton-Euler algorithm and the Lagrangian approach are popular
choices [KDO04], but the needed inertial parameters, e.g. masses. centers of mass,
are most of the time difficult to obtain from the manufacturer or experimentally
[JGJ14], [GFDLI14]. These difficulties are bypassed by using the technology em-
bedded in the collaborative robot. Since the joint torques values are available
in real-time from sensors, the problem is simplified and the torques values more
accurate.

The robot is programmed to automatically go in each of the n chosen con-
figurations (qi, ..., gn), as illustrated in Figure 2.8. When the robot reaches a
configuration g;, it pauses and measures the joint torques 7; while the laser trac-
ker measures the tool position x;. The laser tracker waits for the robot to be steady
before measuring. Figure 2.9 shows a sample of the recorded torque and joint po-
sition for the joint 2. The data collection ends up with, for each configuration g;
in the joint space, an associated joints torque 7; and a measured Cartesian position
;.

To make sure that the base of the robot is rigid and does not present any de-
flection from the torque induced by the weight of the robot, additional measure-
ments were made. The reflector of the laser tracker was installed on the base of
the robot, and its position was monitored for different configurations. In parti-
cular, the arm was driven in fully extended horizontal positions to maximize the
static torque in the base of the robot. A difference below 50 pm was measured,
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0}

Figure 2.7: Picture of the robot during the measurements stage. A spherical re-
flector associated with the laser tracker is installed on the tip of the robot.

Figure 2.8: The laser tracker measures accurately the tip position, while the robot
goes to all selected configurations.

which is under the repeatability of the robot. Therefore the base of the robot can
be assumed steady.

2.2.2.5 Construction of the base frame

In order to express the points (xq,..., @) in the frame Ry, that frame can be
identified by using the laser tracker. By continuously measuring the tip of the
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Figure 2.9: Samples of the recorded evolution of position and torque in joint 2
while the robot goes through the calibration configurations. The laser tracker
waits for both the position and the torque to be steady before measuring.

robot while driving its first joint, a circular path around the z vertical axis of the
robot is drawn, as shown on Figure 2.10. This operation is repeated for the second
joint with #; = 0 in order to obtain another circular path around the yq axis of the
robot. By fitting circles to the latter paths, zg and yg are built as the axes of these
circles. xg is obtained by :

Lo = Yo N\ 2g. (29)

Another solution is to identify the frame R, along the parameters &.

Figure 2.10: The base frame R, of the robot is built by fitting circles on circular
path virtually drawn by the tip of the robot when moving successively joint 1 (blue
circle) and joint 2 (pink circle).
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Table 2.2: Identification results

n = 50 €n €geo Scomp
max;(d;) (mm) | 2.529 | 0.503 | 0.235
mean;(d;) (mm) | 2.211 | 0.257 | 0.138
std;(d;) (mm) 0.161 | 0.106 | 0.054

Table 2.3: Identified parameters &geo

] o (rd) 0; (rd) d; (mm) r; (mm)
1 1.926e-0 -3.112e-05 0.187 359.368
2 -1.571 -0.002 0.423 -0.365
3 1570 8.250e-05  0.693 420.768
4 1571  -7.767e-04 -0.200 1.275
5 -1.572  6.367e-04 -0.732 399.950
6 -1.567 0 -0.642 0.068
7  1.571 -0.316 0.586 126

TCP (t,,t,,t.) (mm) = (-1.609,0.769, 74.462)

2.2.2.6 Identification

The third stage of this experiment consists in processing the data previously col-
lected. The Levenberg-Marquardt algorithm used in this stage is available in many
development frameworks or libraries. For example, this algorithm is implemented
in the Isgnonlin Matlab function. By using this method, the parameters £ which
minimize AX (&) are found. The calculation time of the algorithm was 1.2 se-
conds in the worst case. However, this calculation time is not a problem since the
identification of the parameters is made off-line.

Let us note &4, the identified parameters when only the geometric parameters
are accounted for, and &.om,p the identified parameters when the joints stiffnesses
are included in the identification. Table 2.2 presents a comparison of the position
errors on the calibration configurations using the different sets of parameters. One
can note that taking the joint compliance into account reduces by half the position
errors in comparison to a simple geometric calibration. It should be born in mind
that the accuracy of the robot before calibration is only 2.5 mm accurate. Tables
2.3 and 2.4 respectively detail the identified parameters &geo and &comp.
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Table 2.4: Identified parameters &comyp

j a; 0 d; T kj
(rd) (rd) (mm) (mm)  (N.m/rd)

1 6.401e-04 -3.851e-04 0.009 360.074 o0
2 -1.571 -4.252e-04  0.078  -0.321 3.959e04
3 1.571 3.535e-04 0.428 420.085 1.22¢04
4 1.571 -0.002 -0.068 -0.059 2.023e04
5 -1.570 -3.542e-04 -0.972 399.863 0.804e04
6 -1.567 0 -0.214  0.393  0.378e04

7 1.571 -0.294 0.061 126 o0

TCP (t;,t,,t.) (mm) = (-1.608, 0.745, 74.545)

2.2.2.7 Correction

The last stage of the calibration process is to include the identified parameters in
the program used to drive the robot. When a Cartesian position x; is given to
the robot as new target, this Cartesian position has to be translated to a configura-
tion g expressed in the joint space by using an inverse geometric function. This
function relies on the geometric model of the robot and its geometric parameters.
Since the joints torques are measured in real time and not estimated via a model,
by contrast with the literature, the joints compliance is not predicted and has to
be corrected in real time. Once the robot has reached the target configuration g,
the joints torques T are measured, and the compliance is compensated to give a
new target configuration g;. The compliance error is corrected by using relation
(2.10):

g =q—c-T, (2.10)

where 7 is the m X 1 current joints torques vector and ¢ the m X m compliance
matrix defined as:

Vkh 0 ... 0
0 1/ky ... 0

c=| /,2 _ _ @2.11)
0 0 ... 1/k,

Figure 2.11 summarizes the implementation of the correction.

Let us note f the forward geometric function which calculates the pose of the
robot for a given configuration q. The function f essentially relies on relation
(2.3). The inverse geometric function f~! gives a robot configuration g for a
given robot pose p:

a=f"(p) (2.12)
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Figure 2.11: Diagram of the implementation of the online geometric and compli-
ance errors correction.

In the case of the iiwa robot, no closed-form expression of f~! can be found, for
redundancy reasons. Many alternatives are available in the literature, as iterative
resolution algorithms [Bus04]. The transpose jacobian method is selected in our
study for its simplicity and its robustness against singularities. Figure 2.12 sum-
marizes this approach.

function f~1(p, qini) D> @ini Current or zero configuration
Pc < f (‘hni)
Ap <P —Pe
while ||Ap| > edo > e error tolerance
0q +— aJTAp > J Jacobian matrix
g+ q+9dq > Check for joints bounds
pe < flq)
Ap —DP—DPc
end while
return q
end function

Figure 2.12: Simplified Jacobian transpose method for solving the inverse geome-
tric problem. The management of the joints bounds is not shown, for the sake of
clarity.

In order to validate the correction, the accuracy of the robot after calibration
has been measured on 30 new points. Table 2.5 presents the results. It can be
noted that the robot is less accurate for configurations which are not part of the
identification stage. This is due to the fact that the configurations used to identify
the parameters let gaps in the workspace. However an accuracy of 0.4 mm is still
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sufficient for many industrial applications. The author strongly believes that, for
applications using a limited area of the workspace, a dedicated calibration can
significantly improve the accuracy of the robot in that area.

Table 2.5: Validation

30 points Ecomp
max;(d;) (mm) | 0.426
mean;(d;) (mm) | 0.292
std;(d;) (mm) 0.069

2.2.2.8 Conclusion

This study proposes an advanced robot calibration method applied on a collabora-
tive robots. Through the hand-guiding feature, there is no need to use a selection
algorithm to choose the calibration configurations. Moreover, the embedded joint
torque sensors of the robot are used to estimate the joints deflection, with no mass
model or resolution algorithm required. Therefore the overall calibration process
is straightforward to set up. Experimental results show that an accuracy up to 0.4
mm can be obtained with LBR iiwa Kuka robot against an accuracy higher than
2.5 mm before calibration. These results are presented in the conference article: P.
Besset, A. Olabi and O. Gibaru, "Advanced calibration applied to a collaborative
robot", in IEEE International Power Electronics and Motion Control Conference
(PEMC 2016), Varna 2016.

2.2.3 Application to marine loading arms

Marine loading arms are articulated structures that can be seen as robotic manipu-
lators, in a geometric point of view. They can therefore be calibrated with similar
methods. MLAs are not designed to be controlled as robots. In particular, the low
stiftness of the links, cables and joints induces deflections that lead to position er-
rors up to several decimeters on the end-effector. On the other hand, the flanging
area, i.e. the volume in which the loading arm has to be accurate, is small in terms
of range of the joints position. Thus in this area, the change of deflections in the
structure of the arm are small, and directly compensated in the DH parameters.
Experimental results presented below concur with this hypothesis, as a geometric
calibration proves sufficient.
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A geometric model of an MLA is built using the classic modified D-H para-
metrization [KDO04]. Figure 2.13 shows the geometric model chosen. One can
note that this model is suitable to represent the geometric structure of many types
of loading arms, including OLAF, RCMA and DCMA.

Figure 2.13: MLA in zero position: Modified DH model.

It is convenient to introduce a conventional DH joints notation for the loading
arm. Figure 2.14 shows the true joint notation (green) and the joints notation
following the DH convention (red). Table 2.6 shows the relation between both
notations.

The repeatability and calibration experiments are conducted on the scaled
OLAF model and the full scale DCMA, presented in Section 1.4. For these expe-
riments a robotic total station, as presented in 2.1, is chosen instead of a classic
metrology laser tracker. Although less accurate, the total station is robust to sun-
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Figure 2.14: Angles notations Red: robotic convention. Green: actual joints posi-
tions .

Table 2.6: Joints position calculation

qa = ¢

G2 = —

qs = a—f

@ = p—0—(z1Nz.).x1
a5 = Y

light, rain and mist, which is convenient for these outdoor experiments. The long
range of this device is necessary, regarding the size of the loading arm and its
layout. Finally this measurement system has the ability to automatically find and
follow its target, which makes these operations easier. Figure 2.15 shows the total
station measuring the position of its reflector, which is set up on the couplers of
the arms, as shown on Figure 2.16.

First the repeatability of the arms is estimated. Five configurations which
correspond to positions inside the flanging area are chosen, as shown on Figure
2.17. The joints controllers developed in Section 5.3.1 are used to drive the arm to
each configuration successively. The configurations are sorted so that all joints are
exercised during movement between them (except the fifth joint, not available as
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Figure 2.15: The total station measures the position of the coupler. Picture of the
OLAF scaled model.

Figure 2.16: The reflector of the total station is set up on the coupler. Left picture:
full scale DCMA. Right picture: scaled model.
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explained in Section 1.4). When the arm reaches a configuration and is steady, the
position of the coupler is measured, as well as the joints positions. The operation
is automated and repeated n, = 30 times. For each position the repeatability R P
is calculated, according to the ISO 9283 definition [ISO98], as:

RP =1+ 39, (2.13)
where [ is the mean distance to the barycenter X of the measured points:
Li=X;—X|, [ = 1iz (2.14)
(2 2 ) - n, p (2] ‘

and S; the standard deviation:

S, = M (2.15)

n,—1

Table 2.7 presents the results for the five positions.

Table 2.7: Repeatability results for the OLAF scaled model and the DCMA.

Position scaled model RP (mm) full scale DCMA RP (mm)

1 21 9
2 27 9
3 9 4
4 18 5
5 21 9

The results presented in Table 2.7 are unexpected. The 1/4 scaled tolerance of
the coupler is 25 mm while the worst calculated repeatability is 27 mm, i.e. 108%
of the tolerance. That makes the repeatability of the scaled arm too poor for the
automatic connection. However the full scale DCMA presents significantly better
results. The worst calculated repeatability for this arm is 9 mm, i.e. 9% of the full
scale tolerance. The poor repeatability of the OLAF scaled model mainly comes
from dry friction in joint 4, which keeps the Style 80 to settle, from the gravity,
in its zero position. After investigation, the repeatability of joint 4 for the scaled
model is 3.3 degrees, which corresponds to a 30 mm position error of the coupler .

The accuracy of the loading arms are estimated according to the method pre-
viously developed. n = 24 points are chosen to cover the flanging area, as shown
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Table 2.8: Accuracy of the loading arms before calibration

n =24 &, (scaled model) &, (full scale DCMA)
max;(d;) (mm) 40.1 421
mean;(d;) (mm) 24.0 217
std;(d;) (mm) 9.1 114

on Figure 2.17. Table 2.8 presents the accuracy measured before calibration.

®
o
o
(0]
0.6 © o
o

Z (m)

Figure 2.17: Calibration points (blue circles) and repeatability points (red stars) in
the frame R, for the OLAF scaled model. The calibration points map the flanging
area (see Figure 1.4).

In this study the frame R, is identified thanks to features of the total station,
which takes z; as the vertical axis, and y, from a motion of the manifold. The
position of the frame R, is then adjusted by a least square fitting. The overall
identification is performed according to the method previously presented, and the
resulting DH parameters are updated in the inverse kinematics functions of the
arms (See Appendix A). In order to validate this identification, sets of 50 points
in the flanging areas, different from the calibration points, are chosen to measure
the new accuracies. Table 2.9 presents the measured accuracies of the arms after
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calibration.
Table 2.9: Accuracy of the loading arms after calibration
n = 50 &, (scaled model) &, (full scale DCMA)
max;(d;) (mm) 27.1 25.5
mean;(d;) (mm) 13.8 14.7
std;(d;) (mm) 6.1 6.4

The calibration conducted on the OLAF scaled model and the full scale DCMA
gave unexpected results. The performance of the full scale arm in terms of repeata-
bility is much better than the scaled model. After calibration, the worst measured
accuracy of the full scale DCMA is 25.5% of the tolerance of the coupler (100
mm). This value is acceptable for the automatic connection, since there is 74.5%
of the tolerance left for errors from other sources, e.g. tracking error, oscillation.
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Experimental study of an offshore
loading arm

Offshore loading arms are designed to operate with the current targeting system,
that guides and stabilizes the coupler during the connection stage. The automatic
connection system that is developed in this project requires an actuation system
able to compensate the motion of the vessel, as well as the possibility to accurately
move the loading arm. These performances, not necessary for the initial targeting
system, are not guaranteed. An investigation of the MLLAs hardware capabilities
is therefore needed. Besides, such a study also helps to improve any simulation
model used by the manufacturer. This chapter proposes an experimental study
of the hardware of a loading arm. First a modal analysis of the structure of the
arm 1is carried out, in order to evaluate how this structure will react under internal
and external disturbances. Then the actuated joints of the system are studied to
evaluate their dynamic capabilities. Finally, the influence of the sea and wind on
the system is studied.
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3.1 Experimental modal analysis

The mechanical structure of the loading arm operates under many different dis-
turbances that can induce vibration. First of all, under the influence of sea heave
and waves, the FLNG on which the MLA operates is unsteady and its motion may
affect the MLA. Another source of disturbance is the wind gusts incoming on the
structure of the loading arm, which could induce bending and vibration. The ac-
tuation system itself may also generate oscillation along with the desired "rigid"
motion. Vibration may lead to significant error in the estimation of the position
of the end-effector. Also, vibration may reduce the hardware lifetime and raise
safety issues in case of large oscillation. The knowledge of the vibratory behavior
of the system is therefore important to estimate the influence of the different inco-
ming disturbances. An experimental modal analysis is performed on both the 1/4
OLAF scaled model detailed in Section 1.4.1, and a full scale DCMA presented
in 1.4.2. The objective of this experiment is to determine the vibration modes of
the structure of the loading arm, with their shapes and frequencies.

The frequency response function of the structure can be obtained by mechani-
cally exciting it with signals covering the studied frequency range, and measuring
its response at multiple points of the structure. Classically, e.g. in the aircraft in-
dustry, arrays of accelerometers are set up along the structure of the system, in the
three spatial directions. However for a loading arm, such a method would prove
costly in terms of hardware, time and complexity of setup. As an alternative, a
laser vibrometer is chosen to measure the structure response. This electronic de-
vice produces a laser beam to a target point and makes use of the doppler effect
to measure the velocity of this point. The velocity is measured along the beam
direction, and is corrected to be expressed along a constant direction, ¢ in this
study. Figure 3.1 shows the laser vibrometer set up for the experiment. This con-
tactless technology is convenient regarding the size and layout of the loading arm.
The direction xg, i.e. the surge, is chosen because the most detrimental vibration
seems to be along xq, regarding the general design of the structure. Also, the
layout of the test yard makes it difficult to measure along other directions.

The structures of both studied arms are meshed with reflective targets to help
the vibrometer to operate outdoor. Figure 3.2 shows the meshes of the structures.
The scaled OLAF is set up in operating configuration (¢, o, 5) = (0°,5°,5°)ona 6
DoF hexapod platform. The hexapod is used to excite the system with sinusoidal
displacements along x¢. The acceleration of the hexapod displacement u;(t) is
measured by an accelerometer. Classically, the input force is measured to obtain
velocity / force transfer functions, but that was not practically possible with the

54



CHAPTER 3. EXPERIMENTAL STUDY OF AN OFFSHORE LOADING
ARM

Figure 3.1: The laser vibrometer measures the velocity of all measurement points
of the mesh. Left and bottom pictures: Head of the laser vibrometer. Right picture:
Acquisition and generation system.

available hardware.

The setup of the modal analysis for the full-scale loading arm differs from the
previous one, for practical reasons. The arm is set up in a configuration such as its
coupler is at one meter above the yard floor, shown by Figure 3.8. In that way, a
1000 Kilo Newtons capable electromechanical exciter is anchored on the floor and
excites the loading arm via the coupler, as show on Figure 3.3. Several sensors
are set up to measure the input excitation. First, three accelerometers measure the
acceleration of the excited point along the three spatial directions. Unfortunately
no data could be exploited from these accelerometers because they are incompa-
tible with low frequencies. The same issue is found with the force sensor set up
on the exciter rod. However the intensity of the current running in the coil of the
exciter is measured, so that the force us(¢) transmitted to the structure can be cal-
culated anyway. Finally, a displacement sensor measures the displacement of the
excited point of the coupler. Figure 3.4 shows the set up of these sensors. Figure
3.5 shows the overall set up of the experiment.

The two modal analyses are carried out on the frequency range [0.1Hz, 10Hz]
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Figure 3.2: The structures of the scaled model and the full-scale loading arm are
meshed with measurement points.

S

T

Figure 3.3: The excitator excites the structure of the arm via the coupler, and the
transmitted force is calculated from the current in the coil.

with a maximal resolution allowed by the hardware: 62.5mHz. The input signals
are sent as "periodic chirp", built in the frequency domain with a uniform ampli-

56



CHAPTER 3. EXPERIMENTAL STUDY OF AN OFFSHORE LOADING
ARM

Figure 3.4: Pictures of the sensors set up at the excitement point.

Loading arm

Scanning
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Figure 3.5: Set up of the modal analysis for the full scale arm.

tude spectrum, and obtained by inverse FFT. The velocities of the measurement
points y; ;(t), y2,(t) are measured. Figure 3.6 shows a typical chirp force input
with the measured velocity response.
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Figure 3.6: Temporal evolution of the force input (top graph) and the associate
velocity response (bottom graph) at the excitation point of the full scale DCMA.
Example of a chirp with a logarithmic evolution of the frequency (red lines).

The recorded signals are expressed in the frequency domain by using fast Fou-
rier transforms (FFT):

Ui = I(Ui), 1€ {1, 2}

Y;; = F(y;;) Jindex of the measured point G-1)

The noise of U; and Y; ; is reduced by averaging the signals five times with an
overlap of 75%. Frequency response functions (FRF) are then automatically cal-
culated by the vibrometer as:
Yii(f)
Gig(f) = 722 (3.2)
=70
Figure 3.7 shows G, and G, the spatial average of the FRFs along the structures
(top graphs). The bottom graphs of this figure shows the FRF produced from the
response of the coupler: G coupler aNd G coupier- These FRFs are particularly inte-
resting since the oscillation of the coupler directly affects the precision of the arm.

The operational shapes of the structures can then be constructed. Table 3.1
shows the operational shapes of the three first modes of the structures with their
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Figure 3.7: Experimental frequency response functions of the arms along xq. Left
graphs: scaled model, Right graphs: full-scale arm. Top graphs: mean responses,
Bottom graphs: responses at the coupler. Frequency resolution = 6.25 102 Hz.

frequencies.

The knowledge collected during this experiment will be used in the following
sections. In particular, the frequency responses of the structures will be compared
to the dynamic capabilities of the actuators and the frequency spectrum of the
FLNG motion. Notes :

e The piezoelectric based sensors (force transducers, accelerometers) badly
worked at low frequencies (<0.5 Hz), and their data could not be used.

e The laser vibrometer turned out to be an adequate choice. First, it is not
limited in low frequencies as accelerometers. The intensity of the laser
signal was very good (average 80%) at a range of 40 meters, with reflecting
targets. This made it possible to obtain measurements with very low noise.

e Binoculars were necessary when aiming the laser at the reflecting target, in
order to record the mesh in the vibrometer.

e The stroke of the exciter should be long enough to support the oscillation of
the arm. As a reference, the stroke of the exciter was 75 mm, too short to
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comfortably conduct the experiment.

Table 3.1: First measured modes: frequencies and operational shapes

OLAF scaled model

2.0Hz 2.56 Hz 5.31 Hz

0.37 Hz 0.56 Hz 3.69 Hz
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Figure 3.8: Setup of the full scale DCMA.

3.2 Experimental study of the joints

In this Section the term "joint" refers to the set of hardware {hydraulic circuit +
valves + cylinder + load}. The knowledge of the dynamic behavior of the joints
is important to choose planning and control strategies. It is also interesting to
compare the the bandwidth of the joints with the modes of the structure. Indeed
vibration may be induced in the structure of the loading arm by simply driving the
cylinders. An experimental identification is thus led on both the 1/4 scaled OLAF
model and the full scale loading arm. The three first joints of the loading arms are
actuated by hydraulic cylinders, as shown on Figure 1.10. The loading arms made
available for this research project do not have adequate actuating and monitoring
systems for the swivel (5%) joint. Therefore these joints are left aside in this study.

Before this study, the system is warmed up with repetitive motion of all joints,
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in order to let the temperature of its oil reach a permanent value. It has been visu-
ally observed that the behavior of the joints significantly changes whether the arm
is warmed up or not, although no data were collected to support this observation.
The hexapod table of the scaled OLAF is motionless and horizontal for all expe-
riment, unless otherwise specified.

3.2.1 Step responses of the joints

First the step responses of the joints are studied. A series of step inputs is sent
to each joint, one by one. The input is the opening rate of the proportional spool
valve. The position response of the joint is recorded form its sensor. A total sta-
tion, as presented in Section 2.1, is used to monitor the Cartesian position of the
coupler X during this experiment on the full scale arm.

Since the positions of the inboard and outboard links change the inertia of the
arm about z;, the response of the slewing joint may change with « and 5. This
study focuses on the behavior of the system for "deployed" configurations, where
the coupler is inside the flanging area, where accuracy is needed. This scope of
configuration being small ((A¢, Aa, AB) < (5°, 15°, 10°)), the behavior of the
arms is assumed constant within this scope. Typical step responses of the joints
are given on Figure 3.9. Position transducers responses are given on the top and
middle rows (blue lines). The bottom row gives the evolution of the position of
the coupler along the appropriate direction. The step inputs (red areas) are set at
+15%.

From Figure 3.9 one can observe that the cylinders of the scaled model re-
spond with oscillation to step inputs. That is not the case with the full scale arm,
where the no oscillation of the cylinders rods is measured. However one can vi-
sually see that the structure of the full scale arm respond with large oscillation, as
recorded by the total station.

The mean measured delays on the position response of the joints are given in
Table 3.2.

The measured delays presented in Table 3.2 are small regarding the operating
frequencies of the joints (see Figure 3.11), and proved not to led to any difficulty
in the low level control (see Section 5.3.1).

The evolution of the steady state gain of the joints regarding the value of the

valves inputs is measured. Let us note K;(u), Vi € {1, 2, 3}, the steady state
gain of the joint ¢ for the input u. Step inputs are sent on the used range [-15%,
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Figure 3.9: Top and middle rows: responses of cylinders position sensors (blue

lines) to step inputs. Bottom row: evolution of the

position of the coupler X.

along one dimension. Step inputs are set to +15% in term of valve opening rate.

+15%] with a spacing of 0.1% around the zeros and otherwise 1%. For each input
the velocity is measured when steady. Figure 3.10 show the results. One can note
that the steady state gains of the joints are not constant, and present dead-zones
and offsets, for both arms. Functions K [1 are built in order to compensate these
effects when driving the joints. For instance, if a velocity signal w(t) is wanted
for the i joint, the right signal u(t) to send to the valve is:

ult) = K, (w(t))

(3.3)
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Table 3.2: Delay of the joints responses.

Scaled OLAF Full scale DCMA

Joint 1 0.18 s <0.10s
Joint 2 0.15s <0.10 s
Joint 3 0.15s <0.10 s

These functions are made by fitting polynomials on the curves u = f(w). These
functions are mainly used for the low level control, in Section 5.3.1.

1
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Figure 3.10: Experimental identification of the steady state gains of joints 1, 2
and 3. One can observe dead zones and offsets. Left graph: OLAF scaled model,
zoom on the dead zones. Right graph: full scale DCMA.

3.2.2 Bandwidth of the joints

The bandwidths of the joints are evaluated, by plotting experimental gain Bode
diagrams. Sine signals wj;,, are sent as inputs such as:

win(t) = Ay, sin(27 ft), (3.4)

with A;, =5 deg/sec and f the current frequency. These signals are directly sent to
the spool valves, in open-loop. The amplitudes of the velocity responses A, (f)
are measured. The frequency ranges and resolutions with which the inputs are sent
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differ from one joint to another, according to its response. Gain Bode diagrams
are plotted as:
Aout(f)

Ain

The whole operation is done three times for each joint of the scaled OLAF,
twice for the first and second joints of the full scale DCMA, and only once for its
third joint. These numbers of tests are kept low because this experiment s time
consuming regarding the low availability of the hardware. The third joint of the
full scale arm is only tested once with a low resolution because resonance phe-
nomenons were visually observed. This operation was judged unsafe for the har-
dware and the operator and was therefore stopped. Figure 3.11 shows the average
gain Bode diagrams of the joints. For the slewing joint of the scaled model, the
experiment is conducted in both parking and working configurations.

Gi(f) = 20log( ), Vi € {1,2,3}. (3.5)

The observation of the graphs of Figure 3.11 gives an estimation of the band-
width of the joints, summarized in Table 3.3. One can also obverse antiresonance
on several of these responses.The origin of these phenomena is no further investi-
gated.

Table 3.3: Bandwidth of the joints

Scaled OLAF Full scale DCMA

Joint 1 (Hz) 0.56 0.25
Joint 2 (Hz) 0.56 0.54
Joint 3 (Hz) 1.85 0.25

3.2.3 Oscillation of joint 4

The forth joint, which links the Style 80 to the outboard link, is not actuated. This
joint is left free to oscillate as a pendulum. Such oscillations, even with small
angles, may induce significant errors of the position of the coupler. For instance
an oscillation with an amplitude of 2° induces an oscillation of 95 mm of the po-
sition of the coupler. For this reason the oscillation frequency of the coupler is
determined for small angles of 6.

The oscillation periods and frequencies are calculated as:

J
Teale = 2 ) (36)
mgl
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Figure 3.11: Gain Bode diagrams of the actuated joints: 1,2,3,and 5 from the top
left to the bottom right. The gain of the first joint (slewing) is plotted both for the
parking (dashed red line) and the working configurations.

and
1

f calc — )
Tcalc

where J, m and [ respectively denote the inertia about the rotation axis of the
joint 4, the mass, and the distance of the center of gravity about the latter axis.
These parameters are provided by the manufacturer. g denotes the acceleration of
the gravity. The calculation is made for both the scaled OLAF and the full scale
DCMA. This oscillation period is also measured by recording the evolution of ¢
when 0 < 5°, after a step motion of the outboard joint. The operation is repeated
ten times, for both arms. The average measured period 7., is given in Table 3.4.
The standard deviation is, in the two cases, less than 0.02 s.

3.7
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Table 3.4: Style 80 oscillation frequencies

Scaled OLAF Full scale DCMA

Toute (5) 1.50 3.70
Frate (Hz) 0.67 0.27
Tones () 1.48 3.44
Fmes (Hz) 0.68 0.29

Figure 3.12 compares the frequencies of both Styles 80 with the gain Bode
diagrams of the joints. It concurs with the visual observation that:

o the Style 80 of the scaled model easily oscillates from motion of the joint 3.

e the Style 80 of the full scale arm easily oscillates from motion of joints 2
and 3.

3.2.4 Conclusion and recommendations

The observation of the systems shows that the OLAF scaled model and the full
scale DCMA behave differently. The mechanical structure of the scaled model
may be assumed as rigid when the system is driven, but not its hydraulic circuit.
As a result a part of the oscillation, that corresponds to deformation of the hoses
an oil compression, is observable from the position transducers of the cylinders.
Other oscillation e.g. cables deformation or backlashes remain unseen because
undergoing "after" the cylinder encoders. The full scale arm, on the other hand,
has a structure very flexible and oscillate easily while the rods of the cylinders
stay steady from a stiff hydraulic circuit. As a consequence the oscillation of the
full scale arm is not observable. Figure 3.12 compares the gains of the joints
with the average frequency responses of the structures obtained from the modal
analysis. One can observe that the bandwidths of the joints are below (about 4
times) the first mode of the structure. That is also the case for the full scaled arm,
although the gap is smaller ( 25%). Consequently active vibration damping cannot
be implemented by using the cylinders. Moreover it is important to highlight
that the modal analysis did only observe the modes of the structure along x,
and unknown modes in the plan (y;,z;) are also to be considered. From these
observations it can be stated that:

e The scaled model and the full scaled arm have a significantly different be-
havior, and methods developed for the former might not be adequate for the
latter.
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Figure 3.12: The gain Bode diagrams of the joints (blue lines, full: joint 1, dashed:
joint 2, dot-dashed: joint 3) are compared to the average FRF of the structures of
the arms (red lines). The measured frequencies of the oscillation of the Style 80
are plotted as the vertical orange lines.

e Active damping cannot be implemented on the full scale arm unless adding
extra sensors, because the oscillation are not observable by the monitoring

system of the arm.

e Smooth trajectories should be used to drive the system, in order not to make
it oscillate.

The study of the gains of the joints proved essential to drive the arms. Indeed
the measured offsets and zeros have a significant detrimental impact on the cont-
rol of the joints and must be compensated.

3.3 Influence of the wind and the sea

The sea induces undesired motion of the vessels. This motion may be expressed
as evolution of the poses "F, and " P,,. The main detrimental effects that can be

forecast are:

e A relative motion between the two vessels, that makes °P,, unsteady and
difficult to follow with the arm,

e Important inertial effects induced in the system,
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e The excitement of one or several vibration modes of the structure of the
loading arm.

In order to study the effects of the vessels motion on the loading arm, si-
mulated motion is provided by the manufacturer. Indeed, no recorded motion is
available for this study. In this section, the simulation method is briefly described.
Then the vibratory and dynamical effects induced by of the FLNG motion are stu-
died.

3.3.1 Influence of the wind

One major disturbance in oceanic environment is the wind. It is known form vi-
sual observation during the test campaign that end of the full scale arm does move
under strong wind. This motion correspond to an oscillation of the external link
about y;, similar to the first or second operational shape presented on Table 3.1.
No data was measured to support this observation because of the lack of adequate
sensor. In this project the study of the effects of the wind on the arm is left aside
and it is assumed that the automatic connection takes place under no significant
wind.

3.3.2 Vessels motions simulation

FLNG and LNGC motions can be simulated, on the basis of a sea state and a so-
called Response Amplitude Operator (RAO). The sea state characterizes the sea in
terms of waves direction, height and period. A sea state can also be defined by its
wave energy density spectrum. A reference sea environment chosen by the manu-
facturer to validate the overall connection process is given in Table 3.5. Although
wind sea, with higher frequencies, is generally included in the sea state, this case
takes only the swell into account.

Table 3.5: Reference Sea state

Significant wave height: 2.0 m
Mean wave period: 9.0s
Waves direction: —Yo

This sea state corresponds to a JONSWAP wave power spectrum given on Fi-
gure 3.13. JONSWAP (Joint North Sea Wave Project) is an empirical model of
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monodirectional sea waves spectrum [JP02]. The direction of the incoming wave
is chosen as —yq. This direction is considered as a worst case since it maximizes
the roll.

e e
— N W r

Power spectral density (m?.s)

(=)

0 01 02 03 04
Frequency (Hz)

Figure 3.13: JONSWAP wave power density spectrum for the reference sea state.

The RAO is a transfer function that gives the response of the ship motion, for
the six DOFs, under the influence of the sea. The RAO of a ship depends on many
parameters, e.g. its size, shape, mass distribution, damping. Hence the RAO of
a tanker changes according to the quantity of LNG that it carries. In the context
of loading arms, the RAOs used in simulations are experimentally determined on
scaled models, and are enhanced with nonlinear multiphysic simulations. The
study of the RAOs of the FLNG and LNGC is beyond the scope of this project
and will not be further described. By using seeds, i.e. random phase values, wave
time series may be produced. Figure 3.14 summarizes the simulation of the ves-
sels motions in our study.

The vessel motion thus obtained is a six dimensional time series. Its position
is expressed in the initial frame of the vessel R,.. Its orientation is expressed as the
nautical angles pitch, roll and yaw, i.e. the Euler angles with the "ZYX" conven-
tion. For the FLNG, this signal is transformed to represent the pose " Py(t) of the
foot of the loading arm. For the LNGC, it is transformed to represent the pose of
the manifold " P,,(¢). The involved frames and notation are presented in Section
1.3.1. These motion time series will be referred as the reference vessel motion in
the following of this document.

A fast Fourier transform (FFT) is applied to the time series of "P,. The re-
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Figure 3.14: Simulation of a vessel motion. The power spectrum and the seeds
make a wave time series, which is translated into vessel motion by the RAO.

sulting spectra are shown on Figure 3.15. In particular, the surge spectrum is
compared to the FRF of the structure of the loading arm. Figure 3.16 shows that
both spectra are on separated frequency ranges. Therefore the modes of the arm
structure will not be excited by the FLNG motion.
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Figure 3.15: FLNG motion spectra.
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Figure 3.16: The surge spectrum (blue) and the FRFs of the arms structures (red)
do not share frequencies. Left graph: OLAF scaled model. Right graph: full scale
DCMA.
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3.3.3 Influence of the inertial effects

The vessel on which the loading arms are set up moves under the influence of
the sea and the wind. Thus this vessel can be seen as a non-inertial base which
induces inertia forces in the MLA structure. These inertial effects, which are not
measured, may lead to detrimental disturbances for the control of the arm motion.
The literature proposes some examples of such cases, for which the motion of a
non-inertial base is accounted for. Kiichler et al. [KMNT11] detail a control al-
gorithm applied to an onboard crane system. The position of the payload of the
crane is controlled by taking account of the ship motion and prevents detrimental
oscillations. The study presented in [FGLA11] proposes to anticipate and take
advantage of the inertial effects that apply to an onboard robotic manipulator. In
this context the controller of the robot makes sure not to move against the inertia
forces and uses them to reduce its energy consumption. In both of these cases, the
ship motion is predicted to anticipate the inertial effects that apply to the system.

In order to simulate the inertial effects of the vessel motion on the MLA, the
equations of motion of the system are needed. These equations express the joints
torques according to the state of each degree of freedom of the system. In our
context the chosen system consists of the loading arm, with the five DoFs of the
joints, plus the FLNG, with six DoFs. To derive the equations of motion a multi-
body dynamic model is needed. Many handbooks propose methods to build such
models. In particular, [Cra05] and [KDO04] deal with rigid multibody models for
serial manipulators. One of the most popular methods is the Lagrangian dynamic
formulation. This method consists in using an energetic approach to derive the
equations of motion of the robot. Another classic method is the Newton-Euler
approach, based on Newton’s laws. The latter method is selected for its easiness
of implementation with serial mechanisms. Figure 3.17 presents a diagram of a
generic loading arm to support the dynamic model developed in this section.

In this section the DH joints notation convention introduced in Chapter 2 (see
Figure 2.14) is used, for convenience in the calculation

3.3.3.1 Dynamic modeling

A full rigid multibody model of the arm is built, accounting for all parts, is built.
Let us note in this section:

.. T
e T the joints torques vector: T = [y, T2, T3, T4, T3]

® Qout = [qT,TqOT]T the joint position vector, extended with "qy the 3 rotation
vector of frame R in frame R,.
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Figure 3.17: Diagram of a generic loading arm for dynamic modeling.

o Vo the acceleration of the FLNG in the frame R, : Vo — dzd”tg(o

This dynamic model should account for the FLNG motion, assumed as known
in this section. It should lead to the motion equation of the loading arm, such as:

T = M(qext)d + V(qea:zh q.emt) + G(qexta‘./()> + B(qemta d0)7 (38)
or

G =M (@uur) |7 = V(@urt, dear) = G@uarsVo) = Bl@uars o). 3.9)
with:
e M the 5 x 5 inertia matrix.
e V the 5 x 1 vector which represents the centrifugal and Coriolis effects.

e G the 5 x 1 vector which includes the gravity effects, as well as the accele-
ration of the FLNG.

e B the 5 x 1 vector which includes the effects of the rotational acceleration
of the FLNG.

This model does not account for external disturbances, e.g. wind.

The first stage of the Newton-Euler algorithm is the derivation of the accele-
ration of each body of the system.
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Derivation of velocities and accelerations
Let us note:

e a; the rotation axis of joint .
e w; the rotational velocity of the frame R; regarding the frame R,.
e w; the rotational acceleration of the frame R; regarding the frame R,..
For each frame, the rotational velocity is derived.
wo ="Ry" - qo, (3.10)

for ¢ from 1 to 5: ‘ . - '
‘wi="TR; -"lw, 1 + ¢ a;. (3.11)

The angular acceleration can then be calculated.
“Go ="Ro" - G, (3.12)
for ¢ from 1 to 5:
i@, = TIR T + IR A g;-'a; + §; - 'a; (3.13)

Let us note

o G, the center of mass of link <.

e v, the acceleration of the frame R; regarding R,.: v; = di;t‘;(i
e U, the acceleration of G; regarding R,: vg, = di;fi
e g the acceleration of gravity, assumed at 9.81 m.s
The accelerations can be successively derived:
%9 = "Ry - ("Vo +g-"2,) (3.14)

for ¢ from 1 to 5:

i =R (T ATTXG 4wy — LA (T — TATTEX) 4 )
(3.15)

Also, the acceleration of X, et X.., are respectively:

2i7icw == 1R2T : (1"&1 A 1Bcw + 1<"Jl A (1‘-‘)1 A 1Picw) + 1/':)1) (316)
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and
3/[)ecw = 2R3T : (2w2 A 2Pecw + 2“’2 A (2(4)2 A 2Pecw + 21}2) (317)

Finally, the acceleration of the center of mass of each link is derived.
for 7 from 1 to 5:

The accelerations of the centers or mass of the internal and external counterweig-
hts, respectively noted ¥, and ¥..,, are also needed:

2'l.)Gicw - 20;"2 A 2Gicw + 2(""2 A (2(")2 A 2Gicw) + 2i’icw (319)
3,[)Gecw = 3"‘)3 A\ 3C"'\’ecw + 3(4)3 A (3(.03 A 3Gecw) + 3/{)60’!1) (320)

Derivation of joints torque

The forces and torques induced by the inertia effects F; et IV;, that apply to the link
¢ at its center of gravity are given by Relations (3.21) and (3.22), which correspond
to Newton’s and Euler’s laws:

Vie {1, -+ Sjcwecw}  F=m;- g (3.21)

Ny =1+ 'y N - (3.22)

where @I, represents the ineria tensor of link 7 in the frame having for origine
G and directions (x;, y;, z;). At this point the Newton-Euler algorithm as to be
modified. Indeed for serial mechanisms the derivation of joints torques is achieve
by a simple recurrent equation. However the loading arm is not a serial mecha-
nism, dynamically speaking. The joints torques 7 are then seen as the solution of
a classic ridid-body mechanical linear problem:

f(Tv 97 Nl..57 Fl..5) = Oa (323)

which is manually solved as a set of equations, such as:

Ti = Z ()\k(qe:rt) : Fk + /J*k(qext> : Nk) : ia’iv Vk € {17 e ,5,7:C'U},€CU)} )
k
(3.24)

where the terms Ay, et py, are 3 X 3 matrices which contains geometrical parameters
of the arm. I In order to derive the joints accelerations ¢ from the joints torques
T, The matrix M should be separated from the terms V', B and G, as shown by
Equation (3.9). if Relations (3.10) to (3.24) are symbolically derived, the matrix
M and the vectors V', G and B can be identified. However these closed-form
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expressions are difficult to deal with because they are very long (millions of sym-
bols), due to the number of DoFs of the system. Symbolic identification of the
elements cannot be performed when running the algorithm numerically. This dra-
wback can be avoided by noticing that F; and IN; may be written as expressions
of the form :

5 [ 5
Z (Z Frin(ie) + Fii(do) + fai(g, Vo) + fw) :
—1 \k=1

J
Hence, the elements M, V', B and G can be evaluated individually by splitting
the terms. Equation (3.13) becomes:
5
Wy =y + Dpi + Y g, Vi€ [1,5], (3.25)
j=1
with

( 0-
Oon =0

i _i-1pT -1 i-1p T -1 -
wy; ="R; -Twyia TR T wyisi Ag-ta;

P N -
. 0ifi < j
opgiy = | .  (@arisa’ x 5 mad
| Wi g { i-ipt...opgT. ‘a; otherwise (@ isa matix)
(3.26)
Likewise, by rewriting (3.15), (3.16) and (3.17), comes:
5
by = "By + o+ Y i » (327)
j=1
5
2i)icw = 2i’Vicw + 2i’G’icw + Z 2i’Micw,j > (328)
j=1
5
31}ecw = 3,i)Vecw + 3i}Gecw + Z 3i7]\/[ecw,j (329)
j=1

Finally the matrix M and the vectors V', G and B can be numerically compu-
ted. To do so, one should evaluate expressions (3.18) to (3.24) in which the terms
w; and v; are replaced by w¢; and ¥¢; to obtain G, wyy; ; and Uy, ; to obtain M ;
(" column of M), etc. With Vi, w; = 0, except when evaluating V.
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At the end of the day, the motion equations (3.8) and (3.9) are available. Re-
lation (3.8) may be used to compute joints torques given the joints and FLNG
motions, while relation (3.9) may be use to simulate the joints motions according
to the joints torques.

3.3.3.2 Simulation results

Simulation are run to evaluate the joints torques induced by the FLNG motion for
the full scale DCMA presented in Section 1.4. The length, mass and inertia para-
meters are extracted from CAD (computer-aided design) models provided by the
manufacturer. This parameters are such that the loading arm is assumed perfectly
statically balanced. First the evolution of the joints torques is simulated, for the
arm in deployed configuration, with no joint motion. The FLNG moves under the
reference sea state presented in Section 3.3.2. The joints torques are thus only
generated by the FLNG motion and the gravity. Figure 3.18 shows the result of
this simulation.

A second simulation is run assuming the joints are driven to follow the ma-
nifold. The inverse kinematics model of the arm, presended in Appendix A, is
used to express the relative motion of the vessels °P,,(t) in terms of joints mo-
tions g(¢). This time series are numerically differentiated to obtained the needed
velocities and acceleration. Figure 3.19 shows the result of this simulation.

First these results show that the total joints torques are below the actuators
capabilities. The highest calculated joint torque is 0,8.10° N.m for the inboard
joint, which stays under 40% of its nominal cylinder capacity. Then the frequency
spectra of the inertia joints torques are obtained by using FFTs. Figure 3.20 shows
that the low frequencies of these signals (<0.1 Hz) are below the first measured
mode of the structure of the loading arm (0.37 Hz). Hence it can be assumed that
the inertia effects do not excite the structure of the arm. In other words, the vessels
motion are considered as a purely geometric problem in this project.

Finally these results show that inertia effects consist of about 10% of the total
joints torques, assuming the loading arm exactly compensates the relative motion
OP,,. Thus these inertia effects cannot be considered as negligible, and an ap-
proach similar to the one proposed by [FGLA11] can be considered. The latter
approach, as presented at the top of this section, consists in predicting the FLNG
motion to plan the arm motion so that the inertia forces reduce the joints torques
needed for the motion. This issue is not further investigated in this project. Ho-
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Figure 3.18: Joints torques induced by the FLNG motion. Top graph: total tor-
ques. Middle graph: Gravity only. Bottom graph: all inertia effects except gravity.
wever the author suggests:

e to validate this model by fitting the OLAF scaled model with force sensors,
and using its hexapod table to reproduce the FLNG motion,

e if needed, to incorporate flexible elements in the model,
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Figure 3.19: Joints torques induced by the FLNG motion and joints motions. Top
graph: total torques. Bottom graph: torques induced by joints motions only.

e to apply the methodology proposed by [FGLA11], by using the motion pre-
diction algorithm developed in Section 5.2.
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Figure 3.20: Frequency spectra of the joints torques induced by the inertia effects.
These frequencies are below the first measured mode of the structure of the arm.
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Chapter 4

Jerk limited time optimal online
trajectory generation

For the sake of motion accuracy, safety and hardware lifetime, its is important
that the vibrations in the loading arm are kept low. In particular, oscillation of
the Style 80 around joint 4 is to be prevented, as well as the joint and structure
vibration measured in Chapter 3. Indeed it is shown that the structures of the lo-
ading arms are easily excited by their actuators. Robotic manipulation classically
uses very smooth profiles, such as jerk-limited trajectories, to avoid acceleration
discontinuities, which can induce detrimental vibrations. Jerk-limited trajectories
can be used as well to smoothly drive loading arms. A significant amount of work
have been done to find efficient and elegant solutions to this problem of trajec-
tory planning and/or vibration reduction, particularly for machining applications
[EAO1, JCPCO5, OBGD10]. In addition to robotic manipulation, service robo-
tics (collaborative) and mobile robotics have to solve the same problem but with
online capability. Indeed in this recent context, robots attempt to instantaneously
react to unpredicted events originating from the unstructured environment and
potentially from the physical human-robot interaction. In the context of MLA,
a tracking algorithm that makes the loading arm able to follow the manifold has
to be developed. The ability to adjust trajectories online according to the envi-
ronment, e.g. relative motions between the FLNG and the LNG carrier, is needed.
Thus according to the context, the trajectory generation has to verify the following
points:

e Trajectories should be modified during execution time (online ability) de-
pending on external measurements or human commands. Therefore the ge-
nerator has to handle non-zero initial conditions, and has to generate trajec-
tories fast regarding a controller cycle time.

e Trajectories should be time-optimal in order to minimize the tracking delay
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between the coupler and the manifold motions,

e The smoothness of the trajectories, at least jerk-limited, should be sufficient
not to induce oscillation in the system, for an improved accuracy.

One can find existing solutions in the literature to solve the problem of time-
optimal online trajectory generation. Jerk-limited trajectories were first usually
defined analytically by computing optimal profiles offline then implemented in
the systems ([EAO1]). More recently, analytic solutions to the time-optimal and
time-fixed jerk-limited online profile generation problem were proposed [JCPCOS,
HWRO8]. The computing time of such algorithms is about 350 microseconds for
one axis trajectory, which can be a significant limitation for multi-axis systems du-
ring one control cycle (typically 1 millisecond). In [KTWO06, KW10], Kroger et
al. introduce a new elegant framework based on the current state of the system and
the final desired state, that provides time-optimal acceleration-limited trajectories
(trapezoidal velocity). The jerk-limited solution is present in their recent works
as the well-known Reflexxes Motion Library. Different approaches described in
[Kro11], that can save computation time, are based on the analytical recalculation
of the trajectories, only whenever a new event arrives to the trajectory generator.

Another interesting approach to naturally comply with the online capability of
the trajectory generation consists in using a filter-based approach. In [Lu08], Lu
presents an original jerk-limited time-optimal control scheme, i.e. a dynamic fil-
tering or closed-loop filtering approach. The proposed controller is time-optimal
according to the constrained jerk and is adapted to real-time use, but the kinematic
constraints on the maximum values of the velocity and acceleration are not consi-
dered. A similar approach, but with enhanced capabilities, is described in [GB10].
The proposed dynamic filter-based trajectory generation can handle freely assig-
nable bounds on the velocity, the acceleration and the jerk, but the time-fixed so-
lution and consequently the multi-axis synchronization problem is not taken into
consideration in this approach. Also, no information about the calculation time is
given. A simpler method consists in using FIR (Finite Impulse Response) filters
properties to shape the trajectories according to a given set of kinematic, time and
frequency constraints. This open-loop approach conducts to less complex algo-
rithms, which can be naturally adapted to the real-time trajectory generation. In
[OBGD10], a FIR filter-based approach is exploited to generate the tool feedrate
of a machining robot with limited jerk. The jerk-limited trajectory is obtained
offline by convolving a pre-calculated low complexity acceleration-limited pro-
file with a moving average filter, i.e. a FIR filter with all weight coefficients set
equal to one. In [BM12], Biagiotti and Melchiorri generalize the FIR filter-based
approach for the online trajectory generation. Starting from a rough step input, a
cascade of n FIR filters generates a trajectory of order n respecting the kinematic
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constraints. The time-fixed trajectory generation problem and multi-axis synchro-
nization can be solved using this approach. However, the proposed online gene-
rator can only deal with symmetric kinematic constraints and the time-optimality
of the trajectory is not assured between via-point. Moreover, it is not possible
to specify on the fly desired values of time-derivative of the position (velocity,
acceleration and jerk) different from zero at the via points. On the other hand,
the strength of the previous FIR-filter based approach relies on the fact that the
smooth online trajectory generation can be efficiently combined with the interes-
ting properties of FIR filters in the frequency domain for vibration reduction.

On this subject, previous works exploiting the FIR filter-based approach
[OBGD10, BO13] demonstrated that the FIR filter time, i.e. the constant jerk-time
for a jerk-limited trajectory, can be tuned to cancel the motion-induced vibrations
of an undamped system. In [Beal4], Béarée proposes an improvement by using
asymmetric jerk profiles, i.e. by using non-equal FIR filter coefficients, to take
into account the damping coefficient of the flexible system. This approach was
generalized and improved in [BMM16] by using trajectories based on an expo-
nential jerk profile and by deriving analytically the new FIR filter parameters that
guarantee the residual vibration suppression.

This work proposes a different methodology which exploits the properties
of FIR filtering to generate on the fly jerk-limited trajectories, based on initial
acceleration-limited trajectories. The initial acceleration-limited profiles are adap-
ted to handle non-zero initial conditions. As a result a fast and versatile trajectory
generator is developed, that fulfills all the requirements for driving MLAs and
many robotic applications.

4.1 Online trajectory generation with jerk limita-
tion

The generation of time-optimal acceleration-limited trajectories can be easily sol-

ved analytically. This low computational complexity approach is well adapted for

online trajectory generation, but results in unsmooth profiles with step accelera-

tions (bang-bang or bang-cruise-bang type control) and triangular or trapezoidal
velocity profiles. Considering a FIR filter defined for implementation as

N
1
Ak = 3 g Ci * A—it1, 4.1)
=1
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with respectively ay,, and a; the acceleration output and input value of the filter
at time k.7,, T, the sampling time of the signal, N the number of taps of the
filter calculated as the integer part of 7} /7., T; the filter time (7 is practically
chosen as a multiple integer of 7,) and ¢; = {ci,...,cy} the filter coefficients.
Convolving an acceleration step function of value a,, with a sliding average FIR
filter (¢; = 1,7 € {1,...,N}) produces a ramp function with ending value G,x
and a slope value, i.e. a jerk value noted j.x, given by

jmax = CLmax/,-zﬂvj- (42)

Therefore as illustrated in Figure 4.1, an acceleration-limited profile may be tur-
ned into a jerk-limited profile by FIR filtering. Unfortunately, FIR filtering of a
time-optimal acceleration-limited trajectory does not necessarily produce a time-
optimal jerk-limited trajectory. Indeed, the jerk limitation given by (4.2) could
be exceeded. Moreover, the initial acceleration and velocity conditions being not
explicitly taken into account, there is no guarantee that the desired position will
be reached.

Acceleration-limited Averaging filter Jerk-limited
profile (RIF) profile
A
&31 Amax I I I qt:)) A max
I/N T, :
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Figure 4.1: FIR filtering principle for jerk-limited trajectories synthesis.

The proposed approach, summarized in Figure 4.2, solves the latter problems
in a systematic way:

1. The first stage consists in generating the time-optimal acceleration-limited
(noted AL) trajectory (see Figure 4.4), which fulfills the requirements in
terms of set-point, initial velocity and kinematic limitations on velocity and
acceleration.

2. In order to ensure that the time-optimality, the jerk limitation and the acce-
leration continuity are respected by the final jerk-limited trajectory (noted
JL), the initial AL trajectory may have to be adapted before the filtering.
This adaptation stage is based on simple closed-form relations.
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3. Then a FIR filter is applied to the adapted AL profile to produce a JL acce-
leration profile. One note that the filter length is chosen according to the
acceleration and jerk limitations. For each new event that modifies the po-
sition set-point, the current state of the trajectory generator becomes the
initial conditions of the new trajectory.

Jerk-limited
trajectory

New set-point Adapted Acceleration-Limited trajectory .\b

; ¥ ¥
- set-point SbQ o Position
- kinematic limitations \od QQ —>»> >
<
>

S Acceleration Adaptation i
& A P Velocity
é“ limited - time-optimal FIR filter >
< ‘ Current state trajectory - time-fixed ..,
————>

! A

T2 I R N I N« ! Acc.

N\ | A ______ Filter parameters >

Itérations - filter time (number of taps)

- coefficients (jerk pattern)
- initial states

Figure 4.2: Proposed online trajectory generation algorithm based on FIR filtering
of adapted acceleration-limited profiles.

Figure 4.3 presents example of trajectories without and with needed adaptions
for jerk limitation and time-optimality.

In this chapter, the subscript f stands for "filtered", i.e. denotes the variables
of the jerk-limited profile, which is the output of the algorithm. It is assumed that
the final velocity and acceleration are zeros, since if no new set-point is given, the
goal is reached and the motion stops.
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Figure 4.3: Examples of trajectories resulting from FIR filtering (averaging filter)
of different acceleration-limited profiles. Solid and dashed lines indicate respecti-
vely the filtered and the initial profiles, dotted lines represent the kinematic con-
straints (set-point ¢. = 0.1m, v,,, = 1m/s, voy = 0.4m/s, ay, = d,, = 16m/s?,
Jm = 250m/s3. a) Filtered trajectory resulting from a time-optimal acceleration-
limited profile, b) the initial acceleration profile is adapted to generate jerk-time
fixed trajectory (T; = a,,/jm = 0.064ms), c) the initial profile is adapted to gene-
rate time-optimal jerk-limited profile, d) the initial profile is adapted to generate
time-fixed jerk-limited trajectory (7' = 0.25s)
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4.1.1 Acceleration-limited trajectory generator

The first stage of our methodology consists in generating the time-optimal AL
trajectory, which respects the following kinematic constraints and boundary con-
ditions :

[0(0)] < v
ift<T,+1T, |a(t)| < Gmax
{ else la(t)| < dmax (*3)

The acceleration-limited profile, also known as bang-bang profile, can be build in
three phases: first an acceleration phase during which the acceleration is constant:
|a(t)| = amax. During the second phase the acceleration is zero, i.e. the maximal
velocity has been reached and is constant: |v(t)| = vpax. Finally in the third phase
comes the deceleration, constant as well: |a(t)| = dpax. The durations of these
three phases are respectively noted 77, 7', and 7}, as illustrated in Figure 4.4. The

q(®) 9.
v,
a, : Agq
a(1) v(t)
V .
0 i time ¢
90 :
Ta Tv T d
Acceleration Cruising stage Deceleratio;
stage | stage d,

Figure 4.4: A classic acceleration-limited profile. a,, d, and v, are the reached
acceleration, deceleration and velocity values.

displacement Aq is given by relation 4.4:

T,(v, +v T,
ACI:C]e—CIOZ¥+Twr+ d2 y (44)
with:
Y A — (4.5)
a, d,

To ensure that the trajectory is time-optimal, the acceleration, deceleration, and
cruising velocity values are set at the maximum values:

Ay = S * Amax; dr = —S5- dmax; Ur = S * Umax,

where a,, d, and v, are the reached acceleration, deceleration and velocity values
and s is the sign of the velocity during the cruising phase. In order to take into
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account a non-zero initial velocity, s can be determined by:

S = Sign(Qe - QStop)a (46)

where g, represents the position reached after the fastest full stop. If the initial
velocity v is greater than the maximum velocity: s - vy > s - v,, the velocity has
to be reduced to v,.. In this case, a, = —s - ana, and the profile as two deceleration
phases, a, and d, have the same sign [HWRO08]. Suitable values for 7, T;; and T,
are then calculated. Let us note Ag,,;, the minimum displacement for which v,. is
reached, when T, = 0. If s.Aq > s.Aqmin then the maximal velocity is reached
during the motion. Consequently:
Ta _ Ur — UO; Tv _ A(] - AQmin;

a, Uy d,

4.7)

Otherwise, the maximal velocity is not reached and the velocity profile is wedge-
shaped. The maximum reached velocity v, is then updated:

(4.8)

and

T, = max(0, %)7 T,=0;, T,= maX(O,_d?).

Finally, the triplet (7}, T,,T;) defines the time-optimal acceleration-limited pro-
file which respects the acceleration and velocity bounds.

4.1.2 Adaptation of the initial AL profile for FIR filtering

In the general case the AL profile has to be modified before filtering. Non-zero
initial conditions of the initial state of the desired trajectory leads, after simple
filtering of length 73, to errors on the final state, as shown by Figure 4.5 a) and
b). Therefore the parameters (qo, vo) used to generate the initial AL profile have
to be adjusted according to the real current state (g, vof, aos). Calculating the
difference between the non-filtered and filtered profiles, the relationship between
the initial parameters can be written as

Vo = Vof + Ou, Qo = Qo + Jg, 4.9)
with
T
5, = % 4.10)
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Figure 4.5: Principle of initial conditions definition for FIR filtering trajectory. a)
Influence of the initial acceleration value on the filtered velocity: the maximum
and final filtered velocity values present an overshoot of §,. b) Adaptation of the
initial velocity condition v, of the acceleration-limited profile to fulfill the velocity
constraints after filtering: the final filtered position presents an overshoot of d,. ¢)
adaptation of the initial position condition gy of the acceleration-limited profile:
the filtered trajectory fulfill the kinematic constraints.

and -
T. ,

5q:vof-5]+aof-ﬁ. 4.11)

Once the AL profile is generated according to Equation 4.9, the final jerk-

limited trajectory is ensured to be correct in terms of initial and final states.

Afterwards the test 7;, > T'j should be checked. If T, is less than 77, anot-
her adaptation of the AL profile is required to keep the jerk of the JL profile
from exceeding its limits, as shown on Figure 4.6. Such adaptation consists in
re-generating the AL profile with a lower value of v, which satisfies 7}, = T} and
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relations (4.7).

= = = AL profile
— JL profile

= = = AL profile
— JL profile

Acceleration
N

Acceleration
o N
===

Jerk
Jerk
N

0 2 4 6 0 2 4 6
Time (s) Time (s)

Figure 4.6: Example of an adaptation: Type II (see Fig. 4.13). To the left: non-
adapted profile, T}, < Tj. To the right, adapted profile, T, = 7} and |v,| < Umax.

4.1.3 FIR Filtering and jerk patterns

Starting from the previously adapted AL profile, a JL trajectory can be obtained
using a FIR moving average filter, as shown on Figure 4.7. The length of the
filter 7} is classically chosen to reach the maximum allowed value of the jerk jmax.
Hence T depends on the maximum change of acceleration during a constant jerk

T a/T a() a/T d’l l ] 2

y . y .
j max .7 max j max

In order to respect the desired initial acceleration of the profile, the coefficients
of the filter should be initialized at ags. One notes that the resulting JL trajectory
is not time-optimal because the jerk time is fixed instead of the maximum jerk
value. Other jerk patterns can be generated by changing the coefficients of the
filters. For instance, jerk patterns can be used to reduce residual vibration in the
system as described in [Beal4]. Figure 4.8 presents two examples of trajectories
generated using Damped-Jerk and sine squared Jerk patterns.
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Figure 4.7: The initial acceleration-limited trajectory (blue dashed line) is filtered
to give a jerk-limited profile (solid red line).
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Figure 4.8: Example of trajectories with different jerk patterns: Damped-Jerk
(dashed blue line) and sine squared Jerk (solid green line).

4.2 Time-optimal jerk-limited trajectories

Many industrial applications require time-optimal trajectories for productivity re-
asons. In the case of loading arms, such trajectories are needed to minimize the
delay, i.e. the position error, between the coupler and the manifold during the
pursuit stage (see Section 1.3.1.3). To ensure the time-optimality, the maximum
jerk value should be fixed instead of the filter length. Therefore the filter length
should be changed while filtering to satisfy the following relationships:

a, — ag a d
u; ij:|._r|; Tjdz | 7“|

]max ,]max jmax

Tyu = , (4.13)
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where Tj,, T}, and T}, are the durations of the constant jerk stages, as shown in
Figure 4.9.

\Jmax V.

() 4o

Figure 4.9: Time-optimal jerk-limited profile with non-zero initial conditions,
each derivative saturates at its bound.

4.2.1 Jerk-limited full-stop

While operating, the MLA may have to stop its motion due to external conditi-
ons or human command. Simple stop, i.e. sudden closure of the hydraulic spool
valves is very brutal and may lead to large oscillation of the arm and damages to
the hardware. Even in emergency cases, such a brutal stop may be detrimental.
By contrast, a jerk-limited stop smoothly stops the system. The length of the stop
motion depends on the initial state of the system — velocity, acceleration — and the
kinematic bounds.

The jerk-limited full-stop profile is the shortest acceleration profile for which the
final kinematics parameters, i.e. position and acceleration, are zeros. According to

the initial parameters vy ¢ and ag ¢, such an acceleration profile can present different
shapes, as shown on Figure 4.10.

Rk s

Figure 4.10: Examples of full-stop acceleration profiles.
The full-stop profile is also usefull to compute the sign s which is need for the
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AL generation. Indeed, the first stage of the generation consist in determining the
direction, or sign s € {—1, 1}, of the trajectory. This sign corresponds to the sign
of the cruising velocity. [HWRO8] states that s is given by the relation:

s = Sign(Qe - QStop)a (414)

where ¢, represents the position reached after the fastest full stop of the system.
If ¢stop = q. then the full-stop profile should be kept as a result with no further
calculation. The calculation of ¢4, consists in integration the acceleration, then
the velocity profile:

te
vof+/ as(t)dt =0 (4.15)

to

te t
Qstop = qof +/ Vof +/ CLf(T)dT dt (416)

to to

vr(t)

4.2.2 Sign change

In the case where s - agy < 0, the sign s may change during the first constant jerk
phase. If the evaluation of the sign at ¢ = |agy/jmax| gives a result different than
the initial sign s, the time 7'p at which the value of s change should be found.
Figure 4.11 shows such a trajectory.

at) \ Qgr

.]max

tim\e

Figure 4.11: Example of an acceleration profile with a sign change at ¢ = 7,,.

In the case where ay saturates at d,., T, is a real, positive root of a forth-order
polynomial function:
a-Ty+b-T)+c T;+d-T,+e=0 (4.17)

Otherwise Tp is a zero of a non-linear function, found by using an adapted Newton-
Raphson method.
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4.2.3 Adaptation of the AL profiles

The relationships between (qo,vo) and (qgof, vos, aos) given by (4.10) and (4.11)
cannot be used for time-optimal generation since the length of the filter is not
constant in the general case. Equations (4.18) and (4.19) are similarly derived to
take this difference into account.

arQof a(2)f
Op = S+ — — 85—, (4.18)
]max 2jmax
5 (S.Uof + agf) Do a5 (4.19)
=a | ——+—— ) -5 —s (e, +dp) 7. :
! 2 Jmax 4] max 6 max 2 Jmax

In addition to the adaptation previously described in 4.1.2, which makes sure
that the jerk bound is respected, the AL profile should also be checked to make
sure that the solution given after filtering is time-optimal. If T, > T, or T4 > T},
then the acceleration profile after filtering saturates at a value less than its bound,
respectively apmax Or diax, as illustrated on Figure 4.12. In that case, the initial AL
profile should be adapted in order to produce the desired time-optimal jerk-limited
trajectory. Figure 4.13 presents the decision table used to select the adaptation to

10
1 ——— AL profile
5 1 = = = JL profile
1
1
0 - — r

Acceleration
Acceleration

=5 | == AL profile
= = = JL profile

Jerk

o [¢)] 8
1

1

1

1

1

1

1

1

1

T [

Jerk

0 1 2 3 4 5 0 2 4
Time (s) Time (s)

Figure 4.12: Example of an adaptation: Type III-b (see Fig. 4.13). To the left:
non-adapted profile, 7, < T},. To the right, adapted profile, T;; = T}, and |d,| <
dmax-

be applied to the AL profile. As an example, if the initial AL profile exhibits
Ty < Tjq and T,, > Tj},, a Type IlI-b adaptation is needed. In that case, the
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deceleration stage does not saturate, i.e. |d,| < dpyax. Therefore

—v, —Ss-d,
Ty=T:,g= =
d Jd d?" jmax

d, = —5v/ SJmaxVr- (4.20)

Once the AL profile is adapted, it should be re-checked for a possible second
adaptation, as shown in Figure 4.14.

Y

hence:

No adaptation

___________________________________

Figure 4.13: Decision table for the selection of the adaptation of the AL profile.

[II-a —» I1I-c «—1II-b

I

IV-a—»IV-c «—V-b

II
Figure 4.14: Decision tree which shows the possible successive adaptations.

4.2.4 Filtering

In order to keep the jerk at its maximum value jn.x, the length of the filter is dyn-
amically switched according to relation (4.13). The trajectory starts at ¢ = 0 with
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a filter initialized at ag; with a length Tj,. Then the filter is changed at t = T, to
a length T}, initialized at a,. Finally at ¢ = T, + T, the length of the filter is set
to 7};4. Figure 4.9 shows the filter lengths.

4.3 Online constraints change

Many recent robotic applications require online adaptation of the kinematic bounds
of the trajectory. For instance, the detection of human presence in the workspace
of the robot can enable a "smooth" mode in which the kinematic limits are lowe-
red, or the jerk pattern modified. In the case of loading arms, different sets of
kinematic bounds can be associated to the different modes and stages of the MLA
connection (see Section 1.3.1).

In the case where the velocity or acceleration limit is lowered during the mo-
tion, a transition stage may be required. If the initial acceleration and velocity are
such that the new velocity limit is or will be exceeded, i.e. if:

S'(U0f+7'

then the deceleration stage, noted ay5(t), should bring the velocity back into its
news bounds as soon as possible. Let us note the duration of this stage Ty, as
shown in Figure 4.15. The deceleration stage corresponds to:

aof

) > S+ Umax, 4.21)

]max

Tds
vor + / ags(t)dt = S - Upax. (4.22)

to
For the fastest solution, the jerk is saturated:

. jmaxtQ

vas(t) = —s + aost + voy,

with vgs(Tys) = S * Umax, hence

jmax

5 Ts. + aofTus + Vof — Vmax = 0.

_S-

—S8'Amax —AQ f

In the case where T};, > then a4, saturates at —s - Gppay.

Jmax
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Figure 4.15: Example of a trajectory with a deceleration stage. Dashed blue line:
acceleration. Full green line: velocity. The kinematic bounds are lowered at
t = 5.3 s (vertical full line). A deceleration stage ensures that the velocity respects
its new limit.

4.4 Time-fixed trajectory: Axis Synchronization

In the general case, several Degrees-Of-Freedom (DoF) are controlled simultane-
ously to reach a targeted position. Classically, it is wished that the motion of each
DoF ends at the same time. Consequently, for a motion involving n DoF, with T;
the duration of the time-optimal trajectory for the i-th DoF, n — 1 trajectories have
to be adjusted to the fixed time constraint 7';, given by the slowest DoF

T}in = max T}, (4.23)

This adjustment can be done in several, very different ways. Here, we propose to
take benefits from the filtering strategy to easily compute the fixed-time solution
for the JL profile. Indeed, without consideration of time-optimality, if an AL
profile is directly convolved with a FIR filter of time duration 7}, the resulting
profile is T;; seconds longer than the initial AL profile. Noting 7¢;, the fixed time
duration of the AL profile, 7y;, is given by 7y;, = Ty, — T);. The AL profile used
here allows arbitrary initial velocities and the fixed-time solution for such a profile
can be simply calculated. Considering the rescaling of the whole time evolution
with the parameter o = 7y;,/7;

To =l 7, =aly,; 74 =0aly. 4.24)

The parameters to be determined are a, and d,., respectively the reached accele-
ration and deceleration. From (4.4) and (4.5) it is straightforward to derive the
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relationships (4.25) and (4.26):

Qo+ Ta U+ Ta V0/24 Ty Vo — e

r = , 4.25
T2/2 4Ty T/2+ Ty - Ty (4.25)
d, = _w’ (4.26)

Td

where gy and v, are the ones used to generate the initial trajectory, i.e. the ones
given by the relationships (4.10) and (4.11). Thus the axis synchronization pro-
blem for JL trajectories is solved with a set of simple equations. Since no iterative
solver is required, these equations are almost instantaneous to evaluate. Equations
(4.18) and (4.19) stand for trajectories with a jerk profile saturated at a given value
Jmax- Since synchronized trajectories do not respect that condition anymore, anot-
her method has to be developed. In order to minimize the computation time, it is
wished to avoid iterative resolutions of equations. By setting the jerk at its max-
imum value for the first acceleration phase and preserving the length of the filter
for the deceleration phase 74, as shown on Figure 4.16, the problem is simplified.
T}, and Tj, can be expressed as

Qy

Tyo=s —— T = 5. (4.27)
]max ]max
From the generic closure system:
vor + fy" ag(t)dt =0 s
Qef_QOf‘i‘ftze (UOf—l-fti af(T)dT) dt =0 ‘

one can derive the system (4.29), for which the reached accelerations and decele-
ration a, and d, are solution.

A-a>+B-a,+C =0
d. — _voft(aoftar)* Tia/2+ar*(Ta—Tja)+ar*Tjy /2 (429)
r — T
with A
A — _a0f+]max57'u
2j2ax
B— Ta(Tja+Ta+Ta+270) + a%f + agfs(Tjq+27a+7q+270)
- 2 2jr?1ax 2jmax

3
- Tja T, %of
C = qof — Qe + Voy <%+Ta+?d+7v) TN
—s- a3 (Tja+27a+1a+270)
4jmax

This system gives an exact solution while s - apy < s - a,. Otherwise, T}, =

—5 - arj_ﬂ thus the expression of A, B and C' changes. This approach is very

fast, since it only requires to find the roots of a second order polynomial function.
Figure 4.17 shows an example of synchronized jerk-limited trajectories.
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Figure 4.16: The approach chosen to deal with joint synchronization is to con-
strain the value of the jerk jy,.x for the first acceleration stage and the filter length
T4 for the second one.

Acceleration

Time (s) Time (s)

Figure 4.17: Synchronization of time-optimal trajectories: initial trajectories to
the left, synchronized trajectories to the right.

4.5 Results

4.5.1 Simulation

The algorithm is implemented in C++ and tested for all types of configurations to
validate its results. In any case the algorithm generates the solution in less than 1
microsecond on a regular laptop 17 / 2.7GHz running with Windows 7 as operating
system. At the best of the author’s knowledge this is the fastest time-optimal
jerk-limited trajectory generator. A typical control cycle time being 1 ms, this
algorithm can easily handle any multi-axis system and save a significant amount
of time to the controller for other tasks, e.g. monitoring, obstacle avoidance or
any data processing. Besides, such a small calculation time enable instantaneous
reactions to unforeseen events, as introduced in [KTWO06].
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4.5.2 Experimental validation with a 7 axis robot

The algorithm is tested with a 7 DoF KUKA leightweigth LBR ITWA. The Fast
Robot Interface (FRI) of the KUKA Sunrise.Connectivity collection of open in-
terfaces was used for real time communication between the robot controller and
an external computer with a rate of 1 ms, as shown by Figure 4.18.

7 axis Kuka cabinet

17 lapto
Kuka iiwa  Sunrise.connectivity option ptop

Figure 4.18: Experimental setup for the validation of the jerk-constrained trajec-
tory generation.

Figures 4.19 and 4.20 show samples of experimental results with respectively
synchronized and not synchronized joints. Dynamic new target references were
randomly generated and the new trajectories updated online, with some changes in
the kinematic limits. The joint positions are measured by from the joint encoders
and the velocity and acceleration signals are obtained by time differentiation and
subsequent smoothing.

New targets

< <
< T & T 1 T \‘\>|‘ T
. . 1 1 \I 1
P N «/\ | : |
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Figure 4.19: Experimental results for non-synchronized trajectories (only three
joints shown). New targets are given on vertical lines. jn.x 1S lowered at the verti-
cal full line. Dashed lines: reference acceleration, full lines: actual acceleration.
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Figure 4.20: Experimental results for synchronized trajectories (7 joints). New
targets are given on vertical lines. jn.x 1S lowered at the full vertical line. Dashed
lines: reference acceleration, full lines: actual acceleration. Top graph: joints 1 to
3; bottom graph: joints 4 to 7.

These results demonstrate how the trajectory generator developed in this chap-
ter can handle systems with many DoFs while respecting very a short cycle time.
An additional experiment is set up. Two iiwa robots are setups in a master / slave
configuration. The master robot follows a programmed path. A camera monitors
the position of the tip of this master robot with a sampling time of 15 ms and sends
this position to a computer online. The latter computer uses an inverse kinematic
model of the slave robot to convert these measured Cartesian positions into robot
configurations. The latter are then send to the jerk-limited trajectory generator
which drives the slave robot joints. As result the slave robot follows the master
robot with a jerk-limited motion. Figure 4.21 shows the setup of the experiment.
The kinematic limits of the joints are set as: (Vmax, Gmaxs Jmax) = (100 8.1, 200 5.2,
200 s.3).
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Figure 4.21: Setup of the master / slave experiment.

This experiment shows how a loading arm can be make follow a moving target
with jerk-limited motions. A video of this test is available at
http://pcabesset.free.fr/public/hidden/Master_slave_expe.mp4.

4.5.3 Marine loading arms

Jerk-limited trajectories are tested on the scaled OLAF model and the full scale
DCMA. The trajectories are send in open-loop to the spool valves, and the re-
sponse of the arm is observed. After empirical tuning of the kinematic limits for
each joint, smooth motions of the arm are achieved. These motions are characte-
rized by no residual oscillation, measured or visually observed, and a very "neat"
full stop. Acceleration-limited and jerk-limited trajectories are briefly compared
on the scaled OLAF model presented in Section 1.4.1. It is found, from sensor
recordings and visual observation, that the scaled arm behaves similarly for both
kind of trajectories, as illustrated by Figure 4.22. This may be explained by the
low accuracy of the actuation system or this arm, and the natural filtering effect of
the hardware.

On the other hand, the full scale DCMA presented in Section 1.4.2 is much
more sensitive to the type of reference trajectory. This statement is based on
visual observation because no sensor is available to measure the oscillation of the
structure. Further study may include the measurement of such oscillation by using
an external measurement system, e.g. a total station.
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Figure 4.22: Typical joints responses to AL (dashed blue line) and JL (full red
line) trajectories. Example of the slewing joint: top graph: measured position
¢, middle and bottom graphs: reference velocity and acceleration. No residual
oscillation are measured or seen on any of the motions.
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Chapter 5

Active motion compensation with
delay removal

The pursuit stage of the automatic connection procedure, as detailed in Section
1.3.1.3, aims to keep the coupler of the loading arm in front of the manifold.
Due to the relative motion between the two vessels induced by the sea, the arm
should continuously move to compensate this phenomenon. Vessel motion com-
pensation, and more particularly heave compensation, is widely discussed in the
literature. Motion compensation methods are classically classed as passive or
active. Passive compensation uses passive systems with no external power con-
sumption such as dampers. For example [NLW09] proposes a heave platform
mounted on pneumatic cylinders, for deep sea mining systems. This system is
able to compensate 83% of the vertical motion of the vessel, according to the lat-
ter study. However such passive systems are not compatible with loading arms.
First because of the size of loading arms, second because these systems would
only compensate the FLNG absolute motion instead of the relative motion bet-
ween FLNG and LNGC. In this project the solution to develop is clearly based
on active compensation. Active motion compensation consists in using actuators
together with sensors to measure the vessel motion and compensate it. A well
known motion compensation application in the offshore industry is the dynamic
positioning (DP) of vessels. Dynamic positioning is a common system which
regulates the position and heading of vessels by using their propulsion systems.
Closer to the application of this project come compensation systems applied to
offshore cranes. [WTM12] presents a winch actuated compensation system for
load transfer. This system uses an inertial measurement unit to estimate the vessel
movements, and a winch to regulate a load position. Kiichler er al. [KMN*11]
also propose an active heave compensation system that keeps the load motion of
a crane unaffected by the ship movement. This latter method uses a prediction al-
gorithm to prevent any detrimental time delay in the load position control. Active
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motion compensation can also be found in different systems, such as robotic tools
for heart surgery. Kettler e al. [KPN'07] developed a robotic instrument that
measures with ultrasound and compensates the motion of the target tissue with a
single actuator. The pursuit stage of the automatic connection of loading arm cor-
responds to a stage where the loading arm uses its actuation system to compensate
the relative motion between the FLNG and the LNGC, by controlling the position
of the coupler. In other words, from the knowledge of the relative motion P,
the loading arm should be driven in a way that keeps the pose of the coupler P.
constant in the manifold frame R,, (see Figure 1.11). More precisely, Equation
(1.1) should be satisfied.

A motion tracking algorithm has therefore to be implemented. The pose of the
manifold  P,, is measured by some of the equipment detailed in Section 2.1, and
is assumed known in this section. From Relation (1.1) the target manifold pose
OP, is calculated (see Figure 1.14). The inverse kinematic model developed in Ap-
pendix A can thus express ° P, as a target arm configuration q; = [¢, «, 3, 7|
at any time ¢:

ai(t) = TK(°Py(t), "qo(1)). (5.1)

Consequently, the problem is kinematically decoupled and each joint is considered
individually. Hence in this section the motion planning problem of a single joint is
investigated. In order to benefit from the properties of time-optimal jerk-limited
trajectories, the generator developed in Chapter 4 is used. Figure 5.1 shows a
diagram of the tracking algorithm developed for a single joint.

max

v
ans }Tab. 55

jmax

JL trajectory .
¢ generator | drefy, Controller + Joint | ¢
Fig. 4.2 Fig. 5.18

Figure 5.1: Simple jerk-limited tracking algorithm for a single joint.

Where:
e (, is the target position for the joint considered,

® . is the reference of the controller of the joint, computed by the trajectory
generator,

e ¢ is the measured position for the joint considered,
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® Unax, Omax and Jmax are respectively the maximum velocity, acceleration and
jerk used to constraint the trajectories of the joint.

A simulation is run under the reference vessels motions given in Section 3.3.2
with a the OLAF scaled model and the full scale DCMA as loading arms. The
joints and the low-level controllers are not modeled in this simulation under the
assumption that the kinematic limits of the trajectories are low enough to be accu-
rately followed. The behavior of the joints and the controllers are implicitly ac-
counted for by the trajectory generator, as further detailed in Section 5.3.1. The
values used as kinematic limits are given in Table 5.5. In other words, it is assu-
med that ¢ = g,¢. Figure 5.2 shows the evolution of the angular position of the
three first joints (blue lines) with the target positions (dashed red lines).
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Figure 5.2: Evolution of the angular references ¢, of the three first joints (blue
lines) with the target positions ¢;(dashed red lines).

One can notice a delay between the target position and the planned position
of the joints. This delay comes from the low kinematic bounds of the trajectories
used to drive the joints. The tracking errors of the joints positions lead to signifi-
cant error of the pose of the coupler. Figure 5.3 shows the evolution of the position
error X (t) = || Xc(t) — Xu(t)]|-

During this simulation, the maximal calculated position error is 1.3 meters for
the full scale DCMA (for a tolerance of 10 cm). This significant error comes from
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Figure 5.3: Evolution of the position error of the coupler. The maximum simula-
ted error is 1.3 m for the full scale DCMA and 0.25 for the scaled OLAF. The red
lines represent the tolerance of the coupling systems.

the kinematic limitation of the joints regarding the relative motion of the vessels.
According to the position tolerance of the flanging system of the coupler, this er-
ror is too high for the automatic connection to be possible.

In the following section, a method to reduce or remove the pursuit delay is
investigated.

5.1 Predictive planning

The pursuit error highlighted in the previous section, i.e. ¢; — ¢, has to be remo-
ved. One solution could be to higher the kinematic bounds set on the joints. The
latter solution is not an option since these bounds are set according to the perfor-
mance of the controllers and ensure that the arm is driven without vibration. By
predicting the future vessels motions, the future joints references may be anticipa-
ted and the tracking delay canceled. However the knowledge of future references
cannot be used as direct input for the trajectory generator. Indeed the pursuit delay
is nonconstant and changes according to the state of the joint and its reference be-
cause of the use of the JL trajectory generator. Classically, tracking problems are
solved by using tools such as model predictive control (MPC). Model predictive
control is a popular strategy from the optimal control theory. This approach to
control design takes advantage of the knowledge of future references to optimize
the performance of the system over a window of time. In other words, predictive
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control makes the system able to anticipate foreseen events. First successful appli-
cations of this technique appear in the literature in the late 1970, in the chemical
industry [RRTP78]. Since then, this method was extensively studied, and applied
in many fields of the industry, as surveyed in [QB03] and [MRRSO00]. In the field
of industrial robotics, predictive control is also widely used, mainly for low-level
control. [VMOS5] presents a classic application were the dynamic model of a Puma
robot is linearized and used to anticipate its behavior, thus increasing its tracking
performance. On the other hand, Ghazaei et al. [AORJ15] use MPC applied to
a fixed-time trajectory generation method for a ball catching scenario with an in-
dustrial manipulator. In this study, predictive control is set up to reduce the pursuit
error highlighted on Figure 5.3. For a straightforward implementation the algo-
rithm is developed in discrete time. The relationship between the continuous and
discrete time is given by the relation:

t = kT, (5.2)

where ¢ is the continuous time , & the discrete time, integer, and 7, the cycle time
for the predictive planning algorithm. Let us note in this section :

e [ the current discrete time,

H the receding horizon over which the the predictive control is applied,
e ¢; the past measured positions of the joint, at the past time ¢ < k,

e ¢, the positions of the joint for the future time 4, calculated at time £ ,
Vi >k,

® gk = [Qk+1k, -, Qo))" - the predicted positions of the joint at time k over

the horizon H,
e w the target motion time series, and wy, its value at time £,

o uy = [uk|k, ey Ut H,1|k]T the future inputs of the system, calculated at time
k.

Predictive control aims to determine, at every time k, the input vector uy
for which the future system outputs gy, best fit with the target trajectory w, as
illustrated on Figure 5.4. This input vector is calculated as the solution of the
optimization problem:

w), = min Jg, (5.3)

Ulk
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where the cost function J;, penalizes the distance between the future system output
Yk = [Ye+1lks - » Yrt-m)k) and the reference trajectory w:

k+H k+H
Te =Y oilqik —w)? + XA > (uioap —w;)*, (5.4)
i=k+1 i=k+1

The scalar factors A and o; are weights to be tuned according to the application.
This cost function is made of two terms. The first one (left term) aims to reduce
the error of the system. The second one aims to keep the solver algorithm from
producing very large outputs, in order to ensure convergence. Once uj;, is calcu-
lated, its first element wuy;, is sent as input to the system.

>

Reference trajectory w Wk+H

-+

Position

dk+H|k

Predicted output g,

9k+1|k

Measured output g

Set-points |z
9k—1

Uk |k

Time
k—1k k+1 k+H
Past Prediction horizon

Figure 5.4: Predictive control aims to find the optimal set-points sequence u |, to
make the future outputs g, match the reference trajectory w.

Classically the predictive control works without trajectory generator, and di-
rectly drives the actuators of the system by using models of the latter. However
in the case of the loading arm, such an approach requires models of the joints that
include nonlinearities, e.g. dry friction, and vibration phenomena. It is impor-
tant to include the vibration behavior of the structure in the models for the MPC
not to excite the arm. Since such models, as for example finite elements models
[BCGO8], are complex to develop and since the knowledge of all vibration modes
of the arm is missing, another approach is taken.

The time-optimal jerk-limited trajectory generator developed in Chapter 4 is

kept before the joints, to ensure that they are smoothly driven and that no vibra-
tion is induced in the structure of the arm. Therefore the plant to control is the

111



CHAPTER 5. ACTIVE MOTION COMPENSATION WITH DELAY
REMOVAL

trajectory generator plus the joint with its own controller. For that reason the met-
hodology developed here is called predictive planning. In this study the reference
trajectory w is the target joint motion ¢; of the joint considered, given by Equation
(5.1):

w=[qk+1), ..., qk+K). (5.5)

The reference w comes from the prediction of the future vessels motion, as de-
tailed in Section 5.2 and w is assumed known in this section. Figure 5.5 shows
the architecture of the overall system.

Uma;r
Pl }Tab. 5.5

Jmax
Reference Predictive JL trajectory Controller
prediction | ¥ > :planning | Yklk | generator Iref |+ Joint _q)
Sec. 5.2 | Fig. 4.2 Fig. 5.18
" — —
Plant

Figure 5.5: The predictive planning sends inputs to the trajectory generator.

A model of the plant is required to predict the outputs q,. Let us note f this
model such that:

Qk+1 = f(Qk,Uk)
{qk - cQ (56)

where Q. = [qx G Gx]” denotes the state of the joint at time k£ and C' = [1 0 0).
In this study it is assumed that the joint is able to follow accurately the trajectories
produced by the trajectory generator, i.e. ¢ = ¢,.¢, from adequate tuning of the
trajectory generator. Such a tuning is detailed in Section 5.3.1. Consequently,
the joint and controller may be omitted in the model f of the plant, which is
thus reduced to the trajectory generator only. Figure 5.6 illustrates the predictive
planning algorithm.
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Predictive planning
wp, = ming, Jp(w, f(Qk, ux))

Qi1

Uk|k
I,

Figure 5.6: The predictive planning algorithm uses the jerk-limited trajectory ge-
nerator as a model.

The use of the trajectory generator as a model makes it possible to guarantee
that the state of the joint is bounded (Unax, @max, Jmax)- Lherefore no constraint
has to be added in the predictive planning problem. The absence of constraint in
the algorithm is a significant advantage of this methodology. Indeed dealing with
the constraints is a difficult problem, as widely discussed in the literature [BD96].
However f has no closed-form expression and is not linear. Consequently the
optimization problem (5.3) is not straightforward to solve. Equation (5.3) can be
written as:

k+H k+H

wy, = Iﬂll,fl Z oi(CF(Qi-1jks wicapp) — wi)* + A Z (wicp — wi)?. (5.7

i=k+1 i=k+1

An implementation of the classic Levenberg-Maquardt algorithm [Mor78] is
used to numerically solve the problem (5.7). This algorithm is chosen because it
converges fast enough to adequate solutions for this predictive planning problem,
as discussed below. In this study it is assumed that the optimizer does converges.
The choice of the horizon H is relative to the dynamic of the system and the tar-
get trajectory. A too long horizon would make the optimization problem difficult
and too slow to solve, while a too short horizon would not ensure that the system
anticipates the evolution of the target [BD96].

The simulations run at the beginning of this chapter are repeated with the pre-
dictive planner, as a comparison. Figure 5.7 shows the results of that simulation.
The horizon length is empirically chosen as H = 4 for the OLAF scaled mo-
del and H = 10 for the full scale DCMA. The parameters A and o; are set as :
A =1.10"* and 0; = 1, Vi. With these settings the algorithm convergence time is
below 0.2 seconds.
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Figure 5.7: Predictive planning: simulation results. Evolution of the angular po-
sition ¢ of the three first joints (blue lines) with the target positions g;(dashed red
lines). The set-points uy, generated by the optimization algorithm is ploted by
the dot-dashed green lines.

Let us first consider the results for the OLAF scaled model. The set-points
sequence generated by the predictive planning algorithm successfully drives the
joints position along their reference. As shown on Figure 5.8, the position error
Xerr(t) is significantly reduced below 0.005 m so that this error is small enough
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for the automatic connection to be possible. Unfortunately the results of the si-
mulation with the full scale arm are not as successful. Even though the position
error is significantly reduced (see Figure 5.3), the resolution algorithm does not
converge toward a solution that cancels this error for the reason that the kinematic
limits of the arm joints are too low. In other words, the bounds set up in Table 5.5
are respectively lower than the derivatives of the target positions. Therefore no
optimization can make the arm track the target motion.

OLAF scaled model 0.8 Full scale DCMA
0.6 t
0.02
£ 0.4}
5 0.01
ahe 021t
0O 20 40 60 80 0 20 40 60 80
Time (s) Time (s)

Figure 5.8: Evolution of the coupler position error X,,.(t) with the predictive
planning operating. The red lined represents the tolerance of the coupling systems.

This simulation shows that the use of a predictive control strategy nearly can-
cels the pursuit error, so that the latter error is small enough for the automatic
connection to be possible. In the case where the arm has not the capability to
follow the target motion, as simulated for the full scale arm, either the kinematic
bounds of the joint should be changed by improving the system, or a slower target
motion should be waited for. The predictive planning is no further studied in this
project, nevertheless the author highlights that:

e The convergence of the optimization algorithm is not proven. Any failure
of the solver to successfully converge could lead to unexpected motion of
the loading arm. This is a serious safety issue which should be investigated.

e The robustness of the solver to the initial conditions of the system is not
discussed. Even though the optimization algorithm always converges in
practice, this question should be studied.

e The robustness of this system to errors in the estimation of w in not studied
either. The knowledge of this robustness is important for the development
of the predictor of q;, detailed in the next section.
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In order to implement the predictive control, the target trajectory q;(¢), which
as been assumed known so far, has to be predicted. The next section deals with
this matter.

5.2 Vessel motion prediction

An accurate prediction of the carrier motion is required by the predictive cont-
rol developed in the previous section. More specifically, the evolution of the pose
P, of the manifold during a sliding horizon H is needed. The future evolution of
the orientation "qy is also needed by the inverse kinematics function of the loading
arm, although this later prediction is not detailed in this section. From the com-
plicated nature of the sea waves, currents and wind, vessel motion prediction is a
difficult task and is widely discussed in the literature. In order to develop an active
heave compensation system for a crane mounted on a vessel, [KMN™11] uses a
prediction algorithm based on superposition of sine signals. [FGLA11] compares
such a predictor with an Auto-Regressive predictor, using data measured on a real
ship. In his study the latter predictor gives better results. Ship motion prediction
is also used in aircraft landing operations. In this context [YPGUO8] builds an
phase-lead prediction model for ship dynamics, while [KBMO0S5] develop a pre-
diction procedure based on artificial neural networks. The previous prediction
methods assumed that the past vessel motion is known, often recorded by inertial
measurement units. Another approach consists in measuring the remote incoming
waves at the surface of the ocean in order to predict the ship motion. [DHN10]
implements such a technique by means of a monitoring radar system. While the
prediction is significantly enhanced over the latter approaches, using this method
is expensive and sensitive hardware is needed onboard. It is difficult to compare
the methods found in the literature, since in each study the results are given for
different ships on different sea states and according to different performance cri-
teria.

In this study it is chosen to investigate the use of Artificial Neural Networks
(ANN) as prediction algorithm. Artificial neural networks are mathematical struc-
tures inspired from the inner working of biological brain, as extensively described
in [KriO7]. ANNs first appear in the literature in the 1940s with the work of War-
ren McCulloch and Walter Pitts [MP43]. As computing possibilities have greatly
increased in the recent years, artificial neural networks became a practical solu-
tion to many industrial issues [LMF*01]. The adaptability, polyvalence as well as
the easiness of implementation of this technique make ANNSs a popular choice in
many fields, such as robotics [KCB™12], system modeling, image processing or
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data mining. For the same reasons, an artificial neural network is chosen in this
study to solve the vessel motion prediction problem.

5.2.1 Structure of the neural network

The structure of a neural network should be chosen according to the problem
to solve. Our prediction problem can be formulated as follow. At any time k,
given N; past recorded samples of the pose °P,,, the evolution of °P,, should
be estimated for the H steps ahead. Moreover this estimation should be accurate
enough for the needs of the predictive control algorithm developed in the previous
Section. In other words, the neural network should behave as a function f :

f . R6><Ni N RGXH

[P, kt1jks -+ > P, k1] = f(Put o Pun,) (5.8)
where P,, ;, is the measured value of 0P at time k and P, i+j is the value of

OP,, at time k + j, calculated at k. The sampling time is noted 7},.

For times series prediction and function approximation, three-layered feed-
forward ANNs have demonstrated good results in the literature [Kri07]. So far
the studies investigating vessel motion prediction concentrates on one dimension
only, generally the heave. Figure 5.9 presents the structure of such an ANN where:

e 1, is the value of the considered time series at time k,

® Y. = [yk, .., yr_n,|” the input vector,

N; is the number of inputs,

N, is the number of neurons in the hidden layer,

W), and W, are the matrices of the weights in the hidden and output layers,

by, and b, the biases of the hidden and output layers.

fr and f, the activation functions of the hidden and output layers.

117



CHAPTER 5. ACTIVE MOTION COMPENSATION WITH DELAY
REMOVAL

r Yk fh .fo
Y, { Yk > Wh—’@" 7C > Wo*% 74 > Yk+1|k
YRR b, b,
- -\ -
VO WV
Hidden layer Output layer

Figure 5.9: Generic structure of a three-layered feedforward neural network.

A three-layered neural network consists of an input vector Y}, an hidden layer
fn(Wy, - o + by,), and an output layer f,(W, - « + b,). Together these layers
correspond to the relation:

Yerik = Jo (Wo fr(WLY + by) + b,) (5.9)

One should note that the activation functions f, and f, are elementwise functi-
ons. Classically, f3 is chosen as a log-sigmoid or tangent-sigmoid function. The
latter is chosen in our study:

B 2 2 g
|14 e 2 T 4 e

Fu(v) (5.10)
Using a nonlinear activation function makes the ANN able to approximate nonli-
near functions. The tangent-sigmoid function is similar to the tangent hyperbolic
function, but is faster to evaluate numerically. Consequently the training of the
ANN is made faster. The activation function of the output layer f, is chosen as
the identity function:

fo(v) =v (5.11)
The choice of the activation functions relies on the experience brought by the li-
terature [Kri07]. The neural network previously described may be used to predict
one dimension of °P,,. Six of such neural networks would thus be needed to
predict °P,,. Another approach is to use a single network to predict the six di-
mension of Y P,,, simultaneously. The size of the input vector NV; is then six times
the number of past samples used in the prediction:
Y, = [P]

m, k>’

T
PN ] (5.12)
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The neural network is defined by the function:
P, i1k = fo (W, fo(W,LY), + by) + b,) (5.13)

The main advantage of using a single ANN to predict all six components of
0P, is that the network may be able to find correlation between these dimensions
and use it to improve its performances.

The predictive control developed in the previous section require a prediction
of °P,, for the H steps ahead. In order to use the ANN for several steps ahead
prediction, a loop is made from the output to the input. In others words, for any
integer 7 > 0 the predicted vector P, ;1 is used to compose the vector Y
and then calculate P, j41)%. Figure 5.10 shows the structure of such a closed-
loop network.

v

) S
B, k11 In fo
P, i
> Wh—b@-> 7C »Wo*@—V 74 > P ok
Pm,k—Ni+1 by, b,
P, ;N

Figure 5.10: Estimated samples are used as inputs to make multiple step ahead
prediction.

The values of N; and N,,, which correspond respectively to the size of the
input vector and the height of W}, are to be found experimentally. Indeed the
literature does not offer any systematic way to calculate this values.

5.2.2 Training of the neural network

Once the structure of a neural network is chosen, the latter has to be trained before
it can be used. The training stage consists in optimizing the weights and biases,
i.e. the values of the elements of W,,, W, b;, and b,, so that the error between the
predicted and target outputs is minimized. These weights and biases are randomly
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initialized. The training of an ANN is a non-linear optimization problem which
consists in minimizing the quantities P, ;11 — P,, 141, for any k. More preci-
sely, a cost function called objective function in the context of ANNSs, is defined
as:

J = Z(Pm k1 — P, k+1|k)2 (5.14)
k

This type of training is called supervised learning, where the target result of
the ANN is known. Figure 5.11 summarizes the supervised learning scheme. The
literature offers many iterative algorithms to solve this optimization problem, e.g.
the conjugate gradients, Levenberg-Marquardt or the quasi-Newton algorithms
[Kri07]. Supervised learning may also be used while the network is used. The
learning is then called "adaptative". Adaptative learning is beyond the scope of
this study.

. Data set
mput output

target

ANN ( ) €Iror

\ 4

\
weight Cost
changes function

Optimization <—|

\

Figure 5.11: Generic diagram for the training of artificial neural networks
[MVO06].

A large amount of data is necessary for the training. In this study the training
data correspond to a 3 hours time series of ° P,,, generated according to the met-
hod presented in Section 3.3.2. The choice of the optimization algorithm used
in the training stage mostly impact the duration of this stage. It was found from
empirical tests that, for this study, the Levenberg-Maquardt algorithm ensures the
fastest convergence, and also finds better optima than conjugate gradients and
quasi-Newton algorithms.

5.2.3 Results

In order to validate the method developed in this section, the data set is divided in
two subsets for cross-validation: a training subset which corresponds to 70% of
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the original data set, and a validation subset of 30%. These datasets are respecti-
vely 126 minutes long and 54 minutes long, initialy sampled at 0.02 seconds.
These data will be re-sampled to a more suitable sample time 7;,, as detailed be-
low. Two different structures of ANN are compared below: one that predicts
separately each component of the vessels motion, and another that process all mo-
tion components together.

First, a set of six one-dimension neural networks are trained for the motion
prediction of each of the surge, sway, heave, roll, pitch and yaw signals, with the
training subset, according to the structure presented in Figure 5.12. In a second
time a six-dimensional network is also trained according to the structure presented
in Figure 5.13.

____________________________________________________________________

six 1-dim. ANNs
ﬂh

100 x 1 past surge values ———| Syrge ANN ———»

100 x 1 past sway values —— 3| Sway ANN ——>»

6x1

100 x 1 past heave values ——— Heave ANN ——>» :
—» -Pm7 k+1|k

A4

100 x 1 past roll values ———>»{ Roll ANN

\ 4

100 x 1 past pitch values =~ ——» Pitch ANN

100 x 1 past yaw values ~———3 Yaw ANN

Y

Loop for multiple steps ahead prediction

Figure 5.12: Six one-dimension artificial neural networks are trained for the mo-
tion prediction. Each of them follow the structure shown in Figure 5.9.
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100 past motion values: 600 x 1 vector —»{ 6-dim. ANN —» OPn k1

Loop for multiple steps ahead prediction

Figure 5.13: A single six-dimension artificial neural network is trained for the
motion prediction.

Because of the high computational cost of the training of such ANNs, the
training is time-consuming with the available processing units. Consequently the
parameters /V;, T,, and N,, are tuned empirically. These parameters are, for each
structure, near the optimal values. In particular, this tuning is careful not to ove-
restimate the number of neurons, to prevent overfitting [DBDJH14]. The values
of these parameters are detailed in Table 5.1.

Table 5.1: Parameters values

One-dim. ANNs Six-Dim ANNs

N; 100 100
T, (s) 0.8 0.8
N, 5 10

Let us note the prediction error produced at time k for j samples ahead:

€k = P kvj — P ki (5.15)

Figure 5.14 shows a typical prediction of the one-dimension ANN for the heave
signal at one time sample &, with the prediction error.
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Figure 5.14: Example of heave prediction by the one-dimenson ANN. This pre-
diction is only based on the past heave motion (blue samples), and previous pre-
dictions (green samples) to predict multiple steps ahead. Bottom graph: prediction
error

Let us define pu.(7) and o.(j) the 6 x 1 vectors of the mean prediction error
regarding the prediction length j, over all the samples £ of the validation dataset,
and its standard deviation:

1
peli) = 37 D eilk (5.16)
k=1
1 &
o)) = \| 77 2 (ein — 1)) (5.17)
k=1

with NV, the number of samples in the validation dataset. Figure 5.15 shows the
evolution of p.(j) and o.(j):
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Figure 5.15: Study of the evolution of the prediction error regarding the length of
the prediction j: Case of the heave prediction by a one-dimension ANN.

Table 5.2 presents the performance results at j = 5, 1.e. 57,, = 4 seconds
ahead. This value corresponds to the horizon required by the predictive planning
developed in the previous section.

Table 5.2: Results at 7 = 5.

pe(5) o0.(5) maxy(es)

Surge (mm) 17 12 55
Sway (mm) 25 17 70
Heave (mm) 20 16 66
Roll (.10 rad) 7 4 17
Pitch (.10%rad) 5 4 16
Yaw(.10* rad) 8 5 23

A single six-dimension ANN, as presented on Figure 5.13, is then trained and
evaluated in the same conditions than the previous one-dimension ANNs. Figure
5.16 shows the evolution of p.(j) and o (j), compared to the results of the one-
dimension ANN and Table 5.3 presents the performance results.
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Figure 5.16: Study of the evolution of the prediction error regarding the length of
the prediction j: Case of the heave prediction by a six-dimension ANN.

Table 5.3: Results at j = 5.

mean(€s) (One dim.) std(es) max(es)

Surge (mm) 09 (17 8.9 18.5

Sway (mm) 1.4 (25) 9.9 20.2

Heave (mm) 0.3 (20) 6.9 13.4
Roll (.10 rad) 0.1 (7 2.6 5.7
Pitch (.10 rad) 03 (5 1.8 4.9
Yaw(.10™ rad) 0.1 (8 1.1 2.5

It clearly appears that the prediction of one six-dimension ANN is signifi-
cantly more accurate than the prediction of six one-dimension ANNs for the first
20 seconds ahead, as illustrated by Figure 5.17. This difference can be explained
by the ability of neural network to find couplings and correlations between the
input signals. Hence six-dimension ANNSs can achieve a deeper analysis of the
input vector, while one-dimension ANNSs are limited to the analysis of one com-
ponent of the motion. This explanation makes sense, because the components of
the vessel motion are indeed physically coupled [IG09, HX98], and the motion si-
mulation takes this coupling into account via the RAO, as presented in Section 5.1.
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Figure 5.17: Comparison of the one-dimension ANN and the six-dimension ANN
for heave prediction at one time sample.

A C++ implementation of the neural network was developed. It was measu-
red that one evaluation of the six-dimension neural network last less than 1 us.
This computational cost is very low regarding a classic cycle time of an industrial
robot, and even lower regarding the cycle time of the predictive control develo-
ped in Section 5.1. The performance of the ANNs developed in this section, in
terms of prediction accuracy, is sufficient for the predictive control to work. This
is demonstrated by reproducing the simulation run in Section 5.1, with predicted
motion. It was found that such small prediction errors does not affect the results
given by the predictive planning.

Although the results from this section are satisfying the needs of the automatic
connection system, some investigation is still needed:

e There exists many different structures of ANN. It is possible that using anot-
her structure, such as a recurrent ANN improve the results, as suggested by
[CMA%4].
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e The robustness of the ANN to measurement noise is to be studied. Can the
ANN accept raw data from the measurement tools ?

e The robustness of the ANN to other sea states has not been investigated.

How much the prediction accuracy decreases for a smoother, or harder sea
()

e According to the answer of the previous question, it may be interesting to
develop an adaptive ANN, with the ability to evolve online.

e In this project the ANNs are trained with simulated vessel motion only.
Does an ANN trained with simulated motion works with real motion? Does
six-dimension ANNSs find more correlations between dimensions when trai-
ned with real data ?

5.3 Experimental validation

In this section the different elements developed in this project are assembled to-
gether to build the final automatic connection solution. Then the overall automatic
connection procedure is tested. Prior to any test the low-level joints controllers are
needed. The next section presents the development of such controllers.

5.3.1 Joints controllers synthesis

The development of low-level controllers for the joints of the loading arm is essen-
tial. The purpose of these controllers is to make it possible for the joints to follow
their target motion with maximum accuracy and dynamic performance. The au-
tomatic control of a system such as an hydraulic loading arm is challenging. In
particular, the hardware presents the following difficulties:

e backlashes in the slewing transmission,
e nonlinear effects in the proportional valves (Figure 3.10) and the cables,
e dry friction in the joint,

e flexible elements which easily oscillate.

The controllers are build around classic proportional-integral-derivative (PID)
controllers:

d
PID = ke + k:dd—i +k; / edt, (5.18)
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This structure is popular in the industry for its versatility and its easiness of tuning.
Some additional components are added to the controllers in order to improve their
performances

e A feedforward velocity action tuned in open-loop produces the main part of
the control signal.

e An asymmetric feedforward acceleration component helps to compensate
the dry friction, as shown on Figure 5.19. This action only activates after
that the joint velocity reaches zero to help the joint start its motion.

e An active-damping loop reduces undesired oscillation of the joint. This
element is used only for the OLAF scaled model, since no oscillation are
observable by the sensors of the full scale arm.

Figure 5.18 shows the architecture of the controllers.

d?q, 7
k(l dtTZE ]

—

dq
kq% <

d,
b

A

Qref €

Figure 5.18: Diagram of a joint controller.

The sampling time of the controller 7 is limited by the programmable lo-
gic controller (PLC) capabilities, at 3.10~2 second. The controllers are tuned as
follow, starting with all parameters set to zero. First the open loop component
k, is increased until the joint correctly achieve rest-to-rest, point-to-point motion
over jerk-limited trajectories, for which the kinematic bonds are chosen arbitra-
rily. Then the PID gains k,, k; and k, are successively tuned according to the
classic Ziegler-Nichols method [ZN42]. Finally the parameters %, and &, are ad-
justed to respectively damp residual oscillation and help to compensate the effects
of dry friction, as shown on Figure 5.19. Dry friction makes it difficult to drive the
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joints at low speed, especially when the sign of the velocity changes. The output
of the controller rapidly raises until the joint suddenly moves. This phenomenon
is only observed for the OLAF scaled model. Table 5.4 shows the final controllers
parameters.

>
h

\S)

Ju—
o)}

Position (deg)

Time (s)

Figure 5.19: Typical effect of the dry friction in the joint: the joint "sticks" to its
position when its velocity changes of sign. Example of the slewing joint (joint 1)
of the OLAF scaled model.

Table 5.4: Controller parameters

OLAF scaled model | full scale DCMA
Joint: 1 2 3 1 2 3
k, 23 25 5.0 1.25 1.8 44
k; 04 1.0 1.0 00 0.0 0.0
kg 08 0.0 0.0 00 0.0 00
k. 1.1 1.0 1.1 1.0 1.0 1.0
k., 0.8 0.1 0.5 0.0 0.0 0.0
k, 0.1 0.1 0.0 0.0 0.0 0.0

In order to estimate the instant derivative of the joint position despite the noise
of the signal, a second order polynomial curve is fitted on the last N; samples.
The coefficients a of the parabola are given by:

a=(XTX)"'X"y (5.19)

where X is the N; x 3 Vandermonde matrix of the time samples, y the N; x 1
vector of the position samples. Best results are obtained for N; = 16.
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For each joint, kinematic limits for the reference jerk-limited trajectories are
tuned. These limits are set to the highest values for which the joints controllers
follow accurately their jerk-limited reference. This bounds value are tuned so that
the controllers errors ¢ — g are less than 0.2 degrees. This value is chosen so
that the controller errors lead to a Cartesian coupler error that is half the coupler
tolerance, in the worst case. In the case of the full scale DCMA, these kinematic
limits are lowered until no oscillation of the structure are seen visually. Table 5.5
gives the tuned kinematic limits. Figure 5.20 shows typical results of the inboard

controllers.
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Figure 5.20: Typical joints responses to jerk-limited trajectories, example of the
inboard joints. Left graphs: full scale DCMA, right graphs: OLAf scaled model.

Finally functional joints controllers are available. As long as the references
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Table 5.5: Kinematic parameters that match to the controllers capabilities

OLAF scaled model | full scale DCMA
Joint: 1 2 3 1 2 3
Umax (deg/s)  10.0 5.0 10.0 50 60 80
amax (deg/s?) 5.0 4.0 5.0 03 04 03
Jmax(deg/s?) 2.0 2.0 5.0 02 03 02

given to these controllers respect the kinematic limits given in Table 5.5, the as-
sumption ¢ = g,y 1s made. This assumption make it possible not to use models
of the joints in the predictive planning, as detailed in Section 5.1, and thus gre-
atly simplify the overall system. However these kinematic bounds are restrictive
and significantly limit the ability of the system to compensate the relative vessels
motion during harsh sea condition, as detailed in Section 5.3.2.2. Other relevant
control strategies are available in the literature such as optimal control or mo-
del predictive control. Such advanced methods could make the kinematic limits
higher, thus improve the dynamic capabilities of the loading arm. However such
methods are not straightforward to implement and are beyond the scope of this
project.

5.3.2 Final tests

All software and hardware elements presented in this project are embedded in a
single hierarchical framework, so that they can efficiently operate together. The
lowest-level elements of this framework are the hardware systems: the loading
arm with its PLC, and the total station. Then comes the low-level communica-
tion layer which links the hardware with the different algorithms. Among them
first comes the low-level joints controllers which drive the cylinders, and take
set-points from the jerk-limited trajectory generator. In parallel, the datastream
from the total station is processed by the ANN and translated in the joint space by
the inverse kinematic model of the arm (which has been calibrated beforehand).
Finally, the predictive planning algorithm, which can be considered as the highest-
level element of this framework, collects the prediction and gives references to the
trajectory generator. The diagram shown in Figure 5.21 illustrates the architecture
of the framework.

The models and algorithms developed along this project came with practical
implementation issues. In particular, a special care to safety was taken during the
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coding of each element of this framework. Before its use with the real arm, a se-
ries of tests were conducted to make sure that the whole system is fail-safe. Indeed
any failure of any element of the framework could lead to unexpected motion of
the loading arm, and severe damage to the hardware. A jerk-limited emergency
stop button was developed, in order not to stop the loading arm with brutal step
inputs in case of emergency.

The settings of the final tests slightly differ from a real offshore setup:

e For both arms the swivel joint (joint 5) has no position sensor and cannot
be used. Consequently the manifold (X,,) is kept in the plane (y,, z¢) and
the slewing joint (joint 1) is not used. Moreover without joint 5 the arm
cannot compensate non-zero relative orientation of the vessels. Therefore
the orientation of both vessels are kept zero.

e The frames R, of the arms is static during the test, no FLNG motion is
simulated. Indeed the full scale arm has no mean to be moved in such way.
The scaled arm could be moved via the FLNG hexapod, but no measurement
system is available to monitor this motion. Therefore the test benches of
the arms are used to simulate the relative motion X, instead of the LNG
motion " X,,.

e For practical reasons, combinations of sine signals are used to simulate
X, (t) in the test benches, instead of a simulated sea state. Therefore artifi-
cial neural networks are replaced by a simple linear regression to recognize
the phase and offset of the motion.

5.3.2.1 Test with the OLAF scaled model

The LNGC hexapod (see Section 1.4.1) is driven with sine motion along y, and
Z0.
0
0X,.(t) = | Asin(2rft) | +C, (5.20)
Asin(27 ft)

where C' is a constant vector so that ° X, (0) is at the center of the flanging area.
The chosen values of the parameters are given in the table below:

Ay= 0.15m
A,= 040m
fy=0.05Hz
f-= 0.03Hz
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Figure 5.21: Architecture of the hierarchical framework developed and implemen-
ted for the OLAF scaled model and the full scale DCMA.

The values of A, and A, correspond to maximal amplitudes of the reference
sea state (see Section 3.3.2), with a 1/4 scaling. However frequencies f, and f,
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are lower than the real main motion frequency 0.1 Hz (see Figure 3.15). These set-
tings correspond to a test run during the development. Unfortunately the test at full
frequency has not been conducted for practical issues. However this test, together
with the simulation presented in Figure 5.7 and the controller tuning presented in
Figure 5.20, confirm the validity of the overall approach. The arm follows au-
tomatically the manifold, thanks to the measurements of the total station. The
distance d,, defined in Equation (1.1), at which the coupler follows the manifold,
is set to 1.5 m, to avoid any collision in case of failure. Figure 5.25 shows the arm
during its motion. The predictive planning is switched on at ¢ = 140 s. Figure
5.22 shows the evolution of the joint position g, the controller set-point ¢,.; and
the reference trajectory w for the inboard and outboard joints. Figure 5.23 show
the controller error ¢,.; — g, the planning error w — ¢, and the total error w — g.

alpha (deg)

§ [ ‘\ L,_L \ /\
) _ \
© \ f L|_ e
-— | { ‘l l_r"" 1‘-
9] \ I
< \/ N \
60 80 100 120 140 160 18
Time (s)
130 140 150

Figure 5.22: Evolution of the joint position g (blue line), controller set-point g,y
(orange line) and the reference w (red line). The predictive planning is switched
on at t = 140 s. Top graph: inboard joint (¢ = «), bottom graph: outboard joint

(g=pB).

From the observation of Figures 5.22 and 5.23, one can see that before using
the predictive planning, the total error is mainly (mean ratio for joint 2: 90%) due
to the planning pursuit error. When the predictive planning is enabled the purs-
uit error is canceled, and the remaining error comes from the difficulties of the
controllers to deal with dry friction (see 5.3.1). Figure 5.24 shows the residual
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Figure 5.23: Evolution of the controller error ¢,.; — ¢ (orange line), planning
error w — ¢y (red line) and total error w — ¢ (blue line). Top graph: inboard
joint (¢ = «), bottom graph: outboard joint (¢ = ). The predictive planning is
switched on a t = 140 s (vertical line).
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Figure 5.24: Evolution of the total error in terms of coupler position X (t) =
| Xc(t) — X,n(t)]]- Red line: coupler tolerance.

position error. When the predictive planning is on, this error is below 0.025 m,
which is sufficient for the connection if all other error sources (e.g. geometric
accuracy) are assumed zeros.

This experiment shows that the predictive planning successfully removes the
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Figure 5.25: The OLAF scaled model automatically follows the manifold.

pursuit delay. No automatic connection was attempted with this arm, because its
coupler is not suitable, and the final accuracy is not sufficient (see 2.2).
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5.3.2.2 Tests with the full scale DCMA

Similar tests are conducted with the full scale DCMA. These tests aim to validate
the entire work of this project by automatically connecting the loading arm on
the moving manifold. The manifold of the test bench is driven by Cartesian sine
motion as described by Equation (5.20). The values of the motion parameters are
given below:

Ay, = 0.4m
A, = 1.0 m
fy=0.025Hz
f.= 0.033Hz

These parameters correspond to a slower sea state. The manifold velocity was
reduced for several reasons. First the kinematic limits found in Table 5.5 do not
permit to follow the full speed reference sea state. Then it is observed that in
spite of these restrictive kinematic limits, oscillation unseen by the sensors ap-
pears very easily when the arm moves. In particular it is strongly suspected that
the transmission cable (See 1.4.2) has a low stiffness and induces oscillation in
the outboard arm and in the Style 80. It has been calculated afterward that some
other mechanical parts in the power transmission are largely deformed when the
arm is driven, and thus may participate to oscillation induction. These oscillations
makes the arm too inaccurate for the coupler to flange on the manifold. No sensor
were fitted at the right place to measure these oscillations, and therefore no data
are available to support the above statements. As explained in Chapter 3, oscilla-
tion in the structure is not observable by the position monitoring system.

The coupler automatically follows the manifold, according the reference of
the predictive planning, at a distance d,, = 2.5 m. This pursuit stage takes place
similarly as the one run on the OLAF scaled model, with a planning error under
0.1 degree. However the controllers error reaches 0.2 degree. This error appears
because the gains of the controllers are lowered to reduce oscillation of the arm
while the kinematic limits are kept unchanged regarding the values presented in
Section 5.3.1. Figure 5.26 and Figure 5.27 respectively show the joints errors and
the corresponding coupler position error. The latter is below 0.04 meters which is,
even added with the 25.5 mm arm accuracy (see Section 2.2.3),under the coupler
tolerance.

Once the synchronization between the coupler and the manifold is done, the

distance d,, is set to 30 mm. This change of d,, has for effect to smoothly drive the
coupler near the manifold, while keeping the synchronous motion compensation.
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Figure 5.26: Evolution of the controller error ¢,.; — ¢ (orange line), planning
error w — ¢y s (red line) and total error w — ¢ (blue line). Top graph: inboard joint
(¢ = «), bottom graph: outboard joint (¢ = f3).
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Figure 5.27: Evolution of the calculated total error in terms of coupler position

Xerr(t> = “Xc(t) - Xm(t)”

Figure 5.29 shows the coupler synchronously following the manifold. This very
small value of d,, proved necessary to make the flanging possible. Under visual
supervision, the flanging instruction is manually sent to the arm at a time where
the velocity of the heave is zero, i.e. at the top or bottom of an heave oscillation.
That way the oscillation in the arm is lower. This instruction simultaneously starts
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the flanging operation and switches the arm in freewheel mode (see Chapter 3), as
detailed in Section 1.3.1. In other words, the actuation system of the loading arm
is disabled before that the arm is connected. The flanging system is fast enough to
"catch" the manifold before it moves away from the coupler, which is now steady.
Figure 5.30 shows the arm connected to the manifold. At this stage the arm is
pulled by the the manifold, and comply with the relative motion of the vessel. In
a real case, this is the moment wherre the LNG would be offloaded.

Total station

Manifold

Target
Figure 5.28: The full scale DCMA automatically follows the manifold.

This test was successfully reproduced 10 times, over a period of two days.
It demonstrates the feasibility of the automatic connection of a loading arm, and
shows that the methodology developed in this project adequately solves the chal-
lenges of the automatic connection. With these final experiments the objectives of
the project are met, with as only restriction the lower frequency of the vessel.
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Figure 5.29: The loading arm moves very closely (<4 cm) to the manifold, to
make the flanging possible.

Figure 5.30: The full scale DCMA is successfully connected to the manifold.
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Chapter 6

General conclusion and perspectives

Marine loading arms are challenging systems to control, mainly because these sy-
stems were not designed to be robotized. Nevertheless it is chosen to robotize the
existing equipment rather than designing whole new robotic loading systems. This
choice is motivated by economical reasons and by the perceptive to generalize this
robotization process to a wide scope of other systems, e.g. landing platform for
helicopters, bridges between moored vessels. As a result the main challenges of
this project lie in the hardware of the MLA and more particularity in its low stift-
ness and its hydraulic actuation system. The final methodology consists of several
main components (namely trajectory generation, predictive planning, motion pre-
diction and calibration) which are developed according to the needs of the system.
The next section summarizes the work done during this project. Then some per-
spectives are presented.

6.1 Summary of the results

Solving the automatic connection problem starts with measuring and improving
the accuracy of the loading arm. Different sources of inaccuracy such as deflection
in the structure, offsets in the joints and errors to the parts nominal dimensions
can be compensated by model-based calibration. The results of repeatability
measurement and calibration procedures applied to both the 1/4 scaled model
and the full scale loading arm are:

e the repeatability of the OLAF scaled model is 27 mm and 9 mm for the full
scale DCMA,

e the calibration procedure improve the accuracy from 40.1 mm to 27.1 mm
for the scaled model and from 421 mm to 25.5 mm for the full scale arm.
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e the total station, tool used for surveying and building construction, is ade-
quate and make the latter operations much faster than with a classic metro-
logy laser tacker.

An experimental study investigates the hardware capabilities by conducting
a series of tests on both a 1/4 scaled loading arm and a full size one. These tests
characterize the actuated joints of the arms in terms of performance and behavior.
These tests also include actual modal analyses of the structures of the arms, which
give some of their vibration modes and operational shapes. Together these tests
shows that:

e Marine loading arms have a flexible structure, with a first measured mode
at 0.37 Hz for the full scale arm.

e The oscillation of the structure of the full scale arm is not observable by its
sensors. Hence no active damping is possible. This is a major difference
with the scaled model for which the hydraulic circuit is flexible regarding
the stiffness of the structure.

e The FLNG motion spectra (max 0.15 Hz) are below the measured modes of
the structure (max 0.37 Hz). Therefore the FLNG motion should not excite
the structure of the loading arm. However these spectra are close and one
should be careful to keep them separated when designing structures of arms
(See Figure 3.16). Moreover only the modes along x, and responding to
an excitation along x, were measure by the modal analysis. It is strongly
suspected that lower modes are present, in particular in the plan (yg, 2o).
As a result further investigations are needed.

Then a dynamic model of a marine loading arm including the effects of the non-
inertia base (FLNGQG) is developed. This model is used to simulate the joints torques
induced by the inertia effects from the FLNG. It is shown that:

e the inertia effects from the FLNG motion induce non negligible joints tor-
ques.

e The latter simulated joints torques do not interfere with the proper wor-
king of the loading arm, in terms of maximum joint torque and vibration
induction.

This result makes interesting the research study where From et al. [FGLA11] pro-
poses a methodology which uses these inertia effects to reduce the power needed
by the onboard robot. One may note that this method require a motion prediction
algorithm and a dynamic model of the arm, already available in this project.
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In order to reduce the oscillation of the structure induced by the actuation
system, hence increase its accuracy, smooth trajectories are needed to drive the
joints. A fast and versatile online jerk-limited trajectory generator is developed
to deal with the trajectory planning problem of the joints. This generator is able
to generate trajectories that are:

e jerk-limited, under the chosen jerk, acceleration and velocity limits,

e time-optimal, according to these limits,

dynamic, i.e. that accept any initial state in terms of acceleration velocity
and position,

possibly synchronized to deal with multi-axis systems,

generated in less that 1 us.

These features and this very low calculation time make it possible to use this tra-
jectory generator for many real-time applications, even in the case of systems with
multiple joints. It is also fast enough to be directly used by the optimization algo-
rithm of the predictive planning. Jerk-limited trajectories are a tool for smoothly
driving the joints of the loading arm, and also a way to describe the response of the
joints. In other words, it is shown that the joints controllers follow accurately jerk-
limited trajectories generated under adequate kinematic limits. Hence no model is
necessary to describe the behavior of the joints, but only sets of kinematic bounds.

The active vessels motions compensation makes the coupler of the loading
arm follow the manifold. The time delay of the pursuit is removed by a predictive
planning algorithm that gives the ability to loading arms to anticipate the vessels
motions. This algorithm generates optimal targets for the jerk-limited trajectory
generator. It is found that:

e this approach makes it possible to significantly reduce the tracking error, so
that the automatic dynamic connection is possible,

e this is nevertheless only possible if the kinematics limits of the joints are
higher than the reference trajectory.

The reference trajectory of the predictive planning algorithm is fed by an artificial
neural network which predicts the vessels motions. Is is shown that:

e the proposed neural network is accurate enough for the predictive planning
algorithm to work,
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e by processing all motion components together instead of separately, the pre-
diction is much more accurate.

This project ends with a functional prototype of automatic connection system
and paves the way towards its industrialization. The goals of the project are met
and the feasibility of the robotization of loading arms is demonstrated. The ma-
nufacturer’s requirement not matched by the final prototype is the severity of the
sea state under which the system can operate, i.e. the amplitude and frequency of
the relative vessels motion. In view of improving this system, and turning it into a
robust and reliable product, some elements should be considered, as presented in
the next section.

6.2 Perspectives

Some points that are not covered by this study, but that seem nonetheless neces-
sary, are listed below:

e First of all and probably most of all, a complete risk and failure mode ana-
lysis should be carried out. Loading arms are sensible systems operating
in a sensible environment and their robotization should be developed to be
fail-safe.

e The study of the influence of the wind is beyond the scope of this thesis.
However it is visually observed that the wind induces non negligible os-
cillation of the structure. An investigation of the effects of the wind is thus
recommended because they could compromise the proper functioning of the
automatic connection system.

e Neither path planning nor collision avoidance are studied in this project.
These elements are important to make sure that the arm does not collide
other arms of elements of the vessels.

o [t might be interesting to develop an automatic re-calibration procedure: the
external conditions (thermal expansion), the transportation of the loading
arm, may slightly change the geometry of the structure and make the factory
calibration obsolete.

e An experimental study that measures the real coupler tolerance in all directi-
ons can lead to a better, optimized, management of the flanging operation.

e The very low stiffness of many parts of the loading arms structure is the
main obstacle that keeps the system from reaching better performance. A
way to make these parts more stiff could be investigated.
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Appendix A

Inverse kinematics of a marine
loading arm

The configuration of a serial manipulator is fully described by its configuration
(joints positions) q. The forward kinematics function calculates the pose of the
end-effector of the robot in the Cartesian space according to its configuration. The
forward kinematics function is presented in Section 2.2, with Equation 2.3 which
can be rewritten, for a loading arm, as:

‘P, = FK(q) (A.1)

The inverse kinematics function 7K on the other hand, gives the adequate
configuration q to reach the desired coupler pose °P.. Such a configuration de-
pends of the orientation "q, of the FLNG, because of the Style 80 which acts as a
pendulum. The function I K can be written as:

q=IK(P, "q) (A.2)

While he forward kinematics function is straightforward to establish in the ge-
neral case, the inverse kinematics may be more challenging to derive. Indeed the
geometry of some serial mechanisms is such that there is no closed-form expres-
sion of the inverse kinematics function [Bus04]. However in the case of loading
arms a closed-form solution is found, under the assumption that the Style 80 is
steady under the effect of gravity, and that its center of mass is aligned with y,,
ie.:

Ys 2. =0 0=0, (A.3)

where 0 is the measure of the inclinometer of the Style 80, as shown on Figure
2.14. The steadiness of the Style 80 is already considered as true for the con-
nection operation. The alignment of its center of gravity with vy, is true for small
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values of ¢4, according to the nominal specifications from the manufacturer. If in-
exact, this alignment is corrected anyway by the calibration process presented in
Chapter 2. Equation A.3 makes it possible solve the inverse kinematics problem
with closed-form expressions, if the orientation "q, of the FLNG is known.

The forward and inverse kinematic functions rely on a geometric model of
the arm which is parametrized according the classic modified Denavit-Hartenberg
(DH) convention [KDO04]. Figure A.1 shows that geometric model.

Figure A.1: MLA in zero position: Modified DH model.

with the parameters defined as proposed by Kahlil et al. [KD04]:
e axis z; is along the axis of joint j,

e axis x; is along the common perpendicular with axes z; and z;;. If the
latter axes are parallel, a choice as to be made,
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e «;: angle between axes z;_; and z; corresponding to a rotation about x;_1,
e (d; : distance between z;_; and z; along x;_1,
e ¢;: angle between axes x;_; and x; corresponding to a rotation about z;,

e r; : distance between x;_; and x; along z;,

This structured definition of the parameters makes it possible to define the trans-
formation matrix of frame R; in the frame R;_; as:

(o) cosenyconly) —sino) —rysini)

imimn oy _ | cos(ay)sin(g;) cos(ay)cos(q;) —sin(ay) —r;sin(a

T;(q;) = sin(a;)sin(g;) sin(ay) cos(q;)  cos(ay) — 1jcos(ay)
0 0 0 1

(A4)
Hence the forward kinematic function of a loading arm is given by:

"Ts(q) = "Ti(q1) x -+ x °T(gs)- (A.5)
In this whole study the the sixth joint of loading arm is ignored because is does

not change the geometry of the arm, as precised in Section 1.2.

The inverse kinematic function of a loading arm relies on the following relati-
ons and the hypothesis (A.3). It can be derived as a geometry problem, as detailed
bellow. The target coupler vector zg is constraint as by the orientation manifold,
plus (A.3). Hence

ze = —"R.("qc).yo — (—"Rc(°qc) y0.2,) 2. (A.6)
Let us note :
e cos(q;) = ¢; and sin(q;) = s, Vi,
o ¢y = [lz6 A Zoll;
® Sy, = —2.20.

q1 1s derived as:

ZBT.OXC — Tg.26-LQ +d6-z6-y0 >

= arctan2 | —
N ( YO X, + cy.16.26.Yo — Cy.dg.26.T0

. Ty + 173
— arcsin
V(@ 0X . + re.z6.@0 + do.26.Y0)? + (Yr- O X + ¢y.76.26.Yo — Cyp-ds.26.%0)>
(A.7)

Let us then note:
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o Xb = wT.OXC +76.26-Lg +d6-z6-y0 — (Cl.Tg — Sl.Cw.dg; — S¢.S51.T5 + 1.1 —
81.d2>,

o YV, =y, X+ cyr6.26.Y0 — Cp.do.z6.Ty — (51.73 + ¢1.C.d5 + C1.84.75 +
S1.T2 + Cl.d2>,

L] Zb = ZT.OXC — Sy-T6-26-Yo + 8¢.d6.z6.$0 — (8w.d5 + Cy.T5 + T‘l).
Finally the other joints angles are calculated as:

di + di — (X; + Y72 + Z7)

' = A8
Sln(Q3) 2 . d3 A d4 9 ( )
cos(qz) =1/ 1 — s3, (A.9)

83
g3 = arctan <—> , (A.10)

C3

d4 + C3 Zb )
= arct —— | —arct — , A.l1
Qo arcan(d4.53_dg) arcan( V- cot Xp-5) ( )
qs = arctan (S—w) — @2 — qs, (A.12)
Cy

¢s = arctan (— szO) —q1. (A.13)

Z6-Yo
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Appendix B

Résumé en Francais

Cette annexe propose une synthese, rédigée en langue francaise, du mémoire de
theése. Dans un soucis de concision, seule la méthodologie et les principaux résul-
tats sont présentés ici.

Cette these a pour objectif la robotisation de bras de chargement de gaz na-
turel liquéfié (GNL), de sorte que ceux-ci puissent fonctionner automatiquement,
avec des performances accrues. Les bras de chargement de gaz sont des struc-
tures articulées dans lesquelles du méthane peut s’écouler a température cryogé-
nique. En haute mer, ces bras sont installés sur le pont de navires-usines (FLNG)
et se connectent a des méthaniers pour leur transférer du gaz. En raison de pro-
blemes de sécurité et de performances, il est souhaité que ces bras de chargement
soient robotisés pour qu’ils se connectent automatiquement. Cette theése, en parte-
nariat entre le laboratoire LSIS et la sociét¢ FMC Technologies, a pour objectif la
conception et I’'implémentation d’un systeme de connexion automatique pour les
bras de chargement.

L’ opération de connexion nécessite un pilotage de grande précision, relative-
ment aux dimensions d’un bras de chargement. En effet le systeme terminal de
bridage du bras a une tolérance de positionnement de 10 cm, pour un bras mesu-
rant plus de 15 m. Pour cette raison le bras est d’abord étalonné pour augmenter sa
précision statique. Ensuite, des analyses modales expérimentales mettent en évi-
dence I’'importante souplesse de la structure des bras de chargement. Par consé-
quent un générateur de trajectoires « douces », a jerk limité, est développé afin
de piloter le bras sans le faire vibrer. Enfin, un syst¢éme de compensation actif vi-
sant a compenser les mouvements relatifs des deux navires est mis en place. Cette
compensation combine la génération de trajectoires douces avec une composante
prédictive basée sur des réseaux de neurones. Cette derniere permet de prédire et
d’anticiper les mouvements des navires sur I’océan, afin d’annuler tout retard dans
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la compensation. Finalement, cette these présente la premiere connexion automa-
tique d’un bras de chargement, et démontre la validité de cette approche.

Ce résumé est organisé de la maniere suivante. La premicre section présente
les bras de chargement et les objectifs du projet. Ensuite, la méthodologie d’éta-
lonnage employée dans ce projet est présentée dans la la deuxieéme section, puis
appliquée sur des bras de chargement. Une étude expérimental des systemes étu-
diés menée dans la troisieme section précede le développement d’un générateur
de trajectoires en section 4. Enfin la cinquieme section détaille le développement
d’un méthode de compensation active et prédictive des mouvements des navires.

B.1 Présentation des bras de chargement et de la
connexion automatique

Les bras de chargement sont des structures articulées supportant une canalisation
également articulée. Cette derniere est appelée « ligne produit », et permet au GNL
de s’écouler. Les bras de chargement sont actionnés par des vérins hydrauliques,
et maintenus au repos par un systeme de contrepoids. En bout du bras se trouve
le « Style 80 », libre d’osciller autour de sont axe, tel un pendule. Ce Style 80 est
équipé d’un systeme de bridage hydraulique congu pour se connecter au manifold
d’un méthanier client, ce dernier se trouvant dans la zone de connexion. La figure
B.1 montre les différents composants d’un bras de chargement.

Afin de réaliser la connexion du bras au méthanier, un systeme d’assistance
constitué d’un cable, de treuils et de cone de mise en position est utilisé. La figure
B.2 présente de systeme de connexion.

Ce systeme de connexion n’est cependant pas satisfaisant, pour les raisons
suivantes :

e ce systeme est coliteux relativement au prix global du bras,

e ce systeme pause des probleme de sécurité, car son dysfonctionnement peut
entrainer un risque d’arrachement du manifold.

e ce systeme nécessite le transfert et I’installation d’éléments mécaniques du
FLNG vers le méthanier. Un tel transfert d’équipage et d’équipements pause
des problemes de 1égislation.

Ce projet étudie la possibilité d’automatiser I’opération de connexion afin de s’af-
franchir du systéme de connexion existant. La figure B.3 introduit les principales
notations des reperes utilisés dans cette étude.
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Inboard Counterweight Outboard counterweight
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FIGURE B.1 : Un bras de chargement de type OLAF (Offshore Loading Arm
Footless.

t > to

t= t(]
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FIGURE B.3 : Principales notations de reperes.
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Targeting System on a
DCMA-S type LNG Loading
Arm General view

Slewing of
Style 80
swivel joint

DCMA-S
loading arm.

Alignment ) 7 : Fr%i-:x}r;eel
e I ; W connection

Connection
cable

Receiving spool |—%
including cone +
cable locking

Mobile |
deflecting |-
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tension
hydraulic winch

Acquisition
| hydraulicwinch

FIGURE B.2 : Le systeme de connexion actuel est basé sur un cable tendu entre
les deux navires. [Credit : FMC Technologies].

Avec en particulier :
e les positions (3 x 1) sont notées X,

e les orientations (3 X 1) sont notées q,
‘ X
e les poses (6 x 1) sont notées P : P = q |

o fv représente le vecteur v dans le repere f.
Les principaux reperes utilisés dans cette étude sont définis ci-dessous :

e Un repere de référence R, est construit selon (X,., ., Y, 2,), avec X, le
centre de gravité du FLNG a D'instant initial £, «, I’axe longitudinale du
FLNG a t, projeté sur le plan horizontal, et 2, ’axe vertical. Ce repere est
supposé galiléen.
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e Le repere du bras Ry, avec zg 1’axe de sa premiere articulation, orthogonal
au pont du FLNG.

e Le repere du manifold R, ayant pour origine X, le centre du manifold.
Sont orientation est notée q,,,.

e Le centre du coupler est noté X, et le centre de gravité du FLNG est noté
Xg.

Un procédure de connexion automatique est établie comme cahier des charges
du projet. Cette procédure comprends trois étapes :

e le déploiement du bras, qui sort de sa configuration de stockage pour placer
le coupler en face du manifold,

e la phase de suivi, durant laquelle le coupler suit le manifold, c’est a dire
compense les mouvements relatifs des navires sur I’océan, a une distance
d,, comme illustré par la figure B.4,

e la connexion, ol le coupler avance vers le manifold et se connecte.

FIGURE B.4 : Phase de suivi : le coupler (vert) suit le manifold (rose) a une dis-
tance d,.

La mise en place de cette connexion automatique est soumise a certaines contraintes.
D’abord, la structure mécanique du bras ne doit pas étre modifiée. Ensuite, la so-
lution choisie doit minimiser les équipements nécessaires sur le méthanier client.
Enfin, tout matériel utilisé doit étre certifié ATEX (atmosphere explosive).
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Le développement d’une telle connexion automatique présente des obstacles
techniques :

e la tolérance du coupler est seulement de 10 cm, pour un bras de plus de 15
metres,

e le systeme doit fonctionner dans des conditions de haute mer, sous le vent
et les mouvements des navires,

e les bras de chargement ne sont pas congu comme des robots, leurs structures
sont flexibles et présentent des non-linéarités telles que des frottements secs
et des jeux.

Ce projet combine les études théoriques et expérimentales. Pour ces dernieres,
une maquette de bras de chargement a I’échelle 1/4 est disponible. Cette maquette
est installée sur un hexapode a 6 degrés de liberté (DLL), capable de reproduire les
mouvements du FLNG. Un second hexapode supportant un manifold a 1’échelle
1/4 est installé devant la maquette, pour servir de cible a celle-ci. La figure B.5
montre ces éléments. Un bras de chargement a 1’échelle 1 de type DCMA (double
counterweigth marine arm), présenté par la figure B.6, est disponible a la fin de ce
projet pour valider la méthode développée durant ce projet.
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FIGURE B.5 : Maquette OLAF connectée au manifold.
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FIGURE B.6 : Un bras échelle 1 est disponible pour les essais finaux.

En raison de la grande précision nécessaire pour la connexion d’un bras, une
procédure d’étalonnage est mise en place.

B.2 Positionnement précis d’un bras de chargement

La tres faible tolérance du coupler devant les dimension du bras pause la question
de la répétabilité et de la précision de ce dernier. Dans cette partie de 1’étude, la
répétabilité des bras a disposition est mesurée, puis ces dernier sont calibrés. Bien
que les bras soient peu rigides, aucun effet non-géométrique n’est pris en compte
dans cet étalonnage. En effets, la zone de connexion dans laquelle le bras doit &tre
précis est petite devant le bras et les phénomenes non-géométriques sont suppo-
sés constants dans ce volume. Cette hypothese est confirmée par 1’étalonnage des
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bras.

La répétabilité des bras dans la zone de connexion est mesurée selon la norme
ISO 9283 [ISO98], a I’aide d’une station totale de topographie, comme montré sur
la figure B.7. Il est surprenant de constater que le bras DCMA a une répétabilité
de 9 mm tandis que celle de la maquette a I’échelle 1/4 est seulement de 27 mm.

FIGURE B.7 : La station total mesure la position du coupler. Photographie de la
maquette OLAF.

Un étalonnage géométrique est mené selon de maniere classique sur les bras
de chargements. La précision du bras DCMA échelle 1 est améliorée de 421 mm
a 25.5 mm et celle de la maquette OLAF de 40.1 mm a 27.1 mm. Cette étalon-
nage est basé sur un modele géométrique de bras de chargement, paramétré selon
la convention de Denavit-Hartenberg. La précision finale du bras DCMA repré-
senté 25.5% de la tolérance de son coupler, et est donc suffisante pour rendre la
connexion automatique possible.
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B.3 Etude expérimentale d’un bras de chargement

Afin de préparer la synthese des lois de commande des bras de chargement, le
comportement du systeme d’actionnement et de la structure de ces derniers est
étudié de maniere expérimentale.

Dans un premier temps, une analyse modale est menée sur les deux spécimens
disponibles. Les structures sont excitées par des mouvements (maquette) ou des
efforts (bras échelle 1) en sinus glissant, et les réponses des structures en termes de
vitesse selon @ (normal au plan de la structure) sont mesurées par un vibrometre
laser. Les réponses fréquentielles des structures sont données par la figure B.8, et
les déformées opérationnelles par la table B.1.

— -3

53 E 2><10
:E/ ) 21.5
., . 5 1
El | 0.5
<) |

0 0

0 2 4 6
< z
£ 15 5
=10 g
E -
5 5 | 2
5 ! O
= 0 P
S0 2 4 6 0 2 4

Frequency (Hz) Frequency (Hz)

FIGURE B.8 : Réponses fréquentielles des bras selon xq, soumis a des excitations
selon xy. Courbes de gauches : maquette, courbes de gauches : bras échelle 1.
haut : moyennes spatiales, bas : réponses au niveau du coupler. Résolution fré-
quentielle = 6.25 102 Hz.

Ensuite, les réponses fréquentielles des actionneurs des deux bras sont mesu-
rées et comparées aux réponses des structure, comme le montre la figure B.9.

Les essais précédant montrent que la maquette et le bras échelle 1 ont des
comportements différents : La structure de la maquette est rigide par rapport aux
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TABLE B.1 : Premiers modes mesurés : fréquences et déformées opérationnelles

Magquette OLAF

20Hz 2.56 Hz 5.31 Hz

Bras échelle 1

0.37 Hz 0.56 Hz 3.69 Hz

capacités des actionneurs. Ce n’est pas le cas le cas de du bras échelle 1, dont la
structure oscille facilement. Ces résultats, complétés par une observation visuelle
des systemes en question, montrent que :

e Les oscillations de la maquette engendrées par la commande viennent de
flexibilités dans le circuit hydraulique, ainsi que dans les cables de trans-
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OLAF scale model Full scale DCMA X 10'4
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FIGURE B.9 : Les réponses fréquentielles des axes (lignes bleues, continue : axe
1, pointillée : axe 2, mixte : axe 3) sont comparée aux réponses fréquentielles
moyennées des bras (lignes rouges). Les fréquences d’oscillation mesurées des
Styles 80 sont représentées par les lignes oranges verticales.

mission. Seule une partie de ces oscillation est observable par les capteurs
qui mesurent la position des tiges des vérins.

e Pour le bras échelle 1, aucune oscillation n’est visible par ces capteur.

Afin de ne pas exciter ces modes vibratoire via la commande, des trajectoires
douces sont utilisées pour piloter les axes des bas. La partie B.4 traite de la géné-
ration de telles trajectoires.

L’influence des mouvements du FLNG supportant le bras de chargement est
étudiée. Des simulations montrent que le contenu fréquentiel de ces mouvements
est disjoint des réponses fréquentielles des structures des bras (voire figure 3.16).
Par conséquent il est supposé que ces mouvements n’excitent pas la structure. Un
modele dynamique d’un bras, incluant les mouvements du FLNG, est construit,
basé sur I’algorithme de Newton-Euler. Ce modele est utilis€ pour simuler des
effets d’inerties sur la structure du bras, induit par les mouvements du FLNG.
Il est calculé que ces effets sont significatifs en termes de couples articulaires,
et qu’il est donc envisageable de les prendre en compte dans la planification de
mouvements.

168



APPENDIX B. RESUME EN FRANCAIS

B.4 Génération de dynamique trajectoires

Afin de piloter les bras de chargement sans les faire osciller, des trajectoires
« douces »sont utilisées. Plus précisément, les trajectoires a jerk limité sont po-
pulaire de le domaine de la robotique, car elle permettent de piloter des systemes
sans provoquer de vibrations, et sont moins agressives vis-a-vis du matériel. La
littérature concernant la génération de trajectoires a jerk limité est riche, cepen-
dant une approche allant plus loin en termes de réduction des vibration est étudiée.
Un générateur de trajectoires est développé, avec les contraintes suivantes :

e les trajectoires générées doivent respecter des limites de vitesse, accéléra-
tion et jerk paramétrables,

e ces trajectoire doivent étre optimales en temps,

e celles-ci doit accepter un état initial non nul (vitesse et accélération) pour
pouvoir étre générées dynamiquement,

e enfin la génération d’un trajectoire doit €tre rapide devant le temps de cycle
d’un contrdleur, pour pouvoir étre utilisée en temps réel.

La méthode employée ici est basée sur les propriétés des filtres a réponse im-
pulsionnelle finie (RIF). La convolution d’un tel filtre avec un profil d’accélération
a accélération limitée (créneaux) produit un profil a jerk limité (trapezes), comme
le montre la figure B.10.

Acceleration-limited Averaging filter Jerk-limited

profile (RIF) profile
1 A

Acc

T, (=NT,)

o)
Amax QL:) A max
/N T, :
L t * Sat?wnfgng — 5

U
&

Jerk
8

Jerk

FIGURE B.10 : Des filtre RIF sont utilisés pour la synthese de trajectoires a jerk
limité.

Le générateur est construit selon 1’architecture présentée par la figure B.11.
Lorsqu’une nouvelle référence est envoyée au générateur, un profil a accéléra-
tion limitée est d’abord généré. Ensuite, ce profil est adapté selon 1’état actuel du
systeme (c’est a dire 1’état initial de la nouvelle trajectoire) et selon les limites
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cinématiques. Ce profil est enfin filtré pour créer la nouvelle trajectoire.

Jerk-limited
trajectory

New set-point Adapted Acceleration-Limited trajectory & &
. N .
- set-point Sb& ‘é Position
- kinematic limitations > Q,Q > >
<
&
x i .
& Accfle.ratlon Adaptation Velocity
éz limited > - time-optimal FIR filter >
<« ‘ Current state trajectory - time-fixed ..,
*—————>
! A
7 N I (N N I Y ' Acc.
- A Filter parameters >
Itérations - filter time (number of taps)

- coefficients (jerk pattern)
- initial states

FIGURE B.11 : Architecture du générateur de trajectoires.

Les trajectoires a accélération limité sont simples et rapides a générer de méme
que les filtre RIF sont faciles a implémenter et rapide d’exécution. Ainsi cette ap-
proche mene a une solution facilement implantable dans des systemes industriels,
et peu couteux en temps de calcul. La figure B.12 présente une trajectoire a ac-
célération limitée classique. Ce profile, généré en premier lieu, est ensuite filtré
par un filtre 2 moyenne glissante pour produire un profile a accélération limité,
comme présenté par la figure B.13.

q(ty _9e..
v,
ar' H AC]
a(1) N

V : .

0 : time ¢

0 ‘ -
o, T, T

‘Acceleration Cruising stage "1 Deceleration
stage | stage d

FIGURE B.12 : Un profile a accélération limitée. a,., d, and v, sont les limites
atteintes en termes d’accélération, de décélération et de vitesse.

Pour permettre la gestion d’états initiaux quelconques, il est nécessaire d’adap-
ter spécialement le profile a accélération limitée initial. En effet, le filtrage d’une
trajectoire ayant un état initial non nul produit naturellement une erreur sur 1’état
finale de la trajectoire résultante. Une telle adaptation. consiste a modifier 1’état
initial servant a générer la trajectoire a accélération initiale. La figure B.14 illustre
cette adaptation.

Afin de générer des trajectoires optimales, le jerk doit €tre saturé a sa limite
maximale. Pour ce faire, la durée du filtre est ajustée de manicre dynamique. Plus
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FIGURE B.13 : Le profile a accélération limitée initial (en bleu pointillé) est filtré
pour produire un profile a jerk limité (ligne rouge).
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FIGURE B.14 : Adaptation des conditions initiales du profile a accélération limi-
tée avant filtrage. a) Influence de I’accélération initiale sur la vitesse finale : Les
vitesse maximales et finales présentent un dépassement de J,. b) Adaptation de
la vitesse initiale vy du profile a accélération limitée : la position apres filtrage
présente un dépassement o,. ¢) Adaptation de la position initiale ¢, du profile a
accélération limitée : la trajectoire finale remplit ses criteres cinématiques.
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précisément, le filtre prend successivement trois durées différentes (14, Tj,, Tjq)
qui correspondent respectivement au phase d’accélération, de vitesse constante et
de décélération du profile initial. La figure B.15 présente une trajectoire a jerk
limité optimale en temps générée de maniere dynamique.

Vmux qr (t) lqej )
Ayl § .
Gork i ; | tme
Vort”

T'ﬂi i‘ 1 dn‘l(l){

)__J_'( = . QL

« X S o

g & S

Sy & & S
SIS U 3
S & ao

-9 &F L

FIGURE B.15 : Time-optimal jerk-limited profile with non-zero initial conditions,
each derivative saturates at its bound.

L’algorithme est également capable de générer des trajectoires a durée fixée,
afin de synchroniser plusieurs trajectoires d’axes. De plus, il est possible d’ajus-
ter les limites cinématiques de maniere dynamique afin d’adoucir ou de ralentir
le systeme en réponse a des évenements extérieurs imprévus. Ce générateur de
trajectoires a été implémenté en C++ avec un soin particulier a I’optimisation du
code en termes de vitesse d’exécution. Les temps de génération mesurées sont in-
férieur a 1 pus pour tout types de trajectoires. Ce temps de calcul court permet de
gérer des systemes a multiples degrés de liberté tout en gardant un temps de cycle
bas.

B.5 Compensation active avec annulation du retard

B.5.1 Meéthodologie

Les limites cinématiques qui contraignent les trajectoires articulaires entrainent
un retard dans le suivit du manifold, et donc une erreur de position. Ces limites
sont pourtant nécessaires pour s’assurer que les contrdleurs d’axes suivent leurs
consignes, et qu’ils n’engendrent pas d’oscillations dans la structure. L’ erreur due
au retard du systeme peut €tre annulée en utilisant une méthode prédictive, qui
permet d’anticiper les mouvements de la cible. Un algorithme de prédiction est
donc développé pour prédire I’évolution de la pose du manifold ° P, (t).
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Cette méthode de prédiction est basé sur un réseau de neurones artificiel avec
une structure de perceptron multicouche, contant une couche cachée de dix neu-
rones ayant une fonction d’activation en tangente sigmoide. Ce réseau utilise les
mesures de pose passées (100 derniers échantillons) pour prédire les poses future.
La figure B.16 montre la structure du réseau de neurones. La figure B.17 compare
la méthode de prédiction lorsque les composantes du mouvement sont prédites
séparément et lorsqu’elles sont prédite dans un méme réseau. Dans ce dernier cas,
le réseau de neurone est capable d’améliorer sa prédiction en s’appuyant sur des
couplages physiques entre les dimensions.

v
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P, N1 by, b,
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FIGURE B.16 : Un perceptron multicouche est utilisé pour prédire 1’évolution du
mouvement relatif des navires.

Le probleme de suivit de cibles est, dans 1’industrie, généralement résolu en
utilisant des commandes prédictives. Ce type de contrdle optimal vise a minimi-
ser I’erreur du systeme contr6lé sur une fenétre de temps glissante, a 1’aide d’un
modele de ce systeme. Pour les bras de chargement, cette maniere de procédé ne
semble pas adéquate. En effet les modeles des axes du bras doivent inclure leurs
non-linéarités, plus les phénomenes vibratoires du bras, afin de ne pas exciter ces
derniers. Par conséquent, le générateur de trajectoires a jerk-limité est maintenu
en amont des axes, et la commande prédictive utilise un modele de I’ensemble gé-
nérateur plus axe. Les contraintes cinématiques de la planification de trajectoires
étant réglées pour que les controleurs suivent leur référence sans erreur, la modé-
lisation des axes est négligée. La figure B.18 montre I’architecture général d’une
telle « planification prédictive », pour un axe.
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FIGURE B.17 : Comparatif de performances lorsque les dimensions sont prédites
séparément ou ensemble.
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FIGURE B.18 : La planification prédictive pilote le générateur de trajectoires.

La planification prédictive optimise un vecteur de référence u);, de manicre
a minimiser la distance entre la sortie g et la trajectoire w sur un horizon futur
de longueur /. Cette optimisation utilise L’algorithme de Levenberg-Marquardt
avec le générateur de trajectoires développé dans la section précédente.

La future trajectoire w doit étre prédite pour faire fonctionner la planifica-
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tion prédictive. w est I’expression de 1’évolution future de la pose relative entre
le FLNG et le LNGC, dans I’espace articulaire. A chaque instant, déterminer w
revient donc a déterminer la pose " P,, sur I’horizon H futur, puis a utiliser le mo-
dele géométrique inverse du bras pour I’exprimer dans 1’espace articulaire. Cette
méthodologie est validée en simulation, puis implémentée pour étre validée de
maniere expérimentale.

B.5.2 Validation expérimentale

Des controleurs sont développés pour piloter les vérins. Ces controleurs, présentés
par le schéma figure B.19, sont construits autour de correcteurs de type PID.

k dz‘]'ref
= a dt2 ]
q.dt e
dgye
> kv dtf
Joint
quf_> € > L @ ! >

FIGURE B.19 : Schéma d’un contrdleur d’axes.

La méthodologie développée durant ce projet est implémentée sur un bras de
chargement en vue d’une validation expérimentale, selon 1’architecture présen-
tée par la figure B.20. Compte tenu des dimensions du systeéme des et puissances
mises en jeu, un soin particulier est apporter a 1’aspect sécurité. Notamment, des
limiteur des pressions soigneusement tarés sont installés en amont des vérins, et
la partie logicielle est implémentée pour une gestion de toute exception.

Les résultats expérimentaux démontrent la validité de la méthodologie em-
ployée. En effet le bras de chargement se connecte avec succes au manifold cible,
qui décrit un mouvement généré par des signaux sinusoidaux. Cet essais consti-
tue, a la connaissance de 1’auteur, la premiere connexion automatique d’un bras
de chargement offshore.
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FIGURE B.20 : Architecture hiérarchique de la solution finale.

B.6 Conclusion

Les bras de chargement sont des systemes dont la robotisation est un réel défi,
principalement parce qu’ils n’ont pas été congus dans cette optique. Il est ce-
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FIGURE B.21 : Le bras de chargement est connecté avec succes au banc de test.

pendant choisi de robotiser les équipements existant plutét que de concevoir et
construire de nouveaux systemes robotiques dédiés. Ce choix est motivé par des
raisons économiques, mais également en vue d’appliquer le processus de robotisa-
tion a d’autres systemes, comme par exemple des passerelles ou encore des pistes
d’atterrissage. Les principales difficultés de ce projet résident dans la grande flexi-
bilité de la structure du bras, ainsi que dans sont systeme d’actionnement.

La solution finale résultante de ce projet est constituée de plusieurs compo-
sants technologiques, qui ont été développés spécialement pour ce projet. Plus
précisément, apres une €tude expérimentale approfondie de bras de chargement,
un étalonnage géométrique est mené sur la structure du systeme pour en amé-
liorer la précision. Ensuite une générateur de trajectoires a jerk limité optimales
en temps est développé pour adéquatement piloter le bras de chargement sans en
exciter la structure. Ce générateur permet de générer des trajectoires de maniere
dynamique, et ne demande qu’un temps de calcul tres bas afin de pouvoir €tre
employé dans des applications en temps réel. Enfin un systeme de compensation
active des mouvements des navire est développé. Ce systeme se base sur un al-
gorithme de planification prédictive de trajectoires qui permet au bras de suivre
le manifold sans retard, tout en conservant les bénéfice du générateur de trajec-
toires a jerk limité. La prédiction de I’évolution future du mouvement relatif des
navires, nécessaire au fonctionnement de la planification prédictive, est assurée
par un perceptron multichouche. Finalement, cette solution est implémentée et
validée expérimentalement sur un bras de chargement de type DCMA.
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COMMANDE D’UN BRAS DE CHARGEMENT DE GAZ NATUREL
LIQUEFIE EN MILIEU MARIN

RESUME : Un bras de chargement de gaz est une structure articulée dans laquelle du
méthane peut s’écouler a température cryogénique. En haute mer, ces bras sont installés
sur le pont de navires-usines et se connectent a des méthaniers pour leur transférer du
gaz. En raison de problemes de sécurité et de performances, il est souhaité que le bras
de chargement soit robotisé pour qu’il se connecte automatiquement. Cette thése a pour
objectif I‘automatisation de la connexion. Cette opération nécessite un pilotage de
grande précision vis a vie de la taille du bras. Pour cette raison le bras est d’abord
étalonné pour augmenter sa précision statique. Ensuite, des analyses modales
expérimentales mettent en évidence I’importante souplesse de la structure des bras de
chargement. Pour cette raison un générateur de trajectoires « douces », a jerk limité, est
développé afin de piloter le bras sans le faire vibrer. Enfin, un systeme de compensation
actif visant a compenser les mouvements relatifs des deux navires est mis en place.
Cette compensation combine la génération de trajectoires douces avec une composante
prédictive basée sur des réseaux de neurones. Cette derniére permet de prédire et
d’anticiper les mouvements des navires sur 1’océan, afin d’annuler tout retard dans la
compensation. Finalement, cette thése présente la premiére connexion automatique d’un
bras de chargement, et démontre la validité de cette approche.

Mots clés: Bras de chargement, gaz naturel liquéfié, génération de trajectoires,
compensation active, commande prédictive, réseau de neurones, étalonnage de systémes
sériels.

AUTOMATIC CONTROL OF A MARINE LOADING ARM FOR OFFSHORE
LNG OFFLOADING

ABSTRACT : Marine loading arms are articulated structures that transfer liquefied gas
between two vessels. The flanging operation of the loading arm to the receiving tanker
Is very sensitive. This thesis aims to robotize a loading arm so it can flange
automatically. The required accuracy for the connection is very high. A calibration
procedure is thus proposed to increase the accuracy of loading arms. Moreover a jerk-
limited trajectory generator is developed to smoothly drive the arm without inducing
oscillation. This element is important because the structures of loading arms have a very
low stiffness and easily oscillate, as highlighted by modal analyses.A predictive active
compensation algorithm is developed to track without delay the relative motion between
the two vessels. This algorithm relies on an artificial neural network able to predict the
evolution of this relative motion. Finally this thesis presents the first automatic
connection of an offshore loading arm. The success of the final tests validate the
feasibility the automatic connection and the validity of this approach.

Keywords : Marine loading arm, liquefied natural gas, active motion compensation,
trajectory generation, predictive control, artificial neural network, robot calibration.
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