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There’s nothing insightful in saying that work’s more fun and
satisfying when you’re surrounded by good and supportive people.
But, though I obviously can’t render an unbiased judgment,
I believe it’s especially important in academia and scientific
research. By its very nature, science is both a collaborative and
intimate vocation. It’s one that relies on flashes of creative insight
and that for most is more than just a job, it’s a passion and an
identity. And yet, it’s one whose central currency is peer critique.
Add those up, and the right social environment – one that pushes,
supports, inspires, stabilizes and forgives – is more likely to both
forge scientific breakthroughs and keep people in the game to do
it again.

— Prof. Alan Townsend Blog post

Introduction

In recent years, the transition from industrial-only to ecology-friendly governments has

accentuated the importance of scientific research. Two fields have been impacted significantly

by this “green” evolution: the energy and the chemistry sectors[]. While oil and gas companies

are still relying on their exploitations, they increased their development in sustainable energy

productions. For instance, Total has been spending high amounts of money in solar energy,

and has just recently acquired Saft a battery manufacturer. In chemistry, green catalytic

processes have been developed by creating new processes[] more respectful of the environment,

and by recycling polluting molecules such as carbon dioxyde.

In order to envision these innovations, biological systems have been taken as an in-

spiration[]. For millennials, these systems have been able to gather energy, or to recycle

polluting molecules[]. Photosynthesis creates energy by absorption of light. This process

has been relying on the quantum mechanics electronic structure of certain molecules that

can absorb light and promote electron transfer towards biological molecules of interest[].

Better understanding of this concept for biological system passed through the use of both

experimental and theoretical analyses of the molecules at stake. The knowledge acquired has

led to improvements in the development of solar cells or to recycle polluting molecules. The

rise of new catalyst capable of selectively promote an electron transfer to small molecules has

led to greener catalysis that are capable of reproducing, in a way, biological systems[].

For biological systems, electron transfers are of central importance. They maintain the

cohesion of the systems and make them perform efficiently[]. Understanding the processes

of electron transfer for biological molecules is difficult as they require to study the synergy


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between hundreds of molecules. Smaller systems are used as case studies to get knowledge

on the behaviour of electron transfers in solution[]. Exploiting electron transfer in order to

promote certain type of reactivity has been the fundamental concept on which chemistry has

been developed. However, the understanding of these processes is challenging as it involves

several intermediate species that are often delicate to isolate.

In both fields, the systematic use of experimental and theoretical evidences in order to

understand key systems has been extremely successful in increasing the understanding of

electron transfer processes. In this field, divalent lanthanide molecules are getting a lot of

attention as they can reduce selectively molecules and stabilise key intermediates. Lanthanide

ions have been mostly studied for their magnetic and luminescence properties in their trivalent

oxydation states, and used for a small number of examples in organic reactions in their divalent

states, where an electron transfer is exploited[]. Despite recent efforts, their behaviour towards

molecule reduction and further reactivity is still difficult to analyse.

For these molecules, the ambiguity between two electronic structures for the lanthanide

ion 4fn5d0 or 4fn−15d1 is of importance for getting information into the bonding interaction

with the different molecules involved, and into the process of electron transfer itself. Improving

the methodology currently used to study these molecules could have significant impact in

both lanthanide chemistry and electron transfer reactivity.

The recent improvement in quantum chemistry software made possible the systematic

usage of all-electron relativistic calculations for lanthanide molecules. This methodology

is perfectly adapted to study electron transfers with these molecules, and to get improved

results compared to relativistic effective core potentials that only compute valence electrons.

Moreover, benchmark studies comparing experimental and computational results is of growing

need in order to exactly know what the limitations of the different computational methods are.

This manuscript will be interested into the relationship between electronic structure and

chemical reactivity with lanthanide complexes. After recalling the latest developments in

the lanthanide field, and detailing electronic structure examples of samarium and ytterbium

complexes, the electronic structure of organic radical complexes of samarium will be in-

vestigated using both the experimental and the theoretical tools. The knowledge acquired

will be used to further study the reactivity of these complexes towards organic molecules or
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persistent radicals. Finally, the electron transfer will be pushed forwards with the development

of new bimetallic complexes that link a transition metal and a lanthanide with a bridging

radical ligand. The use of these molecules for further reactivity and the importance of

the ligand design will be detailed.

Generalities about lanthanides

Lanthanide elements are the fifteen elements located after lanthanum and until lutetium

(57 ⩽ Z ⩽ 71)[]. These elements are present in mainly three oxidation states: 0, +II,

and +III. In their 0th oxidation state, their electronic configuration has been determined

and varies from 4fn5d06s2 to 4fn−15d16s2 depending on the position of the atom on

the periodic table (Table ).

Lanthanide La Ce Pr Nd Pm Sm Eu Gd

Configuration 4f05d16s2 4f15d16s2 4f35d06s2 4f45d06s2 4f55d06s2 4f65d06s2 4f75d06s2 4f75d16s2

Eo(Ln3+/Ln2+) -. -. -. -. -. -. -. -.

Lanthanide Tb Dy Ho Er Tm Yb Lu

Configuration 4f95d16s2 4f105d16s2 4f115d06s2 4f125d06s2 4f135d06s2 4f145d06s2 4f145d16s2

Eo(Ln3+/Ln2+) -. -. -. -. -. -. /

Table : Lanthanide electronic configuration[11] and calculated redox potentials[12] (V) relative to the
standard oxidation potential of the normal hydrogen electrode

The electronic configuration of the atom gives indications about the stable oxidation

state of the atom itself. As a result, cerium is 4f15d16s2 and has four stable oxidation states:

+II, +III, and +IV, while ytterbium is 4f145d06s2 and has two stable oxidation states +II

and +III. Overall, the most stable oxidation state for every lanthanide is +III, which is made

possible by the removal of the two s electrons and one f electron to achieve an electronic

configuration of 4fn−15d06s0. The f orbitals are very contracted, and removing more than

one electron from the f orbitals requires a huge amount of energy[] which explains the

tendency for lanthanide to prefer being in their +III oxidation state. In their trivalent state,

lanthanide have powerful luminescent properties, e.g. gadolinium complexes are used as

contrast agents in MRI[]. The oxidation state +II is stabilised for several atoms (Table  for

redox potentials, and see David paper for a recent comparison of different estimations[]).


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Europium and ytterbium have in their +II oxidation state an electronic configuration 4f7 and

4f14 respectively, which stabilise Eu+II and Yb+II. Samarium has an intermediate redox

potential (. V) which is due in part to its almost half-filled f shell, which stabilise its +II

oxidation state. Other lanthanides such as Nd, Dy, and Tm have also been used in their +II

oxidation state, but their redox potential is high which limits their usability.

The f orbitals are quasi-degenerate, and contrary to Transition Metals (TM), the spin-

orbit effect is more important than the crystal field splitting for the removal of this degeneracy

(Figure )[]. The energy difference between the electronic configuration 4fn and a 4fn−15d1

is then of high importance, as the d orbitals will be impacted strongly by the crystal field

splitting, enhancing the bonding interaction with the lanthanide ion, while the f orbitals will

favour an ionic interaction. This electronic structure difference has recently been analysed by

Evans et al.[] but it is still difficult to know exactly the impact of either electronic structure

on the bonding interaction with lanthanide complexes.

4fn

4fn-15d1

1 eV

0.1 eV

Free Ion
Including 

Spin-Orbit coupling
Including 

Crystal Field splitting

Figure : Effect of spin-orbit coupling and crystal field splitting for trivalent lanthanide ions, with the
approximate energies for each effect between different states[15]
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Synthesis of divalent organolanthanide complexes and appli-
cations

Synthesis, and type of ligand used

Divalent organolanthanides have a low redox-potential which can be used for further electron

transfer reactions[]. In this field the development by Kagan[,] of SmI2 reactions

has been of tremendous importance for the use of divalent lanthanide in organic synthesis.

Recently, organic reactions have also been carried out with more reducing lanthanide such as

dysprosium[], neodymium[] and thulium, but their use in this domain is still scarce[].

The use of lanthanide in organometallic synthesis can be traced back to the first synthesis

of Cp3Ln by Wilkinson[]. Since then, cyclopentadienyl (Cp) analogues in this type of

chemistry have been vastly explored, especially by the group of Evans[] and Andersen[].

In the Pearson theory of Hard and Soft Acid and Base[], lanthanides are classified as

hard acid. Therefore, alkoxydes or amides which behave like hard donors are well fitted

to stabilise the formation of molecular complexes of lanthanides[]. Cp ligands, that are

not considered as hard donors, stabilise importantly the lanthanide complex as they occupy

a large part of its coordination sphere.

The synthesis of divalent lanthanide complexes can be achieved through several ways. The

divalent LnI2 can be made easily for samarium, ytterbium and europium. Starting from this

complex, salt metathesis can transfer the ligand to the metal coordination sphere. The use of

basic ligands such as hexamethyldisilazane (HMDS) can also enable the easy coordination of

protonated ligands. For derivative where the divalent iodide salt is not very stable (Nd, or

Dy), passing by the trivalent lanthanide complex could be easier[]. The trivalent lanthanide

molecule can then be reduced to form divalent lanthanide complexes.

The sterics of the ligand has an effect on the stabilisation of the divalent species (Figure  for

different ligand examples). As a result, Cp analogues containing methyl[,], tert-butyl[]

or trimethylsilanes groups have been extensively studied, as they enable the solubilisation of

the complexes, and stabilise intermediate species. In this domain, the use of phosphorous or

arsenide analogues of Cp ligands has been explored by F. Nief in our lab[,]. Phosphorous

analogues can present different coordination compared to Cp ligands, as they can bind


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tBu
tBu

tBu

P
tBu

tBu

N

N

N

N

Cp* Cptt
Cpttt pentalenyl indenyl benzophosphole

phenanthroline bipyridine

Figure : Different ligands used in lanthanide chemistry and two examples of heterocycle

to the lanthanide either in 𝜂1 or 𝜂5 coordination. The equilibrium between this two

coordination modes has been recently studied by our group with imminophosphorane

ligands[]. Moreover, they can stabilise very reactive intermediates such as divalent thulium

complexes[,]. Finally, increasing the 𝜋 system of Cp can also produce interesting ligands

such as indenyl[,] or benzophosphole[] which were used in the s and pentalene

which has been used recently to synthesise bimetallic complexes[,].

Reduction of small molecules, and isolation of reactive +II derivatives

This process has been used recently by the group of Evans to synthesise every divalent

lanthanide (except Pm) starting from a trivalent lanthanide complex, and reducing it with

potassium graphite (KC8)[,]. They were able to show that upon reduction the d orbitals

were populated except in the case of Sm, Eu, Tm, and Yb where the f orbitals were occupied.

This fluctuation could explain the stability difference observed between Sm, Eu, Tm and

Yb and all the other lanthanides in the +II oxidation state.

Apart from their use in organic chemistry that will be further detailed in Chapter ,

divalent lanthanide selective reductions have been used by several groups for the activation

of small molecules of interest such as carbon dioxyde (CO2, CO, N2). The group of Evans

has led the implementation of new methodologies to reduce this kind of molecules. Early

on, in the s, they presented one example of N2 reduction by Cp∗
2Sm[] (Figure ).

Synthesising in situ divalent lanthanides also led to the formation of activated dinitrogen
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molecules bridging two lanthanides[], which presented for terbium complexes slow magnetic

relaxation[,]. They also studied the reduction of carbon dioxyde by samarium complexes

and were able to rationalise the reaction pathways[] by using computational chemistry[].

SmII SmIII SmIII
N

N

N2

Figure : Activation of N2 by samarium complexes as described by Evans et al.[42]

Covalency in lanthanide complexes

The use of computational chemistry has been of particular importance in understanding

the covalency issues of lanthanide complexes. Since the seminal work of Wilkinson[],

lanthanide molecules have been supposed to interact only in an ionic fashion with other

molecules, which is directly linked to the f orbitals vicinity of the nuclei. But, after the

work of Fischer et al.[,], a debate fractioned the scientific community: was there a part

of covalency between the lanthanide ion and its ligands?

The work on Cp3Eu in the early s by the group of Long[] showed that the

Mösbauer spectroscopy was not in agreement with neither an Eu+II nor an Eu+III oxidation

state. This character was associated with the covalent character of the europium ion on the Cp

ligands. The same kind of behaviour was also observed a few years ago for Cp3Yb[,]. The

authors concluded that a charge transfer from the ligand to the lanthanide was involved and

that this was creating covalency between the moieties. This type of electronic structure was

extended recently by the group of Andersen for Cp∗
2Yb(bipy)[–], which was analysed

as neither an Yb+II nor an Yb+III[,]. The propension for ytterbium to have holes in its

f population was analysed for different substituted bipyridine and was linked to the redox

potential of the ligand[]. The difficulty encountered by ytterbium to reduce a molecule

leads to a multiconfiguration ground state for the whole molecule: a mixed configuration

between 4f14𝜋∗ 0 and 4f13 ↑𝜋∗ ↓ (Figure ).
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E1/2

4f14

4f14 > 4f13

4f13

YbII

Cp*
2Yb

4f14 < 4f13

N

N

N-1.8 V

-3.0 V

-2.0 V

R

R

YbII
L

YbII
L

Figure : Scheme extracted from ref[59], the 4f13 : 4f14 ratio depends on the redox potential of the ligand
reduced
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Objectives of the project

From this short bibliographical overview, the diversity of lanthanide radical transfer reactivity

can be evaluated. However, the understanding of such transfers is limited, and getting

information into the behaviour of lanthanide molecules towards electron transfer could

have significant impact in the field of organic or organometallic chemistry. The project was

designed around electron transfer. As a result, the journey of electrons in lanthanide reactivity

will be undertaken from the reduction of organic molecule, to reactivity of such radicals

with organic molecules or permanent radicals, and finally towards the transfer of electrons

directly to a transition metal organometallic complex.

To deeply understand electron transfers with lanthanide molecules, the first step is to

recognise the importance of relativistic effects in these compounds, and to perceive that their

electronic structure can be different from what could be expected.

Then, reduction of organic molecules can be investigated (Figure ). Phenanthroline

complexes of lanthanide (samarium and ytterbium) were previously studied experimen-

tally[,]. The experimental thermodynamic data will serve as a point of comparison

for benchmark studies in order to find the appropriate methodology to treat complexes of

lanthanide. The use of density functional theory in that matter will give the possibility to

extract information from the electron density of the whole molecules, and further assess the

C-C 𝜎 bond created for samarium complexes. The physical properties of phenanthroline

complexes of lanthanide will be compared to quantum chemistry electronic structure of the

complex, in order to understand the close behaviour of samarium, thulium and ytterbium

complexes of phenanthroline. The knowledge gained from this study will be used on simple

ketone reduction by SmI2, and the equilibrium in this case between the 𝜎 dimer and the

radical monomer will be studied in pyridine.

Once the electron is transferred on the ligands, it can be used to complete radical

reactivity. In that sense, phenanthroline radical complexes of samarium will be reacted

with a persistent radical, tempo, and with benzophenone. The reactivity will be studied

both experimentally and theoretically.
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Figure : C-C 𝜎 bond reversible coupling

Finally, the electron was transferred to TM organometallic fragments (Figure ). The

design and characterisation of new molecules will be detailed and the reactivity of these species

for stabilisation of Pd+IV intermediates will be assessed. The importance of the ligand for

such stabilisation will be explained and the rational design of a new ligand will be investigated

using experimental knowledge as well as computational data.

Toluene

YbII
OEt2

N

N
N

N
PdII

N

N
N

N
YbIII PdII

Figure : Synthesis of new bimetallic complexes

These different views of electron transfer are significantly similar, and bringing them

together can trigger important conclusion for the radical reaction field.
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Come to the dark side, we have cookies

1
Relativistic calculations with lanthanide

complexes

Quantum chemistry treatment of molecular systems has been under massive development

over the last decades. For small organic systems, near-exact calculations can be performed,

but for large organic systems and transition metal complexes, calculations rely on several

approximations. As a result, computational chemists need to know what approximations

they can make, and more importantly which ones they cannot.

In this context, computational chemists have been depending on two main approximations

that are based on different ways of solving the Schrödinger equation[]. But, if they consider

heavy-elements such as lanthanides, they also need to take into account the relativistic effects

that affect core-electrons[]. Consequently, another layer of approximations needs to be made.

For several years, the systematic treatment of heavy-elements compounds with rela-

tivistic effective core potential has led to successful characterisations of complexes of these

molecules[]. The understanding of their electronic structure has permitted the development

of new reactivity, and has improved the knowledge of their interaction with organic molecules.

The advancement of computer systems, and the development of new algorithmic proce-

dures to reduce the computational cost of all-electron calculations have led to the availability

of these techniques for lanthanide molecular systems[]. These calculations have been relying

on the implementation of relativistic approximations such as Douglass-Kroll-Hess (DKH) or
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.. Generalities on electronic structure calculations

Zeroth Order Regular Approximation (ZORA), implemented in several electronic structure

software such as ORCA[], TURBOMOLE[], MOLCAS[], or ADF[]. In this context, the

QChem[] software is very attractive as it possess powerful ab initio methods, but neither the

ZORA or DKH approximations are implemented in this code. As a result an implementation

of ZORA in QChem was performed in the group of M. Head-Gordon (Berkeley, USA), in

order to investigate the use of these techniques on lanthanide molecular complexes.

Relativistic approximations are still under massive research, and while new approximations

have been made such as the eXact -Component (XC)[], the systematic use of relativistic

Hamiltonian for the study of heavy-element compounds is still limited to a few research

groups. This indicates that there is a need for deep investigation into the use of systematic

ZORA or DKH for heavy-element molecules.

For commercial reasons (Non-Disclosure Agreement), the ZORA implementation in

Qchem cannot be discussed , but the theories behind relativistic all-electron calculations will

be described. In order to understand the Dirac equation a short general introduction to non-

relativistic methodologies will be discussed. Then, the different relativistic approximations

will be detailed, with a specific focus on the ZORA Hamiltonian. Finally, two application

examples of the use of ZORA and DKH approximations will be showed, introducing the

concept of topological QTAIM, ELF and NCI analyses.

. Generalities on electronic structure calculations

.. Solving the Schödinger equation

Non-relativistic quantum calculations are based on solving the Schrödinger equation[]

using different approximations[]. The time independent Schrödinger equation links the

wave-function to the total energy of a system. Its expression can be written as :

Ĥ |𝜓⟩ = E |𝜓⟩

where E is the stationary energy, Ĥ is the Hamiltonian, and 𝜓 the wave-function for a

system of N nuclei and n electrons.
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. Relativistic calculations with lanthanide complexes

For this system, neglecting the relativistic effects, the Hamiltonian can be written as

Ĥ = T̂e + T̂n + V̂Ne + V̂ee + V̂NN

where T̂e is the electron kinetic energy, T̂n the nuclei kinetic energy, V̂Ne the interaction

between the nuclei and the electron, V̂ee the interaction between the electrons and V̂NN

the interaction between the nuclei.

Several terms in this equation are not known analytically, or are difficult to evaluate. As a

result, different approximations were developed in the s in order to solve this equation

for small systems. First, the Born-Oppenheimer approximation was able to decrease the

size of the equation by considering the nuclei as fixed particles (for an overview on non-

Born-Oppenheimer calculations read the recent review from Adamowicz[]). Then, the

wave-function was expressed as a Slater determinant of n spin-orbitales.

At this stage one term is still not known analytically : Vee. As a result, two hypotheses

have been developed in order to solve the Schrödinger equation: wave-function theories (or

ab initio methods) and Density Functional Theory (DFT).

.. Ab initio methods

Wave-function theory is based on the Hartree-Fock (HF) formalism[]. In this formalism,

the wave-function is described as a single Slater determinant, and the electron-electron

interaction is averaged to a mean field potential described as a Coulomb and an exchange

potential. The Coulomb force corresponds to the classic Coulomb interaction between two

charges, while the exchange potential is related to the interaction of one electron of spin 𝛼

with an electron of spin 𝛽. The set of HF equations has to be solved by an iterative procedure

as it depends on a set of orbitals that are not known exactly. After resolution of the equations,

a better expression for the orbital is injected back into the equations themselves in order to

achieve self consistency (this procedure is called Self Consistent Field (SCF)).

This type of SCF cycle is the basic equation that is solved by quantum chemistry softwares.

The resulting HF energy does not reproduce the exact energy of the system. The correlation is

defined as the energy difference between the exact energy and the HF energy. This correlation

energy comes from two[] different factors that are not treated by HF calculations :
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.. Generalities on electronic structure calculations

• Dynamic correlation: there is a correction for the interaction between two anti-

parallel spins in the exchange potential. However, there is no contribution from the

interaction between parallel spins.

• Static correlation : the form of the wave-function has been chosen as a single Slater

determinant. But, this is an approximation that might not be accurate for systems with

quasi-degenerated energies, like open-shell molecules or during bond breaking where

the wave-function of the system is evolving as a combination of two wave-functions.

These problems encountered within the HF approximation lead to inaccurate energy

and electronic structure evaluations. Dynamic correlation can be added to the HF energy

by a perturbation treatment, which lead to Möller-Plesset theory (MP)[]. MP energies

is the perturbation at the second order and one of the most used correction[] to HF to

account for the dynamic correlation. Another improvement over HF for dynamic correlation

includes the use of the first, second and third excited states into the calculation of the wave-

function. This can be done using Coupled-Cluster[] Single Double and Triple (CCSDT)

which is often used in order to achieve chemical precision (error of only a few kcal/mol)

for closed-shell systems. This technique is partially accounting for the static correlation,

such as for bond-breaking systems[]. This type of method can be extended in order to

study excited states of molecules with methods such as Equation of Motion Coupled Cluster

(EOM-CCSD)[] or Coupled Cluster Single and Double (CC)[].

The static correlation is corrected with the use of multi-determinantal theories. In theories

such as the Complete Active Space Self Consistent Field (CASSCF)[] (for a recent overview

on CASSCF read the book from Roos[] or the review from Shepard[]), the ground

state wave-function is described as a combination of multiple Slater determinants. The

main idea behind CASSCF is to select an active space of molecular orbitals for which to

perform the multi-determinantal calculation (Figure .). However, the number of active

orbitals is limited ( electrons in  orbitals). The development of new techniques such

as Restricted Active Space SCF[], Generalised Active Space SCF[,], Density Matrix

Renormalisation Group[,] have been able to push the limits of the active space to , 

and  orbitals, respectively. These methods correct the static correlation but do not include
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. Relativistic calculations with lanthanide complexes

Virtual

Occupied

Active
Space

CASSCF

Figure .: Scheme of a fictitious triplet system and representation of the different domains of CASSCF; the
active space is composed of 8 electrons in 9 orbitals CAS(8,9)

dynamic correlation. To add the dynamic correlation effects, perturbation theory can be added

to the CASSCF wave-function. The same methodology than MP can be adapted to CASSCF,

and the resulting CAS Perturbation Theory  (CASPT)[] calculation restores the dynamic

correlation that was not included from the CASSCF calculation. Other perturbations such as

N-Electrons Valence Perturbation Theory  (NEVPT)[] can also be used, but there is no

significant difference with CASPT in terms of accuracy or computational expanses[,].

Ab initio calculations at the HF, MP, or CCSD level present the disadvantages of being

computationally demanding and not applicable for Transition Metal (TM) or lanthanide

as HF orbitals suffer from the non inclusion of correlation. In this domain, methods based

on the Density Functional Theory present certain advantages such as a partial dynamic

correlation inclusion.

.. Density Functional Theory

The electron density could be a better variable for solving the Schrödinger equation than the

coordinates of the electron itself. Indeed, the electron density only depends of the three spatial

coordinates, while in wave-function theories each electron is described with three spatial

coordinates. According to theorems of Hohenberg and Kohn[], the energy is a functional of
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.. Generalities on electronic structure calculations

the density. In order to solve analytically the density dependant Schrödinger equation, Kohn

and Sham (KS) proposed[] an ansatz that consists in replacing the electronic system in

interaction with a system of independent electrons in an external field. The fictitious system

has the same energy as the real one, and the total energy of the real system can be written as

E = TKS[𝜌] + VNe[𝜌] + J[𝜌] + Exc[𝜌]

where TKS correspond to the kinetic energy and J is the Coulomb interaction of the fictitious

system and Exc is the Exchange-Correlation potential. It can be shown that the Coulomb

interaction of the fictitious system is responsible for the Self Interaction Error (SIE): for

a system of one electron this Coulomb interaction does not vanish. The last term of the

equation is the only one not known analytically. As a result, several expressions for this term

have been developed over the years[,]. Firstly, the Local Density Approximation (LDA)

expressed the exchange correlation potential as a function of the electron density. This kind of

functionals gives accurate results for system close to the homogeneous electron gaz. However

as soon as there is heterogeneity, e.g. when there is strong interactions between atoms, LDA

gives incorrect results. Expanding the expression of the exchange correlation potential as a

function of both the electron density and its gradient (Generalised Gradient Approximation

(GGA)), or of the electron density, its gradient and its kinetic energy (meta-GGA), or of the

electron density, its gradient and an inhomogeneity parameter[] (Non-separable Gradient

Approximation (NGA)), led to a large variety of functionals and the enhancement in the

evaluation of the electronic structure and energies of molecules.

The development of these approaches has separated two streams of theoretical chemists:

one that designs new density functionals by fitting the parameters of the functional to

several databases[] and the other that uses physical results from which they can extract the

parameters[]. The number of GGA functionals today is very important, and there is no

functional designed for a specific use. As such, the consistent evaluation of functionals for

specific cases is crucial. These functionals have been able to evaluate the electronic structure

of a massive amount of chemical systems. But, their main disadvantage relies on the SIE,

which stabilises delocalised states and leads to errors.
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. Relativistic calculations with lanthanide complexes

The exact exchange contribution can be evaluated using the HF theory. As a result, the HF

exchange can be used in a satisfactory way for the exchange part of the exchange-correlation

functional. In most functionals a fixed HF exchange percentage has been used (from  to

) and this kind of mixing between (meta-)GGA exchange and HF exchange reduces

the SIE and gives accurate energies. Moreover, at long distances the HF exchange gives a

good evaluation of the exchange potential. As a result, long range corrected functionals[]

have been designed, and account for  HF exchange at long distances while at short

distances this exchange is small (). Even more, double-hybrid functionals[] have been

developed by combining MP and GGA functionals, i.e. by combining the HF and the

GGA exchange and the MP and the GGA correlation.

Finally, the choice of the functional needs to be a compromise between different factors:

the number of parameters inside the density functional, the computational cost, the calculated

properties, the accuracy desired, and the size of the system under study. Depending on the

type of calculation undertaken, different functionals will be used.

In addition to the choice of the functional, another important effect is not accurately

treated by DFT Functionals: the dispersion interactions. That is why, several dispersion

correction models have been developed[]. The first one is based on the work of Grimme et

al and consists in the addition on the energy of a semi-empirical correction of the form C6
r6

(D approximation[]). The second one has been developed by the group of van Voorhis and

consists in the addition in the exchange correlation functional of a non-local potential that

account for the dispersions effects. This has been used recently in the design of a new type

of functionals based on the non-local part of the functional developed by van Voorhis[].

The third way to include dispersion effects is to fit the parameters of the functional using a

dataset including systems with significant dispersions interactions. This type of functional

has been developed by the group of Truhlar for the past decade[].

DFT can be used to compute excited states with methods such as the Time Dependant

Density Functional Theory (TDDFT)[] or approximations to TDDFT like the Tamm

Dancoff Approximation (TDA)[]. These theories have been used on open-shell and closed

shell molecules alike. Recently, these theories have been extended with a fast simplified
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version[,] that can be used on large-size molecules and that could have significant impact

for excitation spectra of biologic molecules.

. Relativistic approximations: from the Dirac equation
to ZORA and DKH models

For elements located lower in the periodic table than the 3rd row, relativistic effects are

important and must be taken into account when performing the theoretical calculations[,].

The core electrons tend to approach the speed of light, and as a result, relativistic effects

become important for these electrons. Valence electrons are deeply influenced by this effect

on core electrons. Two ways exist for the treatment of these relativistic effects. The first

one involves the use of Relativistic Effective Core Potential (RECP), while the second one

uses relativistic Hamiltonians.

.. RECP

The use of RECPs in quantum chemistry is not new. It has been described for more than

two decades by Dolg et al for lanthanide molecules[] and used in countless examples. The

principle applied is very easy to understand: core electrons can be replaced by a potential

describing their influence on the valence electrons. Indeed, core electrons are not useful

in reactivity, and thus are not of tremendous importance when performing computational

chemistry. On the contrary, valence electrons must be treated exactly[].

ECPs have been used for more than a decade on Transition Metal (TM) chemistry, but in

recent years with the improvement of density fitting techniques such as the Resolution of the

Identity (for non-hybrid functional[,], and MP[] ), the Cholesky decomposition[]

for CASSCF calculations especially[,], the Resolution of the Identity Chain of Sphere[],

and others[,], computational methods have become faster without any loss in accuracy

on the energy evaluation (a comparison between these fitting techniques have been recently

published by Pedersen et al [] ). In this context, the use of all-electron calculations have

become feasible, and the computational cost of all-electron calculations with density fitting

techniques has been substantially similar to ECP calculations (Figure .).





. Relativistic calculations with lanthanide complexes

Method

Basis

Hamiltonian

fe
asi

ble

All Electrons
+ Fitting

unfe
asi

ble

fe
asi

ble

unfe
asi

ble

ECP

All Electrons

fe
asi

ble

unfe
asi

ble
ZORA/DKH2

ZORA/DKH2

Figure .: Scheme extracted from Dolg et al.[3] and improved for the purpose of this manuscript

It is then a good idea to deeply investigate the use of all-electron calculations with

heavy-element compounds. That is why only all-electron calculations will be performed

for this study, and that the all-electron relativistic methods will be deeply investigated in

the current section[,].

.. Dirac Equation

In the non-relativistic case, the Schödinger equation needs to be solved. In the relativistic

case, applying the Born-Oppenheimer approximation, the Dirac-Coulomb one electron

equation[] needs to be solved and can be written as:

hD
i 𝜓i = (𝛽𝛽𝛽c2 + c𝛼𝛼𝛼.p + Vee + VeN)𝜓i = (𝛽𝛽𝛽c2 + c𝛼𝛼𝛼.p + V)𝜓i = 𝜖i 𝜓i (.)
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where

⎧{{{
⎨{{{⎩

𝛽𝛽𝛽 = [I2 0
0 −I2

]

𝛼j𝛼j𝛼j = [ 0 𝜎j
𝜎j 0 ]

j is ,  and  and 𝜎 are the Pauli matrices

and V is the sum of the electron-electron and the electron-nuclei interactions; p is the

momentum operator and c the light celerity, and the Pauli matrices can be written as:

𝜎1𝜎1𝜎1 = [0 1
1 0] 𝜎2𝜎2𝜎2 = [0 −i

i 0 ] 𝜎3𝜎3𝜎3 = [1 0
0 −1]

In this equation, the wave-function can be described accurately as -dimension vector

that can be decomposed in small and large components. The relativistic HF (Dirac-Fock)

and the DFT[] equations can then be transcribed into the Dirac equation, by changing

the potential in the equation depending on the method used. Solving the Dirac equation

relies on solving a set of coupled equations between the small and the large components

of the -dimension wave-function vector.

Even if performant algorithms have been developed to solve the full -components

Hamiltonian, this type of calculation is limited to small systems, and time consuming.

Approximations were developed in order to speed up the calculation by decoupling the

two sets of equations.

... ZORA Hamiltonian

A specific relationship between the small and the large components can be exploited in

order to express the energy as a function of a two-component vector. This relationship is

based on the development at the zeroth order of 𝜖i
c2−V . This leads to the Zeroth Order

Regular Approximation (ZORA) equation[]:

𝜖ZORA
i 𝜓i = (VI2 + p2

2
+ 𝜎𝜎𝜎.p v(r)

2c2 − V
𝜎𝜎𝜎.p) 𝜓i (.)

This expression can be divided into the non-relativistic Hamiltonian and the ZORA

correction to the kinetic energy. This corrective term depends on the inverse of V which

means that a shift in the potential will not lead to a shift in the energy. This gauge dependance





. Relativistic calculations with lanthanide complexes

could result in unrealistic geometry structures, or wrong electron affinity. Different ways

exist in order to remove this gauge dependance:

• Scaled ZORA: the increase in the development order leads to a satisfactory removal of

gauge dependance. First Order Regular Approximation and Scaled ZORA techniques

are based on this principle. A less computational demanding method, the Electrostatic

Shift Approximation(ESA)[], uses a scaled ZORA Hamiltonian and approximations

to the energy differences between molecules to accelerate the calculation.

• Approximation of the potential: the gauge dependance relies on the potential V.

Expressions of this potential can be approximated using the Sum of Atom Potential

Approximation[] (SAPA), or a Model Potential[], and thus remove altogether the

gauge dependance.

• Utilisation of the Resolution of the Identity(RI): RI can be used in order to modify

the formulation of the ZORA expression[,]. This has been done for ab initio

methods, but the large basis set needed to obtain accurate calculations discouraged the

use of ZORA for ab initio methods (even if some recent methodologies could be of

interest in this field[–])

Each quantum chemistry software that will be used for the quantum chemistry described

in this manuscript contain one specific version of ZORA. As an example, in the ADF

package[] the ZORA-ESA/SAPA method is implemented while in the ORCA package[]

a scaled ZORA-MP is. The two methods do not have significant differences[] and have

been used uniformly throughout the manuscript.

... Douglass-Kroll-Hess Hamiltonian

The Douglass-Kroll-Hess (DKH) Hamiltonian[,] relies on another approximation for the

evaluation of the Hamiltonian. The idea is to use an unitary transformation Û that decouples

the large and the small component, relying on the Foldy-Wouthuysen transformation. This

transformation can be described as :
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Û ̂HD ̂U
−1

= [Ĥ+ 0
0 Ĥ−

] (.)

The exact expression of Û is not known, but this matrix can be decomposed in a

infinite set of unitary transformations. The decomposition using n unitary transformations is

called DKHn, and it uses n unitary transformation for the Hamiltonian, in order to get an

approximate decoupling between the small and the large component. DKH is the most

used version of the Hamiltonian and it has been used in combination with DFT and ab initio

methods alike to compute energies and electronic structure. This type of Hamiltonian is

standardly used in the MOLCAS software for CASSCF calculations with heavy elements[].

Improvement on the ZORA or DKH model are under study today with new meth-

ods such as the exact two component (XC)[] which is almost as precise as the full

-component calculation.

. Lanthanide molecules calculations

The relativistic effects are of tremendous importance in the electronic structure of heavy-

elements such as lanthanides. Indeed, the large number of electrons and the open-shell nature

of these molecules require the use of adapted methodologies.

.. DFT or CASSCF?

Open-shell systems are the most common ones for TM or lanthanide complexes. In these

systems the Hamiltonian expression derived previously does not have much sense. In

the context of unrestricted calculations, a set of 𝛼 and 𝛽 equations needs to be solved

independently. Unrestricted determinants are not eigenfunction of S2 as it was the case for

restricted calculations. As a result, unrestricted calculations never evaluate a doublet as exactly

a doublet[]. This means that the wave-function is contaminated by higher multiplicity

components. The evaluation of the spin contamination of an unrestricted calculation will

give the percentage of contamination by higher spin states.

This spin contamination issue has been a very delicate problem of HF theory for a long

period of time[–]. It is not occurring as much in DFT as in ab initio calculations. In
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DFT, the use of techniques to remove spin contamination has made a lot of debates[–].

But as DFT is not as much prone to spin contamination as HF theory, no improvement

over this kind of behaviour was developed except for constrained-DFT that constrains

the spin to be exact[].

This competence for DFT calculations not to be prone to this high level of spin contam-

ination might be related to the inclusion of correlation into the functional, which might

correct the lack of static correlation issues encountered using HF wave-functions. As a result,

DFT is often the best way to evaluate lanthanide molecules, as it is fast and provides reliable

results for energies and electron densities. However, the lanthanide f orbitals (Figure .)

are not accurately described by DFT, as the f orbitals are degenerate and are only evaluated

properly using multi-determinantal techniques such as CASSCF. This specificity is important

in some cases[,], while in other traditional DFT methods can be used[,].

Table .: 4f atomic orbitals of lanthanide atoms

CASSCF is not a panacea: the small number of orbitals that can be included in the

active space is often the limiting step for lanthanide. In addition to the seven f orbitals

that need to be taken into the active space, orbitals from the ligand or d orbitals might

be important for the final evaluation of the electronic structure of the complex. CASSCF

studies of lanthanide molecules have recently been performed by Le Guennic et al.[]. The

involvement of the seven f orbitals in the active space was not able to reproduce accurately

in all the situations the magnetic behaviour of the molecules, which might indicate that

the active space size needs to be augmented.

In his seminal book on CASSCF calculations[], Roos also recommended the use of the

f, d, s and p in the active space for lanthanide molecules. Indeed, building such an active

space is not possible. However future investigations using DMRG[] could permit such a

large active space and improve the accuracy of quantum calculations on lanthanide molecules.

In most cases, DFT calculations are enough to reproduce accurately the energy difference

between molecules, and can successfully design reaction mechanisms. This has been the
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work of Maron et al [–] that involved the massive use of DFT calculations to study

reaction mechanisms in lanthanide chemistry. Most of their work used ECPs, and as a

matter of comparison, the effect of relativistic approximations on the mechanism could

be of huge interest.

This work has been done using both methods. CASSCF calculations were performed

using a DKH Hamiltonian, and a large gaussian basis set ANO-RCC-VDZP[,], when

lanthanides were involved (DKH). Otherwise, when only organic molecules were involved,

CASSCF calculations were performed using an ANO-VTZP basis set.

DFT calculations were performed at three distinctive levels of theory:

• ZORA: single point calculations using the ADF[] chemistry software and a ZORA-

SAPA/ESA Hamiltonian in combination with an all-electron Slater TZP basis set

• ZORA: geometry optimisation using the ORCA[] chemistry software and a scaled

ZORA-MP Hamiltonian in combination with an all-electron Gaussian SVP basis

set[]

• ZORA: single point calculations using the ORCA[] chemistry and a scaled ZORA-

MP Hamiltonian in combination with an all-electron Gaussian TZVP basis set[]

Most optimisations were performed using the PBE-D(BJ) ZORA level of theory, while

single point calculations were performed at the PBE-D ZORA. Unless otherwise noted,

the density functional used for the optimisation is therefore PBE-D(BJ), and for single

point calculations PBE-D. Energy comparisons were performed at the PBE-D(BJ)

ZORA level of theory, unless otherwise noted.

Relativistic ECPs were also used during this study. Two types of relativistic ECP exist for

lanthanide atoms: Small Core ECP (SC-ECP)[] with the f electrons out-of-the-core of

the pseudopotential and a Large Core ECP (LC-ECP)[] with the f electrons in-the-core

of the pseudopotential. Two LC-ECPs exist depending on the electronic configuration of the

lanthanide, i.e. depending on the oxidation state of the lanthanide (+II or +III).

These two types of ECPs (LC-ECP, and SC-ECP) were used with their associated basis

set for samarium[], and a -G(d,p) for the other atoms such as C, N, O, H (BS).
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Calculations were also done using palladium[] and iodide atoms[] ECPs, LC-ECP for

ytterbium and a -G(d,p) basis set for C, H and N (BS). These ECPs were also used

in combination with an extended large core basis set for ytterbium[], a def-QZVP[]

basis set for Pd and I, and a -G++** for C, N, and H (BS).

.. DFT and lanthanides

A couple of groups has been interested in studying the electronic structure and the reaction

mechanisms of lanthanide with DFT. Maron’s group has become an expert in the field

of reaction mechanism for lanthanide complexes. Their recent collaborations with the

group of Procter led to interesting conclusions for mechanisms of basic electron transfer

reactions with SmI2[].

The group of Kaltsoyannis on the other hand has been interested in using specific DFT

tools such as the Quantum Theory of Atoms In Molecules (QTAIM) and the Electron

Localisation Function (ELF) methods in order to deeply investigate the density extracted

from a DFT calculation in actinide calculations[–]. Their work mainly focussed on

actinide elements (even if he is involved in lanthanide chemistry as well[]) but these two

methodologies can be used as well with lanthanides.

... QTAIM

The topological analysis of the electronic density was formulated by Bader as a Theory of

Atoms In Molecules[]. A critical point is defined as a point in which the gradient of the

density is the zero vector. In this sense, four types of critical point can exist depending on

the sign of the three components of the density laplacian :

• Nuclear Critical Point (NCP): if the three derivatives are negative, this point is a local

maximum in the bond path

• Bond Critical Point (BCP): if only two derivatives are negative, this point is a maximum

in a plane and a minimum on a vector in the bond path

• Ring Critical Point (RCP): if only two derivatives are positive, this point is a minimum

in a plane and a maximum on a vector in the bond path





.. Lanthanide molecules calculations

• Cage Critical Point (CCP): if the three derivatives are negative, this point is a local

minimum in the bond path

At these critical points, the value itself of the electron density laplacian is important. If

the laplacian is positive, the bonding is ionic : the density is going towards the two atoms,

and is not stable at this position. On the other hand, if the laplacian is negative, the bonding

is covalent: the density is going to the plane orthogonal to the bonding. Moreover, the

density at the critical point can give information into the bonding itself: a density superior

to . involves a strong interaction[].

QTAIM is a tool to study the influence of the bonding strength between a metal and a

ligand, or in organic molecules[]. But, there is still debate in the literature[] towards

the use of QTAIM for TM complexes, as it is not clear that the value of interest for bonding

interactions is the laplacian. This method is believed to be density functional independent

and the addition of implicit solvent models such as COSMO does not have a significant

impact on its values[].

QTAIM has been extended recently to be used with ZORA all-electron calculations,

and has been implemented in the ADF software[]. This version was used to compute

QTAIM data presented in this manuscript.

... ELF

A complementary tool on which computational chemists have been relying to study the

density itself is the Electron Localisation Function[,]. This function is evaluating the

probability for an electron to be in the neighbourhood of another electron of the same spin.

This function is evaluated between  and .,  corresponding to a delocalised system, .

to the homogeneous gaz and . to a perfect localisation of the electrons.

The topological analysis of the ELF function partitions the space into different basins

on which the attractors define a kinetic energy space where the Pauli principle is minimum.

The basin close from the nuclei is called a core basin, while the others are called valence

basins. The presence of a simple bond between two atoms implies a connection between

two core basins and one valence basin: this is a disynaptic basin.
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Recently, the development of ELI-D[], an extension of the ELF function, has been

performed and has been successfully applied to TM[] and actinides[] in order to

study their bonding interactions.

... Non Covalent Interaction

Another tool that can be used is the Non-Covalent-Interaction (NCI)[] mapping. This

NCI method is calculated as the different points in which there are singularities for the

reduced density gradient. At these points, the density is analysed using the gradient laplacian.

Three types of points can be found depending on laplacian second component (second

derivative of the density along the orthogonal plane to the interatomic vector, 𝜆2) : hydrogen

bonds, when 𝜆2 < 0, repulsive forces, when 𝜆2 > 0 and van der Waals interactions

when 𝜆2 ≈ 0.

... Energy Decomposition Analysis

A fourth tool has been used to study the interactions between TM complexes and their

ligand: the Energy Decomposition Analysis. Developed initially by Morokuma[,],

and improved by Ziegler and Rauk[] this tool calculates energy between fragments of

a molecules (for a recent review on this subject see the work from Hopffgarten[]), and

decomposes this energy between the electrostatic interaction, i.e. the charge distribution

difference with the isolated molecules, the Pauli repulsion, i.e. the exchange potential resulting

from the interaction between the two fragments, the orbital interaction, i.e. the orbital

interactions between the fragments (donation, retro-donation and electronic overlap).

Using the decomposition scheme implemented in ADF is not suited for calculations with

open-shell compounds, as ADF only does interaction energy between restricted fragments. In

order to get rid of this issue, the ADF decomposition scheme was used, in addition to a single

point calculation on the different fragments in an unrestricted fashion as recommended

in the ADF manual[].

New developments in the field of energy decomposition analysis involve Natural Energy

Decomposition Analysis[], Symmetry-Adapted Perturbation Theory[,], DLPNO-

CCSD-EDA[] or the Absolutely Localised Molecular Orbital EDA[] that has recently

achieve the analysis of bonding interactions[,].
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Until now, these recent developments have never been used for lanthanide complexes, and

the use of such decomposition schemes with lanthanide could estimate the orbital interaction

importance in the bond strength for lanthanide molecules.

. Electron transfer and electronic structure of lanthanide
complexes

Understanding electron transfer for lanthanide molecules relies on the use of both experimental

expertise, and a broad range of theoretical methods. Experimental results often cannot be

interpreted easily without the use of quantum chemistry, and quantum chemistry results,

especially with lanthanide molecules, are difficult to understand without experimental data.

Both facets of chemistry are needed for improving the knowledge about electron transfer

with lanthanide complexes.

Analysing the differences between lanthanide molecules using QTAIM, ELF and EDA

methodologies brings to the experimental chemist ideas on why the bonding interaction is

different for different lanthanides. One of this example is with samarium and ytterbium

complexes of tetramethylbiphosphinine. This moiety is easily reduced by samarium, while

ytterbium cannot reduce it. The two compounds possess different electronic structures which

involves more orbital interaction in the samarium case than in the ytterbium case.

Moreover, while electron transfer with lanthanide complexes is often considered as a

transfer of a single electron from a divalent lanthanide complex to an organic moiety, the

reverse reaction can also happen especially with ytterbium. Indeed, this property is often not

considered when discussing the reactivity of ytterbium but could be of significant importance.

Comparing ytterbium (Yb+III) and the nearest d element, lutetium (Lu+III), was able to

explain why ytterbium does not activate C-H bonds while lutetium does.

These two examples will be detailed shortly for the reader to consider the difficulty to

understand electron transfer with lanthanide molecules.

.. Tetramethylbiphosphinine complexes of ytterbiumand samarium

Tetramethylbiphosphinine complexes of ytterbium and samarium was investigated using both

the experimental and the theoretical tool. The results indicate that the bonding interaction is
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less strong in the case of the ytterbium than in the case of the samarium. The EDA analysis

indicated that the orbital interaction between the lanthanide and the ligand was stronger

for samarium than for ytterbium. The ELF analysis was in agreement with this result as the

valence basins were more deformed by the interaction with the ligand in the case of samarium

than in the case of ytterbium. The result from this work has been published in  in the

New Journal of Chemistry[] and is provided in this manuscript.
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Electron transfer in tetramethylbiphosphinine
complexes of Cp*2Yb and Cp*2Sm†

Arnaud Jaoul, Carine Clavaguéra* and Grégory Nocton*

This article reports the synthesis and the characterization of two Cp*2Ln (Ln = Sm and Yb) fragments

containing the tetramethylbiphosphinine (tmbp) ligand in equatorial position. The solid-state data

indicate the reduction of the tmbp ligand with the decamethylsamarocene fragment along with the

oxidation of the metal center, while the metrical parameters highlight a more dubious electronic

structure for the tmbp adduct of the decamethylytterbocene fragment. 1H and 31P NMR have been

recorded for both complexes and show the unambiguous oxidation of the samarium complex. On the

other hand, the NMR data for Cp*2Yb(tmpb) exhibit weakly shifted paramagnetic resonances along with

a weak effective moment in solution; a situation that is neither in agreement with a divalent metal

center and a neutral ligand, nor with an oxidized ytterbium ion and a radical tmbp ligand. In addition to

these experimental data, theoretical calculations were performed on both complexes. DFT calculations

highlight a large orbital contribution and an f occupation of 5.4 for the samarium complex, which is to

compare to an f occupation of 13.8 and less orbital interactions in the ytterbium complex.

1. Introduction

The reaction of lanthanides fragments with redox non-innocent
ligands such as bipyridine and phenanthroline led recently to
interesting developments for the understanding of strong
electron correlation in lanthanide complexes as well as for the
rationalization of the reactivity of these complexes.1–11 The
electronic structure of both Cp*2Yb(bipy) and Cp*2Yb(phen) is
of particular interest since these two molecules, which look very
similar, do not have the same electronic ground state and do not
follow the same reactivity patterns; Cp*2Yb(bipy) is stable as
a monomer2,12 and Cp*2Yb(phen) dimerizes in solution at the
4(7) position (the position located in para to the N-atom).1 The
electronic ground state of Cp*2Yb(bipy) is intermediate valent,
which means that two resonant structures compose the ground
state: a closed-shell f14, neutral bipyridine situation and an
open-shell singlet f13, bipy radical anion. The ratio between
both structures is given by nf that defines as the hole occupancy
and therefore relates to the amount of trivalent ytterbium: if nf

is 1, ytterbium is trivalent, if nf is 0, ytterbium is divalent. The nf

value of Cp*2Yb(bipy) is 0.85 and is measured by LIII-edge XANES
and computed by Complete Active Space Self-Consistent Field
(CASSCF) calculations.2 On the other hand, Cp*2Yb(phen) has a

triplet ground state.1 Because both bipy and phen ligands have
very similar redox potential, the reason for such a different
electronic structure between both complexes was rationalized
with the symmetry orbital in which the electron is transferred.
In bipyridine, the LUMO is of b1 symmetry (C2v label) and is of
a2 symmetry in phenanthroline. Since the a2 symmetry is not
adapted for electron correlation because very little coefficients
are present on the N atom, the density moves away from the
metal center and it is what triggers the C–C bond formation.1,13

From these recent developments, we started a series of experi-
ments in the idea of getting a better understanding of the
mechanism of these electrons transfers. In bipyridine adducts
with the Cp*2Yb fragment, the methyl substitution of the protons
located on the bipy ligand leads to drastic modifications of
the ground state electronic structure and both the sterics and
the electronics may play a role.3 The NCCN torsion angle is an
important variable for the redox potential of methyl substituted
bipy ligands and the latter increases when the torsion angle
increases. The result of this observation is that the 3,30-Me2bipy
adduct of Cp*2Yb has a small nf of 0.17, indicative of an
intermediate-valent ground state with a large contribution of
the closed-shell f14-bipy0 and the ligand is not as reduced as
other methyl substituted bipyridine ligands.14

In 2014, some of us described the steric influence of samarium
complexes in this electron transfer event using bulky ligands
such as Cpttt (tris-tert-butylcyclopentadienyl) and have shown
that the redox potential net value was to take cautiously when it
comes to single electron transfer in lanthanides complexes.15

Both the steric hindrance and the orientation of the ligand on
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the metal center may play a role and can prevent the electron
transfer from occurring. This is important since a better under-
standing of the electron transfer mechanism will lead to a
better selectivity for the reactivity, including the activation of
small molecule of importance, and also to the stabilization of
new original divalent lanthanides complexes.

A last contribution, not yet entirely understood, is the role of
the f-orbitals in these electron transfers. Although the partici-
pation of the 4f-orbitals in the chemical bonding is usually very
small in lanthanide complexes, recent work show that these
orbitals are likely to induce spin density alteration at the ligand
and that they contribute to the bonding.16

To continue the story of these molecules and to bring more
insights in the understanding of conditions needed for the
electron transfer to occur or not, we turned our attention toward
2,20-biphosphinine ligands, the phosphorus analogues of the
bipyridine ligands. These remarkable ligands were synthetized
in the beginning of the 90’s by Le Floch et al.17 and constitute
very interesting tools for our studies since phosphorus is bigger
than nitrogen but also more polarizable, so that the redox
potential of the tetramethyl-2,20-biphosphine ligand (tmbp) is
higher than the one of the bipyridine ligand despite a PCCP torsion
angle having a similar value than that of the 3,30-Me2bipy.18 Herein,
we wish to report the synthesis, experimental and theoretical
analysis of adducts of the tmbp ligands with the Cp*2Yb and
Cp*2Sm fragments. This paper stresses a new mechanism for
an electron transfer to occur showing the importance of local
redox potential.

2. Results and discussion
2.1. Synthesis and X-ray crystal structures

Addition of tetramethylbiphosphinine (tmbp) to a toluene solution
of Cp*2Sm(OEt2) leads to the immediate formation of a dark
brown solution. Addition of pentane to this solution in a 1 : 1 ratio
and cooling the mixture at�40 1C leads to the formation of X-ray
suitable dark brown crystals of the complex Cp*2Sm(tmbp), 1.
An ORTEP of the crystal structure is shown in Fig. 1 with
the principal metrical parameters in the caption and Table 1.

The complex Cp*2Yb(tmbp), 2, is prepared in a similar way with
Cp*2Yb(OEt2) and tmbp in toluene, leading to a brown mixture
as well. The brown mixture is let stand at room temperature to
yield X-ray suitable dark brown crystals of 2. The ORTEP of the
crystal structure is shown in Fig. 2 and main metrical parameters in
the caption. In both structures, the two Cp* ligands are coordinated
in Z5 fashion and the mean M–C(Cp*) distances are 2.71(2) Å and
2.64(1) Å for 1 and 2, respectively, while the M–Cp*(ctr) distances are
2.42(1) Å and 2.36(1) Å for 1 and 2, respectively. The Yb–C(Cp*)
distance is close to the distance reported for the divalent
complex Cp*2Yb(thf)2 of 2.66 Å19 and may imply that the metal
center remained at the divalent state in 2. In 1, the Sm–C(Cp*)
distances are 0.15 Å shorter to those reported for the divalent
complex Cp*2Sm(thf)2 of 2.86(3) Å20 in agreement with the
oxidation of the samarium metal center.

The Sm–P distances are 2.909(2) Å and 2.927(2) Å and are
rather close to each other so that a mean distance of 2.92(1) Å is
meaningful. The latter compares with the Tm–P mean distance
of 2.84(2) Å found in Dtp2Tm(tmbp).11 The difference of 0.08 Å
accounts for the lanthanide contraction of the ionic radius
from Sm to Tm and is therefore in agreement with a similar
electronic situation in 1 and in Dtp2Tm(tmbp). The C–C dis-
tance between the two phosphinine cycles is 1.439(10) Å and is
very similar to the distance of the radical anionic free ligand of
1.440(2) Å.18 Moreover, the PCCP torsion angle is 21 and testifies
of a rather flat tmbp ligand in agreement with the presence of a
radical anion delocalized over the entire ligand. These data taken
together are in good agreement with a trivalent metal center and a
reduced ligand that is, Cp*2Sm(III)(tmbp��) for 1.

On the other hand, in 2, the Yb–P(1) and Y–P(2) distances
are 2.872(2) Å and 2.938(2) Å, respectively, which feature a
dissymmetrical coordination of the tmbp ligand. The PCCP
torsion angle is 211, that is rather large but lower than the

Fig. 1 ORTEP of Cp*2Sm(tmbp). Carbon atoms are in grey and phosphorus
atoms in orange. Thermal ellipsoids are represented at 50% level and
hydrogen atoms are removed for clarity. Selected distances and angles:
Sm–P(1), 2.909(2) Å, Sm–P(2), 2.927(2) Å; Sm–C(Cp*) (mean), 2.71(2) Å;
Sm–Cp*(ctr), 2.42(1) Å; PCCP, 21.

Table 1 Metric parameters for 1, 2 and Dtp2Tm(tmbp)11

Distance (Å)
and angle (1) 1 2 Dtp2Tm(tmbp)

M–Cp(Ctr) 2.42(1) 2.36(1) 2.44(1)
M–P 2.92(1) 2.872(2) 2.84(2)

2.938(2)
C–C 1.439(10) 1.464(9) 1.44(1)
PCCP 2 21 12

Fig. 2 ORTEP of Cp*2Yb(tmbp). Carbon atoms are in grey and phos-
phorus atoms in orange. Thermal ellipsoids are represented at 50% level
and hydrogen atoms are removed for clarity. Selected distances and
angles: Yb–P(1), 2.872(2) Å; Y–P(2), 2.938(2) Å; Yb–Cp* (mean), 2.64(1) Å;
Sm–Cp*(ctr), 2.36(1) Å; PCCP, 211.
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torsion angle of 46.61 reported by Le Floch for the cisoid neutral
structure of tmbp.18 This large angle as well as the dissymmetry
observed in the P-atom coordination is interpreted as a diffi-
culty to reduce the tmbp ligand. The Yb–P distances are large
compare to that of the Dtp2Tm(tmbp) complex (2.84(2) Å)
(Table 1),11 although Tm is the closest neighbor of Yb. The
C–C distance between the two phosphinine cycles is 1.464(9) Å,
very close to the distance obtained when bonded to the Cr(CO)4

complex (1.471(5) Å) although it is rather smaller than in the
free neutral cisoid tmbp ligand (1.490(8) Å).18 Solid-state data
are in agreement with a reduced tmbp ligand in the samarium
case but not in the case of the ytterbium Cp*2Yb fragment. At
first glance, it could make sense because Sm and Tm are much
better reductants than ytterbium.21 However, this is in contra-
diction with the redox potential of the first electron transfer
of the tmbp ligand that is known to be higher than the one of
the bipyridine ligand (�2.34 V vs. Fc+/Fc compared to �2.62 vs.
Fc+/Fc for bipy). This means that the tmbp ligand is a better
p-acceptor than the bipyridine ligand.18 Following the redox
potential only, the tmbp ligand should be reduced by Cp*2Yb.
The result is therefore surprising. To some extent, this relates to
the results that some of us reported in 2014 which concerned the
non-reduction of a series of N-heterocycle ligands by the samarium
fragment of the crowded tris-tert-butylcyclopentadienyl ligand
(Cpttt

2Sm)15 although the redox potential is the same than that
of Cp*2Sm, that is capable of reducing pyridine.22 In the latter
work, a large steric hindrance of the Cpttt

2Sm fragment did not
allow a close coordination of the N-heterocycle ligands and there-
fore did not favor electron transfer. In the case of the complex
we present herein, the steric hindrance is not large. However,
the torsion angle observed between the two phosphinine cycles
in 2 is large and could therefore be at the origin of this result.
In order to get insights in this new singularity, we turned to
solution NMR and to theoretical calculations, the object of the
next two paragraphs.

2.2. Solution NMR and effective moments

The solution analysis of the Cp*2Sm(tmbp) complex shows
5 peaks at room temperature in deuterated toluene in agree-
ment with a C2v symmetry. The resonance found at 2.83 ppm
accounts for 30 protons and is attributed to the methyl reso-
nance of the Cp* ligand. Its chemical shift is close to the
expected diamagnetic chemical of Cp* (range from 1.8 to
1.9 ppm) and is in good agreement with a trivalent samarium
nature being only weakly temperature independent paramag-
netic in high temperature range.23 The four other resonances
are found at 185.8 ppm, 95.8 ppm, 17.1 ppm and�67.9 ppm in a
6 : 6 : 2 : 2 ratio and can be attributed to two methyl resonances
and two aromatic proton resonances of the tmbp ligand. No
phosphorus resonance has been detected in 31P NMR in agree-
ment with the presence of a paramagnetic center close to the
phosphorus atoms. The large chemical shift of these resonances
is in good agreement with the presence of a radical ligand and
the principal contribution to the chemical shift is likely to be
Fermi contact. Indeed very little dipolar contact contribution is
expected from the samarium(III) center as shown by the slight

shift of the methyl resonances of the Cp* ligands. The 1H NMR
spectrum is therefore in excellent agreement with the observa-
tions made in the solid-state and confirms the reduced nature
of the tmbp ligand. The effective magnetic moment was
measured by the Evans method in solution and is found to
be 2.1 mB (0.55 cm3 K mol�1), in agreement with the presence
of a samarium(III) (usually wT values range from 0.25 to
0.35 cm3 K mol�1) and a radical ligand (0.35 cm3 K mol�1).
The magnetic data recorded in the solid state are close to those
reported by Morris et al. for terpyridine complexes of samarium,
complexes in which the same argument of a reduced ligand was
made.6 However, despite our efforts, the combustion analysis
was not obtained for the Cp*2Sm(tmbp) complex and the value
of the effective moment needs to be taken cautiously (see ESI†).

The 1H NMR spectrum of the Cp*2Yb(tmbp) complex was
recorded in deuterated toluene solution and shows 5 resonances
as well in agreement with a C2 symmetry in solution. In the solid
state, the X-ray crystal structure exhibits a large torsion angle
between the two phosphinine rings. However, in solution it is
not possible to distinguish from an average C2v symmetry or a C2

symmetry. Therefore, it is not possible to tell if this bent
structure is retained in solution. However, several points have
to be noted. The resonances of the ligand appear only slightly
shifted from their diamagnetic position, at 9.33 ppm (broad
triplet), at 7.57 ppm, at 1.76 ppm and 0.73 ppm. This tends to
show a very weak paramagnetism and therefore an intermediate
valence situation, in which the nf value (hole occupancy) is very
small. The variable temperature data confirmed that these
resonances are temperature dependent and have therefore a very
small paramagnetic isotropic shift. Dissolving the Cp*2Yb(tmbp)
complex in thf-d8 at the same temperature leads to the immediate
displacement of the tmbp ligand and to the formation of the
divalent Cp*2Yb(thf)2 complex. This allow us to estimate the
paramagnetic isotropic shift for Cp*2Yb(tmbp) by subtracting
the values obtained in toluene and in thf (dpara = dobs � ddia).
The values of 0.88 ppm and 0.42 ppm for the protons and 0.66
ppm and 1.69 ppm for the methyl groups have been obtained.
These very small isotropic shifts are to be compared to those
found in the Cp*2Yb(3,30-Me2bipy)14 and 2 is likely to exhibit a
similar electronic structure that is an intermediate-valent situa-
tion with a large contribution of the divalent resonance structure.
In the later complex, the redox potential is getting decreased upon
methyl substitution on the 3,30 position of the bipy and this
induces such an electronic structure with a very small nf.

14 On the
other hand, when the bipyridine possesses methyl positions in
the 6,60 positions, the nf value of the Cp*2Yb adduct is also very
small. In this case the proximity between the methyl groups and
the metal center increases significantly the Yb–N distances, which
disadvantages the electron transfer.15

In our case, the redox potential is higher for the tmbp ligand
than for the bipyridine ligand (�2.34 V vs. Fc+/Fc compared to
�2.62 vs. Fc+/Fc for bipy), which shows that the redox potential
of the ligand itself is probably not the reason of the situation
found in Cp*2Yb(tmbp) (2). The fact that Cp*2Sm(tmbp) (1)
exhibits a reduced ligand tends to show that steric hindrance
seems not to affect too much the reduction of the ligand
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although samarium is larger than ytterbium but reduction with
the smaller thulium ionic radius has precedents.11 Therefore,
the fact that ytterbium is not a better reducer than Sm and Tm
is therefore likely to better explain the situation. The beginning
of an answer is probably lying in the dissymmetry observed in
the Yb–P distances of Cp*2Yb(tmbp) (2.872(2) Å and 2.938(2) Å,
for Yb–P(1) and Yb–P(2), respectively). The PCCP torsion angle
formed by the tmbp ligand does not allow a symmetrical
coordination and this should affect the mechanism of the
electron transfer. In the case of a symmetrical structure, the
electron is transferred in the LUMO of the bipyridine that is
delocalized on the entire ligand. In our case, the orientation of
the lone pairs of the phosphorus that will accept the electron
are not likely to be both well oriented in order to both accept
electron from the metal center. This dissymmetry created by
the large PCCP torsion angle is likely to modify greatly the local
redox potential. In such a situation the metal must have the
redox potential for the reduction of one phosphinine cycle only.
If true, this situation would explain why the ytterbium complex
has such a large contribution of its divalent structure and why
samarium and thulium complexes are able to reduce the ligand.
Once reduced, the energy of the ligand reorganizes and this leads
to a symmetrical planar ligand. In order to have more insights in
the nature of this electron transfer and on the electronic structure
of the two complexes, we decided to perform a theoretical analysis
that is described in the next paragraph.

2.3. Theoretical calculations

The calculations were first investigated at the DFT level. In the
crystallographic structures, only few packing interactions were
found. Therefore, the crystal structures were used as a starting
point for the geometry optimization. In our hands, the geometry
optimization was found to be not trivial. The reason for such a
difficulty that was not expected may come from the singular
electronic structure discussed in previous paragraphs and led us
to complete the analysis by the use of several methods. The
reproducibility of the PCCP torsion angle of the tmbp ligand in
both 1 and 2 (i.e., 1.71 for 1 and 21.41 for 2) with the same couple of
functional and basis set was not possible. The Tables 2 and 3
present the geometrical parameters of the calculated geometry of 2
and 1, respectively, obtained from using the GGA functional PBE
with the D3 dispersion correction. The scalar relativistic effects
have been taken into account by using the ZORA Hamiltonian.

The problem lies in the reproduction of the torsion angle
PCCP. The calculations do not reproduce the situation found in
the crystal structure since this angle is small in 1 and large in 2
as they are both large in the theoretical calculations. Of course,
this problem can have a large impact on the electronic structure

of the molecule since a flat PCCP angle would allow a better
electron transfer. However, the potential energy surface is almost
flat for both complexes since the energy difference between
an angle of 01 and an angle of 301 is only about 1 kcal mol�1

(see Fig. S5, ESI†). These results explain why the optimization of
this molecule is not trivial and why the PCCP and the Ln–P
distances are easily modified. The other couples of functional
and basis set that have been tested led to a similar behaviour of
the potential energy surface and problematic geometry optimi-
zations. This also indicates that the symmetry in solution is
likely to be C2v since the rotation of the two phosphinines ring
seems easily allowed. Yet, it does not explain why the tmpb
ligand is reduced in 1 and not in 2.

Using the PBE-D3 optimized geometry, further calculations
were performed at the B3LYP-D3/TZ2P level in order to elucidate
the electronic structure differences between the two complexes.
The decomposition analysis of the binding energy between the
lanthanide center and the ligands points out a large difference
of the total bonding energy from Yb (�542 kcal mol�1) to Sm
(�854 kcal mol�1) (see Table 4). Incontestably, this difference
comes mainly from orbital interactions and the ratio between
orbital and electrostatic contributions is twice higher for Sm.
Similar conclusions can be drawn by looking at the HOMO of
the complexes (Fig. 3). The HOMO of the Yb complex corre-
sponds to a large contribution of 4f orbitals (82%) while the one
for the Sm complex is a clear mixing of 4f (40%) and ligand
orbitals. From these orbitals, it is clear that the samarium
extents well the 4f orbitals and combines them with the LUMO
of the tmbp that is of b1 symmetry (in C2v) (large coefficients on
the lone pairs of the P atom). In this picture, because the small
torsion angle is not reproduced (26.81), it is clearly seen that the
allowance of such a combination between the ligand orbitals
and the metal f orbitals necessary implies a large extension
of the 4f orbital in order to accommodate the misdirection of
the lone pairs of the P atoms. To push further this model,
topological analyses have been performed.

Table 2 Metric parameters for 2 (calculated, PBE-D3/ZORA vs. experimental)

Angle (1)/distance (Å) DFT X-ray

PCCP 26.8 21
Yb–P 2.91 2.872(2)

2.9 2.938(2)
Yb–Cp*(ctr) 2.35(5) 2.36(1)

Table 3 Metric parameters for 1 (calculated, PBE-D3/ZORA vs. experimental)

Angle (1)/distance (Å) DFT X-ray

PCCP 23.8 1.9
Sm–P 2.95 2.919(2)

2.97 2.927(2)
Sm–Cp*(ctr) 2.45(5) 2.42(1)

Table 4 B3LYP-D3/TZ2P energy decomposition analysis of the Cp*2Yb(tmbp)
and Cp*2Yb(tmbp) complexes with respect to Yb/Sm, Cp* and tmbp fragments.
The % Orb corresponds to the ratio between orbital interactions and the
sum of electrostatic plus orbital interactions

EDA (kcal mol�1) Yb Sm

Pauli repulsion 208.08 226.42
Electrostatic �533.46 �502.22
Orbital interactions �179.27 �545.85
Dispersion �37.09 �32.72
Total bonding energy �541.75 �854.36
% Orb 25.2 52.1
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The ELF analysis provides a localized picture of the electron
pairs, especially localization valence domains between two
atoms.24 We pay attention to the disynaptic domains around
the lanthanide center (Fig. 4). In both complexes, disynaptic
basins exist between the lanthanide and P and/or C atoms.
However, only a large deformation of Sm valence basins is
observed. Furthermore, the number of electrons present in these
basins are different, i.e. 7.1 for the Sm complex and 5.1 for the Yb
one. These results are in agreement with the energetic and orbital
analyses that highlight a stronger interaction in the Sm complex.

As expected, the CASSCF calculations indicate that the valence
in the ytterbium complex 2 is intermediate, although a very
large contribution of 97% after renormalization of the divalent
(close-shell singlet) nature of the metal center was computed. This
fits well the experimental data that indicated a low paramagnetism
at room temperature and metrical parameters in agreement with a
neutral tmbp and divalent ytterbium.

3. Conclusions

In conclusion, we reported the synthesis of two new complexes of
tmbp with decamethylsamarocene and decamethylytterbocene.

Both compounds have been characterized by X-ray diffraction
and by solution NMR spectroscopy. These data are in agree-
ment with a picture in which the tmbp is reduced by the
samarium fragment while it is not (or very little) reduced with
the ytterbium fragment. This comes as a singularity since tmbp
is more easily reduced than bipyridine and the ytterbium
fragment is known to reduce bipyridine. In order to better
understand this problem, theoretical calculations have been
performed at the DFT level. The difficulty in the reproduction of
the solid-state geometry of 1 in the gas phase lies in a very flat
potential energy surface between two configurations: a flat
tmbp ligand (PCCP is close to zero) and a torqued tmbp ligand
(PCCP is above 201). However, these geometric arguments allow
the better understanding of both electronic structures. (i) In the
samarium complex significant orbital interactions are built
with the ligand, which allows an overlap with both P lone pairs;
the electron is transferred, the tmbp ligand becomes flat. (ii) In
the ytterbium complex, less orbital interactions are noted and
the dissymmetric coordination of the tmbp ligand with a large
PCCP angle modifies locally the redox potential of the tmbp
ligand, the electron principally remains on the metal center,
the ligand remains torqued. Topological analyses confirmed
this point. This work comes to the conclusion that the electron
transfer in lanthanide complexes is not a trivial problem. Both
electronic and steric contributions are involved and it is some-
what difficult to separate both in an easy way. Moreover, it
challenges the net redox potentials that are given from electro-
chemistry for the free ligand and the metallic fragments: in a
previous work, although the redox potential of two metallic
fragments were similar, one of them only was reducing pyridine;
in this work although Cp*2Yb fragment reduce bipyridine, it
does not reduced tmbp, a better p-accepting ligand.

4. Experimental section
4.1. General considerations

All reactions were performed using standard Schlenk-line techni-
ques or in a drybox (MBraun). All glassware was dried at 130 1C for
at least 12 h prior to use. Toluene, pentane and diethyl ether were
dried over sodium. Toluene-d8 was dried over sodium while thf-d8

was dried and stored over molecular sieves. All the solvents were
degassed prior to use. 1H NMR spectra were recorded on Bruker
Avance II or III-300 MHz. 1H chemical shifts are in ppm relative to
TMS. Magnetic susceptibility measurements were made for all
samples at 1, 5 and 40 kOe in a 7 T Cryogenic SX600 SQUID
magnetometer. Sample containment and other experimental
details have been described previously.25 Diamagnetic corrections
were made using Pascal’s constants. The tetramethyl-2,20-
biphosphinine (tmbp) ligand was sublimed before use and
the Cp*2Sm(OEt2) and Cp*2Yb(OEt2) complexes were synthe-
tized according published procedures.19

4.2. X-ray

Single crystals of Cp*2Sm(tmbp) (1) and Cp*2Yb(tmbp) (2), were
mounted on a kapton loop using Paratones oil and cooled to

Fig. 3 Two views of the HOMO orbitals of Cp*2Sm(tmbp) (1) (top) and
Cp*2Yb(tmbp) (2) (bottom).

Fig. 4 ELF topologic analysis of Cp*2Sm(tmbp) (1) (left) and Cp*2Yb(tmbp)
(right) (2).
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150 K in a nitrogen stream for X-ray structure determination.
The loop was transferred to a Nonius Kappa diffractometer
using Mo Ka (l = 0.71073 Å) X-ray source, a graphite mono-
chromator and a Brucker APEX-II detector. Preliminary orienta-
tion matrixes and cell constants were determined by collection
of 10 s frames, followed by spot integration and least-squares
refinement. Data were integrated and corrected for Lorentz and
polarization effects. The crystal structures were solved using
SHELXS and refined in SHELXL-9726 by full-matrix least-
squares using anisotropic thermal displacement parameters
for all non-hydrogen atoms. All hydrogen atoms were placed
at geometrically calculated positions. ORTEP drawings were
produced using Mercury. CCDC 1452180 (1) and 1452181 (2).

4.3. Syntheses

Synthesis of Cp*2Sm(tmbp) (1). A toluene solution (2 mL) of
previously sublimed tmbp ligand (35 mg, 0.143 mmol) was
added to a toluene solution (1 mL) of Cp*2Sm(OEt2) (71 mg,
0.143 mmol), yielding a dark brown solution. After the solution
was stirred for 2 h, pentane (3 mL) was added to the solution
and the mixture was let stand �40 1C yielding to the crystal-
lization of dark brown X-ray suitable crystals. 71 mg (75%) of
these crystals were collected by filtration and were dried under
reduced pressure. 1H NMR (d, 295 K, toluene-d8) 185.8 (6H, s,
Me, tmbp), 95.8 (6H, s, Me, tmbp), 17.06 (2H, s, tmbp), 2.83
(30H, Cp*), �67.9 (2H, s, tmbp). No signals observed in 31P NMR
(d, 295 K, toluene-d8). No combustion analysis has been obtained
despite several attempts.

Synthesis of Cp*2Yb(tmbp) (2). A toluene solution (2 mL) of
previously sublimed tmbp ligand (45 mg, 0.182 mmol) was
added to a toluene solution (1 mL) of Cp*2Yb(OEt2) (94 mg,
0.182 mmol), yielding a dark brown solution. After the solution
was stirred for 15 min, the solution was let stand at room
temperature yielding to the crystallization of dark brown X-ray
suitable needles. 101 mg (81%) of these crystals were collected
by filtration and were dried under reduced pressure. 1H NMR
(d, 295 K, toluene-d8) 9.33 (2H, broad t, JPH = 18 Hz, tmbp),
7.57 (2H, s, tmbp), 2.12 (30H, Me, Cp*), 1.76 (6H, Me, tmbp),
0.73 (6H, Me, tmbp). 31P NMR (d, 295 K, thf-d8) 191.6 ppm (s).
1H NMR (d, 295 K, thf-d8) 8.45 (q, 2H, AA0XX0, (2JP(1),H + 5JP(2),H) =
39 Hz, free tmbp, H6,60), 7.15 (2H, massif, free tmbp, H3,30), 2.42
(12H, Me, free tmbp), 1.86 (30H, s, Cp* of Cp*2Yb(thf)2). 31P NMR
(d, 295 K, toluene-d8) 178.2 ppm (s, free tmbp). No combustion
analysis has been obtained despite several attempts.

4.4. Calculations

The geometries of the complexes were optimized at the DFT
level of theory using PBE density functional (Perdew–Burke–
Ernzerhof functional) associated to dispersion corrections in
the D3 framework proposed by Grimme27,28 and double zeta DZ
basis sets. Scalar relativistic effects were taken into account
using the zero-order regular approximation (ZORA).29 Using the
PBE-D3 optimized geometries, energy decomposition analysis
(EDA)30 and bonding properties were obtained at the B3LYP-D3/
TZ2P level. These calculations have been performed with the
ADF2014 program package.31 Topology analyses were performed

from the electron localization function (ELF) to provide a spatial
localization of electron pairs from the B3LYP-D3 ADF results with
the DGrid 4.6 program package.32 Complete active space SCF
(CASSCF) calculations were carried out using the SCF orbitals with
the MOLPRO 2010.1 package.33 Various active spaces were used to
distribute 4f electrons in 4f orbitals and p* orbitals of tmbp.
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. Relativistic calculations with lanthanide complexes

This comparison has given a clear picture of the bonding trend between two lanthanides,

samarium and ytterbium. Yet, if ytterbium molecules are behaving in an ionic way, the

differences between ytterbium and lutetium should be insignificant. But, the latter activate

the C − H bonds of methane while the former does not. In order, to understand in what

ways these two elements behave differently, a complete study involving DFT and CASSCF

calculations has been undertaken on Cp∗
2YbMe.

.. Comparison of lutetium and ytterbium complexes towards C-H
activation

Early transition metals and lanthanides have been successful in performing C-H bond

activations. It is the case for example of yttrium[], scandium[] or lutetium[–].

These metals are known to activate methane under mild conditions.

These molecules have been a topic of interest for computational chemists trying to

elucidate what the actual mechanism of the methane activation reaction was. Two types

of mechanism can be possible[]: one is the normal three center 𝜎 bond methatesis,

and the other passes through a tuck-in complex[,] (Figure .). In this context, the

group of Cramer has been studying both mechanisms with DFT. Their results show that

the tuck-in situation is unlikely –except in the case of scandium where the two mechanisms

are in competition– and that the mechanism involves a 𝜎 bond metathesis, with a three

center transition state.

RE

-CH4

tuck-in

formation

CH3

RE

C
H3

H3

C

H

CH2

RE

+CH4

σ bond

metathesis

RE=Lu,Y,Sc

Figure .: Two different types of mechanisms for the C-H activation for group 3 complexes RE=Lu,Y,Sc as
detailled by Cramer et al [139,140]
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.. Electron transfer and electronic structure of lanthanide complexes

C-H activation has also been attempted with lanthanide complexes. Cerium is known to

activate C-H bonds[] and samarium has been investigated successfully as well[]. On the

other hand complexes of ytterbium decomposes very easily without performing C-H bond

activation[]. Study on non-solvated complexes has been undergone by Andersen et al and,

even if no decomposition occurred, no activation of methane was observed for Cp∗
2YbMe.

A quantum chemistry comparison between the different lanthanides and scandium and

yttrium was done by the group of Eisenstein[]. They concluded that the ionic radii size

of the metal has an influence in the activation barrier of the reaction: the more important

the size, the less important the activation energy is. One question remains: if the size of

the ionic radii at stake is the only consideration, how to explain the fact that the ytterbium

complex does not enable a C-H activation? In order to answer these questions, an in depth

analysis and comparison of the C-H activation in the case of lutetium and ytterbium was

done using the quantum chemistry tool.

... Reaction mechanisms investigation

In the literature, attempts have been made to study the equilibrium by means of DFT[,,].

The reported activation energy was identical for ytterbium and lutetium. The calculations

were performed without the use of the whole Cp∗ molecule, instead preferring the smaller Cp

molecule; moreover, the calculation used a small basis set (-G*), and a LC-ECP (avoiding

the explicit treatment of the f electrons). In light of these concerns, an all-electron DFT

study was performed using different density functionals.

In order to access the activation barrier, the distance (CH3)C − H(CH4) inside the

Cp∗
2Ln(CH3)(CH4) molecule was varied from . to . Å. The graphs presented in

Figure . give the variation of the energy following the C-H distance in the ytterbium

complex. The same concept was applied to the lutetium complex and the results are

presented in Figure ..
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. Relativistic calculations with lanthanide complexes
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Figure .: Energy depending on the distance (CH3)C − H(CH4) in the complex Cp∗
2Yb(CH3)(CH4);

geometry optimisation was performed in the PBE-D3(BJ)/SVP and single point evaluations were performed
using B2PLYP, M06-2X and PBE0-D3 functionals
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Figure .: Energy depending on the distance (CH3)C − H(CH4) in the complex Cp∗
2Lu(CH3)(CH4);

geometry optimisation was performed in the PBE-D3(BJ)/SVP and single point evaluations were performed
using B2PLYP, M06-2X and PBE0-D3 functionals

The results are pretty similar in shape for the two complexes. The barrier is estimated

between  and  kcal/mol depending on the density functional, which is similar to what

was previously reported by Eisenstein et al for lutetium ( kcal/mol). Using ab initio
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.. Electron transfer and electronic structure of lanthanide complexes

calculations resulted in the same activation energy for both ytterbium and lutetium complexes

( kcal/mol). Experimentally, the ytterbium complex does not undergo C-H activation

while the lutetium compound does. This means that one effect is not taken into consideration

during DFT or ab initio calculations. Cramer et al pointed out for lutetium that DFT could

not evaluate properly the energy difference because of tunnelling effect[,]. However,

considering the position in the periodic table of both ytterbium and lutetium, and the fact that

in their trivalent state they have similar properties, the tunnelling effect difference between

both compounds should not be significant.

... Electronic structure of the methyl complex

Ytterbium ion is either 4f14 in its divalent state or 4f13 in its trivalent state. On the other

hand, lutetium does not have a stable divalent state and is only stable in its trivalent state of

electronic configuration 5d0. This difference could lead to mechanistic difference between

Cp∗
2Yb(CH3) and Cp∗

2Lu(CH3), where the ytterbium ion might favour a radical pathway,

while the lutetium one a proton transfer. DFT calculations are known to only favour the

proton transfer type mechanism and methods based on the single-reference HF wave-function

might not evaluate correctly the electronic structure of the ytterbium complex itself. The

spin density of Cp∗
2Yb(CH3) was calculated using three different levels of theory (PBE-

D and PBE-D ZORA and HF DKH) on the optimised geometry (PBE-D). The

results are presented in table ..

HF PBE-D PBE-D

Table .: Spin density of Cp∗
2Yb(CH3) at the PBE-D3 and PBE0-D3 ZORA3 and HF DKH2 level

Depending on the level of theory used, the spin density is passing from the lanthanide

to the methyl group, which could be the result of a multi-configurational ground state.

Indeed, Evans presented the decomposition of Cp∗
2Yb(Me)(thf) at high temperature into
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. Relativistic calculations with lanthanide complexes

Cp∗
2Yb(thf)2 and ethane[]. Even if to the best of our knowledge the mechanism of the

reaction is unknown, the methyl groups are acting as if they were radical moieties.

The electronic structure of this compound was explored using CASSCF. In order to select

the orbitals to include in the active space, a decomposition of the interaction for this complex

was done. The interaction between the f orbitals of the ytterbium and the p orbitals of

the carbon atoms from the methyl groups is small, as the overlap between these orbitals is

negligible. On the other hand, the d orbitals should have the right symmetry in order to

get a favorable overlap with the p orbitals of the methyl group.

The CASSCF calculations were undertaken starting from the ROHF molecular orbital,

or from the UHF natural orbital. Both starting orbitals led to the same results. The “perfect”

active space for this system would include the lanthanide orbitals f, d, s and p, and the

methyl orbitals 𝜎, px and 𝜎∗. This is indeed a too large active space that would include 

orbitals and  electrons. As such, the choice of a proper active space is not easy. That is

why different active space were used and summarised in table ..

Electrons Orbitals Description of the orbitals wave-function
  px + f Methyl radical
  px + f + 𝜎 +𝜎∗ Methyl radical
  px + f + d Methyl radical
  px + f + d + s Methyl radical
  px + f + p + d Methyl radical

Table .: Different active spaces used to calculate the electronic structure of Cp∗
2YbMe

The active space was varied from  to  orbitals without significant difference between

the resulting electronic structure for the complex: 4f14p0
x . The behaviour for ytterbium

to prefer the 4f14 state while in a coordination mode with a methyl carbene was already

observed theoretically in the more specific example of Yb = CH2. While studying double

bond for the whole series of rare earth, Pyykkö and Roos found[] that it was not possible

to get a double bond between ytterbium and CH2 as ytterbium would prefer to keep the

configuration 4f14 instead of creating a double bond with the carbon moiety.

Ytterbium is thus very particular in that matter, as it would prefer to have an entire f

shell filled: this means that upon reduction of a ligand, i.e. the lanthanide being 4f13, the
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.. Electron transfer and electronic structure of lanthanide complexes

possibility to come back to 4f14 is close in energy. This type of electronic structure will not

be the same for lutetium, as lutetium +III electronic configuration is 4f146s05d0. Which

means that the f shell is already filled, and there is no possibility to create a methyl radical.

Hence, there are two different pathways for the C-H activation between lutetium and

ytterbium. Ytterbium C-H activation pattern should pass through a radical mechanism, while

lutetium C-H activation pathway is passing through a proton transfer. Indeed, the presence

of a radical on the methyl group could induce side reaction such as the formation of ethane,

which could compete with the radical C-H activation mechanism. The activation energies

for the two different mechanisms were calculated using DFT, and restraining the electronic

configuration of ytterbium and lutetium using large core ECP, i.e. with the  f electrons

inside the core of the pseudopotential. The results are presented in table ..

Activation energy (kcal/mol) Cp∗
2Yb(CH3) Cp∗

2Lu(CH3)
PBE-D  
PBE-D  
M-X  

Table .: Activation energy (kcal/mol) using the PBE-D3, PBE0-D3, M06-2X density functionals

The activation energy is less important in the case of the lutetium complex than in the

case of the ytterbium one, which could explain why ytterbium complexes do not activate C-H

bonds of methane while lutetium ones do. For completeness, the tuck-in mechanism was also

studied, but led to much higher activation energy for ytterbium, in agreement with previous

results[,]. Experiments could be carried out in order to prove that the ytterbium

complex is indeed involving a radical instead of a YbIII. First of all, electrochemistry could

give some insight into the electronic structure of the compound. Then, the starting material

(Cp∗
2Yb − Me − YbCp∗

2) could be mixed with a free radical such as tempo to see if the

radical attacks the methyl or the lanthanide itself.

.. Partial conclusion

In conclusion, the behaviour of samarium and ytterbium compounds is very complex. On

one side, samarium molecules reduce easily organic molecules, and create strong interactions
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with them. On the other side, ytterbium complexes can reduce molecules (such as phenan-

throline[], or bipyridine[]) but the inner interaction between the lanthanide and the

organic moiety is weak. Moreover, the presence of its divalent state very close in energy from

its trivalent state, can trigger interesting reactivity at the ytterbium center, and further decrease

the availability of the electron transferred for further reactivity (such as C-H activation). As a

result ytterbium, because its Yb+II form is stable, could be very useful as an electron donor.

Depending on the reaction conditions, it could behave either as an Yb+III with an electron

transferred to the ligand or an Yb+II and a neutral ligand. This behaviour could be useful

in catalytic reactions where electrons are often needed on demand. Samarium could enable

new radical processes. As the orbital interaction with the ligand is important, playing on the

ligand orbital, e.g. enabling competitions between two radical species, could unleash specific

reactivity that is not yet discovered. On the other side, it could be potentially useful to trigger

the decoordination of the ligand itself in order to study its involvement in the bonding.

Finally, these two examples showed that there is a need for finding the right methodology

for treating lanthanide complexes using quantum chemistry. In order to do that, phenan-

throline complexes of samarium and ytterbium will be compared to computational quantum

chemistry data, and the accuracy of different functionals will then be assessed. This will

be useful to study lanthanide complexes reactivity.
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I find it irrational to become attached to one theory. I prefer to
let different ideas compete like horses in a race and watch which
one wins.

— Sir Martin ReesWe are all stardust

2
Organic molecules reduction

Selective reducing agents are scarce. Strong reducing agents, such as sodium or potassium,

are not selective and often they are used in large excess, which might destroy some parts of

the molecule of interest. Lanthanide molecules in their divalent state possess the ability of

giving away one electron and to perform such an action selectively.

This process has been extensively used over the last couple of decades in order to induce

radical reactions[]. A large variety of moiety can be reduced and further used in organic

reactions[,] with a well known reagent, SmI2: ketones, aldehydes, halides, ... A wide range

of new organic reactions have been performed with this reagent[]. The solvent conditions

were found to be very critical in the elaboration of a fast and efficient reaction: while the

first reactions involved THF as a solvent, recently acetonitrile[] and even water[–] have

been used with good yield. Additives, such as HMPA[], have been used in order to increase

the yield of the reaction. The mechanism of the reaction, while known in a general sense

since the s[], is still being investigated[–] as a way to improve the properties of

the reducing agent and its selectivity.

One of the major problem of organic reduction lies in the non-catalytic aspect of the

process. Indeed, the reaction is stœchiometric. This poses a problem as samarium is expensive

and its molecular weight is high. Attempt to design a catalytic process with samarium has

been done but, to the best of our knowledge, there is no such mechanism.
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The design of the ligand surrounding samarium can be changed and many interesting

reactions have been performed using Sm(OTf)2, SmBr2, Sm(N(SiMe3)2)2
[] or even

organometallic reagent such as Cp∗
2Sm[]. With the same idea, the divalent lanthanide can

be changed and thulium[,], dysprosium[] or neodymium[] complexes can be used.

These metals have a lower redox potential, which means that more difficult reductions can

be performed. This idea has been recently reviewed by the group of Procter[].

The reduction potential of lanthanide can also be used in order to perform selective

reduction of strong bonds such as in small molecules. For instance, the group of Evans have

been designing molecules that were able to reduce dinitrogen[], carbon dioxyde[,], as

well as carbon monoxyde[]. These processes could be used to create new molecules from

carbon dioxyde. The high atmospheric concentration of carbon dioxyde requires novel ways

of recycling carbon dioxyde and lanthanide molecules can be used in such a way.

Heteroarenes are often used in transition metal chemistry as redox non innocent ligand

that enhance the catalytic properties of a system. The use of such ligands with lanthanide

is somewhat recent[,]. Ytterbium complexes of bipyridine and phenanthroline have

been particularly studied over the last decade[,]. These molecules possess a complicated

electronic structure.

The interaction with one heteroarene can lead to three different electronic configurations:

triplet 𝜋∗ ↑ 4f13 ↑, or singlet 𝜋∗ ↓ 4f13 ↑ or 𝜋∗ 0 f14 whether the molecule is reduced or not.

The electronic structure of these molecules is a mixture of both configurations[]: this

is the typical case of multi-configuration between the open-shell and closed-shell singlet

states. Modifying the structure of the ligand surrounding the lanthanide can change the

proportion of the dominant configuration. As such, the bipyridine[] complex is  open-

shell singlet, while the dimethoxy-bipyridine[] is  closed-shell singlet. The electronic

structure difference in these molecules has been studied using a combination of physical

measurement such as XANES, UV-visible spectroscopy, SQUID experiments, crystallographic

data and CASSCF calculations.

Recently, phenanthroline complexes have been synthesised and were found to be in

equilibrium between their monomeric radical state and their dimeric state[,]. Both the

ligand and the lanthanide have been varied and differences were discovered. The study of this
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equilibrium from a theoretical perspective can give insights into the electronic structure of the

molecules at stake and also can enable a comparison between experimental and theoretical data.

This chapter will be devoted to the extensive comparison between experimental and

theoretical data in the field of organic molecule reduction. Firstly, a benchmark study will be

done on phenanthroline complexes of lanthanide with the help of experimental results and

will lead to the definition of a protocol to treat lanthanide at the DFT level of theory. Then,

reactions with two different ketones will be developed and explained and further assessed

with the protocol developed for phenanthroline complexes.

. Reduction of phenanthroline

Reduction of phenanthroline by complexes of ytterbium has been studied extensively by

Andersen et al [,] over the last couple of years. These complexes present a simple electronic

structure compared to the bipyridine complex of ytterbium[] discussed previously: a mixture

of 4f13 𝜋∗ 1
a2 and 4f13 𝜋∗ 1

b1
, open-shell triplet (𝜋∗

b1
and 𝜋∗

a2 are the lowest unoccupied orbitals

of phenanthroline). In the text below and in future chapters, the electronic configuration will

always be written with the orbitals of the neutral ligand, i.e. 𝜋∗ orbitals, even if these

orbitals are occupied.

SmII

Cp*

Cp*

phenanthroline

toluene, r.t.
SmIII

Cp*

Cp* N

N

SmIII

Cp*

Cp* N

N

N

N
SmIII

Cp*

Cp*

1 2

Figure .: Equilibrium between radical phenanthroline complex of samarium (1) and dimer complex of
samarium (2)

The study of phenanthroline as a ligand in lanthanide chemistry has been expanded

by our group[] to two other lanthanides, samarium and thulium. As in the case of

dimethyl-phenanthroline complexes of ytterbium[] an equilibrium is observed between the

monomeric form of the complex and its dimeric one (Figure .). Experimental studies on

samarium complexes with modified Cp ligands with methyl or tert-butyl groups have enabled

the extraction of thermodynamic constants for the equilibrium using variable temperature
1H NMR (Table .). The same extraction was attempted for thulium complexes, but the
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.. Reduction of phenanthroline

Equilibrium Cp∗ Cptt Cpttt

ΔrH(kcal/mol) - - -
ΔrS(cal/mol/K) - - -
ΔrG(kcal/mol) - - -

Table .: Experimental value for the equilibrium in Figure 2.1 with different ligands a: Cp∗; b: Cptt; c:
Cpttt, data extracted from ref[33]

poor 1H NMR, due to the high paramagnetism of the compound, disabled the extraction

of such parameters.

The Cp ligand substitution by methyl, or tert-butyl groups seems to have a modest impact

on the ΔG associated with the reaction. It is rather hard to interpret this difference as the

error on the experimental dimerisation energy is around  kcal/mol.

Hence, quantum chemistry could give an interesting point of view on this equilibrium.

First, it could evaluate the new C-C bond strength and compare it between different lanthanide

complexes. Moreover, as experimental thermodynamic parameters are available, a comparison

between these values and DFT energies could enable a better understanding of the C-C

bond formation. This could also lead to an assessment of DFT functionals for this specific

equilibrium as it is still rare to read an in depth comparison between density functionals and

experimental energies for lanthanide complexes. Finally, experimental UV-visible spectrum

for this equilibrium was also analysed and will be further studied using the quantum chemistry.

These three analyses will provide specific tools in order to study the C-C bond formation.

Different hypotheses will be formulated for the intrinsic stabilisation of the dimer over the

monomer in this specific case and the opposite for ytterbium complexes.

.. Electronic structure of the complexes

The electronic structure of phenanthroline has been known for decades. The point group

of phenanthroline is C2v. The C2v character table is presented in Table ..

The atomic orbitals (s, p, d) can be decomposed according to this character table. The

s and pz orbitals are of a1 character while py is of b2 and px of b1.

Looking more closely into the phenanthroline molecule itself, there are three type of

molecular orbitals: non-bonding orbital (n) such as the lone pair on the nitrogen atoms,
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C2v

a1 z x2, y2, z2

b1 x, Ry xz
a2 Rz xy
b2 y, Rx yz

Table .: Character table of the C2v symmetry

𝜋-bonding orbitals that maintain the cohesion of the heterocycle and 𝜎-orbitals (i.e. C-C or

C-H or C-N bonds). These orbitals can be classified easily by their irreducible representations:

𝜎 and n orbitals are a1 or b2 orbitals, whereas 𝜋 orbitals are classified as b1 or a2 orbitals.

Phenanthroline molecular orbitals have been calculated using the C2v symmetry at the

Hartree-Fock level of theory. The reduction of phenanthroline to form phenanthroline radical

will take place in a 𝜋∗ orbital. There is two low-lying 𝜋∗ for phenanthroline, one in the

irreducible representation a2 and the other one in b1. A few occupied and unoccupied

molecular orbitals are shown in b1 and a2 representation whereas only occupied valence

orbitals in a1 or b2 are pictured in Table ..

As expected the LUMO in a2 and b1 are close in energy, only . Hartree. Upon

reduction, the electron could be distributed in these two orbitals with a multi-configuration

wave-function 𝜋∗ 1
1 and 𝜋∗ 1

2 . This type of behaviour was encountered for ytterbium complexes

of phenanthroline[]. Upon coordination with Cp∗
2Sm, the electronic structure of the

radical monomer might also be multi-configurational. As a result, CASSCF calculations

were performed in order to justify the use of DFT calculations.

... The monomer

No crystal structure exists for Cp ∗2 Sm(phen),  (the monomer) and it is then really difficult

to judge whether the geometry is accurate at our level of calculation. In order to assess

its accuracy, a comparison between the calculated and the experimental structure of  was

done (Table .). In order to look at the influence of the ZORA model on the geometry,

different approximations were used.

The geometries were calculated using either a relativistic pseudo-potential or a ZORA

model and possess some differences. The largest one (±0.04 Å) is found between the
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C10

C9

C8 C7

C11

N
1

C6 C5

C4

C12

C3

C2

C1N
2

z

yx

a1 b1 a2 b2

𝜋∗
7 𝜋∗

8

𝜋∗
5 𝜋∗

6

𝜋∗
3 𝜋∗

4

n1 𝜋∗
1 𝜋∗

2 n2

𝜎1 𝜋1 𝜋2 𝜎2

n3 𝜋3 𝜋4 n4

Table .: Valence molecular orbitals of phenanthroline at HF/ANO-RCC DKH2 and their energies in
Hartree
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X-Ray PBE-D ZORA PBE-D ZORA PBE-D ECP-SC

Sm − N1 (avg) . . . .
Sm − N2 (avg) . . . .
Sm − Cp∗ (ctd avg) . . . .

̂Cp∗ − Sm − Cp∗ (ctd avg)    

Table .: Geometry comparison between the crystallographic structure of 2 and the theoretically optimised
structure of 1 using different approximations to treat the relativistic effects: ZORA1, ZORA2 and ECP-SC ,

where ctd stands for centroid and avg stands for average; distances are in angstroms and angles in degree

geometries optimised with a ZORA Hamiltonian and the small core ECP. There are also

notable differences between the ZORA model and the ZORA-SAPA/ESA model; but these

might be due to a change in the basis set, as the ZORA calculation is performed with Slater

orbital and the ZORA with Gaussian orbitals. Overall the molecular geometries are close to

the geometry of . As the ZORA geometry was obtained faster than the two others, this

level of theory is going to be used throughout this study to compute geometries.

The electronic structure of the monomer () was evaluated at the CASSCF level of theory,

at the geometry optimised above. The active space was constituted of the f orbitals of

the lanthanide and the two almost degenerate LUMOs of phenanthroline. The CASSCF

calculation resulted in a 4f5 𝜋∗1
1 electronic configuration, without any involvement of the

4f5 𝜋∗ 1
2 state. Increasing the active space with the 5d orbital responsible for the bonding

interaction with the a2 orbital resulted in the same electronic structure.

The electronic ground state for trivalent lanthanide molecules can be of two different

types: 4fn or 4fn−1 5d1[]. The recent work by Nocton et al. showed that the 𝜋∗
1 orbital of

phenanthroline was involved mostly with f orbitals while d orbitals were involved with

the 𝜋∗
2 orbitals in C2v symmetry. The present configuration contains the phenanthroline 𝜋∗

1

orbital, which is significant from an involvement in the bonding of the f orbitals. On the

contrary, the ytterbium molecule ground state was multi-configurational, with involvement

of both the 𝜋∗
2 and the 𝜋∗

1 orbitals. It is known that ytterbium does not possess much orbital

interaction with its ligand compared to samarium[]. Hence, ytterbium will not favour any

configuration and will possess a multi-configurational ground state, whereas samarium will

favour one configuration over the other, i.e. the 4f5 𝜋∗1
1 electronic configuration.
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.. Reduction of phenanthroline

LUMO LUMO+ LUMO+

HOMO- HOMO- HOMO

Table .: Molecular orbitals of 1 using PBE0-D3 ZORA1

The Kohn-Sham molecular orbitals are similar to what was observed in the CASSCF

calculation (i.e. 4f5𝜋∗ 1
1 ). They are presented in Table .. These orbitals present a de-

localisation between the f and 𝜋 orbitals of phenanthroline, which was also the case in

the CASSCF calculation.

The LUMO of the system is the anti-bonding orbital between the 𝜋∗
1 orbital of phenan-

throline and a f orbital of the lanthanide complex. The LUMO+ corresponds to the

𝜋∗
2 orbital and the LUMO+ is one pure f orbital from the samarium centre. On the

other hand, the HOMO- represents the interaction between the 𝜋 orbitals of the Cp∗

ligands and one 5d orbital of the lanthanide. The second occupied orbital with involvement

from phenanthroline is the HOMO-, one of the 𝜋 orbital of phenanthroline without any

involvement of the lanthanide orbitals.

The spin density of the molecule was analysed using Mulliken and Bader charges for two

complexes Cp∗
2Yb(phen) and Cp∗

2Sm(phen). The results are presented in Table ..

This evaluation for both complexes result in different repartition of the spin population. In

the samarium case, there is a clear spin density excess on the C or C while for the ytterbium

complex, the spin density is identical over the three positions of the phenanthroline C, C and

C. This might be a good indicator as to why samarium dimerise while ytterbium does not.
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Spin pop. (avg) C,C C, C C, C C, C C,C C,C

Cp∗
2Sm(phen) Mulliken . . . -. -. .

Bader . . . -. . .

Cp∗
2Yb(phen) Mulliken -. . . -. . .

Bader . . . . . .

Table .: Spin population of the carbon atoms in 1 using the numbers defined in Figure 2.3 with different
population analysis at the PBE0-D3/ZORA1 level of theory for both Cp∗

2Sm(phen) and Cp∗
2Yb(phen)

Moreover, the a2 orbital (𝜋∗
2) does not possess the right shape to favour a 𝜎 bonding

with the C atom, while the b1 orbital (𝜋∗
1) has the right shape to favour the dimerisation.

The ytterbium complex electronic structure involves both the a2 and the b1 orbitals in the

ground state of the system, while only the b1 is present for the samarium complex. This might

be the difference that explains why in one case the dimer is formed at room temperature

while in the other the monomer is formed.

... The 𝜎 dimer

The X-Ray structure of  (i.e. the 𝜎 dimer) was obtained experimentally. This structure has

been used as a starting point for geometry optimisations. In order to assess the role of the

density functional, different ones were used to optimise the geometry (Table .).

PBE is one of the most popular GGA functional (e.g. DFT poll []) and has been

shown to reproduce accurately geometries and electronic structure of lanthanide molecules[].

That is why, in order to test the effects of dispersion, Grimme’s dispersion correction was

added to this functional. Moreover, a COSMO solvation model was added on top of

the calculation in order to study the influence of a solvent medium on the geometry of

the complexes. TPSS, B-D or ML, three density functionals known to accurately

reproduce geometries were also used.

Depending on the density functional, the geometries have several distances close to the

experiment. ML is able to reproduce accurately the C-C bond distance, whereas B-D is

far from being accurate. The C-N distances are well reproduced by PBE, but ML seems to

overestimate one C-N distance. Finally, TPSS and PBE give similar results.

Addition of dispersion corrections on top of the PBE functional improved the results. This

has already been described in our group[] and, more generally for transition metals[,]:
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X-Ray PBE PBE-D PBE-Dsolv TPSS B-D ML
C − C .() . . . . . .

Sm − N1 (avg) .() . . . . . .
Sm − N2 (avg) .() . . . . . .

Sm − Cp∗(ctd avg) .() . . . . . .
̂Cp∗ − Sm − Cp∗ (ctd avg)       

Table .: Geometry comparison between different density functionals optimised geometries (ZORA2) and
the crystallographic structure of the dimer, where ctd stands for centroid and avg stands for average; distances

are in angstroms and angles in degree

dispersion effects are to be taken into account in order to get a geometry closer to the

X-Ray structure.

On the contrary, the addition of a solvation model does not improve the results sig-

nificantly. The C-C bond created is . Å shorter, but other distances are elongated and

worse than previously compared to the X-Ray structure.

CASSCF calculations were done on  using  electrons in  orbitals corresponding

to the  f orbitals. The obtained wave function was as expected 4f5 on each lanthanide,

with multi-configuration for the f orbitals. Attempts to increase the active space in order

to include the 𝜎 bonding and anti-bonding orbitals were done but, despite our best efforts,

unwanted rotation of these orbitals – even after increasing the number of excitations – and

the large size of the system ( atoms CHNSm) made this calculation undoable.

This electronic structure was compared to DFT calculations. The frontier Kohn-Sham

orbitals of  are presented in Table .. The orbital delocalisation on both samarium sites is

still an artefact of DFT[] as no magnetic coupling between the two samarium centres was

observed experimentally and the CASSCF orbitals does not include this kind of delocalisation.

The HOMO corresponds to the C-C 𝜎 bonding interaction, while the lowest LUMOs are

localised on f orbitals. The HOMO- represent a 𝜋 interaction in the dimeric phenanthroline

and the HOMO- is the Cp* interaction with samarium. This is in agreement with what

could be expected for this type of complex: the C-C 𝜎 bond is not thermodynamically stable

and it makes sense that it would be the HOMO of this compound.

Moreover, it is possible theoretically to analyse the nature of this C-C bond formed in the

dimer by combining different topological approaches (Table .). Non-covalent interactions

are represented in Figure .. Coloured surfaces represent weak van der Waals interactions.
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LUMO LUMO+

HOMO- HOMO

Table .: Molecular Orbital of 2 at the PBE0-D3 ZORA1 level

Figure .: Non Covalent Interaction map on 2 at the PBE0-D3 ZORA1 level, the coloured surfaces are
weak van der Waals forces
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Figure .: QTAIM molecular graph of 2 at the PBE0-D3 ZORA1 level of theory; red point corresponds to
Bond Critical Point, green point to Ring Critical Point and blue to Cage Critical Point

The results show that no attractive dispersion interaction is found between the two carbon

atoms corresponding to the dimer formation. In addition, QTAIM and ELF analyses have be

used to understand the covalency of this bond. Figure . provides the bond paths and the

critical points obtained from the QTAIM analysis. For the C-C bond especially, one bond

path and one bond critical point have been found. The electron density and the Laplacian of

the density at this critical point are . and -., respectively and these values correspond

to a shared interaction. Furthermore, a collection of cycle and cage critical points highlights

a 𝜋-electron delocalisation in space which strengthens the interaction. ELF results point

out one synaptic basin V(C,C) with a population of . electrons and a ELF value of .

(Figure .). The closer to  the ELF value, the more localised the electrons are. Globally,

these analyses show that the two carbon atoms can be joined by a covalent chemical bond.

Finally, the C-C bond strength can be compared to other molecules: ethane that acts as

a reference for a C-C 𝜎 bond and another lanthanide complex, (Cp∗
2Yb(phen))2. Bond

dissociation energies of the three systems have been estimated from ADF calculations by

breaking the molecules in two entities on both sides of the C-C bond (Table .). The

energetic values show that the C-C bond in the lanthanide dimers is clearly weaker than in

ethane. QTAIM, ELF and Mayer bond order results are also provided in Table .. The C-C

bond in ethane is strong with a short distance of . Åand a Mayer bond order of .. The

topological data support also this observation and the current values are very close to the
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Figure .: ELF representation of the V(C,C) synaptic basin (isosurface ELF = 0.03) in 2 in PBE0-D3
ZORA1

Strength of the C-C bond (Cp∗
2Sm(phen))2 (Cp∗

2Yb(phen))2 Ethane
C − C distance . . .
Mayer Bond Order . . .
Bond dissociation energy   

QTAIM Laplacian of the density -. -. -.
Electron density . . .

ELF
Electronic basin population . . .
ELF . . .

Table .: Computed data to compare the C-C bond strength for three different compounds starting from a
PBE0-D3 ZORA1 density. Distances are in angstroms, bond dissociation energies in kcal/mol. Laplacian of

the density and electron density are given for the C-C bond critical point. Electronic basin population
corresponds to the V(C,C) basin.

ones available for ethane in the literature[]. The samarium data are closer to the ethane

ones than the ytterbium values and follow the experimental trend: the ytterbium complex

exists mostly in its monomeric form at room temperature while the dimeric form of the

samarium complex exists in solution, in equilibrium with the monomer.

In order to study more deeply the formation of this C-C 𝜎 bond, a comparison between

DFT thermodynamic data and the experimental was performed using different type of density

functionals: from GGA to double-hybrid density functionals.
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.. Evaluation of the accuracy of different density functionals

Only few studies compare the accuracy of the functional with experimental data in lanthanide

chemistry. In the s, a communication from the group of Eisenstein[], detailed an energy

comparison between BPW, BLYP and MP, with SC-ECP. This early study showed

that BPW was the best density functional for specific reaction energies with lanthanide

molecules. Recently, the group of Wilson[] evaluated the performance of several density

functionals over experimental energies of diatomic lanthanide molecules. They showed

that TPSS was one of the best functional for these diatomic molecules. Yet, benchmark

comparison of computed energies and experimental ones is still scarce.

As a result, the use of certain density functional could result in wrong energy evaluations

or electronic structure. Moreover, for this 𝜎 bond creation, understanding the underlying

reasons for specific density functionals to evaluate appropriately the energy could result in

a better knowledge of the equilibrium at stake. This type of analysis was done for Cp∗
2Sm

complexes of phenanthroline and the results are presented in Table ..

This table contains a comparison between the signed error of ΔH and ΔG relative to the

experimental value and the spin deviation observed for the energy evaluation of . Different

parameters were changed in order to look at their influence on the energy evaluation: the

use of a solvation model, of dispersion corrected methods, of long range corrected methods

as well as climbing the Jacob’s ladder from GGA to double-hybrid.

Changing from the gas phase geometry to the one obtained with a COSMO solvation

model induces small changes in the energy, only . kcal/mol at the PBE-D level, leading

even to slightly worse results. The dispersion effects were found to be important on the

geometry of the compounds. The results shown in Table . indicate that the ΔH evaluation

with hybrid functionals such as PBE or long range corrected functionals such as 𝜔BX

benefits from the inclusion of dispersion effects. However, the use of dispersion corrections

complementary to double hybrid functionals did not bring the same conclusions, as the

results are worse than without the correction. The ΔH calculation is far from accurate as most

functionals give an error of more than  kcal/mol. The general trend shows that the GGA

functionals behave poorly compared to hybrid functionals and hybrid functionals behave

poorly compared to double hybrid functionals. Different GGA functionals were used and a
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Method Geometry Signed Error Spin Deviation in   HF ExchangeΔH ΔG
PBE-D

PB
E-
D

  . 
OPBE   . 
BP   . 
TPSS   . 
ML   . 

PBE-D   . 
PBE-NL   . 

PBE   . 
PBE-D solv   . 
PBE-D solv PBE-D solv   . 

TPSSH

PB
E-
D

  . 
BLYP-D   . 
BPW   . 

M   . 
M-X -  . 

𝜔BX-D   . SR:. LR:
𝜔BX   . SR:. LR:
𝜔B   . SR: LR:
B   . 

LC-BLYP   . SR: LR:
CAM-BLYP   . SR: LR:

BPLYP   . 
BPLYP-D -  . 
BPLYP-NL - - . 
PWPB   . 

Table .: Signed error (kcal/mol) between experimental and theoretical ΔG and ΔH using different
density functionals; SR: Short range, LR:Long Range; solv is an abbreviation for using the COSMO(Toluene)

solvation model
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few of them have already been proven to behave particularly well for problematic electronic

structure calculations[,]. Nonetheless, neither OPBE, TPSS or BP provide accurate

results and they are found to be worse than PBE-D in the evaluation of ΔH. The Minnesota

suite of functionals performs well for this equilibrium, although this set of functionals has

been developed using different molecular sets that do not include lanthanide data[] and

its use is controversial[] . Compared to other functionals, M behaves well and M-X

provides very good results with a ΔH evaluation close to the experimental data by -.

kcal/mol. BLYP and BPW, that were used previously on similar cases[,], do not

produce accurate data, with errors larger than  kcal/mol. Finally, PBE-D provides also

a good behaviour with an error of . kcal/mol.

Double hybrid functionals have not been extensively used to study lanthanide complexes,

due to the rather long calculation time needed by these functionals in addition to the already

time consuming calculations with large lanthanide complexes (ca. six times longer for a

single-point energy calculation for ). The results obtained for this complex reinforce the

already proven good agreement with experiments of this type of functionals[,]. Different

forms of long range corrected functionals have been developed over the years[] and used

extensively on many systems. Here the comparison between five of these functionals LC-

BLYP, CAM-BLYP and the 𝜔B suite showed fundamental differences. One of the first

long range corrected functional developed, LC-BLYP, does reproduce well the equilibrium,

with an error of  kcal/mol for the evaluation of the ΔH. Consequently, LC-BLYP is

one of the best functional for this equilibrium. Other long-range corrected functionals,

𝜔B, 𝜔BX and 𝜔BX-D, were used. The inclusion of short-range correlation was

not found to be interesting in the case of this equilibrium. Passing from 𝜔B to 𝜔BX,

the enthalpy difference was higher in the latter case despite the inclusion of short-range

exchange. The use of dispersion corrections with 𝜔BX-D led to a good evaluation of

the energy compensating the problem observed for the inclusion of short-range effect. The

Coulomb Attenuating Method (CAM) does include short-range HF exchange, but does

not include  HF exchange at long distance. For CAM-BLYP, at long distance the

amount of exchange is  and the results are worse than for the four other functionals.

This confirms that short-range HF exchange is not essential for the good evaluation of the
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Figure .: Signed Error (kcal/mol) between the experimental and theoretical ΔH value at the PBE0-D3
ZORA3 level of theory using different grid sizes (left) and gridX sizes(right)

energy and indicates the importance of long-range interactions regarding the exact evaluation

of the enthalpy reaction of this equilibrium.

The quality of the integration grid is crucial to DFT and a change is sometimes required

for specific functionals such as M[]. Moreover, the RIJCOSX approximation used to

accelerate the calculations requires the use of a different grid parameter (gridX) that may

influence the energy evaluation. Accordingly, the grid parameters were changed (Figure .),

but only led to a few kcal/mol difference. This could not account for error in the range of 

to  kcal/mol observed in several cases in Table ..

The enthalpy evaluations have been performed for two other complexes by changing the

ligand and the results for the global set (Cp∗, Cptt and Cpttt) are presented in Figure ..

The results follow the same trend for the three complexes; a functional with a high percentage

of HF exchange leads to the most accurate energetic results compared to experimental data.

In this context, a few functionals outperform the others: M-X, PWPB and 𝜔BX-D.

When looking at the free energy calculation, all the functionals give a positive value,

which represents a bad evaluation of the experimental negative value. However, in the case of

double hybrid functionals, the calculation of ΔG was found to be moderately accurate, as

already shown previously in the literature[,]. The calculation of the entropic contribution

is known to be difficult due to the harmonic approximation in the frequency calculations,

which may explain these poor results. For the samarium complexes, the results do not agree

with experiments as the entropy contribution is increasing passing from Cp∗ to Cpttt (Table

.). Globally, the error on the enthalpy and free energy values is spread, from less than

 to more than  kcal/mol, depending on the density functional. Techniques have been
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Figure .: Mean Average Error (kcal/mol) between the theoretical and experimental ΔH for three different
complexes bearing a Cp∗, Cptt and Cpttt ligand

ΔS PBE-D Experimental
Cp∗ - -
Cpttt - -
Cptt - -

Table .: ΔS (cal/mol/K) values for the three different complexes at the PBE-D3 ZORA2 level

developed in order to remove this type of inconsistencies with the entropy evaluation using

DFT[–]. But, no general technique can be used; as a result this type of approximation

was not performed in this work.

Taking into account these results, calculations for ytterbium and thulium complexes,

where no experimental data are available, were performed using four different functionals:

M-X, PBE-D, BPLYP and 𝜔BX-D. The results are shown in Table ..

Depending on the density functional, the ΔG or the ΔH ordering is changing. Experi-

mentally, the ytterbium complex is more stable in its monomeric form at room temperature

while in the two other cases the more stable form is the dimeric one. However, for these four

density functionals it is difficult to conclude. Between samarium and ytterbium complexes,

calculations at the PBE-D level indicates that ΔG is lower for ytterbium than for samarium

while for M-X the opposite is found.
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ytterbium thulium samarium
ΔH ΔG ΔH ΔG ΔH ΔG

PBE-D -  -  - 
M-X -  -  - 

𝜔BX-D - - - - - 
BPLYP -  -  - 

Table .: Evaluation of ΔG and ΔH (kcal/mol) using three different density functionals for three different
lanthanides bearing the same ligand Cp∗
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Figure .: ΔH (kcal/mol) error (left) and the HF exchange % (right) depending on the spin contamination
using the different methods presented in table 2.10, the different marks correspond to the computed data and

the blue line corresponds to a quadratic fitting of the data

Savin recently explained that benchmark calculations are often used to extrapolate

informations that can not be extrapolated without further investigations[]. This is especially

important in this case and in depth understanding of the behaviour of density functionals

in one specific example could shed some new light to this benchmark calculation.

... A spin contamination issue?

Looking back at the spin contamination evaluation in , there is a general trend between

this value and the energy error, as shown in Figure ..

Spin contamination for  evolves as the energy error and is a function of the Hartree

Fock exchange included in the functional (Figure .). In addition, modifying the HF

exchange in PBE-D from  to  increases spin contamination for , which leads to

bad energy difference evaluation (Figure .).

To further prove that spin contamination was related to the HF exchange  and linked

to ΔH evaluation, the HF exchange  in PBE-D and BLYP-D was varied from  to

 . The results are presented in Figure .. Both functionals follow the same trend

for spin contamination (Figure .): it decreases from  to , then stays linear until
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Figure .: Spin contamination for the monomer at the PBE0-D3 ZORA3 level of theory, while changing
the percentage of HF exchange % in PBE0-D3
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Figure .: Evolution of the the spin contamination (left) and the error in the ΔH calculation (kcal/mol)
(right) while changing the Hartree-Fock exchange percentage included in B3LYP-D3 (blue) and PBE0-D3 (red)

 when it increases again. The plots for PBE and BLYP are mixed up and cannot be

distinguished from one another until  of HF exchange. On the other side of figure .,

the ΔH signed error does not follow the same trend (Figure .). There is an optimum

value for the HF-exchange  found at  for BLYP-D and  for PBE-D that

enable a ΔH value close to the experiment.

This behaviour is slightly different than what has been reported in the literature. Radom

et al. studied the influence of the density functional on spin contamination and ener-

gies[]. They found an increase of spin contamination with the increase of the percentage

of HF-exchange resulting to an inadequate energy evaluation. This result was validated by

Baker et al.[] and Herrman et al.[] for other molecules with high spin contamination

with DFT methods.

As discussed in chapter , spin contamination is a normal behaviour of unrestricted wave-

function[]. For the dimer, the percent contamination varies from 0.5% to 2% depending

on the density functional used. These values can be compared to usual spin-contaminated
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Figure .: Energy difference between ms=11 and ms=13 and spin contamination in the energy evaluation
at ms11 for 2 using different density functionals with ZORA3

HF calculation for doublet: in these cases spin contamination often ranges . and the

percent contamination is then more important relative to the low spin multiplicity at stake.

Here considering the large spin multiplicity at stake the error is small, but still represents

a large error in the energy evaluation.

The spin contamination is related to the energy difference between the first excited state

and the ground state. Although in the present case, there is no clear correlation between

these two values (Figure .). On one side, this explains why some functionals possess

large spin contamination: OPBE, TPSS and TPSSH give small values for energy difference

between the bi-radicaloid and the 𝜎 bond species, which result in a large spin contamination.

Similarly, M-X gives a large energy, which leads to small spin contamination. But, in

other cases it is difficult to discriminate between density functionals. PBE-D gives an

energy difference that is close to BLYP-D, M, or BPW; these four density functionals

provide a spin contamination value larger than PBE-D.

There is a difficulty to treat the f orbitals exactly using DFT. This treatment might lead

to deficiency in the context of spin contamination.





.. Reduction of phenanthroline

ZORA

Largecore

U
n

s
ig

n
e

d
 e

rr
o

r 
Δ

H
 (

k
c
a

l/
m

o
l)

0

10

20

30

40

PBE0-D3

PBE-D3

OPBE
TPSS

TPSSH

ωB97X-D3

ωB97
LC-BLYP

CAM-B3LYP

B3LYP-D3

B3PW91

M06L
M06

M06-2X

B2PLYP

PWPB86

Figure .: Unsigned error of ΔH using LC-ECP and ZORA3 calculations with different density
functionals

... Is the spin contamination related to the f orbitals?

In order to assess the importance of the f orbitals into the spin contamination issue, LC-

ECP calculations were done on the Cp* complexes (Figure .). The energies are closer

to experimental values than previously.

An overall of  kcal/mol was observed for density functionals showing high spin

contamination. On the other hand, density functionals such as PBE-D or BPLYP

are worsened by the use of large core pseudo-potentials.

Thus, the f orbitals are responsible for the spin contamination issues and for the large

difference between experimental results and theoretical ones. As detailed previously, the Kohn-

Sham orbitals of  describe a particular error: there is a delocalisation between the two f

orbitals of the lanthanide centres. This error could be responsible for the spin contamination

and further lead to problems in the energy evaluation.

The evaluation of the delocalisation error as described previously in more simple cases[]

has been done on  as shown in Figure .. The closer this value is from 0, the more correct

the delocalisation is. Negative values correspond to a too localise density, while positive

values correspond to a too delocalise density. Indeed, functionals with HF exchange lower
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Figure .: Delocalisation error for the dimer, the more positive the more delocalised, the more negative the
more localised

than  possess an important delocalisation error, while functional with as much as 

 HF exchange have a more correct behaviour. In this sense, M-X and BPLYP have

a correct behaviour, while PBE, BLYP and BPW delocalisation error is similar. On

the contrary, 𝜔BX-D behaviour is too localised.

There is no real correlation between the delocalisation error[] and the spin contamination

as PBE, BLYP and BPW have the same delocalisation error, but do not give similar

spin contamination. Hence, the spin contamination error could not be taken as an influence

from the delocalisation error.

One question remains, where is the spin contamination located and what is the difference

between high HF exchange percentage and low HF exchange percentage?

At high HF exchange percentage, the spin contamination is located on the phenanthroline

moiety. In this fragment there is a correlation between the Mulliken and Loewdin spin

population and the HF exchange. This behaviour was observed for both  and  after

 of HF exchange: the spin charge of phenanthroline carbon atoms increased from a

value nearing 0 to a value approaching 0.3. This is partly due to a spin contamination

problem in the HF wave function itself.
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Figure .: Evolution of the 4f spin excess compared to the spin contamination at the PBE0-D3 level of
theory while varying the HF-exchange % for the dimer from 0% to 70%

For low HF exchange percentage, there is a clear correlation between the spin contamina-

tion and the spin population of the f orbitals (Figure .). The spin excess can be defined

as the spin population in the f orbitals x HF exchange reduced over the spin population at

 HF exchange. This value is decreasing as the spin contamination increases.

The Mulliken population of the lanthanide atom is also following a certain trend: the f

population is decreasing as the HF exchange increases, while the d population follows the

inverse trend (Figure .). Previous work from the group of Autschbach[] also showed

that for lanthanum complexes, the f population decreased with the amount of HF exchange.

This decrease in the f population was attributed to a ligand to metal donation and was

also correlated with the delocalisation error of DFT. In the present case, the d population

is increasing as the f decreases. This could be related to a charge transfer to d orbitals

that is only possible at high HF exchange .

The LaF3 molecule, described in the study of Autschbach, should not present an

important donation from the ligand into the metal orbitals. On the contrary, phenanthroline

could induce an important charge transfer into the metal orbitals, but it is difficult to

know theoretically in which orbital between the f or the d this donation will occur.

Computationally, depending on the HF exchange , it could be both. In the present
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Figure .: Evolution of the 5d (red) and 4f (blue) Mulliken population depending of the HF exchange %
at the PBE0-D3 level of theory

case, higher HF exchange , i.e. donation in the d orbitals, induces better energy differences.

This is in agreement with the work from Grimmel et al [] that detailed an energy comparison

between several functionals and evaluated that GGA and meta GGA were very accurate for

their set of tri-halide lanthanide complexes. In these molecules the ligand to metal charge

transfer are not expected to be important contrary to phenanthroline complexes of lanthanide.

These results have to be extended using DFT tools such as Bader or Hirschfeld charges,

as Mulliken charges are not a representation of the density.

More generally, the HOMO-LUMO gap is increasing a lot when increasing the HF

exchange . The more HF exchange , the deeper in energy the f orbitals get. The f

orbitals are the HOMO of the system at low HF exchange , but when the HF exchange

 increases, the f orbitals go deeper in energy. This behaviour was also observed on tri-

halide complexes of lanthanides[].

Atomic calculations on a Sm2+ ion also show this kind of behaviour. CASSCF calcu-

lations were done on the ion by including in the active space the f and the d orbitals. A

state average calculation was done on the first 6th states, as they were close in energy (SA-

CASSCF(,)). The energy of the resulting canonical orbitals are compared to DFT results.
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Figure .: Evolution of the HOMO-LUMO gap depending on the HF exchange % for the monomer and
the dimer at the PBE0-D3 level

DFT calculations were performed on the ion by using either the PBE functional, or the PBE

functional with either  or  HF exchange. The results are presented in Figure ..

An increase of HF exchange  results in a splitting of the f orbitals, that are grouped

with the GGA functional. The PBE Kohn-Sham f orbitals have almost the same energy

than the atomic orbital calculated at the SA-CASSCF level of theory. But, the s and d

orbitals are poorly represented by the PBE functional. Increasing the HF exchange  lead

to a better description of these orbitals compared to the CASSCF level of theory. However,

increasing the HF exchange also splits the f orbitals and the occupied f orbitals are split

by . Hartree from  to  HF exchange. Calculations done on the trivalent ion were

able to reproduce the same trends.

While virtual orbitals evaluation is not done properly using standard DFT calculations,

it is interesting to note that the trend for the f orbital is identical: the f is shifted from

-. Hartree to -. Hartree from  to   HF exchange. This could explain why at low

HF exchange  in the dimer, the charge transfer is favoured into the f orbitals while at

high HF exchange  the charge transfer is favoured in the d orbitals. The use of techniques

that involve the virtual orbitals in the calculation such as SP-DFT[] or MP-DFT[]
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Figure .: Atomic orbital energies of Sm2+ at the PBE ZORA3 level of theory while varying the amount
of HF exchange % from 50 to 100% and compared to SA-CASSCF(6,12) calculation

that combines CASSCF and DFT calculations would be more suitable to compare this

evolution of virtual orbitals.

Experimental results have shown that[] the electronic structure of Ln2+ ions depends

on the lanthanide and on the ligands themselves. In some cases, a lanthanide ion inside

a complex can pass from a 4fn+1 configuration to a 4fn5d1 one. In the present context

our results have to be put in perspective: in extreme cases can DFT with higher exchange

favour the d configuration over the f?

In conclusion, the choice of the density functional has a strong influence on the evaluation

of the thermodynamic data for this equilibrium. The equilibrium itself is best described by

functional with high HF exchange , as at low HF exchange  spin contamination issues

worsen the evaluation of ΔH. Spin contamination’s origin lies in the ligand to metal charge

transfer. The more HF exchange there is the more donation into the d there will be.

While for  the consequence is that at lower HF exchange  a donation from the ligand to

the metal f orbitals lead to spin contamination,  is better evaluated at low HF exchange .
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Indeed,  is better described with phenanthroline donation into the f orbitals as described

in I.. As a result, the density functional needs to be appropriately chosen when doing

calculations for lanthanide complexes.

The energy difference calculated previously for ytterbium and samarium complexes can

be related to these findings (Table .). This difference could directly be correlated with the

donation from the ligand to the metal. The electronic structure of the ytterbium complex

only showed an involvement of the f orbitals[], which might be better described at low

HF exchange . On the other hand, the electronic structure of the samarium complex is

better described with a ligand to metal charge transfer into the d orbitals of the metal. This

means that a higher HF exchange  will give a better evaluation of the electronic structure.

As a result, the difference between the evaluated ΔG at the PBE and M-X level

of theory is + kcal/mol for ytterbium complexes, while for the samarium one, the ΔG

difference is - kcal/mol. On the other hand, while the inclusion of long range corrections

has a modest impact on the samarium complex itself, the ytterbium complex is very different

as ΔG evolves from  to - kcal/mol. This could be related to a lower than expected charge

transfer in this complex. Moreover, one intriguing aspect of these result is the similarity

between ΔG(Tm) and ΔG(Yb). This similarity is still very difficult to analyse.

The C-C 𝜎 bond strength is thus largely influenced by donation from the ligand to the

metal, i.e. the more donation the ligand is giving to the d orbitals of the complex, the less

spin contamination and the more accurate the results. This type of donation will have a

significant influence in the UV-visible spectrum of the complexes. Thus, the theoretical study

of UV-visible spectrum of Cp∗
2Sm(phen) was done at the DFT and ab initio levels of theory.

.. UV-visible spectroscopy

The UV-visible spectra at various temperature have been measured and are shown in Figure

. for the thulium complex. This spectrum was performed at different temperatures in order

to prove that TmCpttt
2 phen was also in equilibrium with its dimeric form. The evolution of

the different spectra from  0C to oC and the presence of an isosbestic point indicates

that there is an equilibrium between two different forms of the molecule.
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Figure .: UV Visible spectrum of the equilibrium with TmCpttt
2 phen at different temperature, green

being 100oC and purple being 0oC; excitations of the monomer are indicated with red arrows and excitations
of the dimer are indicated with blue arrows

Monomer  nm  nm  nm  nm  nm  nm  nm
Dimer  nm

Table .: List of the different transitions for 1 and 2 between 500 and 1000 nm from the experiment

A deconvolution of the spectra at  oC and  oC was done using the MCDFit soft-

ware[]. The intensity were gathered in order to determine which peak corresponded to

the monomer and which peak corresponded to the dimer. The results presented in Table

. indicate that most of the peaks are due to the monomer and that only one peak could

be consistent with the dimer. An in depth comparison between these results and already

published electronic absorption for phenanthroline radical[–] revealed that the excitations

in the spectrum corresponded mostly to phenanthroline radical. This is in agreement with

already published UV-visible spectra of lanthanide complexes[].

Moreover, this experiment was performed with other compounds such as Cp∗
2Yb(phen)

or (Cp∗
2Sm(phen))2 and the same qualitative spectra are observed, indicating that the

visible excitations comes mainly from phenanthroline radical.

The electronic structure of phenanthroline contains three types of molecular orbitals: n,

lone pair of the nitrogens that will be in a1 or b2 symmetry, 𝜎 bond, that will also be in a1

or b2 and 𝜋, 𝜋∗ orbitals that will be in a2 or b1 symmetry. The excitation mechanism of

phenanthroline radical is mostly going to include n → 𝜋∗ and 𝜋 → 𝜋∗ excitations.
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Wavelength Exp PBE-D CAM-BLYP BLYP-D wBX-D M



𝜋 → 𝜋∗   (.)  (.)  (.)  (.)  (.)




𝜋 → 𝜋∗   (.)  (.)  (.)  (.)  (.)

Table .: TDDFT excitation energies (nm) using different density functionals and compared to the
experimental data for phenanthroline radical using a PCM solvation model with toluene as a solvent and a
cc-pvtz basis set, oscillator strength in parenthesis in part per thousand; experimental corresponds to the

experimental spectrum of TmCpttt
2 phen

As explained in a previous article[], the absorption bands for the monomer correspond

mainly to 𝜋 → 𝜋∗ transitions. In order to identify which transition exactly was creating

these peaks and have a better understanding of the electronic structure of the lanthanide

complexes, excited states calculations were performed.

... TDDFT calculations

Previous studies have shown that only focussing on the excitation of the ligand could give

reliable spectrum[] in the case of lanthanide complexes. As such TDDFT calculations on

phenanthroline radical were performed. The Table . regroups the different values for

the excitation energy (in nm) and the strength of the oscillators for different functionals

(as a part per thousand value).

Jacquemin recently proposed a benchmark review of the different DFT functionals and

their application in excited states calculations[]. His recommendations are to use hybrid

or range separated density functionals in order to get close to experimental excited states

values. He has also recently described the pitfall of TDDFT for 𝜋 → 𝜋∗ transitions[],

which could be related to the excitations of phenanthroline radical.

As a result TDDFT calculations were performed using three hybrids, BLYP, M-X

and PBE and two long range corrected density functionals 𝜔BX-D and CAM-BLYP.

The latter is known to behave well for excitation properties[,].

Only two peaks were obtained in these computations, which is a bad evaluation of

the experimental spectrum. There is a small difference between density functionals, with a
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Wavelength Exp PBE-D CAM-BLYP BLYP-D wBX-D M
𝜋 → Rydberg   (.)  (.)  (.)
𝜋 → Rydberg   (.)  (.)  (.)

𝜋 → 𝜋∗   (.)  (.)  (.)  (.)  (.)
𝜋 → Rydberg   (.)  (.)  (.)

𝜋 → 𝜋∗   (.)  (.)  (.)  (.)  (.)
𝜋 → Rydberg   (.)
𝜋 → Rydberg   (.)  (.)

Table .: TDDFT excitation energies (nm) using different density functionals and compared to the
experimental data for potassium phenanthroline radical using a PCM solvation model with toluene as a solvent,

a cc-pvtz basis on C,N; and H and a 6-311++G(2d,2p) basis set on the potassium; oscillator strength in
parenthesis in part per thousand; experimental corresponds to the experimental spectrum of TmCpttt

2 phen

maximum of  nm between PBE-D and CAM-BLYP. The oscillator strengths are not

agreeing with experimental data, as the  nm peak has a higher oscillator strength than

the second one, whereas in the experimental data, this is the opposite.

The inclusion of the metal itself might enable a better description of the system. Calcula-

tions with lanthanide molecules is rather complex due to the large size of the system and the

poor description of the f orbitals by DFT. Therefore, a TDDFT spectrum was performed on

a potassium phenanthroline radical and (Cp∗
2Yphen)2. Potassium phenanthroline radical

will serve as a better representation of phenanthroline radical in solution and will be compared

to the previous results found without the cation. The Table . contains the values for

the excited spectrum of Kphen.

There are still two major 𝜋 → 𝜋∗ excitations. The oscillator strength repartition between

them is coherent with the experimental spectrum. A lot of 𝜋 → Rydberg excitations are

found which are not consistent with what is observed experimentally. The density functional

is having a small influence on the 𝜋 → 𝜋∗ excitation energies (< 100 nm). However, these

computed spectra are very different from those observed.

In order to get closer from the experimental system, yttrium complex of phenanthroline

(Cp∗
2Yphen) spectrum was computed by TDDFT, as it was already done in the literature[].

The results are presented in Table ..

There is a good similarity between this calculated spectrum and the one calculated with

potassium. Both contain only two 𝜋 → 𝜋∗ and the oscillator strengths are in the good
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Wavelength Exp PBE-D CAM-BLYP BLYP-D wBX-D M

  (.)

𝜋 → 𝜋∗   (.)  (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)  (.)





Table .: TDDFT excitation energies (nm) using different density functionals and compared to the
experimental data for (Cp∗

2Yphen)2 using a PCM solvation model with toluene as a solvent and a cc-pvtz
basis set for all C,N and H and a Stuttgart-Dresden ECP on the yttrium atom, oscillator strength in parenthesis

in part per thousand; experimental corresponds to the experimental spectrum of TmCpttt
2 phen

order compared to experiments. But, still the excitations do not clearly superpose with

the experimental UV-visible spectrum.

Recently, TDDFT calculations have been performed on lanthanide complexes with some

success[]. Further TDDFT excitation calculations on the monomer and on the dimer of

samarium (Cp∗
2Sm(phen)) were done and compared to previous results. The results in this

case are similar to the yttrium case. Only two major 𝜋 → 𝜋∗ peaks were found in addition

to a couple of 4f → 4f transitions that were not supposed to appear.

In conclusion, the excitation spectrum of phenanthroline radical seems to be poorly

described by DFT. Over four different compounds only two 𝜋 → 𝜋∗ transitions were found,

which could not explain the experimental UV-visible spectrum. Even though TDDFT has

been performed successfully on open-shell[] and closed-shell system[] alike over the

last decades, many challenges have not been yet defeated as shown recently by Li[,]

for open-shell molecules and by Corminboeuf[] for low-lying 𝜋 → 𝜋∗ transitions in

heteroaromatic molecules. The use of ab initio calculations in the context of a radical will

bring back the problem of spin contamination, as in the case of phenanthroline radical a

simple UHF calculation gives a spin contamination of  of the S(S + 1). As such, further

CC or EOM-CCSD that are known to be particularly useful in excited states calculations

only gave poor results (Table .).
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Wavelength Experimental RI-CC EOM-CCSD



𝜋 → 𝜋∗   (.)  (.)




𝜋 → 𝜋∗   (.)  (.)

Table .: RI-CC2 and EOM-CCSD excitation energies (nm) compared to the experimental data for
radical phenanthroline using a PCM solvation model with toluene as a solvent for 1 with a def2-TZVP basis,
oscillator strength in parenthesis in part per thousand; experimental corresponds to the experimental spectrum

of TmCpttt
2 phen

... CASSCF calculations

Both ab initio and TDDFT calculations showed an excited state close in energy to the ground

state of the molecule at less than  eV, whatever the method used. This could be the result of a

multi-reference ground state wave function. CASSCF calculations on phenanthroline radical

could give an insight into the electronic structure of phenanthroline in Cp∗
2Sm(phen).

The HF molecular orbitals of phenanthroline have been detailed in Table .. These

molecular orbitals will be used as a starting point in order to choose the active space. The

resulting absorption spectrum will be compared to the UV-visible spectrum.

• Active space determination

Two types of excitations might be of interest in the study of phenanthroline radical:

n → 𝜋∗ and 𝜋 → 𝜋∗.

In order to support these excitations, the active space should contain lone pair orbitals (n),

the 𝜋 orbitals and several 𝜋∗ orbitals. The active space was varied and the natural occupation

of the different molecular orbitals was evaluated. The results are presented in Table ..

The different active spaces gave similar results consistent with a donation from the lone

pair of the nitrogen into the 𝜋∗ system of the heterocycle. Overall, the ground state electronic

structure does not require a large active space to be able to evaluate it correctly, but as

excitations are going to be calculated into the 𝜋∗ system, there is a need to include multiple

𝜋∗ orbitals in b1 and a2 symmetries. Inclusion of more occupied molecular orbitals in
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[, (,,,)] [, (,,,)] [, (,,,)]

n1 . . .
n2 . . .
n3 . . .
n4 . . .
𝜋1 . . .
𝜋2 . . .
𝜋3 . . .
𝜋4 . . .
𝜋∗

1 . . .
𝜋∗

2 . . .
𝜋∗

3 . . .
𝜋∗

4 . . .
𝜋∗

5 . . .
𝜋∗

6 . . .
𝜋∗

7 . . .
𝜋∗

8 . . .

Table .: Natural occupation of the molecular orbitals for phenanthroline radical, the number in
parenthesis represent the number of orbital in each symmetry to include in the active space; the orbital names

are defined in Table 2.3

the a1 or b2 symmetry were not found to be useful. The ground state electronic structure

is a multi-reference wave-function involving Â  of the configuration n↑
1𝜋∗ 2

1 𝜋∗ 0
2 n2

2

and   of n2
1𝜋∗ ↑

1 𝜋∗ ↓
2 n↑

2.

The active space was chosen to be [, (,,,)] and was used to further calculate the

excitation spectrum of phenanthroline radical.

• Absorption spectrum

The absorption spectrum can be calculated using different multi-reference methods:

CASSCF, CASPT, MS-CASPT and MS-CASPT-SO. The dipole moments were calculated

at each wave function for every excitation. The spectra issued from the calculation of 

excitations of the [,(,,,)] CASSCF and MS-CASPT-SO calculations are shown in

Figure . and in Table .. The MS-CASPT-SO involved the spin orbit coupling

between the doublet ( excitations) and the quartet ( excitations). The quartet was close

in energy from the doublet, which validates this approach.
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. Organic molecules reduction

Wavelength Experimental CASSCF CASPT MS-CASPT MS-CASPT-SO
𝜋 → 𝜋∗   (.)  (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)
𝜋 → 𝜋∗   (.)  (.)
𝜋 → 𝜋∗   (.)  (.)  (.)

Table .: Excitation energy (nm) using different multi-reference methods with a PCM(toluene) solvation
model and experimental data for Cpttt

2 Tm(phen), oscillator strength in parenthesis in part per thousand;
experimental corresponds to the experimental spectrum of TmCpttt

2 phen

As expected, the first excited state was close in energy from the ground state (only .

eV). As such the ground state is defined as the combination of both this first excited state

and the actual ground state of the system.

CASSCF

MS-CASPT2

CASPT2

MS-CASPT2-SO

Experimental Uv-Vis

0

5

10

15

20

25

λ(nm)

400 500 600 700 800 900 1000

Figure .: Multireference spectra of phenanthroline radical and experimental UV-visible of the equilibrium
using a PCM(toluene) solvation model; convolution with a Lorentzian function with FWHM = 25 nm

Contrary to what was previously found with either TDDFT or CC, the three major

peaks of the spectrum are well represented using multi-reference methods. The different

excitations are all 𝜋 → 𝜋∗ excitations. Compared to the CASSCF calculation, the MS-

CASPT or CASPT calculations do not reproduce well the experimental absorption spectra.

The MS-CASPT-SO excitation energies are close to the three mains experimental excitation

energies. This might result from an involvement of the quartet in the excitation spectrum





.. Reduction of phenanthroline

Wavelength nm Experimental PBE-D 𝜔BX-D BLYP-D M-X
𝜋 → 𝜋∗     

Table .: TDDFT excitation energy (nm) of the di-anion phen-phen using different functional and a PCM
solvation model and experimental data of Cpttt

2 Tm(phen)

of phenanthroline radical, which was not expected. This is related to the small difference

in energy between the two states.

Globally, these multi-reference calculations are in good agreement with the experimental

spectrum. Similar CASSCF calculations were performed on phenanthroline radical without

taking into account the symmetry. The resulting CASPT, MS-CASPT-SO or CASSCF

excitation energies were in worse agreement with the experimental spectrum which validates

the use of the symmetry to study the electronic structure and the excitations of radical N-

heterocycles. One question that remains to be solved is about the excitations of the dimer .

• Absorption spectrum of the 𝜎 dimer

The 𝜎 dimer can be described easily. It may not involve a multi-reference state as all

the electrons are already paired up. As a result, contrary to previous calculations, simple

TDDFT should give meaningful results.

Excitations of the di-anion dimer phen-phen are presented in Table ..

Using TDDFT, one excitation corresponding to the transition from the HOMO (𝜎

bond and 𝜋 interaction) to a 𝜋∗ of the system is found whatever the density functional. The

excitation energy varies between the density functionals, but overall the excitation is identical.

... Partial conclusion

The experimental UV-visible spectrum has been compared to theoretical excitation spectra.

The computational study has shown that excitation of phenanthroline radical can not be

analysed only by TDDFT, RI-CC or EOM-CCSD calculations. Indeed, phenanthroline

possesses a multi-reference ground state, that can only be investigated using mulitreference

methods. On the other hand, the dimer does not possess such a multi-reference wave

function and simple TDDFT calculations are able to reproduce experimental data with

errors of less than  nm.
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. Organic molecules reduction

Experimentally, Cp∗
2Ln(phen) complexes (with Ln being Yb, Sm, or Tm) have the

same electronic absorption than phenanthroline radical. This is indicative of the electronic

structure of the lanthanide complex itself. The ground state of phenanthroline radical

is a multi-reference one which involves the lone pair of the nitrogen and the two 𝜋∗ of

phenanthroline of b1 and a2 symmetry. As a result, the bonding interaction between the

lanthanide and the phenanthroline moiety is weak. If it was not weak, the lone pair could

not be involved in a delocalisation into the 𝜋∗ system.

Initially, CASSCF calculations on Cp∗
2Sm(phen) did not show a multi-reference wave

function on the 𝜋∗ of phenanthroline. Experimentally the ground state of this complex

possesses the same electronic structure than phenanathroline radical, i.e. a multi-reference

one. Hence, the initial CASSCF calculation did not produce the correct results concern-

ing the complex.

A new active space was designed with the seven f orbitals and one d orbital of samarium

and three 𝜋∗ and the two lone pair of phenanthroline (CASSCF(,) with  excitations).

At this level of theory, the excitation energy from 4f5𝜋∗↑
b1

to 4f5𝜋∗↑
a2 is . eV. While no

multi-configuration was observed on the ground state of the complex, this low excitation

energy might be a sign that both states are combined at room temperature. Expanding

the active space above the  orbital space was not possible despite our best efforts. The

restrictions of the CASSCF level of theory pose the limit of the electronic structure calculation

of Cp∗
2Sm(phen).

The dimerisation process of heterocycles has been know for a long time[–]. The

first example for the dimerisation of pyridine using sodium dates from the s. The

understanding of the inner mechanisms of this type of dimerisation is unknown.

.. Is it a 𝜋 dimer or a 𝜎 dimer?

Bond formation between aromatic compounds has been a subject of investigation in the last

decades. The phenalenyl compound has been studied both theoretically and experimentally

in this matter, as it can perform two distinctive types of dimerisation: 𝜎 and 𝜋[,]. These

two types of dimerisation occur when different substituants are encountered on the moiety
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.. Reduction of phenanthroline

Distance C-C (Å) Cp∗ Cptt

Experimental .() .()
PBE ZORA . .

PBE-D ZORA . .
PBE-D ZORA solv . .

PBE-D ZORA . .
PBE-D LC-ECP . .
ML ZORA . .

Table .: C-C distance using different levels of theory for (Cptt
2 Sm(phen))2 and (Cp∗

2Sm(phen))2

itself[]. However, understanding the reasons why 𝜋 or 𝜎 bonding is preferred is still

unknown, to the best of our knowledge.

Such type of bi-radical was observed by the group of Abe[] experimentally. They

developed experimental techniques to follow the ultrafast transition between the triplet and

the open-shell singlet bi-radical, with a 𝜋 bonding interaction and the closed-shell singlet[].

This type of study indicates that 𝜎 bonds can exist as multiple resonance structures which

involve 𝜋 and 𝜎 compounds. In this sense, the phenanthroline dimer synthesised previously

could be an interesting case of study. In the ytterbium case, dimethyl-phenanthroline dimer

was observed in the crystal structure as both a 𝜋 and a 𝜎 dimer[]. This raises the question

of the 𝜋 dimer energy compared to the 𝜎 dimer for samarium in solution.

Experimentally, (Cp∗
2Yb(phen))2 showed a C − C bond distance of . Å. Using

calculations, this distance was difficult to reproduce and was longer than the experimental

one (. Å using PBE-D).

The same distance observation was found for Cptt
2 Sm complexes of phenanthroline.

Changing the density functional in the optimisation did not solve this problem, as the differ-

ence between the experimental and computed value was large (almost .Å) (Table .).

This difference could be related to packing interactions that are not treated accurately

when optimising the geometry. But, if the packing interaction is strong, could it mean that

in solution, the 𝜎 dimer breaks to form a 𝜋 dimer (Figure .)?

This hypothesis is somewhat validated by calculations presented previously. Spin contam-

ination indicates that the 𝜎 dimer is contaminated by the bi-radical 𝜋 dimer or two mono

radicals. Could this mean that the experimental ΔG is evaluated between the monomer
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Figure .: 𝜋-dimer vs 𝜎-dimer structure

and the 𝜋 dimer? Finally, the UV-visible spectrum only showed one excitation in the visible

area for what is considered as the 𝜎 dimer. But, could it be possible that instead of having

excitation for a 𝜎 dimer, the 𝜋 dimer was the only one involved?

It is still difficult to answer these questions. EPR analyses are in progress in order to

study the presence in solution of a bi-radicaloid species or a mono-radical species. These

kind of data would enable a better understanding of this dimerisation process, which could

give information on the differences observed between ytterbium and samarium complexes

of phenanthroline.

Pyridine dimerisation process was investigated in the early s with sodium[–]. While

sodium reduces pyridine, ytterbium does not. Hence, the redox potential of the reducing

agent has to play a role in the C-C 𝜎 coupling of pyridine and as an extension, in the C-C

𝜎 coupling of phenanthroline. We could then formulate an hypothesis on why ytterbium

complexes favours radical monomer while samarium complexes favours 𝜎 dimer: the redox

potential plays a role in the formation of the C-C bond.

. Ketone reduction

Contrary to heteroarene reduction, ketone reduction by lanthanide complexes has been

extensively studied experimentally[] by changing the reaction conditions such as the solvent,

additives, etc. Kinetic studies have been performed[,] and have been used to improve the

reaction yields, by the addition of a protic source during the reaction. However, few studies

only were focussed in the isolation of the organometallic intermediates and their further study.

Phenanthroline complexes are in equilibrium between their monomeric and dimeric

form. As such, it would be interesting to understand if ketone complexes are following the
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.. Ketone reduction
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Figure .: Different types of coupling for benzophenone

same rule and if not, what triggers the equilibrium itself. The techniques described above will

be a good starting point to study the reduction of both benzophenone and chalcone.

.. Benzophenone: is there an equilibrium?

... Thf and acetonitrile

Benzophenone (bph) is one of the most easily reducible ketone, due to the presence of two

phenyl rings. The ketyl radical synthesised can further react and create a C-C bond and

a dimeric structure as exposed earlier for phenanthroline. Other types of rearrangement

can also occur as shown in Figure .[].

Over the years, multiple groups have been interested in the reduction of benzophenone by

lanthanide complexes. The ligand surrounding the lanthanide ion is of particular importance

as much as the solvent itself. Wakatsuki et al. were able to show that there was an equilibrium

between the monomer and dimeric form of fluorenone complexes of lanthanide[] and that

the solvent had an influence onto the formation of the ketyl radical and the dimeric structure.

The ligand[] has also been used to produce different coupling products.

In the case of benzophenone, studies using very reductive reagents such as DyI2 or

SmTMS2 have been able to characterise the ketyl radical complex, while studies with bulky

ligands have been able to show the coupling on the phenyl moieties[]. Only rare papers

try to focus on the isolation of organometallic derivatives for SmI2 reagents and to the

best of our knowledge no crystal structure of the benzophenone reduced compound with

SmI2 exists in the CCDC database. Moreover, the addition of proton donors influences the

formation of either the the benzhydrol (protonated monomer) or the pinacol (protonated
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. Organic molecules reduction

Figure .: X-Ray crystallographic structure of the dimer of benzophenone; significant bond distances:
C − C 1.58(3) Å, Sm − O (ketone - avg) 2.08(1) Å, Sm − O (thf - avg) 2.45(2) Å, Sm − I (avg) 3.100(1) Å

dimer) depending on its concentration[]. As a result, the study of the benzophenone

reduction by SmI2 could be of interest in understanding the C-C 𝜎 bond strength and

the importance of additives on its stability.

Reaction of one equivalent of SmI2 and benzophenone was done in thf. Upon addition of

a solution of benzophenone in thf, the solution changes from deep blue to clear yellow. After

a few days at - oC, small crystals were grown and were suitable for X-Ray diffraction

studies (Figure .).

Three thf molecules surround the lanthanide center in order to complete its coordination

sphere. The C-C bond distance is only . Å as expected from previous results with

phenanthroline. The somehow long distance of the C-C bond could mean that an equilibrium

exists between the ketyl radical and the 𝜎 dimer.

This dimeric compound is not soluble in many solvents. As a result, following the reaction

by 1H NMR is difficult in thf as the compound precipitates during the reaction. While

in acetonitrile the compound is more soluble, precipitation of the dimeric structure occurs

very rapidly after the beginning of the reaction. At the end of the reaction, the acetonitrile

solution is yellow, which is the characteristic color of the pinacol compound. Increasing the
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.. Ketone reduction
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Figure .: Final products obtained in acetonitrile, as observed using X-Ray diffraction analysis; acetonitrile
molecules were removed for clarity

Figure .: X-Ray Crystallographic structure of the dimer of benzophenone; significant bond distances: C-C
(avg) 1.619(6) Å, Sm1-O3 2.132(3) Å, Sm1-O4 , Sm1-01 2.317(3) Å, Sm1-O4 2.348(3) Å, Sm2-O2 2.132(3)

Å, Sm2-O4 2.306(3)Å, Sm2-O1 2.338(3) Å, Sm-N (MeCN - avg) 2.557(3) Å, Sm-I (avg) 3.1475(3) Å

temperature of the solution to  oC changed the color of the solution to dark/green, which

might indicate the presence at high temperature of the ketyl radical.

In acetonitrile, contrary to what happened in thf, two different crystal structures were

obtained which is consistent with the reaction mechanism detailed in Figure .. The

X-Ray crystallographic structure of both SmI3 and a bis-pinacol dimeric samarium complex,

(ISm(bph − bph))2, were obtained in acetonitrile at - oC (Figure .). The final

products of the reaction are different from what was obtained in thf. Acetonitrile favours

the formation of the ionic species SmI3 whereas thf does not. This was already observed

for actinide complexes[].
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Figure .: UV-visible spectrum in pyridine of I2Sm(pyr) (red) at room temperature and of I2Sm(bph)
at room temperature (blue) and at 100 oC (green); green arrow indicates the peak of benzophenone ketyl

radical and red arrows indicate the peak of pyridine radical

Evaporation of thf, resulted in a yellow powder. While changing the solvent from thf

to acetonitrile gave the same yellow solution, putting the yellow solid into pyridine led to

a deep black/purple solution, characteristic of the ketyl radical.

... Pyridine

At room temperature, SmI2 is capable of reducing pyridine[]. As a result pyridine is a

“non-innocent” solvent that could trigger interesting reactivity for lanthanide complexes.

Crystals of (I2Sm(bph)(thf)3)2 were dissolved in pyridine. After a few minutes stirring

at room temperature, the solution turned black purple. The resulting compound (named

I2Sm(bph)) was analysed by UV-visible spectrum at two temperatures (room temperature

and  oC) and compared to the spectrum of I2Sm(pyr) obtained at room tempera-

ture (Figure .).

The spectrum at room temperature for I2Sm(bph) is characteristic of a benzophenone

ketyl radical, with an absorption at  nm corresponding to a 𝜋∗ → 𝜋∗ transitions tabulated

in the literature[]. The spectrum at high temperature contains two peaks characteristic

from the I2Sm(pyr) radical complex, which might be in equilibrium with the ketyl radical.
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Figure .: Variable temperature UV-visible spectrum between -40oC (blue) and 25oC (red); blue arrow
indicates the peak of the 𝜎 dimer benzophenone compound and green arrow indicates the peak of

benzophenone radical

At low temperature (-,oC), the color of the solution changes from deep blue to

yellow. This colour evolution was followed by UV-visible. The variable temperature UV-

visible spectrum showed the presence of an isosbestic point at  nm (Figure .). This

isosbestic point indicates the presence of an equilibrium between two forms of the molecule.

The apparition of a peak at  nm could be due to the formation of a dimeric species

of benzophenone.

A 1H NMR of the reaction was performed from -oC to oC and showed the

disappearance of peaks that could be related to the dimer and apparitions of other peaks that

might correspond to the ketyl radical (Figure .). The spectrum was too paramagnetic to

enable a complete integration of the different peaks and disabled the evaluation of ΔG

via an Eyring plot.

There is an equilibrium in solution between three forms of the molecule: the radical

monomeric form of benzophenone, the 𝜎 dimer and the pyridine radical. This means that at

low temperature, the formation of the dimer is favoured (i.e. ΔG < 0) and that at room

temperature the monomer formation is favoured thermodynamically (i.e. ΔG > 0). Finally,

at high temperature, there is formation of a pyridine radical intermediate. This could have
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. Organic molecules reduction

Figure .: Variable temperature 1H NMR in pyridine-d5; red dots indicate the disappearance of peaks and
blue dots indicate the appearance of peaks

significant impact in organic chemistry: the 𝜎 bond in the pinacol compound can be broken

easily. The radical on the benzophenone can also be transferred to the pyridine adduct.

However, it is still unclear what the role of the solvent medium is. Is it only acting as

a ligand and by doing that acting as a donor? Could it give electron density to d or f

orbitals of the samarium depending on the ligand surrounding it? Is the radical stabilised

because some of its excited states involves pyridine radical? Is the ketone itself important?

Changing the ketone, by enabling a larger delocalisation and thus an easier reduction, could

trigger an evolution in the stability of the ketyl radical. The performance of the ketone in the

radical/dimer equilibrium is of crucial interest in order to better understand its behaviour.

... What happens when the ketone is changed?

The redox-potential of the ketone has an importance in the reversible mechanisms. Chalcone

has the advantage of having an even more delocalised radical, which should stabilise it and

further stabilise the ketyl radical complex. The reaction of one equivalent of SmI2 and one

equivalent of chalcone led to a yellow solution (Figure .). The structure was determined by

X-Ray crystallographic experiments but the data was not good enough to enable a comparison

between the distances for benzophenone and chalcone. The X-Ray crystallographic structure
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Figure .: Chalcone reduction with SmI2

showed that the coupling happened in the 4th position, which leads to more coordinations

of thf molecules around the lanthanide center.

This coupling in the 4th position leads to a stabilisation of the dimeric structure, as

no experimental differences were observed while changing the solvent from thf to pyridine

or while heating the solution. This behaviour might be the result of the redox potential

of both compounds[,]: chalcone is easier to reduce than benzophenone. As a result,

the C-C 𝜎 bond is stabilised for chalcone and reduction of pyridine is not favoured which

decreases the stability of the radical itself.

The dimerisation of benzophenone presents an interesting behaviour, with an equilibrium

between three states of the molecule. In order to understand this equilibrium, thermodynamic

constants were computed at the DFT level of theory using two solvent media: thf and pyridine.

The knowledge acquired on the phenanthroline example could be of huge interest in this

case in order to differentiate both solvent.

.. Quantum chemistry details for the dimerisation process

... Evaluation of thermodynamic constants

Describing accurately the solvent medium for SmI2 reaction is of high importance because

depending on the solvent its reactivity is different. In the present case, thf and pyridine

induce two different behaviours for the reduction of benzophenone.

Firstly, the solvent medium was treated explicitly by adding coordinated solvent molecules

to the samarium ion. Based on the crystal structure, three molecules of thf or three molecules

of pyridine were coordinated to samarium before the geometry optimisation. In addition to
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s3I2SmIII O
s3I2SmIII O

SmIIII2s3

O

Figure .: Reaction studied using DFT; s is a solvent molecule, either thf or pyridine

Distance (Å) Experimental (thf ) Thf Pyridine
Gaz Gaz Solvant

C − C bond created .() . . .
Sm − O (ketone - avg) .() . . .
Sm − I(avg) .() . . .
Sm − N (avg) . .
Sm − O (thf - avg) .() .

Table .: Distances in angstroms for the PBE-D3 and the crystallographic structures of the dimer in
different solvent (thf and pyridine), where avg stands for average, Solvant indicates that in addition to explicit

solvent molecules, implicit solvent model COSMO was also used

this procedure, a COSMO solvation model was also used for the pyridine adduct. Table .

gathers all the structural informations and compares them to the thf crystallographic structure.

As said previously, the inclusion of a COSMO solvation model to optimise the geometry

only gave minimum difference with the gaz phase optimisation. The C-C 𝜎 bond distance is

still different between the optimised structure and the experimental one. The effect of packing

in this kind of bond is very important in order to describe them accurately. The energy

differences between the monomer and the dimer were calculated using different density

functionals. The results are presented in Table ..

The energy values are strongly functional dependent. They vary from  to - kcal/mol

for thf and from - to  kcal/mol for pyridine complexes. This difference follows the same

trend than for phenanthroline complexes of samarium: GGA favours monomeric structures

while hybrid functionals such as PBE or MX favours dimeric structures. For both

complexes, the addition of an implicit solvation model destabilises the formation of the

dimer as ΔG is larger with the solvation model than without it ( kcal/mol and  kcal/mol


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Method thf Pyridine
ΔH ΔG ΔH ΔG

PBE-D -  - 
PBE-D - - - -

PBE-D + COSMO - - - -
M-X - - - -

Table .: ΔG and ΔH computed energies (kcal/mol) with different density functionals for the
equilibrium with benzophenone complexes of samarium, in two different solvents: thf and pyridine

a1 a2 b2

n1 𝜋∗
1 𝜋∗

2

Table .: Natural molecular orbitals of pyridine at the CASSCF(7,[1,0,4,4]) level

difference respectively for thf and pyridine). Overall, for the different density functionals, the

thf complexes are more easily transformed into the dimer compared to the pyridine complex.

This is in agreement with the experiment as pyridine favours the presence of the monomer

radical while thf favours the presence of the 𝜎 dimer.

Depending on the density functional used, the energy difference is varying significantly.

The treatment of the solvent effects in the quantum chemistry calculation might be related

to this difference. During the transformation from the monomer to the dimer, the solvent

will have a strong influence.

... Excited states calculations

The presence of an equilibrium between the ketyl radical and the pyridine one at high

temperature was also investigated at the CASSCF level of theory. As the phenanthroline

ligand, pyridine is a molecule of C2v symmetry. Its valence molecular orbitals are gath-

ered in Table ..

The pyridine radical anion ground state electronic structure is similar to the one from

phenanthroline radical : the lone pair of the nitrogen is involved in a donnation into the 𝜋∗
2

orbital of the pyridine molecule. If there is an equilibrium with the pyridine radical moiety
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for I2Sm(bph)(pyr)3, the 𝜋∗
2 orbital will be occupied depending on the temperature. In

order to study the position of this excited state, the ground state for I2Sm(bph)(pyr)3 was

investigated at the CASSCF level of theory, using the data gathered from the CASSCF of

pyridine; further excited states calculations were then performed in order to get the energy

distance between the benzophenone and the pyridine radical inside the molecule.

In order to perform such a calculation, the active space was chosen as the seven f

orbitals of samarium, the lowest 𝜋∗
bph of benzophenone, the lowest 𝜋∗

2 of one pyridine moiety

accompanied by its corresponding nitrogen lone pair and one d orbital of the lanthanide with

the right symmetry to have an overlap with the 𝜋∗
2 of this pyridine moiety (Table .). Using

this active space, the ground state of the complex is 4f5𝜋∗
bph. The first excited state involving

the 𝜋∗
2 of pyridine was at a relatively high energy from the ground state, i.e.  kcal/mol. But

the overall close vicinity of the states with the 𝜋∗
bph occupied and the 𝜋∗

2 occupied might

trigger an equilibrium between the two states of the molecules. The electronic structure may

also be influenced by the implicit treatment of the solvent, the augmentation of the active

space size and the increase in the number of solvent molecules surrounding the lanthanide.

Then, the difference between thf and pyridine could be of two different orders. On one

side, the difference in electronic structure, with the relative closeness of the excited states

of pyridine, might stabilise the radical species over the dimeric species at room temperature

using pyridine as a solvent. Moreover, the donation from the pyridine moieties to the

lanthanide center is more important than the one from acetonitrile which might result in

a stabilisation of the radical. On the other hand, it is still unclear whether in solution the

iodide atoms are uncoordinated to the lanthanide centre, which might change the overall

behaviour of the compound. Crystallographic structures of SmI3 in either acetonitrile or

pyridine present this kind of difference as in acetonitrile the iodide atoms are uncoordinated

while in pyridine they are (structures not shown here). This difference could explain the

poor results obtained at the DFT level.

. Conclusion and perspective

In conclusion, the quantum chemistry tools bring a better understanding of both the electronic

structure of electron transfer to organic moieties and the relative stabilisation of monomeric
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f1 f2 𝜋∗
bph

f3 f4 f5

f6 f7 d

n1 𝜋∗
2

Table .: Molecular orbitals of I2Sm(bph)(pyr)3 at the CASSCF(8,11) level
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versus dimeric structures in these reactions.

Firstly, for phenanthroline electron transfer, the electronic structure of the monomeric

samarium complex of phenanthroline radical was analysed using both DFT and CASSCF

calculations. The DFT energy results were compared to the experimental ones and a

relationship between the HF exchange percentage and the precision of the DFT result

was demonstrated. The spin contamination, related to the presence of a bi-radicaloid species

close in energy from the 𝜎 dimer, prevented the correct evaluation of the energy. This spin

contamination was related to the charge transfer in the f or the d orbitals of the complex.

The electronic structure of Cp∗
2Sm(phen) was further assessed using experimental UV-visible

experiments compared to TDDFT/CASSCF results. The multi-configuration found in the

ground state for phenanthroline radical involves one lone pair of phenanthroline. As a result,

for Cp∗
2Sm(phen), the lone pair is not involved strongly in the interaction between the

lanthanide and the phenanthroline ligand.

Investigating further reduction of benzophenone by I2Sm complexes led to large differ-

ences between solvents, as experimentally in pyridine an equilibrium between the monomeric,

dimeric and pyridine radical complex was found, whereas in thf, the dimeric structure did

not evolve to the monomeric form and in acetonitrile the molecule is dissociated into SmI3
and (ISm(bph2))2. These results have been related to the charge transfer from the ligand to

the lanthanide and the proximity from the radical delocalisation on the pyridine moieties.

It is still difficult to understand exactly in which cases there is a stabilisation of the radical

over the dimeric structure. Quantum chemistry points out towards a better donation to the

lanthanide centre. Experimental understanding could pass through the use of Cp∗
2Sm(phen)

and I2Sm(bph) in reactions where the radical is involved. The use of a persistent radical

such as tempo or the use of a better donor than pyridine such as phenanthroline could also

shed light into the electronic structure of both compounds.


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Thus it becomes obvious that one must be wary in attributing
scientific discovery wholly to anyone person. Almost every
discovery has a long and precarious history. Someone finds a
bit here, another a bit there. A third step succeeds later and
thus onward till a genius pieces the bits together and makes the
decisive contribution. Science, like the Mississippi, begins in a
tiny rivulet in the distant forest. Gradually other streams swell
its volume. And the roaring river that bursts the dikes is formed
from countless sources.

— Abraham Flexner The usefulness of useless knowledge 3
Radical reactions

Once the electron has been transferred to an organic moiety, the radical intermediate can be

used in further radical reactions. The diversity of radical reactions available with samarium

complexes has been recently reviewed[,]. Different functional groups can be reduced by

SmI2: ketones, aldehydes, alkyl halides, carboxylic acids, carbonyls groups, etc. SmI2 can

also be used to create C − C bonds in pinacol couplings, or Barbier reaction for example.

The molecules synthesised in the previous chapter could be reacted in such ways, with

radical reagents or with other molecules of interest in order to understand their reactivity.

This chapter will be devoted to the study of radical reactions with samarium complexes. It

will focus on two examples involving a permanent radical, tempo, and a coupling reaction

between phenanthroline and benzophenone.

. Reaction with tempo

Radical reactions with samarium cyclopentadienyl complexes of samarium have been intensely

studied by the group of Evans[] in the last decades. One of the principles he developed,

sterically induced reductions, is at the base of his chemistry. It is of immense interest in the

field of radical reactions involving tempo and Cp∗
2Sm complexes.





.. Reaction with tempo

.. Sterically induced reductions

In the s, the trivalent Cp∗
3Sm was synthesised by the group of Evans[]. The steric

crowding around the samarium center led to long Sm − Cp∗ distances, which destabilised

the lanthanide ion. As a result, this lanthanide molecule has a very specific type of reactivity

where one of the Cp∗ ligand can easily be eliminated via the formation of a Cp∗ radical

intermediate, and the whole complex could react as a Sm2+ equivalent. Removal of Cp∗

radical intermediate was also observed with zirconium complexes as shown by the group

of Roesky[]. These “sterically induced reductions” have been used for two decades by the

group of Evans and have triggered the characterisation of new compounds that cannot be

synthesised using standard Cp∗
2Sm complexes[]. This principle has been extended to Cp∗

3Ln

(where Ln is Nd, La, Ce, Pr, and Gd), and the reduction power of these compounds was

further related to the size of the lanthanide ion, which is in agreement with an involvement

of sterics in this type of reduction[].

Recently, our group has been studying Dtp2Tm reactions with bipyridine[]. Addition

of one equivalent of bipyridine led to its coordination on the thulium ion and its subsequent

reduction. Addition of more than one equivalent has the same kind of reactivity: coordination

of a bipyridine and its subsequent reduction with removal of one Dtp radical (Figure .). The

postulated mechanism involves the formation of a 𝜂1-Dtp complex that leads to the separation

of a Dtp radical. Indeed, the presence of a phosphorous in the Dtp moiety facilitates the

formation of this 𝜂1 compound, that was also postulated for Cp∗
3Sm complexes[]. However,

it is noteworthy that the crowding around the lanthanide center is not as strong as in the

case of Dtp2Tm(bipy) compared to Cp∗
3Sm. Could the sterics not be the only factor

in sterically induced reduction?

Tm
II

P

tBu

tBu

P

tBu

tBu

bipy

toluene

bipy

toluene
PtBu

tBu

PtBu tBu

N

NTm
III

P

tBu

tBu

P

tBu

tBu

N

NTm
III

P

tBu

tBu

N

N

Figure .: Reactivity of bipyridine with Dtp2Tm as reported by Nocton et al [7]
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. Radical reactions

In the context of sterically induced reduction, tempo is one of the first reagents that have

been used over Cp∗
3Sm. The very easy replacement by tempo of the three Cp∗ molecules,

forming the bimetallic (Sm(tempo)3)2, was studied by Evans[] (Figure . top). In this

complex, two types of binding for the tempo ligand were found consistent with earlier studies

describing tempo as a “chameleonic” ligand[]. Tempo could be involved as both a Lewis

base and a reducible material[]. The reactivity of tempo on f-block compounds was recently

expanded with thorium complexes, and the same kind of reactivity was observed with removal

of Cp∗ radical derivatives[] (Figure . bottom).
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Figure .: Reactivity of Cp∗
3Sm (top) and Cp∗

2ThBr2 (bottom) with tempo as reported by Evans et
al.[8,10]

The reaction of radical intermediates such as Cp∗
2Sm(phen) with tempo could present

two advantages. Firstly, two types of additions are possible with tempo and Cp∗
2Sm(phen):

addition on the samarium itself, or addition on the phenanthroline moiety via formation

of a C − O bond. Then, addition of multiple molecules of tempo could trigger further

decoordination of the Cp∗ ligand, and could be compared to previous results from Evans.

A conclusion might be drawn from these two experiences into the importance of sterics

in this kind of reactions.

Firstly, divalent Cp∗
2Sm and Cpttt

2 Sm will be reacted with tempo. The comparison

between their two different types of reactivity will lead to better understanding of reactions

involving Cp∗
2Sm(phen) and Cpttt

2 Sm(phen). Overall, the reaction mechanism will be

studied using quantum chemistry calculations.
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.. Reactions between tempo and complexes of samarium
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Figure .: Reaction of Cp∗
2Sm(thf)2 with tempo, all the compounds seemed to be present in solution

One equivalent of tempo was added to a solution of Cp∗
2Sm(Et2O) in toluene (Figure

.). The solution coloured rapidly to dark/yellow, and the 1H NMR analysis indicated

multiple products and the presence of the Cp∗ − Cp∗ dimeric compound (which 1H NMR

can be found in the original paper from Jutzi[]) typical of the formation of an intermediate

Cp∗ radical[,]. Putting the solution in the freezer at −40oC led to crystallisation of

yellow block crystals that were suitable for X-Ray diffraction study and showed the presence

of the bimetallic compound already observed by Evans, (Sm(tempo)3)2. Following the

addition of an increasing amount of tempo from . to  equivalents in toluene-d8 enabled

the identification of the peaks as adducts of one, two and three equivalents of tempo on

the samarium centre (Figure .).

While Cp∗
2Sm reacted identically to Cp∗

3Sm, Cpttt
2 Sm had a different reactivity. After

addition of one equivalent of tempo in toluene, a red colouration was observed. The

compound was analysed by 1H NMR (Figure .). The molecule synthesised is consistent

with a Cpttt
2 Sm(tempo) structure, with three peaks corresponding to the tert-butyl groups at
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Figure .: 1H NMR of Cp∗
2Sm in toluene-d8 after addition of one equivalent of tempo; the different

peaks were attributed following their disappearances after addition of an increasing amount of tempo; blue dot
indicates the starting material and red and green dots the possible adducts with one equivalent of tempo and

two equivalents of tempo, respectively

respectively ., . and -. ppm, two peaks corresponding to the hydrogens of the Cpttt

ligand at . and . ppm and peaks corresponding to tempo at ., ., ., . and

. ppm. Addition of more than one equivalent of tempo did not change the 1H NMR data.

In the present case, the formation of Cpttt−Cpttt is not observed. However, this intermediate

was already observed in several occasions with bismuth[] or lanthanide compounds[].

After a few days at −40oC, small red plates were isolated and were in agreement with

a Cpttt
2 Sm(tempo) structure (Figure .). The distances between the samarium center

and the centroid of the Cpttt ligands are . Å which is consistent with a Sm+III as

already reported in the litterature[]. The distance with the tempo ligand is .() Å

corresponding to a strong interaction between the lanthanide and the oxygen atom.

This is the first example of a single tempo coordinated on a samarium centre. The

crowding around the lanthanide ion might be responsible for such a structure. It can forbid
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Figure .: 1H NMR of Cpttt
2 Sm(tempo) in toluene-d8

Figure .: ORTEP of the X-Ray structure of Cpttt
2 Sm(tempo) (left) and its space-fill representation (right)
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the approach of another tempo molecule, which prohibits the separation of the Cpttt radical

derivatives. In Figure ., the space-fill representation of Cpttt
2 Sm(tempo) shows that the

lanthanide ion is difficult to reach, as the sterical crowding makes it disappear. However,

contrary to molecules such as Cp∗
3Sm, this molecule has normal Sm − Cpttt distances

and cannot behave as a Sm+II molecule.

These examples show that depending on the ligand surrounding the lanthanide, different

reactivity with tempo can be expected. The presence of phenanthroline radical in the vicinity

of the lanthanide centre could as well present differences with these two reactions and show

that the radical has an influence on further reactivity with tempo.

Addition of one equivalent of tempo to a solution of the dimer (Cp∗
2Sm(phen))2

led to the slight decoloration of the solution from purple/black to red/black. 1H NMR

analysis showed that multiple products were found similarly to its Cp∗
2Sm parent. The

presence of several peaks in the aromatic region are in agreement with a decoordination of

the phenanthroline neutral molecule. Other peaks can be related to the presence of either

one, two or three molecules coordinated to the lanthanide centre. Attempts to crystallise the

different products were conducted, and led to the isolation of two products corresponding

to two and three tempo coordinated on the samarium ion (Figure .).

Figure .: ORTEP of the X-Ray structures of Cp∗Sm(tempo)2(phen) (left) and Sm(tempo)3(phen)
(right)

The distances in both complexes are compared in Table .. As detailed in previous

papers[,], tempo can form two types of bonding interactions: a 𝜂1 coordination with the
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lone pair of the oxygen atom and a 𝜂2 coordination with both the lone pair of the oxygen

and the lone pair of the nitrogen. Depending on the sterics around the lanthanide, the

𝜂1 or the 𝜂2 coordination is favoured: in Cp∗Sm(tempo)2(phen), the large number of

atoms prohibits a strong interaction between the lanthanide and the nitrogen and constrains

the Sm − N distance to be long (.() Å) whereas in Sm(tempo)3(phen) the steric

hindrance are more favourable for an 𝜂2 interaction which strengthens the interaction between

the Sm and the N atom (.() Å). In both complexes, the phenanthroline molecule is

coordinated in a disymmetric way to the samarium atom, with one nitrogen atom closer

than the other from the samarium centre, countering the interaction in the trans position

of the Sm − (𝜂2 tempo) bond.

Cp∗Sm(tempo)2(phen) Sm(tempo)3(phen)
Sm-O (tempo-𝜂1, avg) .() .()
Sm-O (tempo-𝜂2) .() .()
Sm-N (tempo-𝜂2) .() .()
Sm-N (phen) .() .()
Sm-N (phen) .() .()

Table .: Distances in angstroms for the two X-Ray crystallographic structures of Cp∗Sm(tempo)2(phen)
and Sm(tempo)3(phen)

The 1H NMR spectrum of Cp∗Sm(tempo)2(phen) crystals was recorded in thf-d8,

and is shown in Figure .. The proton peaks of the tempo molecules coordinated to the

samarium ion are broadened by proximity of this paramagnetic centre. Peaks corresponding

to the six protons on the cycle in the tempo molecule were not found in this spectrum, and

might have been too broad to be seen. Two sets of peaks were found in the aromatic region.

These peaks correspond the coordinated and uncoordinated phenanthroline molecule, which

indicate that the interaction between this species and the samarium ion is weak. This is

validated by the Sm − N distances found in the X-Ray crystallographic structure that are

longer than in the case of dimeric (Cp∗
2Sm(phen))2 (Chapter ).

While the 1H NMR follow-up of the reaction of tempo with (Cp∗
2Sm(phen))2 was

difficult, treating (Cpttt
2 Sm(phen))2 with one equivalent of tempo led to a mixture of two

compounds: the previous Cpttt
2 Sm(tempo) and another compound that involve a multitude
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Figure .: 1H NMR of Cp∗Sm(tempo)2(phen) in thf-d8

of small peaks and could correspond to a dimeric (Cpttt
2 Sm(phen)(tempo))2 (Figure .).

As with Cpttt
2 Sm(tempo), addition of more than one equivalent of tempo did not change

the 1H NMR, in agreement with a crowded environment for the samarium ion. Traces

of neutral phenanthroline can be seen in the aromatic region, and are consistent with the

formation of a Cpttt
2 Sm(tempo) molecule. Red crystals of this molecule can be extracted at

−40oC, but the isolation of the other molecule was not possible despite our best efforts.

In summary, the addition of tempo over divalent complexes of samarium leads to the

decoordination of small ligands such as Cp∗ but did not permit the decoordination of

bigger ligands such as Cpttt. This difference can be related to the presence of a reaction

intermediate that involves the coordination of a tempo molecule on the Cp2Sm(tempo)

molecule. Moreover, phenanthroline radical complexes of samarium followed the same

type of reactivity. This means that the electron stored on the N-heterocycle ligand can be

transferred to other molecules of interest such as tempo.
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Figure .: 1H NMR of (Cpttt
2 Sm(phen))2 after addition of one equivalent of tempo in toluene-d8

This behaviour was also observed with SmI2 complexes of benzophenone presented in

Chapter . Upon addition of tempo on (I2Sm(bph)(thf)3)2 in dme, the solution passed

from yellow to red, and after several days at −40oC, red crystals of I2Sm(tempo)(dme)2

were isolated (Figure .). This could have significant impact in further reactivity as the

ligand, bph or phen are behaving as electron reservoir which the lanthanide uses to stabilise

itself and perform the same kind of reactivity than Sm2+ complexes.

Therefore, these reactions can be divided in two distinct parts: the formation

of Cp∗
2Sm(tempo) from Cp∗

2Sm(phen), and the difference in reactivity between

Cp∗
2Sm(tempo) and Cpttt

2 Sm(tempo) over additions of more than one equivalent of

tempo. The first mechanism could involve the formation of a Cp∗
2Sm(tempo)(phen)

as the 1H NMR of the reaction between Cpttt
2 Sm(phen) and tempo is suggesting, or it

could pass through a second sphere electron transfer that would involve the formation of

tempo− and Cp∗
2Sm(phen)+ molecules. The difference between Cpttt

2 Sm(tempo) and
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Figure .: ORTEP of the X-Ray structures of I2Sm(tempo)(dme)2; selected distances in angstroms:
Sm − O (tempo) 2.064(2) Å, Sm − O (dme, avg) 2.550(2) Å, Sm − I (avg) 3.1400(2) Å

Cp∗
2Sm(tempo) has been related to the sterics around the lanthanide centre that prohibits

the coordination of the tempo molecule, and thus the liberation of a Cpttt radical molecule.

In order to investigate these two different behaviours, quantum chemistry calculations

were performed for both molecules.

.. Mechanism of the reaction

... Phenanthroline radical: an electron reservoir

The addition of tempo on Cp∗
2Sm(phen) was studied at both the DFT and CASSCF

levels of theory.

The mechanism involves an electron transfer from the phenanthroline radical to the

tempo radical in order to form the neutral phenanthroline and the anionic tempo (SOMO

of tempo presented in Figure .). This type of electron transfer involves a modification

of the system’s spin multiplicity, that is going to pass from the octet to the sextet. This

spin-forbidden transition will pass through a Minimum Energy Crossing Point (MECP)

between the two Potential Energy Surface (PES)[] at which the electron transfer will occur.

Usually, for reactions involving both bond formation and change in spin-state, the preferred

mechanism occurs in more than one step[]. In the present case, the mechanism could

involve the formation of the Sm − O (tempo) bond followed by the electron transfer, or

the electron transfer followed by the formation of the Sm − O bond.
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Figure .: SOMO of tempo (ntempo) in the complex Cp∗
2Sm(phen)(tempo)

At the PBE-D level of theory, the nd sphere electron transfer is rather unlikely:

the ΔG is greater than  kcal/mol. This is coherent with the high stability of phenan-

throline radical and tempo radical which should not interact with each other because of

their respective redox potential.

• The octet: electronic structure of long and short distance complexes

In a first step, the quantum chemical calculations focussed on looking for the opti-

mum octet structure for Cp∗
2Sm(phen)(tempo), i.e. phenanthroline and tempo radicals

coordinated to the lanthanide. The geometry optimisation was started from different

conformations, and two optimum structures were found with positive frequencies. These

two geometries correspond to two positions of the tempo molecule: one at a long distance

from the lanthanide ion (. Å) and another at a short distance (. Å) (Figure .

right and left side, respectively).

Figure .: Optimised structures at the PBE-D3/ZORA2 level showing two different distances between the
tempo molecule and the lanthanide ion
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The presence of these two different structures for the octet was further investigated by

performing a relaxed surface scan for the Sm−O (tempo) distance between . and . Å. The

results are presented in Figure .. The geometry were optimised using PBE-D/ZORA,

and single point on each geometry were done at either the PBE-D, MX or PBE-D

ZORA levels. The different density functional results are in agreement with the presence

of two local minima: one where tempo is at a close vicinity from the lanthanide ion and

another at a long distance. In all the different cases, the adduct is more stable at long distances

than at short distance, with an energy difference of ,  and  kcal/mol respectively for

PBE-D, MX and PBE-D. To have a better estimate of the energy difference between

the two complexes, CASSCF - CASPT calculations were performed on the two optimised

structures to compare their respective energies.
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Figure .: Potential energy surface of the reaction between tempo and Cp∗
2Sm(phen), when changing the

distance between the oxygen of tempo and the samarium ion from 2.0 and 5.0 Å using different density
functionals

For this specific example, the active space was chosen as the seven f orbitals, the 𝜋∗
1

of phenanthroline and the SOMO of tempo (ntpo). As with phenanthroline complexes of

samarium, the multi-reference character observed for phenanthroline radical cannot be

observed in these two complexes. The electronic structure of both compounds at the
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CASSCF(,) level is 4f5𝜋∗ ↑
1 n↑

tpo. Increasing the active space by including the 𝜋∗
2 and

the lone pairs of phenanthroline, the d orbitals of samarium or other orbitals of tempo

resulted in the same electronic configuration with small or no involvement of these orbitals.

The energy difference between the two molecules at the CASPT and CASSCF level of theory

is . kcal/mol and - kcal/mol, respectively, in favour of the small-distance complex.

There is a notable difference between the CASSCF and DFT results, and the CASPT

ones. Both CASSCF and DFT methods predict a positive energy difference when approaching

the tempo molecule, while the CASPT method predicts the opposite. For DFT methods, the

SIE might be responsible for an over-expression of the delocalisation, which might stabilise

the long-distance complex. At the CASSCF level, dynamic correlation is not taken into

account which might favour as well the long distance complex. Overall, apart from the

CASSCF results, the difference between these two geometries is weak, which is in agreement

with a rapid coordination of tempo on the samarium ion.

• The sextet: electronic structure and energy difference with the octet

Passing from the octet to the sextet leads to an evolution in the electronic structure of

the complex (Figure .). Compared to the octet only one optimised geometry was found

at short distances, with a Sm − O (tempo) distance of . Å. This shortened distance

might indicate a stronger interaction in the case of the sextet compared to the octet. Another

geometry optimisation was done for the MECP between the sextet and the octet. In this

complex, the distance is longer, and is coherent with the second optimised structure found

for the octet, with a Sm − O (tempo) distance of . Å.

The PES of the sextet from . to . Å was calculated similarly to the PES of the octet.

Both PES were combined in Figure .. There is an important stabilisation for the octet over

the sextet when the tempo molecule is coordinated to the samarium ion using PBE, MX

or PBE. The energy difference that accounts for this surface crossover is ., ., and .

kcal/mol respectively in favour for the sextet. This indicates that using DFT the electron

transfer first happens and then the tempo molecule coordinates to the lanthanide ion.

The electronic structure of the sextet was also investigated at the CASSCF level of theory.

The orbitals included aside from the seven f orbitals are described in Table . for the MECP
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Figure .: Evolution of the orbitals from the sextet to the octet; energies are calculated at the PBE0-D3
ZORA1 level of theory
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Figure .: Potential energy surface of the reaction between tempo and Cp∗
2Sm(phen) for the sextet (ms6)

and the octet, when changing the distance between the oxygen of tempo and the samarium ion from 2.0 and
5.0 Å using different density functionals
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𝜋 𝜋∗

Table .: Molecular orbitals of Cp∗
2Sm(phen)(tempo) sextet at the CASSCF(7,9) level of theory at two

different geometries, Sm − O (tempo) distance of 2.325 Å (bottom) and 4.545 Å (top)

(top) and the optimised geometry (bottom). The 𝜋 orbital of the complex is a mixture between

the 𝜋∗
1 phenanthroline orbital and the SOMO of tempo ntpo. Upon coordination of tempo,

i.e. passing from the MECP to the optimised structure, the 𝜋 and 𝜋∗ orbital shape changes.

In the MECP, the shape of these orbitals is localised on both phenanthroline 𝜋∗
1 and tempo

ntpo. On the contrary, in the optimised structure, their shape is localised mainly on the

tempo ntpo orbital with contribution from an asymmetric version of the phenanthroline 𝜋∗
1

orbital. The electronic structure for both complexes at the CASSCF(,) level is 4f5𝜋∗ ↑𝜋↓.

Although DFT methods found a difference in energy between the sextet and the octet

at their optimised structures where the tempo molecule is close to the samarium ion, at

both the CASSCF and CASPT level of theory ΔE is close to  kcal/mol. This might

be the result of the electronic structure of Cp∗
2Sm(phen)(tempo) sextet that differs from

what is found using standard DFT methods.

The activation energy for this electron transfer step needs to be evaluated at the CASSCF

level of theory, but due to the high computational expenses of CASSCF calculations with

this type of complex, a full MECP search was not performed. The results presented above

show that there is a difference between the CASSCF and DFT electronic structure for

these samarium complexes, which triggers an interesting pathway for the electron to be

transferred from phenanthroline to tempo. The density on the phenanthroline 𝜋∗
1 is decreasing

with a Sm − O (tempo) distance decrease. This can be translated as : when the tempo
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Energy (kcal/mol) Cp∗
2Sm(tempo) Cp∗

2Sm(phen)
Pauli  
Electrostatic Interaction - -
Orbital interaction - -
Dispersion - -

Table .: EDA at the PBE0-D3 ZORA1 level of theory for different complexes decomposing the
Cp∗

2Sm − L bond into a fragment Cp∗
2Sm and a fragment L

molecule approaches the samarium ion, the electron transfer occurs and finishes when the

phenanthroline neutral molecule is decoordinated.

... Sterically induced reduction?

The electronic structure of Cp∗
2Sm(tempo) corresponds to a 4f5n2

tpo. Using DFT technique

could give insights into the bond strength of the created Sm − O (tempo) bond. The

geometry structure of the compound was optimised at the PBE-D ZORA level of theory.

An energy decomposition analysis of the interaction between Cp∗
2Sm and tempo was then

performed at the PBE-D ZORA level of theory. The results are presented in Table .

for both Cp∗
2Sm(tempo) and Cp∗

2Sm(phen). Both interactions involve almost equal level

of electrostatic and orbital interaction. For tempo, the orbital interaction is higher which

is expected as oxygen atoms are more donors than nitrogen ones.

Once the tempo complex, Cp∗
2Sm(tempo), is formed, addition of other equivalents

of tempo is leading to Cp∗Sm(tempo)3. The mechanism from the former to the lat-

ter can pass through the formation of intermediate species such as Cp∗Sm(tempo)2 or

Cp∗
2Sm(tempo)2. The mechanism was investigated at the DFT level of theory, as no multi-

configuration character is expected in the ground state for this reaction. The PBE-D

results are presented in Figure .. The first step is the coordination of another molecule

of tempo on the Cp∗
2Sm(tempo) molecule. Then, this intermediate can easily lose a Cp∗

radical that will directly dimerise. The Cp∗Sm(tempo)2 then formed is not stable and can

easily coordinate another molecule of tempo or of phenanthroline which might lead to the

subsequent removal of another Cp∗ radical. The dimerisation energy for the Sm(tempo)3

is favourable and pushed the reaction towards the formation of a dimeric (Sm(tempo)3)2.
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Figure .: DFT reaction mechanism for the formation of Cp∗Sm(tempo)2 at the PBE0-D3 ZORA3
level of theory

The mechanism was simulated using other density functionals such as PBE-D, M-X

and 𝜔 BX-D and the results are shown in Table .. Even if some differences between

the different functionals exist, the general mechanism presented in Figure . and detailed

earlier is validated using all the functionals.

ΔG (kcal/mol) PBE-D PBE-D M-X 𝜔BX-D
a . . . .
b . . . .
c -. -. -. -.
d -. . . .
e -. . -. .
f -. -. -. -.

Table .: Gibbs free enthalpy of the different intermediates defined in Figure 3.16 using different density
functional compared to the initial reagent Cp∗

2Sm(tempo)

These results indicate that Cp∗
2Sm(tempo) is rather easily transformed into (Sm(tempo)3)2,

as the formation of Cp∗Sm(tempo)3 is thermodynamically favoured, which aids the deco-

ordination of a Cp∗ radical and further coordination of a tempo molecule.
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These calculations have also been investigated with the bulkier Cpttt ligand. The

activation energy for the first addition of a tempo molecule (a) has been calculated at the PBE-

D and PBE-D level of theory. Compared to the activation energy for the Cp∗ molecules,

the Cpttt activation energy is twice as high: ., . and . kcal/mol at the PBE-D,

PBE-D and M-X level of theory. The steric hindrance around the lanthanide ion

prohibits the coordination of another tempo molecule. This is in agreement with experiments

as no experimental degradation of Cpttt
2 Sm(tempo) was found in either thf or toluene.

.. Partial conclusion

The reaction of tempo with derivatives of samarium (Cp∗
2Sm and Cpttt

2 Sm) led to the

formation of new complexes bearing tempo molecule. The addition of tempo on Cp∗
2Sm

led to the direct formation of multiple products (Cp∗
2Sm(tempo), Cp∗Sm(tempo)2 and

(Sm(tempo)3)2). This was rationalised using DFT methods, as the formation of the interme-

diate Cp∗Sm(tempo)2 starting from Cp∗
2Sm(tempo) is easy and leads to (Sm(tempo)3)2.

For Cpttt
2 Sm complexes, the addition is stopped at the Cpttt

2 Sm(tempo) step because

the sterics around the lanthanide centre is prohibiting the formation of an intermediate

Cpttt
2 Sm(tempo)2, which increases the activation energy necessary for this reaction to

happen. The propensity of Cp∗ ligands to form their radical counterpart have led to the

successful characterisation of these different complexes. However, in the present case, the

sterics did not play a facilitator role as for Cp∗
3Sm but rather inhibited the formation of

Cpttt
2 Sm(tempo)2.

The use of phenanthroline radical as an electron reservoir was proven, as both complexes of

phenanthroline, Cp∗
2Sm(phen) and Cpttt

2 Sm(phen) exhibit the same type of reactivity than

their parents molecule with no phenanthroline. The electron transfer from phenanthroline

to tempo is passing through an intermediate Cp∗
2Sm(phen)(tempo). In this molecule,

the electron transfer is occurring, and leads to the easy decoordination of phenanthroline.

Electron reservoir can be used in order to store one electron and this electron can be used

in order to selectively perform the same type of reaction than with a Sm2+ ion.

It could be interesting to study the influence of the radical electron on the phenanthroline

moiety, by using other molecules that can easily react with this type of radical instead of
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reacting on the lanthanide itself. In this context reactions with CO2, and benzoquinone

have been performed but did not lead to the characterisation of any material, due to the

large number of side-products for these reactions.

The redox potential of benzophenone is lower than phenanthroline. As a result, upon

addition of SmI2 on a mixture of phenanthroline and benzophenone, the latter is reduced

while the former is present in solution. This could trigger a reactivity from the ketyl radical

to the phenanthroline molecule.

. Coupling reaction between benzophenone and
N-heterocycle molecules

.. Minisci reaction

In medicinal chemistry, heterocycle fragments are often used for the design of new drugs[]

(for a review on recent development in heterocycle chemistry related to drug discovery read

the review from Fadeyi[]). Specifically, aromatic heterocycles have been vastly explored for

everything related to drug discovery. By doing so, medicinal chemists are attempting to copy

nature that uses aromatic heterocycles in molecules such as hemoglobin or Vitamin B[].

N-heterocycles have been among the most prominent fragments in drug discovery[] and

their design is constantly under study in order to promote novel molecules[].

Functionalisation of N-heteroaromatic molecules can be performed using different pro-

cesses: electrophilic addition at the nitrogen atom, electrophilic and nucleophilic substitution

at the carbon atoms, and radical substitution of hydrogen atoms[]. While coupling reactions

using palladium[] or cobalt complexes[,] have been deeply investigated in recent years,

the radical substitution reactions are rather under-used[].

Radical substitution reactions on N-heterocycles have been known since the s[],

but only after the seminal work of Minisci and coworkers in the s[] did these reactions

found an interest in organic chemistry[]. The early attempts faced a challenge linked to the

selectivity of the reaction as the ortho, meta and para substitution of the hydrogen atoms

were possible[] (Figure .). Minisci and coworkers were able to show that in an acid

media, the reaction was selective and favoured one position over the others depending on
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the N-heteroaromatic compound. One of the other drawbacks is the small yields (< 50%)

associated with a consumption of less than one equivalent of the starting materials[]. Even

though these limitations exist, Minisci reactions have been able to perform novel C-H

functionalisation on N-heteroarenes that cannot be done using other methodologies[]. In

the last decade, Minisci reactions have been taken back in front of the scene with the substantial

work of Baran et al.[]. They were capable of producing borono-Minisci couplings[],

electro-chemically induced Minsci coupling[] and recently iron-mediated Minisci reactions

with moderate to high yields[].

N R N R

H

Oxidant N R

N

Ph

N NNPh

Ph

Ph

Ratio ca. 55 30 15

Figure .: Mechanism of the Minisci reaction (top), and early problems with radical substitution (bottom)

The coupling between heteroarene and ketone such as benzophenone has been recently

studied with thorium[–] and uranium complexes[] (Figure .). In the thorium

complexes, an anionic bipyridine is coordinated to the metal centre and, upon addition of

benzophenone, the latter is reduced and a coupling is observed between benzophenone and

bipyridine. The same type of mechanism was observed with uranium complexes bearing a

radical bipyridine moiety: uranium reduces benzophenone and both radical couple to form

the C-C bond. Contrary to the Minisci reaction, in both cases the hydrogen is not removed

from the bipyridine and the resulting product has lost its aromaticity.

In this sense, could samarium complexes be able to perform selectively Minisci type

reaction in ortho of the N-heterocycle? In order to study this type of coupling samarium

complexes bearing a benzophenone ketyl radical moiety were reacted with phenanthroline

(Figure .). In the hypothetical system that bears both phenanthroline and benzophenone,

the radical transfer will process selectively to the benzophenone ketyl radical, as benzophenone
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Figure .: Coupling reaction between a bipyridine and a benzophenone moiety for different actinide
complexes[39,42]; An = Th, U, the starting material for uranium contains a radical bipyridine, and the thorium

complex contains a bipyridine anion

redox potential is higher than phenanthroline. In a first time, the coupling between phenan-

throline and benzophenone will be presented in two different solvants. Investigation into its

mechanism will be developed next and analysed with both DFT and CASSCF methods.
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Figure .: Coupling reaction between benzophenone and phenanthroline with SmI2 derivatives

.. Coupling reaction

A solution of I2Sm(bph) in pyridine (detailed in Chapter ) is reacted with one equivalent

of phenanthroline. Upon addition, the solution passes from black-purple to deep-yellow.

Crystallisation of the complex in pyridine only resulted in crystals that were not suitable

for X-Ray diffraction analysis. On the contrary in acetonitrile, the crystals were suitable for

X-Ray diffraction analysis, and the resulting X-Ray is presented in Figure .. In addition
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. Radical reactions

to the phenO ligand, the structure presents one acetonitrile and one neutral phenanthroline

molecule coordinated to the lanthanide centre in order to complete its coordination sphere.

There is a disymmetry of the two nitrogens of the phenanthroline arm of phenO, which is

related to the close Sm − O distance and the related angle ÔCC(phen).

Figure .: ORTEP of the X-Ray structure of I2Sm(phenO)(MeCN)(phen); selected distances in
angstroms: Sm − O 2.129(1), Sm − N1 2.544(2), Sm − N2 2.681(2), Sm − N3 2.606(2), Sm − N4

2.622(2), Sm − I1 3.2828(2), Sm − I2 3.1819(2)

Changing the N-heterocycle from phenanthroline to bipyridine resulted in the same type

of coupling. Instead of a change in color that happens directly after addition of phenanthroline,

the solution turned yellow with bipyridine at a slower rate. This can be due to a slow exchange

between pyridine and bipyridine in solution. Yellow block crystals were then gathered but

were unsuitable for further X-Ray diffraction analysis. Other N-aromatic molecules such as

phenylpyridine, quinoline, quinaldine and neocuproine produced a color change from black

purple to deep yellow, and the resulting compounds are currently under study.

In order to study the mechanism and the influence of the ketone on this coupling,

chalcone complexes of samarium (Chapter ) were reacted with phenanthroline in pyridine.

The solution did not change colour, even after heating for several hours at 110oC. Yellow

crystals were nonetheless gathered and were suitable for X-Ray diffraction analysis (Figure

.). The coupling did not occur and phenanthroline and chalcone are both present in

the new complex. As discussed in Chapter , with chalcone, it was not possible to see an

equilibrium between the monomer radical and the dimer in solution using different solvents.
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This might be related to the absence of coupling, as the C-C 𝜎 bond is thermodynamically

more stable than the one in benzophenone dimers.

Figure .: ORTEP of the X-Ray structure of (I2Sm(phen)(pyr)(chalcone))2; selected distances in
angstroms: Sm − O 2.125(3), Sm − N1 2.594(3), Sm − N2 2.625(4), Sm − I1 3.1089(4), Sm − I2

3.1228(4)

The hydrolysis of I2Sm(phenO)(MeCN)(phen) was conducted under acidic conditions.

After extraction in dichloromethane, the compound was recrystallised in ethanol and yielded

  of phenOH. I2Sm(bph) was also stirred in pyridine at 110oC for  hours, and the

color of the solution turned from dark purple to deep yellow. After the extraction, the reaction

yielded   of colourless crystals of pyrOH (Figure . for crystal structures of phenOH

and pyrOH ). This means that pyridine might be in competition with other N-heteroarenes.

Figure .: ORTEP of the X-Ray structure of phenO and pyrO
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Therefore, the reaction was also performed in acetonitrile. In acetonitrile, upon addition

of phenanthroline on I2Sm(bph), the solution turns from yellow to deep red. This colour

does not evolve for a few hours and then turns to yellow, the characteristic colour from the

coupling product. Crystals of the final product were obtained and were similar to what

was previously found (Figure .).

Despite our best efforts, the crystallisation attempts of the red intermediate were not

possible, and pale blocks were crystallised instead. They corresponded to a polymetallic

structure containing two lanthanides, two phenO ligands, one benzhydrol anionic ligand,

and two iodide atoms coordinated to the lanthanide and an out-of-coordination iodide

ion (Figure .). Compared to the previous structure, the distance Sm − O is longer

(. and . Å respectively). This is probably due to the large number of oxygen atoms

surrounding both samarium ions, that decreases the propensity of samarium to create strong

bonds with oxygen atoms. This structure points out towards a bimetallic reaction where one

benzophenone ketyl radical attacks the phenanthroline ligand and another one is performing

a C − H abstraction on phenanthroline.

.. Mechanism

Minisci reactions are known to happen in a specific pathway: first the radical is attacking

the 𝜋 system and then, an oxidant triggers the aromatisation of the 𝜋 system (Figure .).

For this specific example, only I2Sm(bph), phenanthroline and benzophenone are present

in solution. None of these molecules can act as an oxidant, as their redox potential is too

small to promote such an reaction[].

At this stage two different mechanisms can be expected. Upon addition of phenanthroline

on I2Sm(bph), an equilibrium will be formed between the dimeric benzophenone complex

and the monomeric ketyl radical complexes. Then, when the molecule is in its monomeric

state, the coupling between the benzophenone ketyl radical and phenanthroline is possible

either in a mono-molecular way (Figure .), or in a bi-molecular way (Figure .). The

mono-molecular pathway involves the attack of the radical on the phenanthroline moiety

and subsequent formation of a hydrogen radical that can either react with itself to form
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Figure .: ORTEPs of the X-Ray structure of the intermediate compound, acetonitrile solvants and the
uncoordinated iodide were removed from the plots for clarity; selected distances in angstroms: Sm1 − O1

2.357(3), Sm1 − O2 2.340(3), Sm1 − O3 2.316(3), Sm1 − N3 2.599(4), Sm1 − N4 2.527(4),
Sm2 − O1 2.335(3), Sm2 − O2 2.324(3), Sm2 − O3 2.377(3), Sm2 − N1 2.601(4), Sm2 − N2 2.515(4),

Sm1 − Sm2 3.4410(4), 03 − C51 1.431(5)

H2 or with one ketyl radical (M). The bi-molecular pathway is processing through a H-

abstraction of one hydrogen of the phenanthroline moiety by the ketyl radical and then

coupling between the two radicals.

Both pathways seem difficult to evaluate. The removal of a radical hydrogen atom is

difficult, and should not happen without a strong abstractor. The bimolecular mechanism

seems rather unlikely as the removal of a hydrogen from a phenanthroline molecule is difficult.

Experimentally, the reaction was performed in pyridine with less than one equivalent of either

dihydroanthacene or ,-cyclohexadiene, known to behave as hydrogen radical donor[].

Following the reaction by 1H NMR did not show any disappearance that could be related

to a consumption of these compounds. This seems to indicate that there is no hydrogen

radical present in the solution.

In order to differentiate both pathways, quantum chemistry analyses were undertaken.
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Figure .: Mono-molecular mechanism

... Understanding the mechanism of the reaction

It is interesting to understand the electronic structure of M. The redox potential of benzophe-

none and phenanthroline are in agreement with a reduced benzophenone instead of a reduced

phenanthroline. But the proximity of these two states could also be the starting element for

the coupling between benzophenone and phenanthroline to occur. The calculations were

performed on pyridine solvated complexes with two pyridines on each samarium centre in

addition to the iodide atoms, bph and phen.

• Electronic structure of M

The electronic structure of M was investigated at the CASSCF level of theory, CASSCF(,).

The active space consists in the seven f orbitals, the 𝜋∗
bph orbital of benzophenone, 𝜋∗

2 and

𝜋∗
1 of phenanthroline and the corresponding two lone pairs of the nitrogen (Chapter  for a

view of these orbitals). The ground state electronic structure of the molecule is 4f5𝜋∗ ↑
bph. The

first excited state that promotes one electron into the 𝜋∗
1 is distant of . (.) kcal/mol at

the CASPT (CASSCF) level of theory. It seems highly unlikely that such a distant excited

state has an influence in the reaction mechanism. Considering this data, the mechanism

from M to F will be investigated using DFT methods as no multi-reference character is

expected in the ground state.
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Figure .: Bi-molecular mechanism
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Figure .: Label for the different atoms in M

• Bi-molecular mechanism

The bi-molecular pathway (Figure .) was investigated at the DFT level. A Potential

Energy Surface (PES) plot of the C1 − H′3 distance between two different M molecules

was performed at the PBE-D level of theory.

The PES shows that at a C1 − H′3 distance of . Å an abrupt change in the energy

occurs: the hydrogen radical is transferred to the ketyl radical, inducing a geometry evolution

of the two molecules in interaction. Starting from the highest point of the PES, a transition

state calculation was able to converge towards the transition state of this reaction. For this
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Figure .: Potential energy surface depending on the C1 − H′3 distance at the PBE-D3 level of theory

compound C1 − H3 is . Å, and C2 − H3 is . Å.

The mechanism detailed in Figure . was then calculated at the PBE-D level of theory.

The results are summarised in Figure .. As detailed previously the rate determining step is

the C-H bond abstraction. The activation energy for this step is . kcal at the PBE-D

level. Then, the mechanism passes through the MECP which is almost degenerate with the

geometry of L2. After crossing the MECP, the final compound is created by C−C coupling.

From these results, two conclusions can be drawn: the bimolecular mechanism is highly

unlikely and the thermodynamics are not favourable for the formation of this C − C bond.

While the former can be understood as the monomolecular pathway might be preferable,

the latter means that the mechanism lack the driving force of the reaction. In a first step,

the monomolecular pathway will be investigated by DFT calculations.

• Mono-molecular mechanism

The mono-molecular mechanism passes through the formation of the C1 − C2 bond,

and by subsequent removal of a hydrogen radical (Figure .). Starting from the optimised

structure of I2Sm(phen)(bph)(pyr)2 (M), the C1−C2 distance was varied from its original

value (. Å) to . Å at the PBE-D level. The energy was then calculated for each point

using PBE-D and M-X. The activation energies at the M-X and PBE-D levels





.. Coupling reaction between benzophenone and
N-heterocycle molecules

N N

O

Ph

Ph

Sm

I

I

N
N

O

Ph

Ph
Sm

I

I
H

0

∆G
(kcal/mol)

51.1

45.9

0.0

2M

K L2
K MECP

F+K

49.9

Figure .: Reaction mechanism for the formation of phenO and relative energies at the PBE-D3 level of
theory; pyridine solvent molecules coordinated to the samarium centre were removed for clarity

are . kcal/mol and . kcal/mol respectively. Contrary to what could have been expected,

this activation energy is not high and could mean that in solution there is an equilibrium

between the coupled product and the non-coupled one. The transition state orbitals were

analysed at the PBE-D ZORA level of theory (Table .).

The spin density of this molecule indicates that the radical is localised on the 𝜋 cycle of

phenanthroline, with a delocalisation into the 𝜎 bond created. This is in agreement with

a thermodynamically not stable C − C bond. The SOMO is localised on one side of the

phenanthroline ligand with little involvement from the iodide atoms. The first LUMO is

one f orbital, and the LUMO+ and LUMO+ corresponds to the 𝜋∗
1 and 𝜋∗

2 orbitals

of phenanthroline.

The ejection of a H radical was then studied. The C2 − H3 distance was varied from .

Å to . Å at the PBE-D level of theory. The potential energy surface depending on the

C2 − H3 bond distance is shown in Figure . for three different density functionals. The

activation energy for this C − H dissociation is high, and has a similar value using PBE-D,

PBE-D or M-X. It is therefore expected for this C − H abstraction to occur that it

should be helped by a base capable of performing the abstraction. One of such base is the
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SOMO LUMO LUMO+

LUMO+ Two views of the spin density

Table .: Molecular orbitals and spin density of L1 at the PBE0-D3 level

initial ketyl radical, but despite our best efforts optimising the geometry for the bimolecular

C2 − H3 abstraction starting from the intermediate L1 only resulted in the breaking of

the C1 − C2 bond in L1 leading back to M.
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Figure .: Potential energy surface depending on the C2 − H3 distance using different density functionals

Overall, there is no big difference in the activation energy for both pathways: around 





.. Coupling reaction between benzophenone and
N-heterocycle molecules

kcal/mol. Based on the DFT results, both pathways are rather unlikely at room temperature.

Other experimental mechanistic evidences have to be gained in order to understand better

the reaction mechanism.

... Following the reaction by UV-vis

Contrary to pyridine in which the reaction happened too fast to be followed by any spec-

troscopy at our disposal, in acetonitrile an intermediate species was observed experimentally.

The UV-visible spectrum of I2Sm(bph), the intermediate species, the final product and

I2Sm(phen) are presented in Figure ..
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Figure .: UV-visible spectrum of different compounds, I2Sm(bph), I2Sm(phen), the intermediate and
the final product of the coupling reaction; arrows indicate significant peaks corresponding to I2Sm(phen) or

to the intermediate

Both I2Sm(bph) and the final compound of the reaction do not present significant

absorption in the visible range of the spectrum. I2Sm(phen) and the intermediate compound

do possess absorption bands in the visible range of the spectrum. As a result the decomposition

of the intermediate species can be followed by UV-visible spectrum, as it will correspond to

the disappearance of the peak at  nm. This peak does not correspond to phenanthroline

radical (Figure .) or to benzophenone ketyl radical (Chapter ) as both molecules absorb

at different wavelength.





. Radical reactions

Therefore, degradation kinetics depending on different experimental parameters such

as the concentration of each reactant can be performed. Such analysis was able to give

indications about the influence of the concentration of each molecule, SmI2, bph and phen

on the half-life time of the reaction. In a first step the concentration of all the molecules

was decreased from . to . mmol/L (Figure .). The half-life depends on the inverse

of the concentration, which indicates that the global order of the reaction is -. Increasing

the concentration of either phenanthroline or benzophenone resulted in a faster degradation,

i.e. lower half-life. On the contrary, increasing the concentration of SmI2 led to slower

degradation, i.e. higher half-time.
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Figure .: Evolution of the half-life for the intermediate species depending on the concentration of all the
reactants

On one hand, the kinetics of this degradation has a linear dependance in the concentration

of bph and phen. This is indicative of an order  for both compounds. On the other hand

there is an inverse dependancy on the concentration of SmI2, which is in agreement with

an inverse order for this compound.

In the Minisci reaction, an oxidant is needed and triggers the aromatisation of the

intermediate L1 via departure of a proton. In this situation, we previously said that no

oxidant were present in solution to trigger this type of reactivity. However, considering

the kinetic inverse dependancy for SmI2 and the high activation energy for the radical





.. Coupling reaction between benzophenone and
N-heterocycle molecules

mechanisms, could this reaction use samarium as an oxidant? In this context, the presence in

excess of SmI2 would decrease the rate of the samarium ion oxidation in L1. This inverse

rate could also be explained by the formation of poly-metallic species in presence of SmI2,

which are stable enough not to trigger the C − C coupling. These hypotheses are currently

being studied using an excess of SmI3, the tempo radical, or oxidants such as I2 to study

the influence of these parameters on the half-life of the intermediate.

.. Conclusion and perspectives

In conclusion, SmI2 can be used to couple N-heteroarenes and benzophenone. This type of

reaction happens in a fast and clean way in pyridine leading to the subsequent formation of

a new molecule phenOH, that can be isolated in a  yield. Other N-heteroarenes have

been found to possess the same behaviour such as bipyridine, phenylpyridine, quinaldine,

quinoline, neocuproine and pyridine. The formation of a coupling product with pyridine only

happens at high temperature which might be related to the difficulty to abstract an hydrogen

radical for pyridine compared to phenanthroline. The mechanism of this reaction can process

either through a mono-molecular process or a bi-molecular process. Both processes have

been investigated using quantum chemistry calculations and found that the bi-molecular

pathway was the most favourable one. The identification of different species involved in

this mechanism has been done using PBE-D.

While in pyridine the reaction between benzophenone and phenanthroline happened

in a fast and clean way, in acetonitrile, the coupling reaction is slow and passes through

an intermediate that possesses a characteristic UV-vis spectrum with an absorption peak

at  nm. Despite many attempts, the characterisation of this intermediate by means of

standard X-Ray diffraction analysis only revealed the presence of the final product bearing

two samarium centres. This intermediate specie can be the ketyl radical complex or the

coupled L1 compound that is close in energy from the ketyl radical. Further addition on

this intermediate of oxydants and SmI3 is being investigated in order to understand the

nature of this intermediate. Another way to get information around this mechanism can

pass through the scope of this reaction with different substrates and analysis of the different

half-time of the intermediate species. This is also being investigated.





. Radical reactions

PhenO can also be used as a ligand in lanthanide chemistry. Bearing one oxygen and two

nitrogen makes it particularly suitable for the design of new organolanthanide complexes.

Moreover, its size is large enough to be coordinated on the lanthanide. The phenanthroline

part of phenO can be used as an electron reservoir, or can also be decoordinated from the

lanthanide centre (the molecule would still be coordinated through its oxygen). This type of

ligand is needed in lanthanide chemistry in order to diversify the number of ligands available

in this chemistry. Preliminary results with this ligand showed the formation of a symmetric

Sm(phenO)3 that was suitable for X-Ray diffraction analysis (Figure .).

Figure .: ORTEPs of the X-Ray structure of the intermediate structure, toluene molecules and the
uncoordinated iodide were removed from the plots for clarity
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It is not easy to be a pioneer - but oh, it is fascinating! I
would not trade one moment, even the worst moment, for
all the riches in the world.

Elizabeth Blackwell

4
Transferring electrons to a transition metal

Divalent lanthanides are powerful reducing agents. They can act both selectively and fast

which is of very high interest in the field of chemistry.

In chapter , we described the reduction mechanisms of phenanthroline by complexes of

divalent lanthanide. This reduction was selective and modulated depending on the lanthanide

itself: the samarium was able to promote a dimerisation of phenanthroline while the ytterbium

was not. This specificity of electron transfer to act differently for specific lanthanides is of use

in reactivity. That is why, we investigated in chapter  radical reactions that can be initiated

by lanthanide molecules. The effect of the ligand on this kind of reactivity was described and

a new type of C-H activation was discovered. As such, the interest in divalent lanthanide

fragment as electron transfer reagent is not to prove[].

Electron transfer is a key component of catalytic reactions. Understanding these reactions

and their mechanisms is of crucial interest. In order to investigate these mechanisms occurring

at the Transition Metal (TM) centre, the stabilisation of intermediate species such as PdIII

or PdIV[] or even NiIV[] is needed. Stabilising these intermediates often requires electron

donating and redox non-innocent ligands[–]. These ligands are enhancing the catalytic

activity of the TM complexes but only a few intermediates have been isolated.

In recent years, the use of bimetallic complexes to perform such a task has encountered

some success[]: palladium (+III) intermediates have been stabilised by the group of Ritter.

Moreover, there is a growing interest in the field of photocatalytic bimetallic complexes[]: one
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.. Bimetallic complexes

species is photo-activated and transfers one electron to a transition metal during catalysis. This

scheme can be extended using lanthanides. Lanthanides could transfer electrons selectively

to the transition metal without a photo-activation step. The potential applications of these

molecules could either be to study reaction mechanisms, or to give interesting magnetic

or luminescent properties.

To this end, the development of new hetero-bimetallic complexes was investigated.

The aim of this chapter is to provide a first look into designing and characterising hetero-

bimetallic complexes with divalent lanthanides. We will focus on finding which tool can

be used to analyse these molecules, or to develop more effective ones. Firstly, the design

of the molecules will be discussed, taking into account what was explained in the previous

chapters. Then, the deep characterisation and reactivity of two molecules will be detailed.

And finally, experimental and theoretical calculations will get combined in order to design

a more effective ligand.

. Bimetallic complexes

.. Heterobimetallic complexes

Redox non-innocent ligands have the main advantage of being able to get reduced or oxidised

instead of the metal itself. This type of behaviour could unlock specific type of reactivity. For

example, van der Vlugt was able to create a new palladium (+II) species capable of selectively

performing a one electron process. This is very uncommon for palladium complexes that

are usually behaving with two electron processes[].

Moreover, multi-metallic reactions present several advantages for catalytic applications.

The combination of multiple active sites can be of interest in catalytic cycles, where one site

can perform a specific task and another can be performed on the second site[,]. This has

been described during the  Nobel Prize in chemistry: in Sonogashira cross-couplings,

the combination of a copper and a palladium complex enabled a new kind of reactivity.

The same idea can be used to combine photoactive species and a TM catalysts[,] to

reproduce, in a way, biological systems.
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. Transferring electrons to a transition metal

In order to perform a selective catalysis, the multi-metallic compounds need to commu-

nicate. Different strategies exist to trigger this communication.

The different metal centres can be connected through bonding or interactions. Complexes

of this type have been developed by the group of van der Vlugt in the last couple of years[].

The proximity of two transition metals can generate new intermediates through charge

transfer or electron repulsion between the two metals.

Another strategy involve the use of redox-non innocent ligand to connect the two metals

together. Two methodologies have been developed in this context. The first one is to

combine a Lewis acid with a TM. In this field, the group of Tilley developed compounds

that combine a platinum complex with Lewis acid, such as boron[] or zinc derivatives[],

which accelerate reductive elimination. The second one is to combine photoactive species

with TM catalysts. Upon excitation, the photoactive switch will transfer one electron to

the redox-active ligand which, during the catalysis, will help to create new reactions. The

recent implementation of such a scheme has for example unlocked cross coupling reactions

with a nickel catalyst[], which has been the centre of interest for the last couple of years

of inorganic chemists[,–]. However, the understanding of the mechanisms involved is

still in its infancy as the fast processes and the lack of theoretical and experimental relevant

tools make the analysis of these systems difficult.

Divalent lanthanide use in hetero-metallic complexes is rather limited. In the s,

Andersen’s group showed that upon addition of Cp∗
2Yb(OEt2) to a solution of a platinum

complex, the ytterbium compound was able to bond slightly over the Pt-Me or Pt-H bonds[].

This interaction was mainly due to a Lewis base over a Lewis acid interaction. In recent years,

the combination of lanthanides and TM compounds has been studied for either their inherent

magnetic properties[] or for their Lewis acidity[]. Yet, the use of divalent lanthanide

for electron transfer in these kind of complex is limited.

.. Using lanthanide to promote single electron transfer

Lanthanide could be used instead of a photocatalyst in order to transfer electrons during

the catalytic reaction. In order to be used in reactions involving TM, the lanthanide centre

needs to be stable enough not to react during the catalysis and the ligand itself should be
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considered very carefully as to transfer selectively electrons to the TM centre. The design

of such a molecule is described in Figure ..

Ln

L2

L1

L3

M

L4

L5

Figure .: General scheme of the bimetallic complexes investigated and the electron path (arrow) involved in
these complexes

In this context, the three different blocks of this molecule (the lanthanide [Ln], the

bridging ligand [ligand] and the TM [TM]) need to be chosen carefully.

... Choosing the right lanthanide

As detailed previously, the lanthanide has to be chosen so that it transfers its electron but is not

highly reactive and would not interfere during the catalysis. Different lanthanides have the ap-

propriate redox potentials (+II/+III) that fit these criteria: europium, samarium and ytterbium.

We have seen that samarium is reactive and that side reactions such as tempo addition can

decompose the complex itself (Chapter ). Europium on the other hand, has a too high redox

potential, so that its redox activity is not adequate for the reduction of an organic moiety.

Ytterbium is a better fit, as its redox potential is low enough to perform reduction of

organic molecules, but not as low as it would be reactive in catalytic cycles. In molecular

complexes involving radical ligands, this behaviour is responsible for the multi-reference

character of ytterbium ions between three different states[] involving the 𝜋∗ molecular

orbital of the bipyridine neutral ligand: singlet 4f14𝜋∗ 0, Open-Shell Singlet (OSS) 4f13 ↑𝜋∗ ↓

and triplet 4f13 ↑𝜋∗ ↑. This behaviour could trigger new development in the field of catalysis

as the electron can be shared between the ligand and the lanthanide centre. Finally, ytterbium

in its divalent state is diamagnetic, which will lead to easier NMR studies and easy-to-

understand magnetic behaviour.
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... Choosing the right ligand

The phenanthroline and bipyridine molecules have been studied extensively with lanthanide

ions as we have shown in Chapter . When combined with ytterbium, in addition to the

multi-reference character of the lanthanide ion, the 𝜋∗ molecular orbitals of the neutral

ligand are also occupied in a multi-reference fashion. This behaviour has been developed

in detail in Chapter . It has been shown that for phenanthroline complexes of ytterbium

and samarium, while the electron transfer was not as important in the case of ytterbium, the

electronic structure of these complexes was very similar[,]. As a result, using an aromatic

ligands could present advantages, as the electron is transferred selectively to its 𝜋∗ orbitals

in a multi-reference fashion. This can lead to innovative molecules.

Based on these findings, a phenanthroline-like ligand was chosen, the taphen (,,,-

tetraazaphenanthrene). This molecule has the same symmetry than phenanthroline (C2v).

This ligand has been poorly used in TM chemistry, even if several early papers are discussing

the difference between phenanthroline and taphen in ruthenium complexes[]. Nonetheless,

some methods are available to chlorinate or fluorinate the C-H bonds of the ligands[].

Hence, it could be modulated in order to tune the electronic structure of the complex itself.

As with phenanthroline ligand, the valence molecular orbitals of taphen are 𝜋, 𝜋∗ and

lone pairs on the nitrogens. For the radical molecule, the natural occupation of these orbitals

have been evaluated at the CASSCF(,[,,,]) including two 𝜋, four 𝜋∗ and four lone

pairs orbitals of taphen (Table .). Contrary to phenanthroline, only one of these 𝜋∗ orbital

is mainly occupied for radical taphen (𝜋∗
1). The absence of strong multi-reference validates

the use of DFT for further analysis of bimetallic complexes using this specific ligand.

... Catalytic cycle

Group  elements are widely used in catalysis, especially palladium and platinum. Their

application spectrum is huge from cross coupling to C-H activation[] so that the stabili-

sation of key intermediate has always been important for understanding the mechanism

of these processes[].

Platinum has been known in three main oxidation states , +II and +IV and has been

widely used in catalysis especially with the Shilov reaction and other C-H activation types
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N

N N

N

a1 b1

n1 n2
. .
a2 b2

𝜋∗
1 𝜋∗

2 𝜋∗
3 𝜋∗

4
. . . .

Table .: Valence molecular orbitals and natural occupation of radical taphen at the CASSCF(13,[2,2,3,3])
level; the 𝜋 orbitals that are not represented in this table are doubly occupied

of catalysis[]. The chemistry of platinum (+III) and platinum (+I) is scarce and has been

developed slowly during the last decade[], certainly due to the high price of platinum itself.

Palladium can exist in five oxidation states (0,+I,+II,+III,+IV). While the most common

examples of palladium complexes described for the past decades involves Pd0 or PdII, PdIII,

PdI and PdIV are still not well known. Two electrons oxidation and reduction are involved in

the usual mechanisms and as such important studies need to be done on PdIV. Even if it was

discovered a decade ago[], PdIV is intriguing and remains a matter of discovery especially

in the recent years[,–]. The groups of Sanford and Ritter have particularly exploited this

type of chemistry using new complexes of PdIII[,,–]. Usually, PdIII involves a Pd-Pd

bond but some PdIII complexes without Pd-Pd bond were also isolated[]. Advancements

on PdIII also triggered advancement on radical processes involving palladium[]. The group

of Sanford has been able to characterise multiple palladium III and IV derivatives and has

led the way to new nickel +IV chemistry[].

As his counterpart, nickel has been characterised in the usual 0 and +II oxidation states.

But contrary to palladium or even platinum, nickel cross coupling reaction involves generally
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the NiI/NiIII couple[–]. But more recently several studies submitted the idea that such

mechanism could actually involve some nickel +IV intermediates[]. Following this paper,

multiple articles started appearing on nickel +IV and its potential power in catalysis[,].

Investigating these unusual oxidation states could give a better understanding of the

mechanism associated with oxidative addition and reductive elimination. In a first step,

palladium will be used as the catalytic system, but other group  elements will be investigated

as well, to provide a point of comparison.

. Novel bimetallic complexes

.. Taphen, a new type of bridging ligand

... Preliminary studies

Different strategies can be used to form a [Yb][taphen][Pd] compound. The first scheme

involves the synthesis of the [Yb][taphen] part and then addition of the [Pd] part to form

the final [Yb][taphen][Pd] (mentioned asYb(taphen)Pd, the italics font refers to this notation

and will be used in the text below).

Taphen can be synthesised according to existing procedures[] (Figure .).

N Br

NO2 Cu, DMF

100°C, 24h N

NO2

N

O2N

N

NN

N

Na2S, 9H2O

TAFEN

Figure .: Scheme for the synthesis of taphen[52]

The [Yb][taphen] block synthesis was done by addition of toluene on Cp∗
2Yb(OEt2)

and taphen (Figure .). The resulting purple solution was crystallised at -oC and the

dark blue needle crystals were suitable for X-Ray diffraction analysis.

YbII OEt2
N

N
N

N
YbIII YbIII

THF

taphen

Figure .: Scheme for the synthesis of Yb(taphen)Yb
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The crystallographic structure presents only a doubly bridging compound:

Cp∗
2Yb(taphen)YbCp∗

2, mentioned as Yb(taphen)Yb (Figure .).

Figure .: ORTEP of the X-Ray diffraction structure of Yb(taphen)Yb; selected distances in angstroms:
Yb1 − N1, N2 (avg) 2.363, Yb1 − N3, N4 (avg) 2.215, Yb − Yb 7.617, Yb − Cp∗ (ctd avg) 2.282,

̂Cp∗ − Yb − Cp∗ (ctd) 139.25

The structure is symmetric, which leads to the same distances between the two ytterbium

centres and the Cp∗ ligands. This distance is characteristic of the lanthanide oxidation

state. For ytterbium (+III), it is around . Å[] while for ytterbium (+II) it is around

. Å[]. Here the distance is . Å for both ytterbium which is in favour of two

reductions of the taphen ligand.

The magnetism is also in accordance with two ytterbium (+III), as 𝜒T for the complex is

approaching 5.2 cm3.K.mol−1 at room temperature. Further low temperature magnetisms

were conducted but did not find any single molecule magnet behaviour contrary to what was

previously observed for (Cp∗
2Dy(bpm)DyCp∗

2)+[]. This conclusion is in agreement with

previous results by Andersen et al. where they studied dimeric complexes of bipyrimidine

(bpm) with ytterbium[].

In conclusion, the synthesis of theYb(taphen)Pd complex should pass first by the synthesis

of a [taphen][Pd] block and by subsequent addition of the [Yb] block.

... Synthesis and characterisation of (taphen)PdMe2

Many starting materials of palladium can be used to form bimetallic complexes. One of the

most simple, (taphen)PdCl2, was used following existing procedures[]. The coordination

of the taphen ligand was done, but the poor solubility of the complex did not enable further
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characterisation of a bimetallic species. A more soluble complex such as (tmeda)PdMe2

could be more suitable.

Addition of one equivalent of taphen on (tmeda)PdMe in thf gave after one night

stirring at room temperature under an argon atmosphere red needle crystals. These crystals

were washed with pentane (yield )and were suitable for X-Ray diffraction studies (Figure

.). The resulting palladium taphen compound was isolated as a square planar complex

and was further characterised by 1H NMR.

(tmeda)PdMe2

taphen

thf
N

N
N

N
PdII

Figure .: Scheme for the synthesis of (taphen)PdMe2

Figure .: ORTEP of the X-Ray diffraction structure of (taphen)PdMe2

The molecular orbital diagram of a square planar complex of palladium is presented in

Figure . and the shape of the frontier molecular orbitals are presented in Table ..

dz2

dxy

dx2-y2

dxzdyz

Figure .: Square planar orbital diagram for Pd+II complexes with four distinctive ligands
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HOMO LUMO LUMO+

Table .: Frontier molecular orbitals of (taphen)PdMe2

Contrary to the square planar orbital diagram with four different ligands, the HOMO

is the 4dz2 . Because the ligand is bi-dentate, the 4dxy orbital is lower in energy than the

4dz2 . As it can be expected, the first two LUMOs of the complex do not correspond to the

4dx2−y2 , but to the LUMOs of taphen (𝜋∗
1 and 𝜋∗

3). These orbitals are weakly delocalised

on the palladium centre, which might be of importance for further reactivity.

... Synthesis and characterisation of Yb(taphen)Pd

• Synthesis and experimental characterisation

The isolated red crystals of (taphen)PdMe2 were used in the synthesis of the hetero-

bimetallic complexes. One equivalent of Cp∗
2Yb(OEt2) was added to a mixture of the

red crystals in toluene. The solution passed from green-black with a red precipitate to

dark purple. After stirring for over  minutes, the mixture was put at − 40 oC overnight.

Small dark crystals were then isolated ( yield) and were suitable for X-Ray diffraction

studies (Figure .). Further comparison between this structure and the initial palladium

complex one are presented in Table ..

Toluene

YbII
OEt2

N

N
N

N
PdII

N

N
N

N
YbIII PdII

Figure .: Scheme for the synthesis of Yb(taphen)Pd
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Figure .: ORTEP of the X-Ray diffraction structure of Yb(taphen)Pd

Yb(taphen)Pd (taphen)PdMe2 PBE-D ZORA
Yb-N (avg) .() .
Yb-Pd . .
Pd-C (Me) (avg) .() .() .
Pd-N (avg) .() .() .

Table .: Distances for (taphen)PdMe2 and Yb(taphen)Pd in their X-Ray structures and in the DFT
optimised structure of Yb(taphen)Pd, bond length are in angstroms, avg stands for average

The geometries of the palladium centre are practically identical in both compounds, with a

very slight contraction around the methyl and expansion around the taphen for Yb(taphen)Pd.

The distances range from . Å to . Å for the Pd-C bond and from . to . Å

for Pd-N. That is indicative of a taphen reduction by the ytterbium centre. Similarly to

what was found for Yb(taphen)Yb, the distance between ytterbium and the Cp∗ moieties,

i.e. . Å , is typical from other YbIII.

The 1H NMR was recorded in thf-d8 and showed three highly shifted peaks corre-

sponding to the taphen ligand, one peak corresponding to the methyl groups and one peak

corresponding to the Cp* ligand (Figure .). This paramagnetism can only be induced

if the ytterbium is oxidised to YbIII.

The magnetism of the complex is also in agreement with an oxidised ytterbium centre.

The 𝜒T value is around . cm3.K.mol−1 at room temperature, which is typical of an

ytterbium III complex (Figure .). This indicates that the electron is localised on the

fragment (taphen)PdMe2 without any coupling to the ytterbium centre itself. This is
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Figure .: 1H NMR of Yb(taphen)Pd in thf-d8

different from what was observed for phenanthroline complexes of ytterbium, where two

triplets were close in energy[].
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Figure .: Temperature dependent magnetic data for Yb(taphen)Pd from 5 K to 300 K at 0.5 T 1/𝜒 vs T is
given as filled red dots, 𝜒T vs. T as filled blue dots

The localisation of the electron was further assessed using EPR analysis at room tempera-

ture. The data presented in Figure ., show a narrow peak at  Gauss. It corresponds

to an organic radical. The slight broadening of the signal is due to the presence of the

ytterbium centre in the neighbourhood of the radical. This result further indicates that
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the electron is localised on the taphen ligand.

Field (Gauss)

3400 3500 3600 3700 3800

Figure .: EPR spectrum at room temperature and in the solid state of Yb(taphen)Pd

• Theoretical characterisation and bonding interactions

In order to better understand the electronic structure of the complex, theoretical inves-

tigations were performed. The geometry optimisation, using the triplet spin multiplicity

(i.e. one single electron transferred to the taphen and one single electron on the ytterbium

itself ), gave a geometry in agreement with the crystallographic one (Table .). The singlet

spin state (i.e. Yb+II and no electron located on the taphen) is close in energy from the

triplet spin state. After a geometry optimisation for the singlet, Gibbs free energies of

both spin states were compared at the PBE ZORA level of theory. The triplet is located

 kcal/mol below the singlet, which indicates further the preference for the triplet over

the singlet. These results could be improved using CASSCF techniques, as hybrid density

functionals favour high spin multiplicity[,].

The frontier molecular orbitals of Yb(taphen)Pd are presented in Figure ..

SOMO HOMO LUMO

Table .: Valence molecular orbitals of Yb(taphen)Pd
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There are two low-lying occupied orbitals, the SOMO and the HOMO of the system.

The SOMO corresponds to the 𝜋∗
1 orbital of neutral taphen with less than  influence from

the orbitals of the palladium centre and the HOMO to the Pd 4dz2 orbital. The two orbitals

are close in energy, as the SOMO-HOMO gap is ., . and -. eV respectively at the

PBE-D, BLYP-D and 𝜔BX-D level of theory. The first LUMO orbital corresponds

to an interaction between the 4dxz and the 𝜋∗
4 orbital of the taphen molecule. The LUMO+

represents the 5dz2 orbital from the ytterbium centre. These two orbitals are not close in

energy from the HOMO and small or no involvement in further reactivity on the palladium

centre are expected. From this, two conclusions can be drawn: the electron is transferred

from the ytterbium to the taphen ligand but the density is not found on the palladium

centre and the very close position of the SOMO and the HOMO of the system can trigger

interesting reactivity on the palladium complex itself.

The bonding energy inside the complex was decomposed using the EDA scheme between

a Cp∗
2Yb fragment and a (taphen)PdMe2 one. For a similar example, BSSE[] calculations

were performed using the same basis set and functional and led to small corrections (.

kcal/mol). As a result, the BSSE was neglected in the present calculations. The values are

presented in Figure . and compared to the ones from Cp∗
2Yb(phen).

Cp*
2Yb(phen)

Cp*
2Yb(taphen)PdMe2
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Figure .: Repartition of the attractive forces in % for Yb(taphen)Pd and Cp∗
2Ybphen while cutting the

Ln-N bonds, at the PBE0-D3 ZORA3 level of theory

The Cp∗
2Yb(phen) complex possesses a stronger electrostatic interaction with its ligand

than Yb(taphen)Pd. This is due to a preference for bidentate ligand in a coordination allowing
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a -member cycle. In the taphen case, only a -member cycle between the ytterbium and

the two nitrogen is possible whereas in the phenanthroline case a  member cycle is created

between the Yb, the two nitrogens and the two carbons. Moreover, in the phenanthroline

case, the ytterbium centre is surrounded by the phenanthroline ligand, which increases the

electrostatic interaction. On the contrary, the orbital interaction is higher for Yb(taphen)Pd.

The presence of a 𝜋 system between the two nitrogens might favour an interaction of these

orbitals with the orbitals of the lanthanide. The presence of the palladium on the ligand can

as well favour the presence of a stronger orbital interaction between the two fragments.

Overall, the bonding is weak in both complexes ( and  kcal/mol for Yb(taphen)Pd

and Cp∗
2Yb(phen) respectively). Most of the bond strength, , come from the lanthanide

itself while only  comes from the two Cp∗ moieties that stabilise the complex. A

detailed comparison between different density functionals could be interesting at this point

in order to assess the type of functional to use in order to evaluate the bonding interaction

properly. The use of the recent ALMO-EDA scheme[,], which is supposed to be functional

independent[], could reduce this problem of functional dependency while giving appropriate

values for the energy. Only a comparison of different EDA with the same couple density

functional/ basis set is reliable. In this sense, this PBE-D ZORA calculation will act

as a reference for the rest of the study.

As described in Chapter , the bond strength can also be evaluated using QTAIM

techniques[]. The evaluation of different parameters issued from QTAIM calculation are

presented in Table .. In all these cases, the interaction can be characterised as electrostatic

interaction: at the critical point the density is small and the laplacian is positive. This is a

common prediction for TM complexes and a comparison between the different values for the

density and the laplacian for the complexes Yb(taphen)Pd, Cp∗
2Yb(phen), (taphen)PdMe2

and Cp∗
2Yb will enable a better understanding of the bonding in each system.
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Yb(taphen)Pd ∇2𝜌 𝜌 BCP RCP CCP
Yb − N (avg) . .   
Yb − Cp∗ (avg) . .   
Pd − N (avg) . .   
Pd − C (avg) . .   
Cp∗

2Yb(phen)
Yb − N (avg) . .   
Yb − Cp∗ (avg) . .   
(taphen)PdMe2
Pd − N (avg) . .   
Pd − C (avg) . .   
Cp∗

2Yb
Yb − Cp∗ (avg) . .   

Table .: QTAIM values for 𝜌 and ∇2𝜌 at the BCP; BCP, RCP and CCP indicate the number of Bond
Critical Point, of Ring Critical Point and of Cage Critical Point present in the interaction for different

complexes Cp∗
2Yb, (taphen)PdMe2, Cp∗

2Yb(phen) and Yb(taphen)Pd

Upon coordination with the (taphen)PdMe2, Cp∗
2Yb is observing a slight decrease in

coordination strength with the Cp∗ ligands, as the number of critical points (BCP and RCP)

is decreasing from / to /. The evolution of the density related to the BCP between in

the Yb − N bond is not significant passing from (taphen)PdMe to Yb(taphen)Pd.

The ∇2𝜌 value for the Pd-C and the Pd-N bonds are different for (taphen)PdMe2.

This is due to the type of ligand bonding to the palladium: the methyl groups are X type and

the taphen is L type according to Green classification[] . As a result, the interaction is less

important with taphen than with the methyl groups. As such the decrease in ∇2𝜌 for the

Pd-N bond when passing from Me2Pdtaphen to Yb(taphen)Pd is normal, corresponding

to a stronger interaction between the palladium and the nitrogen due to the charge on the

taphen. Similarly, the bond between the ytterbium center and the taphen is less strong

than the bond between the ytterbium and phenanthroline. This is probably due to the

less common three-center interaction in the case of Yb(taphen)Pd compared to five-center

interaction in the case of Cp∗
2Ybphen.
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... Reactivity on Yb(taphen)Pd

The bimetallic complex of palladium possesses an electron delocalised on the 𝜋 system of

the taphen ligand that is located near the palladium centre. Upon reactivity this electron

might be of use in accelerating catalytic processes, creating new ones or stabilising Pd+IV

species. The development of this kind of reactivity was investigated.

• Catalysis

The use of fluorine in pharmaceutical compounds[], or in novel materials has increased

the need for new fluorination protocols. Nonetheless, fluorination remains a difficult topic

that is still investigated by numerous groups[–]. The development of one electron processes

for this kind of transformation has enable the use of metals such as cobalt[].

Such one electron process cannot, in theory, happen for palladium complexes. Nonethe-

less, the use of Yb(taphen)Pd, containing an electron stored on the ligand near the palladium,

could help promote such reactivity. That is why the same type of catalysis as proposed by

Hiroya et al.[] was attempted withYb(taphen)Pd. The initial mechanism postulated for their

reaction with cobalt involved an intermediate CoIII species, which in the case of palladium

could be easily stabilised by the electron stored on the taphen ligand.

Yb(taphen)Pd [10 mol%], CF3Ph

N
F

BF4 O(SiMe2H)2

MeO MeO

H

H

Figure .: Scheme of the catalysis using Yb(taphen)Pd

Two sets of experiments were done with two different starting materials: allylbenzene

and allylmethoxybenzene. The hydrogen source was chosen as (MeSiH)O and the fluorine

source as Selectfluor and their respective quantity used during the catalysis were  and 

equivalents. The catalyst, Yb(taphen)Pd, was used at a mol  quantity. The reaction was

performed in CFPh, as detailed in Hiroya’s paper[].

However, after analyses of both reactions using 19F NMR and GCMS, the presence of a

single peak at - ppm indicated the presence of a Si-F bond only[,] and no fluorination
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was performed. Instead, the alkene hydrogenation was possible. Changing the fluor source

from Selectfluor to trimethylpyridinium tetrafluoroborate as well as changing the siloxide

agent did not change this result. The fact that no other fluorine compound was found

in solution suggests that the siloxide is too reactive upon the fluorine source and that the

palladium in this situation did not favour one electron process.

In order to get more insight into the mechanism of the reaction and the possible side

reactions that could occur, different stoichiometric reactions were performed. A reaction was

attempted between the fluorine source and Yb(taphen)Pd. The resulting solution turned black

red and crystals from (taphen)PdMe were gathered on the edge of the flask, indicating a

possible side reaction between the ytterbium complex and the fluorine source. Analysis of

the resulting compound was not possible due to a 1H NMR with multiple side products

and no crystal structure.

Another reaction was done between the alkene and Yb(taphen)Pd. Upon addition of the

alkene, new peaks were found in the 1H NMR corresponding to the coordinated alkene

in solution. When putting the solution under vacuum the peaks disappeared, as the alkene

evaporates. Attempts of hydrogenation by addition of H2 on the coordinated complex did

not lead to further hydrogenation of the alkene. Attempts of doing an iodation of the alkene

were done in toluene with MeI but led to unsuccessful results.

Lanthanides are known to activate C-F bonds, as reported for ytterbium[], lanthanum[]

or even samarium[] and some fluorine atoms are even used to create d-f clusters[].

The presence of lanthanide in the vicinity of palladium during fluorination catalysis could

in that sense induce side reactions, with for instance coordination of the fluor atom on the

lanthanide itself instead of on the palladium.

Sonogashira coupling involving alkene and alkynes could be performed withYb(taphen)Pd

in order to study the influence of the electron presence near the palladium centre. The problem

with this type of catalysis is that it often involves acids and acids could easily break the Cp∗

bond with ytterbium. Here lies the limitation of the Yb(taphen)Pd system: ytterbium species

are reactive, even in their trivalent state and multiple side reactions could occur during catalysis.
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N

N
N

N
YbIII PdII MeI

N

N
N

N
YbIII PdIV

I?

acteone/pentane
-40°C

Figure .: Scheme of the addition of MeI on Yb(taphen)Pd forming Yb(taphen)PdMeI

Figure .: ORTEP of the X-Ray diffraction structure of Yb(taphen)PdMeI

• Stabilisation of Pd+IV compounds

In order to prove the efficiency of the designed hetero-bimetallic complex, reactivity was

attempted with alkyl-halogen. These compounds are known to react with palladium (+II)

complexes and form metastable (+IV) palladium complexes[,]. The newly synthesised

complex might enable the stabilisation of such intermediates and might even make possible

the characterisation of such compounds.

First attempts were done with iodo-methane, because it has been known for decades

to form metastable (bipy)PdMeI[,] (Figure .). The reaction attempted in toluene

gave unsatisfactory results. Even when low temperature reactions were done, 1H NMR

signals for ethane were found as well as two different environments for the methyl groups

bonded to the palladium. This is in agreement with a rapid reductive elimination for this

complex and a meta-stable PdIV intermediate.

When doing the reaction in a mixture of acetone and pentane at room temperature for a

few minutes and letting the solution at − 40 oC overnight, black crystals were isolated and

were suitable for X-Ray diffraction analysis. The crystal structure corresponded to a palladium

+IV compound, with one acetone coordinated on the ytterbium centre (Figure .).





.. Novel bimetallic complexes

Yb(taphen)Pd (taphen)PdMe Yb(taphen)PdMeI (bipy)PdMeI PBE-D

Yb-N (avg) .() .() .
Yb-Pd . . .
Pd-C (Me) (avg) .() .() .() .() .
Pd-N (avg) .() .() .() .() .

Table .: Distances (angstroms) in the X-Ray structures of Yb(taphen)Pd, (taphen)PdMe2, Yb(taphen)Pd and
PdMe3Ibipy[37] and the DFT structure of Yb(taphen)PdMeI, avg stands for average

The distances in Yb(taphen)PdMeI around the palladium centre are similar to the one

of (bipy)PdMeI already published[] (Table .). There is an expansion of the bonds

surrounding the palladium, which is expected as two anti-bonding orbitals of the palladium are

populated. The same effect was encountered on the ytterbium centre, as there is a coordination

of an acetone molecule, which indicates that even if ytterbium (+II) is reactive towards acetone,

the stabilisation of its electron by the presence of taphen prevents this reactivity. The reactivity

with acetone is not fast enough to prevent the formation of Yb(taphen)PdMeI.

The characterisation of Yb(taphen)PdMeI was completed by EPR and magnetic studies.

The magnetic data is coherent with an ytterbium (+III) centre and the EPR showed a broad

radical spectrum, indicating that the electron did not move from the taphen ligand. In

addition to the experimental investigations related to this complex, DFT calculations were

performed. The optimised structure was found to have only little difference with the crystal

structure (Table .).

The SOMO of the system is still localised on the taphen 𝜋∗
1 with no contribution of the

palladium centre. The first orbital centred on the palladium is the LUMO +  and is the

anti-bonding orbital of the newly formed I-Pd-Me bond. The LUMO+ of the system is the

LUMO of the acetone molecule, which is expected as acetone is very easily reducible.

The 1H NMR of the complex in acetone-d6 or toluene-d8 either at room or at low

temperature (− 80 oC) showed traces of ethane. The decomposition of the PdIV complex

is, therefore, happening very quickly. Upon liberation of ethane, the newly formed bimetal-

lic complex can react with acetone on the ytterbium centre, which could accelerate the

decomposition of the intermediate Pd+IV specie.

This has been proven to happen easily, as upon letting a solution of Yb(taphen)PdMeI

in acetone-d6 over a period of  hours, red needle crystals of (taphen)PdMeI grew and
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Figure .: Decomposition scheme of Yb(taphen)PdMeI

were suitable for X-Ray diffraction analysis (Figure .). This is well linked with the

above details about the orbitals, i.e. the LUMO+ is localised on the acetone and might

interact with Cp∗
2Yb.

Other types of reactivity were attempted using either other alkaline-halogen compounds,

or radical reagent. The use of PhI led to similar results to the one detailed previously, with

the formation of toluene upon addition of Yb(taphen)Pd. Reactivity with TEMPO led

to the release of (taphen)PdMe2, which could account for the reaction of Cp∗
2Yb with

TEMPO. Addition of small molecules, such as CO2, or CO only resulted in unsoluble

nano-material unsuitable for further analysis.

• Newly formed trimetallic complex

• Experimental characterisation

The reactivity of the bimetallic complex could also be investigated towards another

electron transfer to the taphen ligand. In order to perform such electron transfer (Figure

.), one equivalent of Cp∗
2Yb(OEt2) was added to one equivalent of Yb(taphen)Pd. The

resulting purple black solution gave upon cooling at − 40 oC fine dark crystals that were

suitable for X-Ray diffraction analysis (Figure .).

This molecule is reminiscent of the Cp∗
2Yb bonded to platinum complexes in a Lewis

acid - Lewis base fashion observed by the group of Andersen[] (Table . for a closer

look). When looking at the unit [Yb][taphen][Pd] inside Yb(taphen)PdYb the distances

are different from Yb(taphen)Pd (Table .). The distances between each metal and the

taphen moiety decreased strongly and the distance between the two metals is shorter of

more than . Å. This overall contraction might be due to a second electron transfer from

the Lewis adduct to the whole taphen moiety.
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Figure .: Scheme for the synthesis of Yb(taphen)PdYb

Figure .: ORTEP of the X-Ray diffraction structure of Yb(taphen)PdYb

Yb(taphen)Pd Yb(taphen)PdYb PBE-D ZORA
Yb-N (avg) .() .() .
Yb-Pd . . .
Pd-C (Me) (avg) .() .() .
Pd-N (avg) .() .() .
Yb-C (Me) (avg) .() .
Yb-Pd .() .

Table .: Distances in the X-Ray structures of Yb(taphen)Pd and Yb(taphen)PdYb and in the computationally
predicted one of Yb(taphen)PdYb, distances are in angstroms, avg stands for average
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The geometry for the interaction between Yb and the methyl groups is not linear as in

Andersen paper but is bent and the distance is . Å shorter than the one previously reported

by Andersen (Table .). This indicates a stronger interaction between the two compounds

than simply a Lewis acid-Lewis base adduct. Moreover, the equilibrium is reversible: in

thf, the Cp∗
2Yb moiety coordinated to the methyl groups is uncoordinated and further

coordinates to thf, to form Cp∗
2Yb(thf)2, while in toluene Yb(taphen)PdYb is formed.

The magnetic studies of Yb(taphen)PdYb were done and showed that two ytterbium (+III)

atoms were present in the molecule (Figure .). Finally, the silent EPR at room temperature

showed that the pair of electrons was located on the taphen ligand.
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Figure .: Temperature dependent magnetic data for Yb(taphen)PdYb from 5 K to 300 K at 0.5 T 1/𝜒 vs T
is given as filled red dots, 𝜒T vs. T as filled blue dots

• Theoretical characterisation

The electronic structure of the singlet dianion taphen ligand has been computed at the

CASSCF(,) level of theory. This molecule presents a ground state electronic structure :

𝜋∗ 2
1 (Table .), which validates the use of usual DFT methods to study the tri-metallic

complex Yb(taphen)PdYb. A differentiation was firstly done between three hypothetical spin

states at the DFT level: singlet, triplet and quintet. At the PBE-D level, the triplet was

lower in energy than both the singlet and the quintet. This result is in agreement with

both the EPR and Squid measurements.
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Figure .: QTAIM molecular graph of Yb(taphen)PdYb focussed on the Me-Yb interaction at the PBE0-D3
ZORA1 level of theory, BCP are given in red, RCP in green and CCP in blue

• QTAIM and ELF analyses

A closer look at the molecular orbitals of the complex did not show any sign of a bonding

interaction between the methyl groups and the lanthanide ion. Instead, QTAIM and ELF

analyses were performed to get an overview of the bonding structure of both complexes.

The QTAIM calculation locates two BCP between the ytterbium ion and the two methyl

groups (Figure .). The interaction between the palladium and its ligands changed in

this complex compared to Yb(taphen)Pd. The Pd-N and Pd-C bonding are slightly more

ionic, with laplacian values larger than without the presence of the second ytterbium (from

. to . for Pd-N and from . to . for Pd-C). The BCP located between the

methyl groups and the ytterbium ion has a positive laplacian (.) and a small density

(.): this bonding is weak and electrostatic.

Contrary to the QTAIM calculation, no basin was found between the C and the lanthanide

in the ELF calculation. Instead, valence basins V(Yb, H) located close to the lanthanide (at

. Å) and shared with the four closest hydrogen atoms were found (see Figure .). The

total density for these basins is . electrons, which means . electrons per methyl group.

We can compare this value with the one found for the basins between the lanthanide and

the carbon atoms of the Cp∗ rings, V(Yb, CCp∗). These basins are located at . Å from

the lanthanide and the total density for the two Cp∗ rings of Yb is . electrons. Hence,
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Figure .: ELF basins of Yb(taphen)PdYb while cutting the isodensity in the plane Yb-C-H with an
isosurface of 0.48

there is more electron shared with the two methyl groups than with the two Cp∗. However,

compared with samarium complexes basins[], the deformation of the valence basins is small,

corresponding to an electrostatic interaction between the lanthanide and the methyl groups.

As a result, the interaction with the two methyl groups can be associated with the presence

of valence basins between the lanthanide and the hydrogen atoms and the presence of a

BCP between the lanthanide and the carbon atoms. While there are differences between

these two analyses, they both indicates an interaction between the ytterbium center and

the methyl groups.

An EDA was also performed to get a better idea of the interaction strength between

the ytterbium centre and the methyl groups. The molecule was divided in two fragments:

one Cp∗
2Yb fragment and one Cp∗

2Yb(taphen)PdMe2 fragment and the EDA results

are presented in Table ..

The total bond strength between the lanthanide and the methyl groups is weaker than

between the lanthanide and the taphen moiety : in the present case the bond strength is

 kcal/mol while it was  kcal/mol between Cp∗
2Yb and (taphen)PdMe. The bonding

interaction is spread over electrostatic () and orbital interactions () with a small

influence of the dispersion effects ( ) like for Yb(taphen)Pd.

Compared to Cp∗
2Yb(thf)2, the bond strength is almost similar ( vs  kcal/mol).

But the repartition of the bonding interaction is different. For Cp∗
2Yb(thf)2, the dispersion





.. Novel bimetallic complexes

Energy (kcal/mol) Yb(taphen)PdYb Cp∗
2Yb(thf)2 (tmeda)PdMe2YbCp∗

2
Pauli  . .
Electrostatic Interaction - - -
Orbital interaction - - -
Dispersion - - -
ΔEprep   
Bond Strength   

Table .: Bond Strength and EDA (kcal/mol) in Yb(taphen)PdYb and (tmeda)PdMe2YbCp∗
2 when

cutting the Yb-C-Pd bond formed and in Cp∗
2Yb(thf)2 when cutting the Yb-thf bonds

forces accounts for   of the bonding, the orbital interaction for   and the electrostatic

interaction for . While this percentage for electrostatic interaction is similar between

the two complexes, the dispersion forces play a more important role in the interaction of

Cp∗
2Yb(thf)2. The similar value for the bond strength makes it easy to understand why

experimentally at room temperature in thf, the ytterbium molecule coordinated to the methyl

groups prefers to coordinate to thf.

These three analyses points out towards a bonding interaction between the lanthanide and

the methyl groups. While this interaction is weak,  kcal/mol, ELF and QTAIM analyses

found basins and critical points between the methyl groups and the lanthanide ions. Another

important characteristics of the structure was the bent angle between Yb and the methyl

groups linked to the palladium. This interaction was specific to this compound, as it was

not observed previously by Andersen et al.[]. Two different hypotheses surrounding this

bent structure have been analysed using theoretical tools.

• A bent complex?

Taking a closer look at the molecular orbitals, one interaction was found to possibly

explain this structure: there is a small interaction between the 𝜋 orbitals of one Cp∗ ring and

the 4dz2 of the palladium centre (Figure .). This type of orbital overlap is not supposed

to be favourable as it is a four electrons in two orbitals interaction. However, the Pd 4dz2

orbital energy decreases compared to Yb(taphen)Pd, passing from the HOMO to a deeper

orbital. Hence, this is enhancing the stability of the compound.
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Figure .: Orbital interaction diagram that could explain the bent structure of Yb(taphen)PdYb

Moreover, dispersion effects are keeping the cohesion of this structure. The molecule

optimisation without the Grimme’s dispersion corrections (D) leads to a linear structure.

The plot of the non-covalent interaction (NCI) identified an important amount of van der

Waals forces between the palladium and the ytterbium complex (Figure .). These two

properties show that dispersion forces are in part responsible for the bending[].

Figure .: NCI plot of Yb(taphen)PdYb at the PBE0-D3 ZORA1 level of theory, blue, yellow and green
surface represent weak van der Waals interactions, isosurface = 0.03

The orbital interaction is strong between the lanthanide and the methyl group and

accounts for  of the bonding interaction. In this sense the bent angle observed experimen-

tally with this complex is strongly related to the bonding interactions that occurs between

the lanthanide and the methyl groups. However, the dispersion effects also play a role in the
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bent conformation as a relatively high amount of van der Waals forces were found between

the lanthanide molecule and the palladium centre.

The bent angle was not observed for other Lewis acid-Lewis base complexes. The reaction

of one equivalent of Cp∗
2Yb(OEt2) and one equivalent of (tmeda)PdMe2 led to the

formation of a (tmeda)PdMe2YbCp∗
2 complex. This adduct was analysed by X-Ray

diffraction studies (Figure . for the structure and Table . for a comparison of the

geometries). This compound contains a diamagnetic, 4f14, YbII ion that does not transfer

its electron to the palladium complex (silent magnetism analysis).

Figure .: ORTEP of the X-Ray diffraction structure of (tmeda)PdMe2YbCp∗
2

Yb(taphen)PdYb (tmeda)PdMe2YbCp∗
2 Cp∗

2YbMe2Ptdippe[]

Yb-M .() . .
Yb-C (Me) (avg) .() .() .()
M-C (Me) (avg) .() .() .()

Table .: X-Ray structures distances (angstroms) for Yb(taphen)PdYb , (tmeda)PdMe2YbCp∗
2, with the

already published Cp∗
2YbMe2Ptdippe[25], where avg stands for average

The distances between the palladium centre and the carbon atoms of the methyl groups

are longer for Yb(taphen)PdYb (. Åand . Å for (tmeda)PdMe2YbCp∗
2). This could

result from the interaction between the lanthanide ion and the palladium centre that is

stronger for Yb(taphen)PdYb: the distance between the lanthanide and the methyl groups for

the tri-metallic complex and between the lanthanide ion and the palladium centre is . Å

and . Å shorter, respectively. Comparing these distances to the already published structure

Cp∗
2YbMe2Ptdippe[] gives shorter distances in the case of (tmeda)PdMe2YbCp∗

2. The
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distance between the lanthanide ion and the the carbon atoms is . Å shorter for this

molecule. This could result from a stronger interaction for (tmeda)PdMe2YbCp∗
2.

The EDA of (tmeda)PdMe2YbCp∗
2 is presented in Table .. It shows that the amount

of dispersion forces in the attractive interactions is more important than in the case of

Yb(taphen)PdYb ( compared to ). Moreover, the total bond strength between the

Cp∗
2Yb fragment and the (tmeda)PdMe2 is weak,  kcal/mol. Therefore, the presence of

a taphen moiety in the vicinity of the palladium centre is creating the bent structure and the

presence of an electron transferred to the ligand strengthens this interaction. Other types

of Lewis adducts have been synthesised recently[] and further analysis of their bonding

interaction could result in better understanding of lanthanide bonding interactions.

.. Bipyrimidine as a ligand

The taphen ligand has enabled the synthesis and characterisation of several compounds.

Nonetheless, the propensity of this ligand to keep its electron was demonstrated during reac-

tivity with MeI. Changing the orbital of the bridging ligand could lead to a change in reactivity.

Bipyrimidine (bpm) is one of the most common ligands used for the synthesis of poly-

metallic complexes. Compared to taphen, phenanthroline, or bipyridine the point group of

bipyrimidine is D2h. Its valence orbitals includes four lone pairs on each nitrogens and several

𝜋 and 𝜋∗ orbitals (see Table . for pictures of the 𝜋∗ orbitals). The electronic structure

of the radical anion of bpm has been calculated at the CASSCF(,[,,,,,,,]) and

CASPT level of theory. As for bipyridine and phenanthroline, the ground and the first

excited states are more distanced than for taphen (. and . eV at the CASPT and

CASSCF level respectively). The ground state has an important multi-reference character

with occupation of three 𝜋∗ orbitals of bipyrimidine:   n↑
3𝜋∗ ↓

1 𝜋∗ ↑
3 ,   n↑

4𝜋∗ ↓
1 𝜋∗ ↑

4

and    n↑
1𝜋∗ 2

1 . These orbitals can be involved with the lanthanide into a multi-reference

ground state, like in the case of phenanthroline complexes of samarium described in Chapter

 or for bipyridine complexes of ytterbium[]. The occupation of these three LUMOs could

induce interesting reactivity and could enable further stabilisation of PdIV intermediates.
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N

N

N

N

ag b3u b2u b1g

n1 n2 n3 n4
b1u b2g b3g au

𝜋∗
1 𝜋∗

2 𝜋∗
3 𝜋∗

4

Table .: Valence molecular orbitals of bpm in the ground state at the CASSCF(17,[1,1,1,1,2,2,2,2]);
orbitals not represented have a natural occupation close to 2.0

... Yb(bpm)Pd synthesis and characterisation

The same experimental procedure described for taphen was capable of producing crystals

of Cp∗
2Yb(bpm)PdMe2 (Yb(bpm)Pd ). This compound was characterised using NMR and

solid state magnetic measurement. The X-Ray crystallographic structure of Yb(bpm)Pd is

shown in Figure . and relevant distances are shown in Table ..

Figure .: ORTEP of the X-Ray diffraction structure of Yb(bpm)Pd,
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Yb(taphen)Pd Yb(bpm)Pd Triplet Singlet (bpm)PdMe2
Yb-N (avg) .() .() . .
Yb-Pd . . . .
Pd-C (Me) (avg) .() .() . . .()
Pd-N (avg) .() . . . .()

Table .: Geometric parameters (distances in angstroms) of the X-Ray structures of Yb(taphen)Pd,
Yb(bpm)Pd and (bpm)PdMe2, and the DFT optimised structure of Yb(bpm)Pd for the singlet and the triplet

spin multiplicities at the PBE-D3 level, where avg stands for average

The distances around the lanthanide center are indicative of a Yb+III complex, as the

Yb − Cp∗ distance is .() Å, close from the expected distance for Yb+III molecules

(around . Å). Around the palladium, compared to the monometallic (bpm)PdMe2,

the distances are similar for Pd-C, but elongated for Pd-N, which is consistent with an

electron transfer from the lanthanide to the organic moiety. Compared to Yb(taphen)Pd,

the distances are shorter for Pd-C, which is indicative of a stronger interaction between

the palladium and the methyl groups.

The magnetic data is different from the one of Yb(taphen)Pd. There are two inflexion

points: one at  K and another at  K. These characteristics are typical of a multi-

configurational singlet state that populates with temperature the triplet state. The two

inflexion points indicate two different singlet wave-functions. At low temperature, the

electronic structure should be an open-shell singlet with one electron on the 𝜋 system of

bipyridine. The first inflexion point indicates the presence of another open-shell singlet

state close in energy from the first open-shell singlet. Finally, the second inflexion point

indicates the temperature at which the triplet state is starting to be populated. As a result,

three configurations (two open-shell singlets and one triplet) are close in energy[].

This behaviour was already observed for substituted bipyridine complexes of ytter-

bium[,]. However, in this situation, the close vicinity of the palladium centre could

enable stabilisation of palladium IV intermediate for example.

... Theoretical characterisation

Even if there is an experimental proof for the different low-lying configurations forYb(bpm)Pd,

geometry optimisations were performed at the DFT level of theory. This was validated by
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Figure .: Temperature dependent magnetic data for Yb(bpm)Pd from 5 K to 300 K at 0.5 T 1/𝜒 vs T is
given as filled red dots, 𝜒T vs. T as filled blue dots

previous studies on bipyridine complexes of ytterbium that did not find significant differences

between the CASSCF optimised geometry and the DFT one[,]. Different distances are

presented in Table . with different spin multiplicities for the complex.

The optimised geometry of Yb(taphen)Pd both in its triplet or singlet spin states differs

from the experimental X-Ray diffraction analysis. The geometry closest to the experimental

value is the one optimised for the singlet spin state i.e. without any electron transfer to

the palladium. This is different to what was observed previously by Maron et al. for

bipyridine complexes of ytterbium[,].

The presence of low-lying states can be responsible for multireference character of the

ground state. As a result, CASSCF calculations need to be performed in order to have an idea

of the electronic structure of the complex. However, the definition of the active space is not

easy with this compound as it could include the orbitals of ytterbium (f + d), the orbitals

of the bpm ligand (four lone pairs, four 𝜋 and four 𝜋∗) and the orbitals of the palladium

compound (d). Including all these orbitals result in a too large active space that cannot

be suitable for CASSCF calculation. Therefore, two approximated active spaces have been

used for Yb(bpm)Pd and the results are presented in Table ..
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Electrons Orbitals Description of the orbitals Ground State

   𝜋∗ +  f +  𝜋 4f13 ↑𝜋∗ ↓
1

   𝜋∗ bpm +  f +  d +  d 4f13 ↑(𝜋1𝜋4)∗ ↓

Table .: The two active spaces used to calculate the electronic structure of Yb(bpm)Pd ; a spin average
calculation was performed on the first 10 states

The two active spaces are consistent with the formation of a radical bpm, and an oxidised

ytterbium. Both active space do not show sign of a multi-configuration on the lanthanide

ion with involvement of 4f14 and 4f13 wave-functions. However, the two active space does

not result in the same wave-function on the bpm core itself: while the first active space

results in a donation of one electron to 𝜋∗
1 of bpm, the second result in a multi-configuration

between 𝜋∗
1 and 𝜋∗

4 (Figure . for a view of the orbitals). The multi-reference character of

the wave-function for the second active space might result from the inclusion of d orbitals,

which have the right symmetry to interact with 𝜋∗
4.

The second active space, [,], was used to compare the energies of the triplet and the

Open-Shell Singlet (OSS) wave-function and the excited states of the OSS at the CASPT

level of theory (Table .).

Configuration CASSCF Energy CASPT Energy Wave-function

Triplet-   4f13𝜋∗ 0.60
1 𝜋∗ 0.30

4 𝜋∗ 0.10
3

OSS- . . 4f13𝜋∗ 0.60
1 𝜋∗ 0.30

4 𝜋∗ 0.10
3

OSS- . . 4f13𝜋∗ 0.15
1 𝜋∗ 0.65

4 𝜋∗ 0.15
3

OSS- . . 4f13𝜋∗ 0.20
1 𝜋∗ 0.05

4 𝜋∗ 0.70
3

OSS- . . 4f135d1

Table .: Energies (eV) of the triplet ground state, the OSS ground and excited states and the different
natural occupation numbers of the 4f and 𝜋∗ orbitals; the names 𝜋∗

1, 𝜋∗
4and 𝜋∗

3 refers to the orbitals of
neutral bpm described in Table 4.10

The energy difference between the OSS and the triplet is low at the CASPT level of

theory. This is different from what was previously observed for Cp∗2Yb(bipy) complexes[].

The energy difference between the first OSS excited state and the ground state is as well high

and could not account for the formation of the two low-lying OSS observed experimentally.

Changing the active space for [,] did not change the qualitative evaluation of the energy.
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Increasing the active space past the [,] threshold did not result in successful calculations or

only led to similar electronic structure. However, addition of other orbitals (d of ytterbium,

d of palladium, 𝜋 and n orbitals of bpm) can decrease the energy difference between the

OSS ground state and the first excited states.

As detailed in previous publications[,], the configuration of ytterbium complexes is

dependant on the redox potential of the ligand. Depending on the redox potential of the

ligand, the configuration will be 4f13 ↑(ligand)↓ or 4f14(ligand)0, if the ytterbium +II ion

is capable of reducing the ligand or not. For intermediate redox potentials, the configuration

of the resulting complex is a mixed-valent one combining the two configurations. Therefore,

the orbitals of bipyrimidine radical can be looked at in a first approximation. In the bpm’s

CASSCF calculation described earlier, the ground state was multi-configurational with

involvement of 𝜋∗
1, 𝜋∗

3 and 𝜋∗
4. Moreover, at both the CASSCF and CASPT level, this

ground state possessed a low-lying excited state (. and . eV respectively). The closeness

of these two states are probably triggering the two OSS observed on the magnetic data of

Yb(bpm)Pd. This cannot be reproduced using CASSCF on the full molecule, as the active

space for such a calculation is important and cannot fit a normal CASSCF calculation.

The molecule will be approximated in the next paragraphs in order to hide the problems

related to the triplet and singlet closeness in energy. The f electrons will be approximated

using a LC-ECP. It will mask the electronic ground state problem (triplet or singlet) –which

is validated considering that this is probably not responsible for the reactivity of these

compounds–, but it will not mask the one of the relative closeness of the two OSS states

observed experimentally and due to the electronic structure of bpm.

... Reactivity with MeI and comparison with Yb(taphen)Pd

The reactivity of Yb(bpm)Pd was performed with MeI in toluene[]. The intermediate

PdIV was crystallised in toluene at - oC (X-Ray structure not shown). Compared to

previous results with Yb(taphen)Pd, the stability of the PdIV species is more important

and has enabled variable temperature 1H NMR (Figure .) between - oC and - oC,

without significant decomposition of the compound. However, after a couple of hours at

room temperature, the compound decomposes and liberates ethane. This degradation was
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slow enough to be followed by 1H NMRand a kinetic study was performed at different

temperature. An Eyring plot was able to evaluate the enthalpy and entropy for this reaction

(ΔH≠ = 24(1) kcal/mol and ΔS≠ = 6(6) cal/mol/K).

Figure .: Variable temperature 1H NMR of Yb(bpm)PdMeI

Different pathways have been discussed for reductive elimination over the years[,]

(Figure .). Mechanisms involve generally a reaction intermediate with a -coordinate

palladium[,], that has then more space in order to proceed towards the reductive elim-

ination. Two decoordinations can be hypothesised: one decoordination of the iodide as

describe by Canty et al.[] and the decoordination of one arm of the bipyrimidine/taphen

moieties, which has been described recently by Sanford’s group[] and by Goldberg’s group

for platinum complexes[] (Figure .).

Previous values for the enthalpy and entropy of reaction for (bipy)PdMe2
[] were

ranging for ΔH≠ from  to . kcal/mol and for ΔS≠ from - to - cal/mol/K. The ΔS≠

value is negative which is in agreement with a cation formation, inducing a high order in the

first solvation sphere and is inconsistent with the decoordination of one arm of the bipyridine

moiety. For Yb(bpm)PdMeI, while ΔH≠ is almost identical, ΔS≠ does not have the same

sign. This difference for ΔS≠ can indicate a mechanistic difference between (bipy)PdMe2
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Figure .: Mechanism for the reductive elimination of ethane upon oxidative addition of MeI on
bipyridine palladium complexes in acetone

and Yb(bpm)PdMeI. Yb(bpm)PdMeI reductive elimination is one of the rare example[]

of a PdIV with a positive ΔS≠, in agreement with the absence of cation formation in the

transition state. Its small value (ΔS≠ = 6(6) cal/mol/K) could be in agreement with a

mechanism where one arm of the bipyrimidine is decoordinated from the palladium complex.

The mechanism was studied at the DFT level of theory. On palladium complexes, the

group of Sanford has been interested in simulation of the mechanisms at the DFT level[].

At their level of theory they were able to reproduce accurately palladium reaction mechanisms.

As a result, their methodology will be used below to treat our new molecular complexes. The

geometry optimisation was done at the PBE-D/BSand a single point was performed at

the 𝜔BX-D/BS with addition of an implicit solvation model (SMD) (BS and BS

were defined in Chapter ). The results are presented in Table . for (bipy)PdMe2 using

two different solvent media: acetone and toluene.

ΔG Acetone Toluene
I  
TS . .
I . .
TS . .
P -. -.

Table .: ΔG (kcal/mol) calculated at the 𝜔B97X-D2/BS2 for different intermediate of (bipy)PdMe3I
in acetone and toluene, the names are defined in Figure 4.29
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The two mechanisms are favoured depending on the solvent: the mechanism involving

a decoordination of the iodide ion is occurring in acetone while the mechanism involving

a decoordination of one arm of the bipyridine moiety is favoured in toluene. This is not

surprising as the stability of the cationic form (taphen)PdMe+
3 in non polar solvent such

as toluene is reduced. Previous studies in acetone already showed that the mechanism

passed by a decoordination of one iodide atom[]. But, the reaction mechanism in toluene

is yet to be studied extensively as only few degradation kinetic studies of the reductive

elimination for the PdIV intermediate were done in toluene. According to these results,

changing the solvent could change the relative energies of TS and TS which might explain

the formation of the crystal structure of Yb(taphen)Pd in acetone while in toluene the

decomposition is too fast to be followed.

The reaction mechanism was performed for the four complexes (taphen)PdMeI, (bpm)PdMeI,

Yb(taphen)PdMeI and Yb(bpm)PdMeI. For the four complexes, the TS geometry present a

very asymmetric coordination to the palladium centre. The asymmetry is relatively smaller

for bipyrimidine ligands than for taphen ones, probably due to the rigidity of the latter

compared to the former. The energies were calculated for the two different pathways (Figure

.) and are presented in Figure ..
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(bpm)PdMe2

Yb(taphen)Pd
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Figure .: Gibbs enthalpy of different complexes taking I1 as a reference at the 𝜔B97X-D2/BS2 level, the
names have been defined in Figure 4.29

The energies of the different TS are similar depending on the complexes at stake. There

is a stabilisation of the TSand I molecules (> kcal/mol) passing from the monometallic
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to the bimetallic complexes. But, this difference does not change the order of the reac-

tion, as in toluene the pathway  (TS) is favored over the pathway  (TS). Moreover,

the TS stability is slightly decreased from the mono-metalic to the bimetallic complex:

ΔGTS1((bpm)PdMe2) < ΔGTS1(Yb(bpm)Pd). This difference could induce a slower

reductive elimination in the case of bimetallic complexes than in the case of monometallic

complexes. However, it is thin and cannot explain the observed experimental distinction

between Yb(taphen)Pd and Yb(bpm)Pd. The electronic structure of the latter has to play a role

in the increase of ΔGTS1. The frontier orbitals of Yb(taphen)Pd at the TS geometries

are pictured in Figure ..

SOMO LUMO LUMO+

- . . .

Table .: Molecular orbitals of TS1 at the 𝜔B97X-D2/BS2 level of theory and their respective energies in
eV

The Pd-N distortion, observed in the DFT optimised structure of TS, is modifying

the symmetry of the 𝜋∗
1 and 𝜋∗

3 of bipyrimidine (LUMO and LUMO+ in Figure .).

The LUMO and LUMO+ orbitals of Yb(taphen)PdMeI become slightly asymetric in TS.

If the ground state of the molecule involves both 𝜋∗
1 and 𝜋∗

3 of bipyrimidine as it is the

case for bipyridine complexes of ytterbium[,,] and as it was shown for Yb(bpm)Pd,

TS might be higher in energy for Yb(bpm)PdMeI than for Yb(taphen)PdMeI. Contrary to

bpm, taphen does not possess a low-lying excited states that might get involved in further

stabilisation of a PdIV species.

DMRG calculations could become very useful in this particular scenario: by enabling

larger active space, studying this mechanism at the DMRG level could bring more accurate

values for the energy than at the DFT level. Such calculations are currently being investigated

in collaboration with M. Reiher[] (ETH Zurich).
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. Towards the design of a new ligand

The case of bipyrimidine and taphen has shown that the ligand is crucial in order to stabilise

certain reactive intermediates, or to promote reductive elimination selectively. Getting a better

understanding of the ligand design that could be placed in a bimetallic fashion could trigger

new developments for the synthesis of bimetallic molecules with lanthanide and palladium.

As a result, other ligands were used, such as dipyrido[,-a:’,’-c]phenazine (dppz) and

the -(-pyrimidil)benzimidazolate (Ind-H) ligand. Both ligands vary from bipyrimidine

and taphen in different ways. The synthesis and characterisation of both molecules will be

discussed and further lead to a computational evaluation of different ligands in order to

promote electron density on the palladium itself.

.. The dipyrido[,-a:’,’-c]phenazine ligand

The dipyrido[,-a:’,’-c]phenazine ligand (dppz) has been used extensively in photochem-

istry and is known for its tendency of well delocalising electrons. However, the use of

this ligand for poly-metallic clusters has been rather limited (to the best of our knowledge

there is no entry in the CCDC over poly-metallic complexes of dppz). As such using the

phenanthroline core of dppz to coordinate the TM centre and then using the nitrogens

present on the edge of the molecule to coordinate the Yb centre would be a novel use of

dppz and could create new hetero-metallic compounds. The reaction of one equivalent of

dppz to (tmeda)PdMe led to the formation of a fine orange/red powder. This powder was

used in order to synthesise poly-metallic molecules with Cp∗
2Yb(OEt2). The brownish/back

solution was crystallised at − 40 oC and tiny dark crystals were suitable for X-Ray diffraction

studies (Figure .).

This molecule contains two ytterbium and one palladium centres. The two ytterbium

ions are coordinated in a non-covalent way to the two carbons near the nitrogen, as they are

looking for more than one atom to bind to (for geometry comparison see Table .). The

deformation of the dppz itself indicates an electron transfer to the ligand. The X-Ray data

did not enable the confirmation of hydrogen atoms near the ytterbium. Their presence was

proved as in thf, Cp∗
2Yb(thf)2 and free (dppz)PdMe2 were gathered. When changing the
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Figure .: ORTEP of the X-Ray diffraction structure of Yb(dppz)Pd
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Figure .: Temperature dependent magnetic data for Yb(dppz)Pd from 5 K to 300 K at 0.5 T 1/𝜒 vs T is
given as filled red dots, 𝜒T vs. T as filled blue dots

solvent for toluene the complex could be formed again, indicating an equilibrium between

the trimeric form and the palladium complex depending on the solvent. The magnetism

of Yb(dppz)Pd at room temperature showed two YbIII consistent with the deformation of

the dppz moiety (see spectrum Figure .).

In order to compare the strength of the bond between the ytterbium centres and the dppz

complex, quantum chemistry calculations were performed. The geometry optimisations were

more complicated than what was expected from the previous calculations as the geometry

did not successfully reproduce experimental results (Table .).

On one hand, using all-electron calculations and different spin state for the molecule,

the resulting geometry is different from what is expected from the crystallographic structure.

On the other hand, the use of a large core ECP calculation was able to partially recover

the distances found in the crystallographic structure. This difference probably lies in the

difficult electronic structure of the complex that the pseudopotential masked by putting
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Distance (Å) Yb(dppz)Pd Singlet Triplet Quintet LC-ECP
Yb-N (avg) .() . . . .
Yb-C (dppz) .() . . . .
Yb-Yb . . . . .
Yb-Pd . . . . .
Pd-C (Me) (avg) .() . . . .
Pd-N (avg) .() . . . .

Table .: Comparison between the experimental structure of Yb(dppz)Pd and the theoretical structures
optimised at the PBE-D3 level of theory with ZORA2 or LC-ECP at different spin states (singlet, triplet and

quintet) where avg stands for average

a2 b2

𝜋∗
1 𝜋∗

2 𝜋∗
3 𝜋∗

4
. . . .

Table .: Molecular orbitals of neutral dppz and their natural occupation in the ground state for dppz
dianion at the CASSCF(14,[2,2,3,3])

the f electrons in the core of the pseudopotential.

In order to understand the distorted geometric structure, dppz radical anion and dppz

singlet dianion were studied at the CASSCF level, after a geometry optimisation of neutral

dppz at the PBE-D/ZORA level. As pyridine and phenanthroline, the point group of dppz

is C2v. The valence orbitals of neutral dppz contains four 𝜋∗ orbitals, four lone pairs and

two 𝜋 orbitals. The natural occupation of each orbital was calculated in the ground state for

the singlet dianion at the CASSCF(,[,,,]) level and are shown in Table ..

The addition of two electrons on the dppz moiety leads to an electronic structure involving

the 𝜋∗
4 and 𝜋∗

3 orbital. The resulting electronic structure is for  𝜋∗ ↑
3 𝜋∗ ↓

4 . This could

explain the non planar structure observed experimentally. The two b2 𝜋∗ orbitals are

located in two distinct parts of dppz: the geometric structure of the dppz ligand could

be distorted between the two positions of the electrons. Excited states for the singlet biradical

dppz found one low lying singlet of electronic structure 𝜋∗ 2
3 , located . eV (. eV)


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Figure .: Molecular orbitals of dpq-QX

below (above) the ground state at the CASPT (CASSCF) level of theory. The presence

of these two quasi-degenerate states could trigger multi-reference in the ground state for

dppz complexes containing ytterbium.

The dppz ligand presents one other advantage compared to bpm: the presence of two lan-

thanides coordinated to the ligand that could easily decoordinate. This facile decoordination

could be used during reactivity: changing the solvent could change the overall reactivity of the

complex. But, it could also induce problems, as the lanthanide could react with the reagent

and not act as an electron donor to the palladium. As such, the addition of MeI only resulted

in the formation of (dppz)PdMe2 and the reaction between MeI and the ytterbium complex.

A ligand with the same structure than dppz, but that would possess two nitrogens for

the bonding of the two lanthanide complexes, such as the one describe recently by Neves

et al.[] (dpq-QX) could stabilise the bonding of the two lanthanide centres on the ligand

itself. A CASSCF/CASPT(,[,,,]) calculation on the singlet dianion dpq-QX showed

that the electronic structure of this molecule involved two low-lying states (Figure .):

𝜋∗ 2
1 and 𝜋∗ ↑

1 𝜋∗ ↓
2 . The use of this ligand for the synthesis of more stable hetero-bimetallic

complexes is currently under study.

.. The -(-pyrimidil)benzimidazolate ligand

The classification of Green[] define all the previous ligands as L type ligand for the

palladium side of the bimetallic complexes. Using instead LX ligands could create a new


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type of behaviour. The -(-pyrimidil)benzimidazolate ligand presents on one side a LX and

on the other a L binding site. This ligand (Ind-H) has been associated with ruthenium

complexes recently[] and its use in organometallic chemistry is limited to this sole example.

The ligand (Ind-H) was synthesised according to existing procedures[] and was characterised

by X-Ray diffraction studies. Addition of this ligand to a solution of (tmeda)PdMe2 in

acetonitrile gave a fine yellow powder. Upon diffusion in a pyridine and pentane mixture at

room temperature, this powder gave yellow needle crystals of the complex (Ind)PdMe(py)

that were suitable for X-Ray diffraction studies (Figure .). Despite our best efforts, attempt

to synthesise the bimetallic Yb(Ind)Pd were unsuccessful, but are still being investigated.

Figure .: ORTEP of the X-Ray diffraction structure of (Ind)PdMe(py)

The valence molecular orbitals of the anionic Ind ligand have been represented in Table

.. The electronic structure of the ligand radical dianion was then studied using CASSCF -

CASPT (,[,,,]). The ground state of the molecule involves two different 𝜋∗ orbitals

of the anionic Ind ligand. It is a mixture of   n2
1n↑

2𝜋∗ ↑
1 𝜋∗ ↓

2 and   n↑
1n2

2𝜋∗ ↑
1 𝜋∗ ↓

2 .

The involvement of the two states in a / ratio is interesting as it could mean that both

states can be involved during catalysis.


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b1 b1 a2 b2

n1 n2 𝜋∗
1 𝜋∗

2

Table .: Valence molecular orbitals of Ind at the CASSCF(13,[2,2,4,3]) level of theory

.. The optimal ligand design ?

As shown previously, the design of the ligand is critical in order to enhance the reactivity

of the complex. This design relies on three specific aspects:

• The simplicity of the ligand synthesis;

• The simplicity of the ligand reduction: in order to promote the electron transfer the

ligand should be easily reduced, which limit the study to 𝜋 delocalised systems;

• The availability of the electron for the TM: the electronic spin density on the TM itself

should get the highest possible in order to promote interesting reactivity.

Using chemical instincts and the help of organic chemists specialised in the synthesis of N-

heteroaromatic compounds, the first two points are very easy to analyse. The computational

tool can help to analyse the electronic spin density on the palladium centre. Obviously,

this density will depend on the geometry of the complex and hence on its crystal field

splitting. In a first approximation, square planar complexes were studied with different

ligands proposed by A. Hammer (Msc Student) and Y. Bourne-Branchu (PhD student in C.

Gosmini and G. Danoun’s group (Laboratoire de Chimie Moléculaire)) as easy ligands

to synthesise (Figure . ).

Three classes can be distinguished: the ligands with a base bipyrimidine, the ligand with

one pyrimidine and a five members cycle containing either an oxygen or a nitrogen and

bigger 𝜋 systems. Comparing different substituent groups on the bipyrimidine could resolve

the influence of electro-attractor or donor groups on the density of palladium. Changing

one pyrimidine with another cycle with hetero-atoms will be interesting as oxygen is known
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Figure .: Scheme of the different ligands proposed by A. Hammer and Y. Bourne-Branchu, the arrow
indicates the lanthanide and the palladium coordination sites

to create strong bonds with lanthanides. Moreover, the influence of the delocalisation of

the cycle will be tested with the third class of compounds.

As the cost of the calculation is important for lanthanide complexes (for the optimisa-

tion/single point cycles), the calculations were performed on the palladium complexes. The

palladium complex was optimised in its neutral form and a single point calculation was

performed on the optimised geometry in its radical anionic form. The Lœwdin population

was analysed using different density functionals and the results are shown in Figure ..

To check the functional dependency of the results, the calculations were performed

using three different functionals: M-X, PBE-DBJ and 𝜔BX-D. From these graphs

different general conclusions can be drawn:

• Effect of electro attractor or electro donor groups: compared to bpm-OMe and bpm,

bpm-CN has a higher spin density, which indicates that electro attractor groups increase

the spin density on the palladium itself compared to electro-donor groups such as

OMe which reduces the spin density on the palladium centre. This is in agreement

with a comparison between y and Ind that shows that Ind has a lower spin density on


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Figure .: Lœwdin spin density on the palladium for the radical complexes using different density
functionals M06-2X, 𝜔B97X-D3, PBE0-D3BJ

the palladium ion, i.e. that the increase in delocalisation of the 𝜋 system reduces the

spin density on the palladium;

• Effect of the Green’s type of ligand: it is hard to conclude for this type of effects.

Compared to bpm, y has lower spin density on the palladium using PBE-DBJ

and 𝜔BX-D (M-X gives the same spin density for both compounds). On the

contrary, compared to y, y has a higher spin density on the palladium. This indicates

that depending on the molecular orbitals of the ligands, the effect in passing from a L

to a LX will be different.

Depending on the density functional, several ligands have a high spin density on the

palladium. While M-X is known not to be accurate for its density values[], 𝜔BX-D

is known to predict accurate densities and polarisabilities for aromatic systems[]. Using

this functional, three molecules have a spin density approaching .: y, y and bpm-

MeCN. These molecules could be interesting candidates for the synthesis of bimetallic

complexes of lanthanide.


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. Conclusion and perspective

Several multi-metallic complexes bearing a redox-non innocent ligand, a lanthanide and a TM

complex have been synthesised and studied using both experimental and quantum chemical

tools. The study was focussed on the use of two ligands bipyrimidine and taphen, analogues

of bipyridine and phenanthroline, which are known to induce interesting electronic structure

with ytterbium complexes. Bimetallic complexes, Yb(bpm)Pd and Yb(taphen)Pd have been

synthesised and their electronic structure presented a radical delocalised on the 𝜋∗ system

of the neutral ligand with a strong interaction with the ytterbium ion for bipyrimidine and

no interaction for taphen. The electronic structure of the radical ligand was evaluated at

the CASSCF level of theory and showed significant differences between taphen and bpm:

while the latter has a multi-reference character on its 𝜋∗ orbitals, the former does not. This

triggered a difference in reactivity. For bpm, the intermediate Pd+IV complex was stable,

while for taphen the complex decomposed very easily.

As a result, the design of the ligand determines whether the electron could be used by

the palladium moiety for further reactivity. In order to study this influence, the design

of the ligand was varied and further quantum chemistry analyses led to the evaluation of

different ligands that could be of interest in the synthesis of bimetallic molecules. These

ligands among others are under study.

The metal side of the bimetallic complex has also been varied, with platinum or nickel

and did not show a strong influence of the metal on the electronic structure of the complex.

Reactivity studies are being undertaken, in order to understand the reactivity difference

between these complexes, as it has been shown that for bimetallic complexes different reaction

mechanisms were characterised for platinum and palladium[]. Further characterisation

of bimetallic molecules bearing a cobalt complex on one side and a lanthanide on the

other are also under study, as it has been shown that such complexes present interesting

magnetic properties[].

Finally, the lanthanide electron transfer could be modified by playing on the lanthanide

ion at stake: a stronger reducing agent than ytterbium such as samarium and thulium
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could increase the electron transfer and further lead to different behaviours for reaction

mechanisms, or magnetic properties.
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If we ever reach the point where we think we thoroughly
understand who we are and where we came from, we will have
failed.

— Carl Sagan The varieties of scientific experience General conclusion

Lanthanide molecules have a vast electron transfer reactivity. Both divalent samarium and

ytterbium are capable of transferring one electron to organic or organometallic molecules.

While divalent samarium triggers radical reactions that have been used for decades, divalent

ytterbium stabilises intermediate mixed-valent compounds with an electronic structure

accounting for a reduced and a neutral ligand (two different configurations for the ytterbium

ion: 4f13 and 4f14).

N-heterocycles present the advantage of being able to store electrons inside their 𝜋

aromatic systems. However, the electronic structure of radical N-hetero-aromatics is still

poorly understood. Phenanthroline radical for instance has a multi-configurational ground

state, involving its lone pair and its 𝜋∗ orbitals. While this does not pose problem to

understand the reactivity of this compound with lanthanide complexes, it raises the question

whether theoretical calculations can be of use to understand lanthanide complexes bearing

phenanthroline radical.

Phenanthroline complexes of samarium are known to be in equilibrium between their

monomeric radical and their 𝜎-dimeric forms. Contrary to what was expected from the

electronic structure of phenanthroline radical, there was no significant difference between

CASSCF and DFT methods for the monomer. On the contrary, the electronic structure

of the dimer was poorly evaluated at the DFT level and only led to spin contamination

from the biradicaloid species. This spin contamination was related to the HF-exchange

percentage: only at low HF-exchange percentage spin contamination is found. This can

be related to the f orbitals population that is evolving depending on the HF-exchange

percentage. The UV-visible spectrum of the equilibrium between the radical monomer and

the 𝜎-dimer showed peaks corresponding to phenanthroline radical. As a result, TDDFT and

EOM-CCSD calculations were performed but did not match the experimental UV-visible

spectrum. Indeed, the presence of a multi-configurational ground state prevents both types
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of calculation from being accurate and only CASSCF calculations were able to reproduce

the experimental UV-visible spectrum. Spin contamination in the evaluation of the 𝜎-dimer

and the electronic structure of phenanthroline radical questions the formation of a 𝜎-dimer

in the solid state for packing reasons, as the 𝜋 dimer could also be present in solution. This

type of equilibrium between a 𝜎-dimer, a 𝜋 dimer and a radical monomer could lead to

a better understanding of radical reactions and, by design, to covalent bonds themselves.

This is currently being investigated using EPR analyses.

While N-heterocycles present several low-lying states, benzophenone only presents one.

Upon addition of a reducing agent such as SmI2, benzophenone can be reduced to the

ketyl radical which can dimerise and form a pinacol complex. This coupling reaction was

investigated using experimental and theoretical analyses. The stability of the radical species

was dependent on the solvent as in thf and acetonitrile only the dimeric form is stable

while in pyridine the monomeric ketyl radical was characterised. Quantum chemical data

was able to distinguish thf and pyridine but there was a strong dependance on the density

functional for the evaluation of ΔG.

These two samarium complexes bearing radical ligands were reacted with persistent radical

such as tempo or with N-heteroaromatic molecules. The reaction with tempo either with

the benzophenone ketyl or the phenanthroline radicals leads to the separation of a neutral

benzophenone or phenanthroline and coordination of a tempo anion on the samarium

ion. The reaction mechanism for phenanthroline complexes of samarium was investigated

at the DFT and CASSCF levels of theory and showed that the electron transfer happens

step-wise: tempo first coordinates on the lanthanide center, and this ion serves as a bridge for

transferring the electron from phenanthroline to tempo. After addition of another equivalent

of tempo on Cp∗
2Sm(tempo), tempo coordinates to the lanthanide ion which promotes

the departure of a Cp∗ radical molecule. Contrary to Cp∗
2Sm(tempo), Cpttt

2 Sm(tempo)

does not promote such departure, probably due to the sterical crowding surrounding the

lanthanide ion. The reaction with N-heterocycles was studied using the ketyl radical complex.

A selective Minisci coupling was observed and has been studied using UV-visible spectra

and quantum chemical analyses. While the mechanism is still not entirely known and is still

being investigated, the final molecule synthesised could be of high interest as a ligand in the
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field of lanthanide chemistry. Its use in this specific field is under study in our group and

has led to a collaboration with the group of Camp (CPE Lyon).

N-heterocycles present also other advantages, as they can serve as electronic bridges

between several molecular edifices. They can be used in the design of multi-metallic molecules

involving on one side a divalent lanthanide ion and on the other a TM catalyst. The molecule

thus created could be used as an advanced catalyst, where the TM center could be assisted

by the radical ligand itself.

Such design was investigated using ytterbium as the lanthanide and palladium as the

TM. Two ligands were chosen for their close vicinity with bipyridine and phenanthroline:

bipyrimidine and taphen. The two molecules synthesised were able to stabilise differently

PdIV intermediates and the relationship between this stabilisation and the molecular orbitals

of the radical ligands was discussed. Indeed, bipyrimidine radical has one low lying state

that interferes during the reductive elimination and stabilises further the PdIV intermediate.

The study on the ligand design was initiated using bigger 𝜋 system such as dppz, and a

different coordination mode to the palladium center with Ind. Based on these results, the

design of the ligand was further evaluated using DFT methods and it was possible to propose

new designs for bridging N-heteroaromatic ligands. Our group is currently trying to isolate

bimolecular edifices bearing N-heterocycles with other metal than palladium such as nickel,

platinum and cobalt, and several N-heteroarenes are considered as the bridging ligands. The

development of new N-heterocycles is also being investigated in collaboration with the group

of Gosmini and Danoun (Ecole Polytechnique (Palaiseau)).

Despite these important results, this study was faced with numerous challenges. On

the experimental side, it is difficult to characterise completely lanthanide complexes. First

of all, divalent lanthanide complexes are reactive towards oxidants such as O2, and good

care is necessary to isolate any complex presenting such a motif. The use of pure samples

for further analysis is of crucial importance in order to measure correctly the magnetic or

EPR behaviour. The paramagnetism induced by the lanthanide ion can also be responsible of

broads and unusable 1H NMR as it was the case, for instance, with benzophenone complexes

of SmI2 and for the analysis of the Minisci reaction with SmI2. In these cases the use of

other analyses such as UV-visible is necessary but gives, sometimes, less information than
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a 1H NMR. In addition, the oxidation state of the lanthanide centre is not always obvious

and its analysis require the use of several techniques such as EPR, magnetism and UV-visible

experiments. Finally, divalent lanthanide molecules have not been fully characterised, and

it is still difficult to know experimentally if the lanthanide electronic configuration is 4fn

or 4fn−15d1. Progress are being made in this specific area with the research performed by

our group in collaboration with the groups of Le Guennic (Université de Rennes), Maury

(ENS Lyon) and Duboc (Université Joseph Fourrier (Grenoble)).

On the theoretical side, quantum chemical calculation depends on the method chosen

and the approximations considered. This manuscript showed how all-electron relativistic

calculations (using either ZORA or DKH hamiltonians) can be used in a systematic way to

treat lanthanide. However, it could be of interest to evaluate the difference of these calculations

with the more accurate XC model. Calculations at the DFT level have been evaluated in

Chapter  and compared with experiments. It has been shown that the density functional

had a large influence on the expected results. This difference is difficult to analyse globally,

and has to be seen as a case by case scenario. It is notable however to see that increasing

the HF-exchange is increasing the d population for examples detailed in Chapter . In

this context, the use of ab initio calculations such as OO-MP, CCVB or DLPNO-CCSD

as routine standards could lead to significant improvement for these calculations. This is

currently under study in collaboration with the group of Head-Gordon (UC Berkeley). The

degeneracy of the f orbitals or the electronic structure of radical N-hetero-aromatics is

also not treated exactly by DFT. CASSCF can be used to study the electronic structure of

lanthanide bearing radical N-hetero-aromatics ligands but the limitations of CASSCF, i.e.

the small number of orbitals to include in the active space, restrain the electronic structure to

a set of orbitals. If this set of orbitals are not chosen properly, this could lead to erroneous

results. That is why, in this study, CASSCF calculations were compared to experimental

data when available. Additionally, the inclusion of dynamic correlation through the use of

CASPT or NEVPT methods is not always easy, as for all-electron lanthanide calculations,

this can rise the memory demand of the calculation. Current development such as DMRG

can improve the accuracy of quantum chemistry calculations with lanthanide complexes
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and lead to better electronic structure evaluations. A collaboration with M. Reiher (ETH

Zurich) is currently being established to perform these calculations.

In conclusion, the reduction processes that occur in lanthanide chemistry are rich and

are still poorly understood. This manuscript, far from being exhaustive, detailed the use and

the performance of combined experimental and theoretical work in order to understand,

evaluate and improve electron transfer using lanthanide complexes. It is our understanding

that new developments in this field will pass through their combined use. The numerous

collaborations developed throughout this study will improve the understanding and the

theoretical treatments of lanthanide complexes.

Small molecules such as carbon dioxyde or methane can be activated using selective

reducing agents. Recycling these molecules is of crucial interest for the world as they are

partly responsible for the global warming. During this thesis, several reactions were conducted

between SmI2 and carbon dioxyde. While the reduction of carbon dioxyde occurs, it was

difficult to analyse the resulting products. The use of SmI2 in carbon dioxyde reactions

could lead to an expansion of lanthanide use in an industrial context and further improve

the existing industrial processes.
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A
Experimental section

General considerations

All reactions were performed using standard Schlenk-line techniques or in a dry-box (O2 <

0.1 ppm, H2O < 0.1 ppm). All glassware was dried at 130oC for at least  h prior to use.

Toluene, pentane, diethyl ether, thf, and pyridine were dried over sodium. Toluene-d was

dried over sodium while thf-d was dried and stored over molecular sieves. Acetonitrile

and CD3CN were dried over CaH2 and distilled prior to use. All the solvents were

degassed prior to use.

1H NMR spectra were recorded on Bruker Advance III- MHz. 1H chemical shifts

are in 𝛿 units relative to TMS. Magnetic susceptibility measurements were made for all

samples at ., and  kOe in a  T Cryogenic SX SQUID magnetometer. Diamagnetic

corrections were made using Pascals constants.

The electrochemical experiments were performed using a VERSATAT potentiostat/gal-

vanostat electrode cell using a carbon disk as working electrode, a Ag gauze as the counter

electrode, and a reference electrode. Measurements were made with a concentration of about 

mM.Tetrabutylammonium tetrafluoroborate salt served as electrolyte (concentration . M).

UV-visible spectra were recorded in - nm range at room temperature on an Agilent

Cary  Spectrometer in  or  mm quartz cuvettes with solvent background correction.
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Single crystals were mounted on a Kapton loop using a Paratone N oil. An APEX II

CCD BRUKER detector and a graphite Mo-KÎ± monochromator were used for the data

acquisition. All measurements were done at  K and a refinement method was used

for solving the structure. The structure resolution was accomplished using the SHELXT-

[] program and the refinement was done with the SHELXL-[] program. The

structure solution and the refinement were achieved with the PLATON software[]. Finally,

pictures of the compound structure were obtained using the Ortep-III software[]. During

the refinement steps, all atoms – except hydrogens – were refined anisotropically. The position

of the hydrogens was determined using residual electronic densities which are calculated

by a Fourier difference. Finally, in order to obtain a complete refinement, a weighting step

followed by multiples loops of refinement was done.

Chapter 

The benzophenone (bph), phenanthroline (phen), and chalcone ligands were bought from

Sigma-Aldrich and sublimed before use.

(I2Sm(bph)(thf)3)2: Thf was added at room temperature to a mixture of bph (.

mg, . mmol) and SmI2 ( mg, . mmol). The solution was stirred for a couple of

hours and a fine precipitate started to form. The solution was filtrated and put at -oC

overnight. Pale yellow crystals were isolated and were suitable for X-Ray diffraction studies.

Elemental analyses were performed on the crystals but came back twice with problematic

results, that could account for a decomposition of the product during travel.

(ISm(bph)2(MeCN))2: Acetonitrile was added at room temperature to a mixture of

bph (. mg, . mmol) and SmI2 ( mg, . mmol). The solution was stirred for a

couple of hours and turned from green to yellow. Pale yellow crystals were isolated at room

temperature and were suitable for X-Ray diffraction studies.

(I2Sm(chalcone)(thf)3)2: Thf was added at room temperature to a mixture of chalcone
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( mg,  mmol) and SmI2 ( mg, . mmol). The solution was stirred for a couple of

hours and the solution was put at -oC overnight. Pale yellow crystals were isolated and

were suitable for X-Ray diffraction studies.

Chapter 

The tempo molecule was bought from Sigma-Aldrich and sublimed before use. Cp∗
2Sm(OEt2)[],

Cpttt
2 Sm[], Cp∗

2Sm(phen) and Cpttt
2 Sm(phen)[] were synthesised according to existing

procedures.

Reaction between one equivalent of Cp∗
2Sm and tempo: Toluene was added to a mixture

of one equivalent of tempo ( mg,  mmol) and one equivalent of Cp∗
2Sm(OEt2) ( mg,

 mmol). The solution was stirred for a couple of hours at room temperature. The resulting

orange-yellow solution was put at -oC, and yellow blocks of (Smtempo3)2 were isolated

and were suitable for X-Ray diffraction analysis and corresponded to the structure already

available in the litterature[]. Addition of another equivalent of tempo ( mg,  mmol) to

the orange yellow solution triggered the precipitation of a fine yellow power that was analysed

as (Smtempo3)2 by X-Ray diffraction analysis.

Cpttt
2 Sm(tempo): Toluene was added to a mixture of one equivalent of tempo ( mg,

. mmol) and one equivalent of Cpttt
2 Sm ( mg, . mmol). The solution was stirred

for a couple of hours at room temperature. The resulting red solution was put at -oC, and

red plate crystals were isolated and suitable for X-Ray diffraction experiments.
1H NMR (𝛿, K, Tol-d): . (s, H, Cpttt − H), . (s, H, Cpttt), . (s, H,

tempo), . (s, H, tempo), . (s, H, tempo), . (s, H, tempo), . (s, H, Cpttt),

. (s, H, tempo), . (s, H, Cpttt), -. (s, H, Cpttt)

Cp∗Sm(tempo)2(phen): Toluene was added to a mixture of tempo ( mg,  mmol)

and Cp∗
2Sm(phen) ( mg, . mmol). The solution turned deep red and crystals were
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isolated and suitable for X-Ray diffraction experiments.
1H NMR (𝛿, K, Tol-d): . (s, free phen), . (s, H, phen), . (s, free phen), .

(s, H, phen), . (s, free phen), . (s, H, phen), . (s, H, tempo), . (s, H,

Cp∗), -. (s, H, tempo)

I2Sm(tempo): Thf was added to a mixture of tempo ( mg, . mmol) and (I2Sm(bph)(thf)3)2

( mg, . mmol). The solution turned deep red and crystals were isolated and suitable for

X-Ray diffraction experiments.

I2Sm(phenO)(MeCN)3: Phenanthroline (. mg, . mmol) was added to a solution

of SmI2 ( mg, . mmol) and benzophenone (. mg, . mmol) in pyridine. The

solution turned from black purple to yellow after a few minutes stirring at room temperature.

A layer of pentane was added on top of the pyridine solution, and yellow block crystals

were extracted but were not suitable for X-Ray diffraction experiments. After removal of

the solvent, the solution was placed in acetonitrile. After a few days at - oC yellow block

crystals were isolated and were suitable for X-Ray diffraction experiments.

Anal. Calculated for C41H31N6O1I2Sm1 : C, .; H, .; N, .. Found : C, .;

H, .; N, ..

Minisci reaction between benzophenone and phenanthroline with SmI2: Acetonitrile

was added to a mixture of benzophenone ( mg, . mmol), phenanthroline ( mg,

. mmol) and SmI2 ( mg, . mmol). The solution turned rapidly red. After 

hours stirring at room temperature, the yellow solution was put under reduced pressure in

order to remove the solvent. Then, a . M HCl solution was put on the residual solid, and an

extraction was performed with dichloromethane. The organic phase was washed with water

until the washing were no longer acid, and was finally dried with MgSO4. The solvent was

removed and the compound was gathered as a yellow powder (  yield). Recrystallisation

of the powder in EtOH gave colourless yellow crystals suitable for X-Ray diffraction analysis.
1H NMR (𝛿, K, CDCl3): . (s, H), . (d, H), . (d, H), . (m, H), .

(d, H), . (s, H), . (m, H), . (m, H), . (s, H)
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Kinetic study in acetonitrile: The initial concentration of each reagent in the previous

reaction was varied from . to . mmol/L. The same procedure was also used for SmI2 vary-

ing its initial concentration from . to  mmol/L while the concentration of benzophenone

and phenanthroline was not varied ( mmol/L). The decomposition of the red intermediate

( nm) was followed by UV-visible spectroscopy from the time the reaction was launched

to at least  times the half-life of this intermediate. The decomposition led to a decrease in the

peak corresponding to the intermediate at  nm. This decrease was fitted with exponentials

using Datagraph[], and the half-life of the intermediate was then obtained.

Chapter 

The bipyrimidine, a gift from Pr. Richard Andersen (UC Berkeley), was sublimed, and

used as it was once sublimed. The ,,,-tetraazaphenanthrene (taphen)[], dipyrido[,-

a:’,’-c]phenazine (dppz)[], and -(-pyrimidyl)benzimidazolate (Ind)[] ligand,

the (tmeda)PdMe2
[], and Cp∗

2Yb(OEt2)[] complexes were synthesised according to

published procedures. (taphen)PdCl2 was synthesised following one procedure for similar

complexes[].

Cp∗
2Yb(taphen)YbCp∗

2,Yb(taphen)Yb: Toluene was added to a mixture of YbCp∗
2(OEt2)

and taphen. After stirring a few hours at room temperature the dark purple solution was

put in the freezer at -oC. Dark purple crystal were isolated and were suitable for X-Ray

diffraction studies.
1H NMR (𝛿, K, thf-d): . (s, H, taphen) . (H, s, taphen) . (H, s,

taphen) . (H, s, Cp*) . (H, s, Cp*)

(taphen)PdMe2: Thf was added at room temperature to a mixture of (tmeda)PdMe2

( mg, . mmol) and taphen ( mg, . mmol) at room temperature. After stirring for

a couple of hours, the stirring is stopped and the reaction mixture is let stand overnight. The
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resulting red needles are isolated, washed with pentane with   yield ( mg, . mmol).

Anal. Calculated for C12H12N4Pd : C, .; H, .; N, .. Found : C, .; H,

.; N, ..

Cp∗
2Yb(taphen)PdMe2(toluene), Yb(taphen)Pd : Toluene was added at room temper-

ature to a mixture of the red crystals of (taphen)PdMe2 ( mg, . mmol,  eq) and the

green crystals of Cp∗
2Yb(OEt2) ( mg, . mmol,  eq). After stirring for several hours,

the stirring is stopped and the purple reaction mixture is let stand overnight at -oC. After

one night, dark purple needles were isolated with   yield ( mg, . mmol).
1H NMR (𝛿, K, thf-d): . (s, H, taphen), . (s, H, Cp*), -. (s, H,

Pd-CH), -. (s, H, taphen), -. (s, H, taphen)

Anal. Calculated for C32H42N4PdYb : C, .; H, .; N, .. Found : C, .; H,

.; N, ..

Cp∗
2Yb(taphen)PdMe3I, Yb(taphen)PdMeI : Pentane was added at room temperature

to  equivalent of Cp∗
2Yb(taphen)PdMe2(toluene). MeI (excess) in cold acetone was then

added to the solution, and the resulting dark solution was stirred for several minutes before

being cooled at -oC. Black needles were isolated and were analysed by X-Ray diffraction

analysis. The fast decomposition of this compound in toluene-d did not allow a 1H NMR

characterisation but led to red crystals of  that were suitable for X-Ray Diffraction analysis.

Cp∗
2YbMe2PdtaphenYbCp∗

2, Yb(taphen)PdYb: Toluene was added over a mixture

of the black crystals of  and YbCp∗
2(OEt2)2 at room temperature. The mixture turned

rapidly dark purple, and the compound was isolated by recrystallisation in toluene/pentane

at -oC to yield black needle crystals (  yield) that were suitable for X-Ray diffraction

analysis.

Elemental analyses were performed twice on the crystals but the resulting values were not in

agreement with the calculated ones, probably due to the decomposition of the sample upon

travel.
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Cp∗
2YbMe2Pd(tmeda): Toluene was added at room temperature to a mixture of (tmeda)PdMe2

( mg, . mmol) and the green crystals of Cp∗
2Yb(OEt2) ( mg, . mmol). After

stirring for several hours, the stirring is stopped and the purple reaction mixture is let stand

overnight at -oC. After one night, blue block crystals were isolated.

(bpm)PdMe2: thf was added to a mixture of (tmeda)PdMe2 ( mg, . mmol,

 eq) and bipyrimidine ( mg, . mmol, . eq) at room temperature. After stirring for a

couple of hours, the stirring is stopped and the red reaction mixture is let still overnight. The

resulting red needles are isolated, washed with pentane with   yield.

Anal. Calculated for C10H12N4Pd : C, .; H, .; N, .. Found : C, .; H,

.; N, ..

Cp∗
2Yb(bpm)PdMe2(toluene), Yb(bpm)Pd : A cold solution of the green crystals of

Cp∗
2Yb(OEt2) ( mg, . mmol,  eq) in toluene was added to a cold solution of the red

needles of (bpm)PdMe2 ( mg, . mmol,  eq). The resulting brown reaction mixture is

let still overnight at -oC. After one night, dark brown blocks were isolated with   yield.
1H NMR (𝛿, K, Tol-d): . (s, H, bpm), . (s, H, Pd-CH), . (s, H,

Cp*), -. (s, H, bpm), -. (s, H, bpm).

Anal. Calculated for C30H42N4PdYb : C, .; H, .; N, .. Found : C, .; H,

.; N, ..

Cp∗
2Yb(bpm)PdMe3I, Yb(bpm)PdMeI : Toluene was added at room temperature to

 equivalent of Cp∗
2Yb(bpm)PdMe2(toluene). MeI ( eq) was added to the cold solution

and then let at -oC. Brown needles were isolated.
1H NMR (𝛿, K, Tol-d): . (s, H, bpm), . (s, H, Cp*), . (s, H, Cp*),

. (s, H, bpm), -. (s, H, Pd-CH), -. (s, H, Pd-CH), -. (s, H, bpm).

Anal. Calculated for C31H45N4IPdYb + 0.5(C7H8): C, .; H, .; N,.. Found :

C, .; H, .; N, ..





A. Experimental section

(Cp∗
2Yb)2(dppz)PdMe2, Yb(dppz)Pd : Toluene was added at room temperature to a

mixture of Me2Pddppz (mg, . mmol) (orange/red solid) and YbCp∗
2(OEt2)2 (

mg, . mmol). The resulting black/brown mixture was stirred for a few hours and let stand

overnight at -oC. Small black needles were isolated and were suitable for X-Ray diffraction

studies. Elemental analyses were performed twice on the crystals but the resulting values were

not in agreement with the calculated ones, probably due to the decomposition of the sample

upon travel.
1H NMR (𝛿, K, Tol-d): . (s, H, dppz), . (s, H, dppz), . (s, H,

dppz), . (bs, H, PdMe2), . (s, H, dppz), -. (bs, H, YbCp∗).

(Ind)PdMe2: Acetonitrile was added to a mixture of the Ind-H ligand ( mg, .

mmol) and (tmeda)PdMe2 ( mg, . mmol). After stirring over  hours, the resulting

pale powder was gathered, and dried. Crystallisation in a pyridine and pentane mixture led

to yellow block crystals that were suitable for X-Ray diffraction analysis.
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Abstract

Ce travail de thèse s’est intéressé aux transferts d’électron dans des complexes de lanthanide. Les
lanthanides ont la capacité dans leur degré d’oxydation II de pouvoir transférer sélectivement
un électron à une molécule organique. Ce type de réaction a été décrite par le passé pour des
complexes faisant intervenir un ytterbium et des ligands de type bipyridine et phénanthroline.
Le but de cette étude est de comprendre les transferts d’électrons dans ces molécules, en
caractérisant la molécule Cp∗

2Sm(phen) et en la faisant réagir avec un radical organique.
Ce type de réactivité donnera lieu à un transfert d’électron qui sera par la suite utilisé pour
transférer des électrons à des métaux de transition.

Dans le premier chapitre, la trame du manuscrit est installée, et les différentes méthodes
théoriques sont mises en avant. Les lanthanides sont des éléments lourds ce qui signifie que
les effets relativistes sont importants pour ces composés. Aussi, différentes méthodes doivent
être utilisées pour tenir compte de ces effets : un RECP ou des hamiltoniens relativistes du
type ZORA ou DKH. De plus, les méthodes de type DFT ont été utilisées depuis plus
de  ans pour comprendre le fonctionnement de complexes de lanthanide. Cependant,
les orbitales f des lanthanides sont dégénérées, ce qui signifie que la DFT ne décrit pas
correctement la structure électronique du lanthanide et que des méthodes de type CASSCF
sont nécessaires pour arriver à l’élucider. Ce type de problématique est intégré à deux exemples,
détaillés dans ce premier chapitre. Dans le cas de la tétraméthylbiphosphinine, le samarium
peut réduire le ligand alors que dans le cas de l’ytterbium le ligand n’est pas réduit. Cette
différence a été analysée par DFT et CASSCF et il a été montré que l’on pouvait relier cette
modulation à un changement d’énergie orbitalaire entre l’ion lanthanide et le ligand. Le
deuxième exemple a traité de complexes de lutécium et d’ytterbium méthyle. Contrairement
au complexe de lutécium celui d’ytterbium ne peut activer le méthane. Des calculs CASSCF
ont permis de montrer que dans le cas de l’ytterbium, le méthyl n’était pas un anion mais
un radical et que l’ytterbium ne réduisait pas le méthane. Ce type de structure électronique,
très différente de celle obtenue par des méthodes de type DFT, permet de mieux comprendre
le fonctionnement de ce composé.

Dans le deuxième chapitre, une étude théorique est décrite concernant le complexe de
Cp∗

2Sm(phen). Une analyse comparative de différentes fonctionnelles de la densité a été
fait et comparé aux résultats expérimentaux de dimérisation du composé. Cette étude a
permis de montrer une forte corrélation entre la contamination de spin, le pourcentage
d’échange HF et les comparaisons énergétiques avec l’expérience. Ces résultats ont permis



de mettre en évidence que dans le cas de fonctionnelle à haut pourcentage d’échange HF,
les résultats théoriques étaient proche de l’expérience. De plus, des comparaisons entre les
spectres expérimentaux UV-visible et les spectres d’absorption théoriques ont été réalisées
en utilisant une variété de fonctionnelles de la densité (TDDFT) et de méthodes ab initio.
Ces deux types de méthodes ne permettent pas d’avoir des résultats théoriques proches de
l’expérience. Cependant, l’utilisation de méthodes du type CASSCF permet de rétablir une
correspondance entre spectre expérimental et spectre simulé. Cela indique que la structure
électronique de l’état fondamental de la phénanthroline radical est multiconfigurationnel.
Ces résultats ont été ensuite appliqués à la simulation de l’équilibre entre la benzophénone
radical et la benzophénone dimérique.

Dans le chapitre , les informations recueillies dans le chapitre  pour la structure
électronique du complexe de samarium phénanthroline radical ont été utilisées afin de tester
la réactivité de ce composé vis à vis du radical tempo. La réactivité du complexe de samarium
a montré un transfert d’électron de la phénanthroline radical vers le tempo radical grâce à un
mécanisme à l’intérieur de la sphère de coordination du samarium. Des réactions de type
“réactions induites stériquement” ont été démontrées et étudiées en utilisant la DFT et les
techniques de type CASSCF. Finalement, les complexes de samarium benzophénone radical
ont été réagi avec de la phénanthroline et de nouveaux types de couplage entre la benzophénone
et la phénanthroline ont pu être découverts, notamment grâce à une activation C-H.

Dans le chapitre , le transfert d’électron découvert dans le chapitre  a été utilisé pour
transférer un électron jusqu’à un métal de transition. De nouveaux types de molécules
bimétalliques ont été synthétisés et caractérisés en utilisant l’outil théorique et expérimental.
La réactivité de deux complexes bimétalliques a été comparée, et a montré que selon le ligand
transférant l’électron au métal de transition, la stabilisation d’état d’oxydation métastable
n’était pas aussi facile. Finalement, de nouveaux ligands ont été proposés, certains permettant
de stocker plus d’un électron sur le cycle aromatique. Ces ligands sont actuellement en
cours d’étude. De plus, une étude théorique prédictive a été réalisée pour analyser une petite
quantité de ligand. Cette étude a permis de proposer certains ligands avec un fort potentiel
de transfert d’électron sur le métal de transition.

En conclusion, cette étude a pu montrer que les transferts d’électron dans des complexes
de lanthanide peuvent donner des informations quant à la structure électronique de ligands N-
hétérocycliques aromatiques. L’électron stocké sur ces ligands peut être utilisé et transféré sur
d’autres molécules comme tempo ou des complexes organométalliques. De multiples études
sont en cours afin d’améliorer les processus découverts et afin d’en comprendre les rouages.
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Titre : Transferts d’électron dans des complexes de lanthanide: une étude

combinée de chimie expérimentale et théorique

Mots clefs : éléments f, lanthanide, chimie quantique, radicaux, structure électronique

Résumé : Comprendre les réactions biologiques

requiert l’utilisation de composés capables de trans-

férer des électrons de manière sélective et de stabili-

ser des intermédiaires réactionnels. Ce travail s’est

intéressé à la conception et à la réactivité de com-

plexes de lanthanide divalents qui ont ce type de

propriétés.

Dans un premier temps, la réduction de deux mo-

lécules organiques, la phénanthroline et la benzo-

phenone, a été étudiée. Les données thermodyna-

miques obtenues avec la phénanthroline ont permis

de construire un ensemble de données de références

de différentes fonctionnelles de la densité. Des mé-

thodes de type TDDFT et CASSCF ont été ensuite

mises en œuvres afin de reproduire les spectres UV-

visibles.

Par la suite, les radicaux benzophenone et phénan-

throline ont été utilisés afin de réaliser des réactions

radicalaires. L’utilisation du radical tempo a per-

mis de réaliser des réactions de réduction induite

par les effets stériques des complexes. La compé-

tition entre la benzophenone et la phénanthroline

a également été étudiée et a permis de réaliser des

couplages de type Minisci, qui sont inédits pour des

complexes de lanthanides.

Enfin, la réduction de composés organométalliques

via un ligand N-hétérocyclique a été réalisée. Deux

de ces composés ont été comparés vis à vis de la

stabilisation de complexes de palladium au degré

d’oxydation +IV . L’importance du ligand a été de

plus étudiée grâce à des calculs CASSCF et DFT

qui ont montré que certains types de ligands per-

mettaient un transfert électronique plus direct jus-

qu’au palladium.

Title : Electron transfers in lanthanide complexes: a combined study of experi-

mental and computational chemistry

Keywords : f elements, lanthanide, quantum chemistry, radicals, electronic structure

Abstract : Understanding biological reactions re-

quire the use of molecules that can transfer elec-

trons selectively and stabilise key intermediates.

This work is interested into the design and the reac-

tivity of divalent lanthanides that possess this kind

of property.

Firstly, organic molecules, i.e. phenanthroline and

benzophenone, were reduced by samarium com-

plexes. The thermodynamic data obtained for

phenanthroline reduction was used to perform a

benchmark study on different density functionals.

TDDFT and CASSCF methods were then used

to understand the electronic structure of the com-

plexes and compared to the UV-visible spectrum of

the molecules.

Then, benzophenone ketyl and phenanthroline ra-

dicals have been used to perform radical reactions.

Reactions with tempo led to already observed ste-

rically induced reduction which mechanism was in-

vestigated. The competition between phenanthro-

line and benzophenone led to Minisci couplings

that were never described with lanthanide com-

plexes.

Finally, the electron was transferred to organome-

tallic species containing palladium via a bridge N-

heterocycle ligand. Two of such species were com-

pared towards the stabilisation of palladium at the

IV th
oxidation state. The importance of the ligand

was further assessed by a combination of DFT and

CASSCF calculations showing that certain ligands

enabled a more direct transfer towards the palla-

dium centre.
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