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Abstract

The number of protein-coding genes in a human, a nematode and a fruit fly are roughly equal.

The paradoxical miscorrelation between the number of genes in an organism’s genome and

its phenotypic complexity finds an explanation in the alternative nature of splicing in higher

organisms.

Alternative splicing largely increases the functional diversity of proteins encoded by a limited

number of genes. It is known to be involved in cell fate decision and embryonic development, but

also appears to be dysregulated in inherited and acquired human genetic disorders, in particular

in cancers.

High-throughput RNA sequencing technologies allow us to measure and question splicing at an

unprecedented resolution. However, while the cost of sequencing RNA decreases and throughput

increases, many computational challenges arise from the discrete and local nature of the data.

In particular, the task of inferring alternative transcripts requires a non-trivial deconvolution

procedure.

In this thesis, we contribute to deciphering alternative transcript expressions and alternative

splicing events from high-throughput RNA sequencing data.

We propose new methods to accurately and efficiently detect and quantify alternative tran-

scripts. Our methodological contributions largely rely on sparse regression techniques and takes

advantage of network flow optimization techniques. Besides, we investigate means to query

splicing abnormalities for clinical diagnosis purposes. We suggest an experimental protocol that

can be easily implemented in routine clinical practice, and present new statistical models and

algorithms to quantify splicing events and measure how abnormal these events might be in

patient data compared to wild-type situations.
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Résumé

Le nombre de gènes codant pour des protéines chez l’homme, le vers rond et la mouche des fruits

est du même ordre de grandeur. Cette absence de correspondance entre le nombre de gènes

d’un eucaryote et sa complexité phénotypique s’explique en partie par le caractère alternatif de

l’épissage.

L’épissage alternatif augmente considérablement le répertoire fonctionnel de protéines codées

par un nombre limité de gènes. Ce mécanisme, très actif lors du développement embryon-

naire, participe au devenir cellulaire. De nombreux troubles génétiques, hérités ou acquis (en

particulier certains cancers), se caractérisent par une altération de son fonctionnement.

Les technologies de séquençage à haut débit de l’ARN donnent accès à une information plus

riche sur le mécanisme de l’épissage. Cependant, si la lecture à haut débit des séquences d’ARN

est plus rapide et moins coûteuse, les données qui en sont issues sont complexes et nécessitent le

développement d’outils algorithmiques pour leur interprétation. En particulier, la reconstruction

des transcrits alternatifs requiert une étape de déconvolution non triviale.

Dans ce contexte, cette thèse participe à l’étude des événements d’épissage et des transcrits

alternatifs à partir de données de séquençage à haut débit de l’ARN.

Nous proposons de nouvelles méthodes pour reconstruire et quantifier les transcrits alternatifs

de façon plus efficace et précise. Nos contributions méthodologiques impliquent des techniques

de régression parcimonieuse, basées sur l’optimisation convexe et sur des algorithmes de flots.

Nous étudions également une procédure pour détecter des anomalies d’épissage dans un con-

texte de diagnostic clinique. Nous suggérons un protocole expérimental facilement opérant et

développons de nouveaux modèles statistiques et algorithmes pour quantifier des événements

d’épissage et mesurer leur degré d’anormalité chez le patient.
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Chapter 1

Preambule

Through alternative splicing of precursor messenger RNAs, eukaryote genes produce multiple

transcript isoforms that may lead to proteins with distinct or even opposite functions.

Alternative splicing not only greatly increases the repertoire of proteins that can be encoded by

a genome, it is also a fundamental regulatory mechanism of gene expression at the crossroad

between transcription and translation. Alternative splicing is deeply involved in cell fate decision

and tissue differentiation.

The importance of alternative splicing is underscored by the fact that splicing defects are respon-

sible for many human diseases such as retinitis pigmentosa or Duchenne muscular dystrophy,

and that splicing aberrations are believed to contribute to tumor progression in several cancers.

Detecting transcript isoforms in different cell types or samples is therefore crucial to understand

the cells’ regulatory programs and to identify splicing variants responsible for diseases. Fur-

thermore, fully characterizing the transcripts expressed in tumor samples will contribute to our

understanding of cancer mechanisms, provide new diagnostic and prognostic biomarkers and

reveal possible drug targets, improving personalized patient treatment.

Recent technological advances decreased the cost of RNA sequencing while increasing the

throughput. This allows the profiling of numerous RNA landscapes from various species, tissues

and conditions and to get closer to RNA profiling in routine clinical practice.

High-throughput RNA sequencing is accelerating our understanding of alternative splicing reg-

ulation and dysregulation and gives a better insight into fascinating questions such as (i) how

1



Chapter 1 Preambule 2

much alternative splicing contributes to cell fate decision, (ii) to what extent alternative splic-

ing events are functionally relevant, or (iii) whether there are splicing aberrations that drive

tumorigenesis.

However, while an accurate reconstruction and quantification of transcript isoforms is a crucial

step to answer the above questions and for downstream analysis such as differential analysis

of transcript abundances, the task is not trivial due to the nature of RNA sequencing data.

Indeed, recovering the structure of the transcripts and estimating their abundances from this

data need an accurate deconvolution procedure. Furthermore, their discrete nature requires

an appropriate statistical modeling, and their high dimensionality asks for the development of

efficient algorithmic tools.

The contributions of this thesis lie in the fields of transcriptome assembly and alternative splicing

events quantification from high-throughput RNA sequencing. We propose new methods to

reconstruct transcript isoforms from one or several RNA sequencing samples, and we investigate

means to query splicing abnormalities in a clinical diagnosis context.

Organization and contributions of the thesis

We detail below the organization of the thesis, and highlight, when appropriate, our contribu-

tions to the fields of transcriptome assembly and alternative splicing events quantification.

• Chapter 2 is an introductory chapter that briefly reviews the alternative splicing process,

mentions some of its functional properties and discusses its implication in human diseases

as well as emerging therapies tailored to correct splicing abnormalities.

• Chapter 3 is an other introductory chapter that surveys sequencing and profiling protocols

developed since the 90’s and which give access to alternative splicing, with a focus on

modern high-throughput RNA sequencing that emerged a decade ago. We also describe

the computational challenges associated with RNA sequencing data, and review to the

best of our knowledge the state-of-the-art methods to assemble and quantify transcript

isoforms. We finally introduce the notions of `1-norm penalization and network flow

optimization that we intensively use in the following chapters.
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• Chapter 4 describes a new method to reconstruct and quantify transcript isoforms from

RNA sequencing data. The main novelty of our approach is to translate a computation-

ally hard sparse regression problem formulated with a `1-penalized maximum likelihood

estimation into a network flow optimization problem that can be solved very efficiently.

• Chapter 5 extends the sparse regression setting of the previous chapter to the joint analysis

of several RNA sequencing samples. We formulate a convex problem that allows us to

share information across samples when inferring transcript isoforms, hence increasing the

power of the statistical inference and resulting performances.

• Chapter 6 describes a clinical diagnosis tool to detect and quantify alternative splicing

events as well as full-length transcripts from targeted RNA sequencing experiments where

the sequencing efforts are concentrated on a subset of the transcriptome. Our method

focuses on revealing splicing abnormalities by measuring discrepancies between patient

estimates and wild-type distributions derived from control samples. We apply our method-

ology on RNA sequencing data from patients characterized by mutations in a breast cancer

susceptibility gene, and experimentally validate some of our results.

• Chapter 7 concludes the thesis by summarizing the main results and giving some prospects

on how to extend the proposed methodologies to other emerging RNA sequencing protocols

and on how the techniques we developed during the thesis could be used to answer other

molecular biology questions.



Chapter 2

Splicing: from molecular

mechanisms to personalized

therapies

“The discovery of split genes has been of fundamental importance for today’s basic research in

biology, as well as for more medically oriented research concerning the development of cancer

and other diseases”

“the genetic message, which gives rise to a particular product, is not definitely established at the

stage when the RNA is first synthesized. Instead, it is the splicing pattern that determines the

nature of the final product”
Nobel Prize Press Release, 1993.

Ce chapitre introductif fournit aux lecteurs les clés pour comprendre comment les eucaryotes

peuvent exprimer plusieurs ARN messagers à partir d’un unique gène. Les notions d’épissage,

d’épissage alternatif et de transcription alternative sont donc introduites. Les aspects fonction-

nels de l’épissage sont également discutés, son rôle adaptatif et son implication dans le devenir

cellulaire. Enfin, la dérégulation de l’épissage dans plusieurs maladies génétiques comme le can-

cer et l’émergence de thérapies ciblant les dysfonctionnements de l’épissage sont mentionnées.

In this introductory chapter, we start by explaining how eukaryotes can express several mes-

senger RNAs (mRNAs) from the same gene, that is we introduce the concepts of splicing,

alternative splicing and alternative transcription. We then discuss some functional aspects of

alternative splicing as a fundamental gene expression regulatory mechanism that shows adapta-

tive significance and is deeply involved in cell fate decision. We finally illustrate how alternative

splicing can be dysregulated in human diseases and in particular in cancer, before discussing

certain emerging therapies tailored to target splicing abnormalites.

4



Chapter 2 Splicing: from molecular mechanisms to personalized therapies 5

2.1 Molecular mechanisms resulting in the expression of tran-

script isoforms

In this section we describe the molecular mechanisms behind splicing and resulting in the ex-

pression of several transcript isoforms from the same locus. We do not claim that the following

explanations would satisfy the curiosity of a molecular biologist, but we hope they can benefit

non-specialists by introducing some key concepts. In particular, we do not detail the different

proteins known to be involved in the splicing machinery and their mechanisms of action, but

we rather give a schematic view of their effects and refer to the literature for more detailed

explanations of molecular mechanisms.

2.1.1 A bit of history: pre-mRNA splicing

The gene expression field made an important step forward in the late 80’s when the split nature

of most eukaryotic genes was discovered. In 1977, several groups working with adenoviruses

that infect and replicate in mammalian cells obtained surprising results: RNA molecules from

infected cells containing sequences from non-contiguous sites in the viral genome (Berget et al.,

1977; Chow et al., 1977). What they termed “mosaic RNA” at the time was the result of the

excision of what came to be called intragenic sequences (introns) from precursor mRNA. This

process of removing or “splicing out” introns is now known as precursor mRNA splicing (pre-

mRNA splicing or splicing in short form). However, the concept of pre-mRNA is nowadays

thought to be a virtual entity due to the co-transcriptional nature of splicing (Merkhofer et al.,

2014).

Formally, an intron is defined as a gene segment that is present in the primary (or precursor)

transcript but absent from the mature RNA as a consequence of splicing. The term intron refers

to both the DNA sequence within a gene and the corresponding sequence in the unprocessed

RNA transcript. On the contrary, an exon denotes a gene segment that is or can be present

in mature RNA. Most human genes contain multiple exons, and the average length of exons

(50 − 250bp1) is much shorter than that of introns (frequently thousands of bp). Figure 2.1

illustrates the split nature of eukaryotic genes: figure 2.1(a) shows the exons and introns of

a gene as well as the untranslated regions (UTRs), the initiation codon and the termination

codon at the 5’ and 3’ ends of the first and last exons. It also depicts a promoter region

1bp denotes base pairs
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translation  
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(ATG) 
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(a) Double stranded DNA gene.

exon 1 exon 2 exon 3
intron 1 intron 2

5’ cap AAAA

(b) Single stranded pre-mRNA.

exon 1 exon 2 exon 3 AAAA5’ cap

(c) Mature RNA.

Figure 2.1: Typical structure of a multi-exon eukaryotic gene (a) and its associated pre-
mRNA resulting from transcription, 5’ capping and polyA addition (b) and mature mRNA
resulting from splicing (c).

that contributes to define the transcription inition site and a polyadenylation (polyA) addition

sequence signal that contributes to define the polyA addition site. The polyA addition site

delineates the transcription termination site. Figure 2.1(b) shows the pre-mRNA that results

from transcription, 5’ capping (i.e. the addition of a methylated guanine at the 5’ end of the pre-

mRNA) and polyA addition. Finally figure 2.1(c) corresponds to the mature mRNA resulting

from pre-mRNA splicing.

How splicing happens?

The biochemical mechanism by which splicing occurs is fairly well understood (Clancy, 2008).

Introns are removed from primary transcripts by cleavage at conserved sequences called splice

sites. These sites are found at the 5’ end (donor site) and 3’ end (acceptor site) of introns.

The splice donor site includes an almost invariant sequence GU within a larger and less highly

conserved region while the splice acceptor site terminates the intron with an almost invariant

AG sequence. These consensus sequences are known to be critical, as changing one of the

conserved nucleotides often results in the inhibition of splicing (Cartegni et al., 2002). Another

important sequence occurs at what is called the branch point, characterized by an A residue,

and located anywhere from 18 to 40 nucleotides upstream from the 3’ end of an intron.
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exon 1 exon 2
intron

AG GGUAG A

3’ splice sitebranch point5’ splice site

exon 2Gexon 1 AG AGA

AGA exon 1 AG exon 2G

G
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+

step 1

step 2

Figure 2.2: The two steps of the pre-mRNA splicing reaction.

Figure 2.2 schematically illustrates the two steps of the splicing chemical reaction: the A residue

from the branch point interacts with the 5’ splice site to form a so-called intronic lariat before

ligation of the two exons and liberation of the intron. Splicing is carried out in the nucleus

of eukaryote cells by the spliceosome, a megaparticle in which ribonucleoprotein particles (the

so-called small nuclear ribonucleoprotein particles or snRNPs) and a large number of auxiliary

proteins (denoted as splicing factors) cooperate to accurately recognize the splice sites and

catalyse the two steps of the splicing reaction. A multitude of RNA-RNA, RNA-protein and

protein-protein interactions allows for the precise excision of each intron and appropriate joining

of the exons.

We refer to Hastings and Krainer (2001) and Black (2003) for more details about the splicing

biochemistry.



Chapter 2 Splicing: from molecular mechanisms to personalized therapies 8

2.1.2 Alternative splicing and alternative transcription

How come there are ⇠ 120000 mRNA molecules mapped out in the human cells while the human

genome contains only ⇠ 25000 protein-coding genes? The solution lies in the alternative nature

of splicing in eukaryotes.

Alternative splicing is the mechanism through which multiple mature mRNA transcripts (or

mRNA isoforms) are expressed from a single gene. The ability of cells to exhibit variations

of mature mRNA from the same pre-mRNA adds a layer of complexity to the central dogma

DNA ! RNA ! protein of molecular biology. It is accomplished by excluding one or more

exons (exon skipping), by moving exon/intron boundaries (acceptor or donor splice site shift)

or by retention of introns. The main modes of alternative splicing are illustrated in figures

2.3(b), 2.3(c), 2.3(d), 2.3(e), 2.3(f). This widespread mechanism is estimated to affect ⇠ 90%

of mammalian protein-coding genes (Wang et al., 2008a) and is now considered a fundamental

regulatory process at the crossroad between transcription and translation. Some functional

aspects of alternative splicing are discussed in section 2.2.

Perhaps the most striking example of alternative splicing comes from Drosophila melanogaster.

Its Dscam gene, which codes for a cell surface protein involved in neuronal connectivity, has 24

exons, with 12 alternative versions of exon 4, 48 versions of exon 6, 33 versions of exon 9 and 2

versions of exon 17. Each version of a particular exon is used to the exclusion of all the others.

Thus the combinatorial use of alternative exons can potentially generate 38016 different protein

isoforms (Schmucker et al., 2000). The Dscam gene exemplifies both the extreme expansion in

coding capacity that alternative splicing provides and the tight regulation of alternative splicing

that must be in place to somehow enforce mutual exclusion of the different versions of the exons.

In addition to the alternative splicing mechanisms mentioned above and illustrated in figure 2.3

(exon skipping, alternative acceptor or donor splice sites and intron retention), the exon com-

position of RNA transcripts can also vary by the differential selection of 5’ end transcription

initiation and 3’ end termination sites – also known as multiple promoter or multiple polyA

usage (Kornblihtt, 2005). Figures 2.3(g) and 2.3(h) illlustrate as well these two distinct mecha-

nisms which are not splicing events stricto sensu but similarly participate to creating a variety

of RNA transcripts from a single locus.

Identifying the different transcript isoforms produced by a single gene, that is the different

combinations of exons included in the expressed mRNA, is the main scope of chapters 4 and 5.
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Figure 2.3: Main modes of alternative splicing ((b) to (f)), alternative transcription initiation
site (g) and alternative polyadenylation site (h).
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ISS ESS ISS

ESE ISE

Figure 2.4: Cis-acting sequences regulating alternative splicing. ESE: exonic splicing en-
hancer, ISE: intronic splicing enhancer, ESS: exonic splicing silencer, ISS: intronic splicing
enhancer. Enhancers can activate adjacent splice sites whereas silencers can repress splice sites.
The competing influences of the different enhancers and silencers determine the inclusion or
skipping of the exon. Figure is inspired from Matlin et al. (2005).

2.1.3 What makes splicing alternative?

The decision as to which exon is removed and which exon is included involves RNA sequence

elements and protein regulators.

First of all, splice sites can be strong or weak depending on how far their sequences diverge

from the consensus sequences, which determine their affinity for splicing factors. The relative

position and use of weak and strong sites give rise to the different alternative splicing modes

described in figure 2.3. Unsurprisingly, it has been shown that alternative exons possess weaker

splice sites than constitutive exons (Sorek et al., 2004).

Second, the degree to which weak sites are used is regulated by both cis-regulatory sequences

and trans-acting factors. Depending on the position and function of the cis-regulatory elements,

they are divided into four categories: exonic splicing enhancers (ESEs), exonic splicing silencers

(ESSs), intronic splicing enhancers (ISEs) and intronic splicing silencers (ISSs). Trans-acting

factors include proteins and ribonucleoproteins that bind to the splicing enhancers and silencers.

Figure 2.4 shows how these enhancers and silencers act combinatorially to regulate the alterna-

tive use of splice sites. Of note, a machine learning algorithm has been developed that is capable

of automatically extracting combinations of cis-elements that are accurately predictive of brain,

muscle, digestive and embryo versus adult specific alternative splicing patterns (Barash et al.,

2010).
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Finally, alternative splicing is also believed to be regulated by the secondary structure of

the pre-mRNA transcript and by interactions with the transcription and chromatin machiner-

ies (Schwartz and Ast, 2010; Luco et al., 2011).

For accurate reviews of alternative splicing mechanisms and regulation we suggest Matlin et al.

(2005), Chen and Manley (2009) and Kornblihtt et al. (2013).

In line with what has been presented above, chapter 6 focuses on detecting splicing defects on

transcripts expressed from alleles harboring mutations in their cis-regulatory splicing enhancers

or silencers.

2.2 Some aspects of the functional importance of alternative

transcript expression

2.2.1 A word of evolution

Alternative splicing is believed to occur in all metazoan organisms, but is more prevalent in ver-

tebrates. The number of protein-coding genes in vertebrates is not radically different from the

number in invertebrates (for example the number of human genes is roughly equal the the num-

ber of nematode genes and barely four times the number of genes in budding yeast), suggesting

a link between alternative splicing prevalence and phenotypic complexity (Nilsen and Graveley,

2010). Kim et al. (2007) studied in depth the different levels of splicing among eukaryotes and

proposed alternative splicing as a possible solution to the paradoxical miscorrelation between

the number of genes in an organism’s genome and its phenotypic complexity.

The split organization of eukaryotic genes into exons and introns and the existence of pre-mRNA

splicing process is believed to confer at least two evolutionary advantages. The first –relatively

obvious– advantage is that alternative splicing allows a single gene to produce several mRNA

variants, greatly expanding the coding capacity of eukaryotic genomes (Keren et al., 2010).

The second advantage lies at a phylogenic level, as intronic recombination events (such events

leave the exons intact) allow protein-coding exons to be placed together to form new genes.

Recombined mRNAs have high chance of encoding novel functional polypeptides that combine

functional domaines previously tested by natural selection. This mutational process is known as

exon shuffling (Ast, 2004). Moreover it has been proposed that alternative splicing represents

a major source of species-specific differences: for exemple Barbosa-Morais et al. (2012) recently
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showed that there is a decline in alternative splicing frequency in vertebrates as the evolutionary

distance from primates increases.

However, the prevalence of alternative splicing raises questions about its biological significance.

What fraction of multiple mRNA isoforms expressed from each of ⇠ 20000 alternatively spliced

human genes has a functional impact? It has been proposed that many alternative splicing

events do not have functional significance but rather represent stochastic noise in the splicing

process (Melamud and Moult, 2009; Skandalis et al., 2010). In any case, the adaptive role of

alternative splicing remains elusive, in part because few variant transcripts have been charac-

terized functionally, making it difficult to assess the contribution of alternative splicing to the

generation of phenotypic complexity and to study the evolution of splicing patterns (Mudge

et al., 2011).

2.2.2 Alternative splicing regulation during development and cell fate deci-

sion

The Drosophila sex determination pathway provides a simple and central example of how a

choice between different splicing patterns contributes to cell fate decision and tissue specificities.

Indeed, sex determination in flies is a binary decision based on alternative splicing (Salz, 2011):

splicing of the sex-lethal (Sxl) gene in females gives rise to a functional protein product, while

in male alternative splicing leads to the inclusion of a stop codon so that the functional protein

in not produced. Remarkably the Sxl gene is a splicing factor that regulates as well the splicing

of its target genes also involved in the sex determination pathway. Interestingly, related insects

such as the housefly do not splice the Sxl pre-mRNA in a sex-specific manner while the sex-

determination cascade of the honeybee is different in almost all its components although relying

on alternative splicing as well. This shows as previously discussed the evolutionary plasticity

provided by alternative splicing (Nilsen and Graveley, 2010).

In addition to alterations by sex, metazoan organisms regulate the splicing of thousands of other

transcripts depending on cell type, developmental state or external stimulus. High-throughput

studies have shown that 50% or more of alternative splicing isoforms are differently expressed

among tissues, indicating that most alternative splicing is subject to tissue-specific regula-

tion (Yeo et al., 2004; Wang et al., 2008a).
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Large-scale profiling studies have also revealed sets of alternative splicing events associated with

changes in cell differentiation and development (Blencowe, 2006). In particular, alternative splic-

ing has been identified to contribute to the differentiation of embryonic stem cells (ESCs) into

distinct lineages. Wu et al. (2010) provided evidence that isoform complexity is more extensive

in ESCs and becomes restricted and more specialized as ESCs differentiate, while Gabut et al.

(2011) showed that an ESC-specific alternative splicing switch stimulates the expression of key

pluripotency genes.

For a detailed review of the functional consequences of developmentally regulated alternative

splicing we refer to Kalsotra and Cooper (2011).

2.2.3 Coupling of alternative splicing with nonsense-mediated decay

Most human genes exhibit alternative splicing, but not all alternatively spliced transcripts pro-

duce functional proteins. Some alternative splicing events in humans result in mRNA isoforms

harboring a premature termination codon (PTC), i.e. a stop codon located upstream from the

last exon. A single-nucleotide mistake during the pre-mRNA splicing process often results in a

frameshift and consequent PTC appearance. These transcripts characterized by a PTC are pre-

dicted to be degraded by the nonsense-mediated mRNA decay (NMD) pathway (Lareau et al.,

2007). Figure 2.5 illustrates the NMD degradation process.

NMD is then considered as an mRNA quality-control mechanism by degrading transcripts en-

coding truncated proteins with no or undesired functions. However, while it prevents the accu-

mulation of potentially harmful polypeptides, NMD is also believed to regulate the expression

of 10 − 20% of normal transcripts. Briefly, it is the coupling of alternative splicing and NMD

that allows the downregulation of specific transcripts: alternative splicing events that occur in

exons located in the 3’ UTR and that generate a PTC activate NMD even though the degraded

transcript would have encoded a full-length protein. This regulation phenomenon is believed

to restrict the expression of several stress-related mRNA under non-stress conditions (Lykke-

Andersen and Jensen, 2015).

We will encounter the NMD pathway again in chapter 6 when we pay attention to its inhibition

in a clinical diagnosis setting in order to reveal the expression of aberrant transcripts from

mutated BRCA1 alleles.
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Figure 2.5: Coupling of alternative splicing and nonsense-mediated decay. PTC: premature
stop codon, NMD: nonsense-mediated decay. In the depicted example, exons 2 and 3 are
mutually exclusive, so that the simultaneous inclusion of both exons generate a PTC that
activate NMD. Figure is inspired from Lareau et al. (2007).

2.3 Splicing dysregulation in human diseases

The link between alternative splicing and disease is well established (Scotti and Swanson, 2016a),

and many different human diseases can be caused by errors in RNA splicing or its regulation.

We briefly discuss here the link between splicing and human diseases via the alteration of both

cis- or trans-acting factors, with a particular focus on cancer. In addition, we emphasize that

the identification of abnormal splicing as a primary mechanism of diseases raises the possibility

of therapeutic approaches targeting splicing.

2.3.1 Mutated regulatory sequences

Mutations in regulatory sequences that affect alternative splicing are a widespread cause of hu-

man hereditary diseases and cancers. These mutations can disrupt existing splicing enhancers

or silencers or create new ones, thereby perturbing the use of alternative or constitutive exons.

A single nucleotide mutation that does not change the encoded amino acid of a protein (silent

mutation) can disrupt for instance a crucial splicing enhancer and be a disease-causing muta-

tion (Wang and Cooper, 2007). Examples of human disease genes known to be targeted by

synonymous and non-synonymous mutations often altering splicing regulatory elements include
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the BRCA1 (breast cancer 1) gene involved in heriditary breast cancer, the SMN1 (survival

of motor neuron 1) gene involved in spinal muscular atrophy and the DMD gene involved in

Duchenne muscular dystrophy or the MAPT (microtubule-associated protein tau) gene involved

in Alzheimer’s disease (Cartegni et al., 2002).

It has been estimated that as many as 50% of disease mutations in exons may impact on splic-

ing (Lopez-Bigas et al., 2005). This strongly suggests that, in a clinical diagnosis perspective,

genetic variants that are linked with a disease phenotype need to be evaluated for disruption of

the correct splicing patterns. For example, it is important to know that a mutation results in

a loss of expression due to aberrant splicing and NMD-mediated degradation, rather than the

expression of a wild-type level of a protein containing a missense mutation. Knowing that the

primary effect of an exonic mutation is a splicing defect, rather than a protein-coding mutation,

is crucial in order to understand the detailed pathogenic mechanism of a disease.

In chapter 6, we underline the importance of introducing routine transcript analysis in order

to properly assess possible mechanisms accounting for human diseases, and propose a new

methodology to implement such routine mRNA screenings.

2.3.2 Trans-acting factors

Mutations in genes encoding trans-acting factors that regulate alternative splicing can also

cause diseases. Unlike the cis-acting mutations that only affect the compromised gene, this

second type of mutation can affect large sets of genes. Mutations in different constituents of the

spliceosome are involved in several diseases, such as retinal degenerative disorders and cancers.

As an example, the familial form of retinitis pigmentosa –the most common form of blindness–

is characterized by mutations in genes required for the proper assembly and function of a core

component of the spliceosome (Wang and Cooper, 2007).

As we discuss in the next section, cancers are associated with splicing changes, such as switches

of the expression level of the predominant transcript isoforms of developmental genes. Most

of these cancer-associated splicing changes are not associated with nucleotide changes in the

affected genes, implying an alteration of trans-acting factors (Srebrow and Kornblihtt, 2006). To

illustrate this, recent large scale studies have uncovered recurrent somatic mutations in splicing

factor genes linked to poor prognosis in myelodysplastic syndromes and chronic lymphocytic

leukemia (Papaemmanuil et al., 2011; Malcovati et al., 2014; Yoshida and Ogawa, 2014).
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2.3.3 A focus on cancer

Cancer is a heterogeneous and complex disease, and the role of alternative transcription (Davu-

luri et al., 2008) and alternative splicing (David and Manley, 2010) has been known to be

implicated in cancer for long. As previously described, a combination of factors influences alter-

native splicing events in a cell-type and developmental-specific manner. The transcript isoforms

produced by the cells are tightly regulated during normal development, but often dysregulated

in tumors. In short, cancer cells use the flexibility brought by alternative splicing to express

specific isoforms that confer survival advantages and drug resistance (Pal et al., 2012).

A striking phenomenon illustrating how alternative splicing is intrinsically linked to tumor’s de-

velopment is the existence of cancer-specific transcript isoforms. In particular, specific isoforms

known to be involved in epithelial-mesenchymal transition (EMT) during embryonic develop-

ment are reactivated in cancer cells, leading to enhance invasion and metastasis and associated

with poor prognosis (Shapiro et al., 2011; Biamonti et al., 2012). These development-specific

isoforms are important candidates in understanding the pathogenesis and progression of can-

cer (Pal et al., 2012).

Another common phenomenon in tumors related to the regulation of alternative splicing is the

switch of the predominant transcript isoforms expressed in cancer cells compared to normal cells,

while the protein isoforms produced often have opposite functions. As an example, transcripts

from a large number of genes involved in apoptosis are alternatively spliced, resulting in isoforms

with opposite roles in promoting or preventing cell death (Schwerk and Schulze-Osthoff, 2005).

David and Manley (2010) provides a series of examples of such genes implicated in apoptosis

that produce two isoforms with antagonist functions such that the pro-apoptotic form is over-

expressed in several cancers.

2.4 Emerging therapies targeting splicing defects

2.4.1 Cancer-specific isoforms as biomarkers

Splicing abnormalities are commonly reported in various cancers (Wang and Cooper, 2007).

Therefore, alternative spliced variants are potential biomarkers for the cancer diagnosis or

prognosis and may be good targets for cancer therapies based on specific splicing correction

treatments (Pal et al., 2012).
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Zhang et al. (2013) recently reported that cancer cells could be more accurately discriminated

from non-oncogenic cells using transcript isoform expression rather than solely gene expression,

highlighting the importance of providing cancer signatures at the isoform level. By comparing

matched tumor and normal tissues of hundreds of samples across several cancer types, other re-

cent studies (Dvinge and Bradley, 2015; Danan-Gotthold et al., 2015; Tsai et al., 2015; Sebestyen

et al., 2015) reported recurrent splicing alterations both across cancers and specific to cancer

types. Splicing markers include cassette exons or intron retentions as well as switches in the

predominant transcript isoforms.

2.4.2 Splice modulating therapies

Splice modulating therapies (Douglas and Wood, 2011; Scotti and Swanson, 2016b) are emerging

as an opportunity to correct splicing defects and potentially treat numerous genetic disorders,

including cancer. These emerging therapies are of two main types: some modulating the spliceo-

some’s activity, others targeting specific transcript isoforms or aberrant regulatory sequences of

the pre-mRNA.

The first category corresponds to small molecules (bacterial fermentation products) that show

antitumoral activity by modulating the functions of the spliceosome (Bonnal et al., 2012). The

second category corresponds to nucleic acid-based tools that target mRNA or pre-mRNA to

correct or attenuate splicing defects (Spitali and Aartsma-Rus, 2012). Among these tools, RNA

interference (RNAi) can target disease-specific transcript isoforms and inhibit their expres-

sion, while antisense oligonucleotides (AONs) can interact with splicing regulatory elements to

specifically manipulate pre-mRNA splicing. AONs are short oligonucleotides synthesized to be

complementary to a particular RNA sequence. By designing AONs that hybridize with specific

splice sites or with enhancer or silencer elements, the splicing mechanism of the targeted pre-

mRNA can be drastically manipulated. Figure 2.6 sketches the AON mode of action. AONs

show particular promise in the therapeutic area as illustrated in the next section.

2.4.3 Antisense oligonucleotides: the example of Duchenne muscular dystro-

phy

As described above and in figure 2.6, splicing can be modulated with antisense oligonucleotides,

offering prospects of personalized medicine tailored to specific mutations.
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Figure 2.6: Use of antisense oligonucleotides to modulate pre-mRNA splicing. ESE: exonic
splicing enhancer, AON: antisense oligonucleotide. In that specific example, an ESE located
within the second exon activates the use of the exon’s splice site (A). When the ESE interacts
with AONs such that it becomes inaccessible to the splicing machinery, splicing is shifted toward
exon 3 so that exon 2 is skipped (B).

A successful AON strategy has been developed for treating Duchenne muscular dystrophy

(DMD). DMD is a progressive muscular disease that roughly affects 1 over 3500 newborn males.

DMD mutations are often multi-exon deletions that cause frameshift at exon 51. The reading

frame can however be restored by skipping of exon 51, leading to the production of internally

deleted DMD proteins that retain partial function. This can be achieve in vivo by the binding

of AONs to an exon 51 splicing enhancer that shift splicing to exon 52 (Scotti and Swanson,

2016b). Notably, AON strategies are currently under evaluation in DMD patients in clinical

trials.



Chapter 3

Questioning splicing: from data to

algorithms

“knowledge of sequences could contribute much to our understanding of living matter”

Frederick Sanger.

“the way we do RNA-seq now ... is you take the transcriptome, you blow it up into pieces and

then you try to figure out how they all go back together again. If you think about it, its kind of

a crazy way to do things”

Michael Snyder.

Ce chapitre recense les techniques experimentales existantes pour détecter les événements d’épissage

et les transcrits alternatifs. Les méthodes de séquençage à haut-débit de l’ARN sont finement

détaillées ainsi que les défits posés par l’analyse algorithmique des données. Les notions de

pénalisation par la norme `1 et d’optimisation de flots, deux concepts clés dans le domaine de

l’assemblage du transcriptome, sont introduites.

In this chapter, we review some sequencing or profiling techniques that can be used to detect

and quantify alternative splicing events and transcript isoforms. We focus on describing high-

throughput RNA sequencing technologies as well as the computational challenges associated

with the data and the variety of methods that exist to assemble and quantify transcripts. We end

the chapter by introducing the notions of `1-norm penalization and network flow optimization

as two key concepts used in the field of transcriptome assembly.

19
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3.1 Measuring splicing with data evolving in time

3.1.1 Heritage of Sanger sequencing

Sanger sequencing

Nucleic acid sequencing denotes a method for determining the exact order of nucleotides present

in a given DNA or RNA molecule. A major foray into DNA sequencing was the Human Genome

Project (ConsortiumInternational, 2004). It was completed in 2003 after a $3 billion and 13-

year-long endeavor using techniques that relied on Sanger sequencing.

The Sanger sequencing technology, named after its inventor Frederick Sanger, was developed

in 1977 (Sanger et al., 1977). It can be defined as a “chain-termination” enzymatic sequencing

method. It uses the combination of a polymerase enzyme and fluorescently labeled terminator

nucleotides to decipher a DNA nucleotidic sequence. More precisely, single stranded DNA is

replicated by a polymerase in the presence of chemically altered versions of the A, C, G, and

T bases among regular nucleotides. The altered bases stop the replication process when they

are incorporated into the growing strand of DNA, resulting in varying lengths of short DNA. In

addition, in the optimized version1 of Sanger sequencing (Smith et al., 1986), each of the four

altered base is incorporated with a different fluorescent dye. The DNA strands are then ordered

by size (using capillary electrophoresis), and by reading the end letters (using laser excitation

and spectral emission analysis) from the shortest to the longest piece, the whole sequence of the

original DNA is revealed. Figure 3.1 illustrates the Sanger sequencing technique.

The key strength of Sanger sequencing is that it remains the most available technology nowadays

and that it is very accurate in reading the nucleotidic bases. However, the requirement for

electrophoretic separation of DNA fragments limits the number of samples that can be run in

parallel and is the primary bottleneck for throughput.

Expressed sequence tag

The combination of reverse transcription of RNA to complementary DNA (cDNA) and Sanger

sequencing was the first mean to generate abundant information on the transcriptome. This

procedure, fully developed in the 90’s initially as part of the human genome project (Adams

1in its first version the Sanger protocol divides a DNA sample into four separate sequencing reactions each
one containing only one of the terminator nucleotide A,C,G or T.



Chapter 3 Questioning splicing: from data to algorithms 21

3’…GATCAGCTTCAAGTC… 5’DNA template

primer 5’…CTAGT

  …CTAGTC

  …CTAGTCG

  …CTAGTCGA

  …CTAGTCGAA

  …CTAGTCGAAG

  …CTAGTCGAAGT

  …CTAGTCGAAGTT

  …CTAGTCGAAGTTC

  …CTAGTCGAAGTTCA

  …CTAGTCGAAGTTCAG

capillary  

electrophoresis  

tube 

laserdetector

larger fragments

smaller fragments

dye  

terminator 

nucleotides 

sequence output C CG G GA A AT T

reaction cycle

Figure 3.1: Illustration of the Sanger sequencing technique. Figure is inspired from
https://www.abmgood.com/marketing/knowledge_base/next_generation_sequencing_

introduction.php.

et al., 1991), produces the so-called expressed sequence tags (ESTs). Formally an EST is a short

sub-sequence of a cDNA sequence. A RNA population is reverse transcribed to double-stranded

cDNA using a specialized enzyme, the reverse transcriptase. The resultant cDNA is cloned2 to

make libraries representing a snapshot of the transcriptome of the original tissue. The cDNA

clones are sequenced randomly in a single-pass run from either their 5’ or 3’ end, producing

100 to 800bp long ESTs. More than 70 million ESTs are available in public databases, such as

GenBank (Benson et al., 2005).

Alignment of EST data to sequenced genomes afforded initial glimpses into the extend of al-

ternative splicing and other forms of transcript processing complexity (Nagaraj et al., 2007).

Analysis of 3’ end EST data for instance gave significant insights into the use of polyA sites in

human tissues. Gautheret et al. (1998) identified previously unreported polyA sites in human

mRNAs and Yan and Marr (2005) demonstrated that at least 49% of human polyadenylated

transcription units show alternative polyA sites. In addition to the study of polyA sites with EST

data, Modrek et al. (2001) performed a genome-wide appreciation of alternative splicing. They

2molecular cloning corresponds to the process of amplification of DNA molecules via its replication in bacteria.
Note that modern sequencing technologies rather use in vitro amplification with the polymerase chain reaction
(PCR).

https://www.abmgood.com/marketing/knowledge_base/next_generation_sequencing_introduction.php
https://www.abmgood.com/marketing/knowledge_base/next_generation_sequencing_introduction.php
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estimated that ⇠ 40% of human protein coding genes are alternatively spliced. As explained

in section 3.1.3, this number has increased significantly with the emergence of high-throughput

RNA sequencing techniques, reaching an estimate of ⇠ 90% (Pan et al., 2008).

While EST libraries have first provided genome-wide evidence of alternative splicing and al-

ternative transcription sites, allowing the design of specific probes for microarray profiling (see

section 3.1.2), it remains relatively low-throughput and generally not quantitative. Moreover,

since ESTs are generated from the 5’ and 3’ ends of cDNA clones, detection of mRNA process-

ing events is biased towards the ends of the transcripts. In comparison, section 3.1.3 describes

how high-throughput RNA sequencing allows for the efficient detection and quantification of a

diverse range of RNA processing events.

3.1.2 Successes and limitations of microarray splicing profiling

Microarray technologies have played a predominant role in shaping our understanding of tran-

scriptome complexity and regulation (Blencowe, 2006). Microarray approaches rely on the hy-

bridization of fluorescently labeled target RNA sequences to anchored oligonucleotides of known

composition, often called probes, previously attached to a glass-slide. The abundance of target

RNA is then inferred using laser fluorescence that measures the extent of hybridization on the

probes. The development of custom microarrays with probe sets designed to detect individual

exons and splice junction sequences overcame many of the obstacles encountered when analyz-

ing EST data, in particular throughput and quantification aspects (Pan et al., 2004). Splicing

microarrays can indeed be designed to hybridize to isoform-specific mRNA regions, which al-

lows for the detection and quantification of distinct spliced isoforms. The concept of splicing

microarrays is illustrated in figure 3.2.

Splicing microarray successes include the discovery of new alternative splicing events and the

detection of cell- and tissue-specific alternative splicing events. For example, Johnson et al.

(2003) used arrays with probes for all adjacent exon-exon junctions in 10000 human genes and

hybridized these with samples from 52 human tissues, revealing tissue-specific clustering of

alternative splicing events.

The major drawbacks of splicing microarray are two folds: the limited dynamic range of signal

detection and the reliance upon an existing genomic sequence. Indeed, array measurements are
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Figure 3.2: Illustration of a splicing microarray experiment. Probes are complementary to
individual exons or exon-exon junctions. Dye-labeled mRNAs hybridize with the corresponding
probes, which allows the comparison of expression levels between the two samples. Figure is
inspired from Matlin et al. (2005).

limited by a strong background noise level and by saturation of high fluorescent signals. It also

requires prior knowledge of target RNA sequences to design the probes.

The next section explains how modern high-throughput RNA sequencing does not require

transcript-specific probes and measures a large dynamic range of expression levels.

3.1.3 High-throughput sequencing of the RNA as the new gold standard

Demand for cheaper and faster sequencing methods has increased greatly after the first hu-

man genome sequence was completed in 2003. This demand has driven the emergence of

fast, cost-effective, accurate and high-throughput sequencing technologies. The so-called “next-

generation” sequencing (NGS) technologies enable to sequence an entire human genome in less

than one day by sequencing massive amount of DNA in parallel. High-throughput RNA se-

quencing or “RNA-seq” is an experimental protocol that uses NGS technologies to sequence

RNA molecules within a biological sample.

In comparison to EST sequencing by Sanger technology, which is low-throughput and only de-

tects the more abundant transcripts, RNA-seq can target lowly express transcripts and can



Chapter 3 Questioning splicing: from data to algorithms 24

sequence millions of cDNA sequences in a single reaction. In contrast to other high-throughput

technologies, such as hybridization-based microarrays, RNA-seq achieves base-pair level res-

olution, offers a much higher dynamic range of expression levels and does not require prior

knowledge of the sequences to be profiled.

We explain below the principles of RNA-seq, that is the use of NGS technologies to sequence and

latter quantify RNA molecules after their conversion to cDNA by reverse transcription. We refer

to Goodwin et al. (2016) for a detailed description of the different existing NGS technologies

and to Wang et al. (2009) for a focus on the RNA-seq protocol.

RNA-seq technology

Next-generation sequencing, also referred as “deep sequencing”, “high-throughput sequenc-

ing”, “massively-parallel sequencing” or “shotgun sequencing”, has revolutionized genomics,

epigenomics and transcriptomics by allowing massively parallel sequencing at a relatively low

cost (Koboldt et al., 2013). The key strength of NGS technologies is to perform real-time

identification of millions of nucleotidic sequences in parallel. This differs greatly from Sanger

sequencing technology where complementary strands of target cDNA first have to be separated

by size before being revealed.

Various NGS platforms exist and use different chemistry or different ways to iteratively read the

target nucleotides. Mardis (2011) and van Dijk et al. (2014) provide a comparison of the dif-

ferent NGS platforms. However, all technologies monitor the sequential addition of nucleotides

to immobilized and spatially arrayed DNA templates. We choose here to focus on the strat-

egy developed by the Illumina platform (Bentley et al., 2008), which is the most widely used

NGS technology worldwide. Illumina sequencing uses a “sequencing by synthesis” approach

(described below) combined with fluorescence image analysis. Note that other platforms use a

“sequencing by ligation” technique (McKernan et al., 2009) or identify the growing nucleotidic

strands with analysis of electric rather then fluorescent signals (Rothberg et al., 2011).

The different steps of RNA-seq, additionally illustrated in figure 3.3, are the following:

1. Mature RNA selection and reverse transcription. As ribosomal RNA (rRNA) constitutes

the predominant fraction of the transcriptome, it needs to be removed to avoid wasting

sequencing efforts on a few superabundant molecules. rRNA for which the sequence is
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https://www.abmgood.com/marketing/knowledge_base/next_generation_sequencing_introduction.php
https://www.abmgood.com/marketing/knowledge_base/next_generation_sequencing_introduction.php


Chapter 3 Questioning splicing: from data to algorithms 26

known can be directly subtracted from the transcript pool, or alternatively mRNA har-

boring a polyA tail can be enriched by capture with oligo-dT3. Selected RNA molecules

are converted to cDNA by a reverse transcriptase.

2. Library preparation. Starting material must be converted into a library of sequencing

reaction templates which require fragmentation, size selection and adapter ligation.

Given that most NGS technologies cannot sequence fragments longer than 1000 bases

(often only a hundred bases), cDNA molecules need to be sheared into pieces so that all

nucleotides of the molecules are sequenced. Fragmentation can be enzymatic or performed

via hydrolysis or physical methods such as acoustic shearing or sonication. Note also that

in some protocols fragmentation can be done at the RNA level before reverse transcription.

Adapter ligation adds synthetic oligonucleotides of a known sequence onto the ends of the

cDNA fragments, which serve as primers for downstream amplification and/or sequencing

reactions. In strand-specific RNA-seq protocols (Levin et al., 2010), different primers are

attached to the 5’ and 3’ ends of the RNA molecules, which further allows overlapping

transcripts expressed from opposite strands of the genome to be distinguished.

3. Template generation and amplification. One of the key steps of NGS is to immobilize and

separate the DNA fragments from a population (typically on a flow cell or on microbeads),

allowing the downstream sequencing reaction to operate in parallel on millions of spatially

distinct DNA templates.

Additionally, a template amplification step is required for most sequencing platforms in

order to obtain sufficient signal for base calling. Amplification strategies are based on a

polymerase chain reaction (PCR) step (emulsion PCR onto microbeads or bridge ampli-

fication to form clusters on a flow cell).

Note that amplification-free protocols are emerging as promising technologies. SMRT

(single molecule real-time) platforms (Eid et al., 2009) are indeed based on single-molecule

template sequencing hence bypassing the need for fragmentation and amplification. Amplification-

based and single-molecule sequencing technologies have been respectively referred to as

“second-generation” and “third-generation” sequencing.

4. Sequencing and base calling. The sequencing by synthesis strategy implemented by Illu-

mina uses the cDNA library fragments as templates of which new DNA fragments are

synthesized by a polymerase enzyme.

3oligo-dT are short sequences of deoxy-thymine nucleotides.
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Similarly to Sanger sequencing it employs fluorescently-labeled terminator nucleotides.

However, the key innovation compared to Sanger sequencing is the use of reversible ter-

minators. Hence during each reaction cycle a single nucleotide is added to the growing

DNA strand and the fluorescent dye is imaged to identify the base. The terminator is

then enzymatically cleaved so that it allows incorporation of the next nucleotide.

Sequencing typically occurs solely at the ends of the cDNA fragments. The sequenced ends

are called reads. Sequencing only one end of the fragments produces the so-called “single-

end reads” whereas sequencing both the 5’ and 3’ ends produces “paired-end reads”. An

Illumina platform typically produces reads of ⇠ 100bp.

The millions of reads produced by RNA-seq further need to be pre-processed and analyzed in

order to answer relevant questions such as i) what are the levels of expression of the mRNA

transcripts in a biological sample? ii) are some transcripts differentially expressed between

different conditions or iii) are there any alternative splicing events specific to a given tissue?

In that context, section 3.2 focuses on the analysis of RNA-seq reads, in particular in the aim of

identifying and quantifying the different transcript isoforms present in a given sample. Chapters

4 and 5 provide new computational methods to infer the transcript isoforms from RNA-seq data.

Opportunities raised by RNA-seq

A new appreciation of the complexity of the transcriptome has emerged with the use of RNA-

seq data (Blencowe et al., 2009). The biological applications that RNA-seq makes it possible

to target are very diverse (Ozsolak and Milos, 2011), ranging from the profiling of mRNA and

non-coding RNA expression to the study of alternative splicing, alternative polyadenylation or

transcription initiation sites as well as the study of small RNA, antisense transcripts or the

detection of fusion genes.

In particular, datasets generated with the RNA-seq technology have facilitated the identification

of thousands of regulated alternative splicing events in various biological contexts. Pioneer

works that gave new insights into the complexity of alternative splicing include Pan et al.

(2008); Wang et al. (2008b) and Mortazavi et al. (2008) By analysing mRNA-seq data across

different human tissues, both Pan et al. (2008) and Wang et al. (2008b) estimated that ⇠ 95%

of human multi-exon genes undergo alternative splicing. Wang et al. (2008b) identified “switch-

like” splicing events where exons exhibit dramatically different inclusion levels between different
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tissues, and estimated that ⇠ 85% of multi-exon genes produce at least two distinct populations

of mRNA isoforms such that the minor isoform exceeds 15% of the total expression level in a

given tissue. Mortazavi et al. (2008) first quantified transcript expression levels using RNA-seq

reads from a mouse transcriptome with a measure that allows direct comparison of transcript

levels both within and between samples. The so-called RPKM measure (reads per kilobase per

million mapped reads) is defined in section 3.2.2. Other important works include the ones by

Nagalakshmi et al. (2008); Mortazavi et al. (2010) and Graveley et al. (2011), which studied in

detail the transcriptome of model organisms such as Drosophila melanogaster and C. elegans,

improving their reference annotations and providing enhanced transcriptome maps.

In addition, the ability offered by RNA-seq to detect and quantify rare and/or novel RNA

transcript variants within a sample make it an appealing technology for clinical diagnosis pur-

poses (Van Keuren-Jensen et al., 2014; Byron et al., 2016). As an example, one promising aspect

of RNA-seq is the measurement of small amount of RNA molecules from blood samples con-

taining fetal RNA or circulating tumor cells, which makes it possible to implement diagnostic

tests and to monitor diseases in a non-invasive manner.

Considering translation of the RNA-seq technology into the clinic, we briefly describe below the

targeted RNA-seq methodology. This variant of RNA-seq, by focusing on a set of transcripts

from specific genes of interest, is well suited to a clinical environment.

Targeted RNA-seq

As described above, RNA-seq is a powerful tool to investigate the transcriptome, but it remains

costly and generates complex data sets that limit its utility in routine molecular diagnosis

testing. Targeted RNA-seq is a method for selecting and sequencing specific transcripts of in-

terest (Mercer et al., 2012; Zheng et al., 2014). By focusing sequencing efforts on a subset

of the transcriptome, it yields much higher coverage on the selected regions at a reduced se-

quencing cost and time. Enrichment of the regions of interest can be performed with several

techniques (Mamanova et al., 2010), ranging from uniplex PCR or hybridization capture to mul-

tiplex PCR4. Targeted RNA-seq approaches have been used to detect fusion transcripts (Levin

et al., 2009), allele-specific expression (Zhang et al., 2009) or RNA-editing events (Li et al.,

2009) in a subset of transcripts.

4in multiplexed PCR several primer pairs are used in a single reaction, in contrast to uniplexed PCR where a
single target is amplified in each reaction.
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In chapter 6, we describe a targeted RNA-seq approach designed to reveal potential splicing

abnormalities in patient sample characterized by the presence of mutations in their DNA cis-

regulatory elements of splicing.

3.2 Computational challenges associated with RNA-seq reads

As previously explained, the RNA-seq technology allows the study of the transcriptome at an

unprecedented resolution. It promises to be able to build a complete annotation and quantifi-

cation of all genes and their isoforms across samples. However, to achieve this goal RNA-seq

data need to be statistically analysed and computationally transformed. This section is devoted

to highlighting the challenges in using RNA-seq reads to decipher a transcriptome and the dif-

ferent methodologies developed to overcome the difficulties inherent to the nature of the data.

We first briefly explain the concept of read alignement (or “mapping”) on a reference as this is

the first step of many methodologies that try to infer the expressed isoforms. We then give an

overview of how aligned reads can be statistically modeled (statistical models are at the core

of the inference framework of many methodologies), and we finish by categorizing the existing

approaches depending on their ultimate goals, input data or used algorithms.

Very good reviews describing the computational tools and methodologies that apply to RNA-

seq data can be found in Garber et al. (2011); Martin and Wang (2011) and Alamancos et al.

(2014).

3.2.1 Mapping RNA-seq reads

Mapping denotes the alignment of short sequence reads on a reference genome. The specificity

of RNA-seq reads compared to reads derived from genome sequencing is that they are of two

types: i) exon-body reads that map continuously on the reference genome and ii) junction reads

that span the connection between different exons and map on the reference genome only if split

in several pieces separated by large gaps. Junction reads are fundamental for the detection of

alternative splicing events as they provide direct evidence of exon-exon joining events.

The main challenge in mapping RNA-seq reads arises from the fact that junction reads must

be divided into short pieces that may be hard to map unambiguously. A “splice aligner” refers

to a computational tool capable of mapping both exon-body and junction reads. Splice aligners
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fall into two main categories (Garber et al., 2011): “exon-first” and “seed-and-extend”. Exon-

first methods first map reads continuously on the genome using an unspliced approach5 to

find read-clusters that represent potential exons. They then generate a database of potential

splice junctions and map the remaining reads against these junctions. These methods include

TopHat (Trapnell et al., 2009), MapSplice (Wang et al., 2010), SpliceMap (Au et al., 2010) and

SOAPsplice (Huang et al., 2011). Seed-and-extend methods on the other hand, which include

GNSAP (Wu and Nacu, 2010), PALMapper (Jean et al., 2010) and STAR (Dobin et al., 2013),

break all reads into short substrings (called k-mers or seeds), first map these short pieces on

the genome and then locally extend the seeds to find the best alignments for each read. Exon-

first techniques generally ask for fewer computational resources than seed-extend methods but

depend on sufficient coverage on potential exons to accurately map spliced reads and tend to

be biased toward unspliced alignments (Chen, 2013).

Figure 3.4 corresponds to the result of RNA-seq reads aligned on the reference human genome.

Reads are colored with respect to their strands6 of origin. Mismatched bases are highlighted

in different colors. The number of reads that sequence a given base is called read count or

coverage. Coverage density along the reference is shown on the upper part of the figure. The

coverage measure is of primordial importance for statistical inference of the expression levels

of the transcript isoforms: intuitively it represents the “abundance” of a given nucleotidic base

and, if integrated on several bases up to the entire exons, it would give information on the

relative abundances of the exons, hence measuring the intensity of the different alternative

splicing events. Section 3.2.2 gives a rigorous statistical analysis of the read counts.

Figure 3.5 gives additional insights on the coverage measure. It shows the histogram of read

counts on a subpart of the BRCA1 gene, resulting from the alignment of reads from a typical

RNA-seq experiment with a total of 80 millions of mapped reads (a so-called bulk RNA-seq

experiment) or from a targeted RNA-seq experiment with 40000 mapped reads in total. While

the maximum read count on the bulk dataset is only 40, it reaches a value of 16300 on the

targeted dataset. One can also note that some junctions between exons are supported by

only one read on the bulk dataset. This allows us to anticipate that the statistical challenges

will be different when analysing RNA-seq reads from a bulk versus a targeted experiment. In

chapter 4, we use bulk RNA-seq read counts, like the ones depicted in figure 3.5, as input

5standard short sequence aligners (unspliced aligners) are based either on data compression techniques (such
as the Burrows-Wheeler transform) or on hash tables, combined with computation of alignement scores such as
the ones produce by the Smith-Waterman algorithm.

6in a paired-end RNA-seq dataset the two reads of a given pair come from opposite strands.
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Figure 3.4: RNA-seq reads aligned on a reference genome. Forward reads are colored in red
while reverse reads are colored in purple. Reads are 200bp long. The reference sequence is
shown at the bottom. Base pairs inside the reads that disagree with the reference are shown
in different colors. The second leftmost base pair probably corresponds to a heterozygous SNP
(single nucleotide polymorphism) as we observe high proportions of both C and T. The thin
blue lines on the right part of the figure indicate spliced junctions. The histogram at the top of
the figure shows the coverage, i.e. the number of reads that sequence each base pair. The figure
has been produced thanks to the Integrative genomic viewer tool (Robinson et al., 2011).

Figure 3.5: RNA-seq coverage density on a subpart of the BRCA1 gene from both a bulk
RNA-seq experiment (upper part) and a targeted RNA-seq experiment (lower part). Numbers
on the arcs indicate the number of reads supporting a spliced junction.
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to detect and quantify the isoforms of all sequenced genes. In chapter 5, we simultaneously

analyse RNA-seq reads from several related samples as a way to increase coverage and therefore

statistical power. In chapter 6 on the other hand we use targeted RNA-seq reads to decipher

the transcriptomic landscape of a single gene. Note also that in these three chapters RNA-seq

reads from simulations or real data have been mapped with the TopHat2 algorithm (Kim et al.,

2013).

3.2.2 Modeling RNA-seq reads

Counting the reads that belong to a given region such as an exon is a starting point for statistical

inference. However, read counts need to be appropriately modeled for accurate estimation of

the transcript abundances. In this section, we give some clues about how to model the RNA-

seq read counts and derive the needed likelihoods to infer the quantity of interest. We refer

to Pachter (2011) for a detailed hierarchy of different models used in the context of transcript

abundance estimation.

Notations

We first introduce some notations that we will use consistently throughout the thesis.

• We denote by P a set of possible transcript isoforms. The set can correspond to known

transcripts or to a large number of candidate transcripts (see section 3.2.3). The notation

|.| refers to the cardinality of a given set, so that the number of transcripts is |P|.

• We call a bin a succession of genomic positions that are continuous in at least one tran-

script. A bin typically corresponds to an exon or an ordered set of exons. We use the

capital letter V to refer to a set of bins. Any transcript p 2 P is a succession of bins. We

denote by lv the effective length of a given bin v 2 V and by lp the effective length of a

given transcript p 2 P, where the effective length7 is defined as the number of genomic

positions where a read can start to be included in a given bin or transcript. (see section

4.2.1 and figure 4.1 for a rigorous computation of the effective bin length).

7
stricto sensu the effective length depends on the read length. For instance the effective length lp of a transcript

p is equal to lp = length of p− L+ 1.
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• The random variable Yv counts the number of reads falling into8 a bin u 2 V . The

observed value of Yv is written in lower case yv. The total number of reads is denoted as

N =
P

v2V yv.

• The quantities of interest are what we call the relative transcript abundances or transcript

expression levels. We denote by β the vector of transcript abundances of size |P|, such

that each entry βp of the vector is a non-negative value representing the abundance of

transcript p. We also denote by ↵p the number of copies of transcript p.

Note that the use of notations P and V to denote the sets of transcript and bins is not random

but borrowed from the network flow literature, a choice that will be made clear when we

develop in section 3.3.3 the equivalence between the transcript inference task and network flow

optimization problems.

Multinomial distribution and uniform sampling

A simple though widely used model (Jiang and Wong, 2009; Pachter, 2011) of RNA-seq read

counts is to assume that reads are sampled uniformly across the different transcripts and across

the positions of the transcripts. If we further approximate the sampling of the reads by a

draw with replacement, we end up with a Multinomial model of the read counts, where the

probabilities of successes are linear combinations of the relative abundances of the transcripts.

Indeed, if we call pv the “probability of success” that a read falls into a bin v and if we suppose

a uniform sampling, pv is equal to the ratio between the number of favorable positions and the

total number of positions, that is

pv =
lv
P

p2P:p3v ↵p
P

v2V lv
P

p2P:p3v ↵p

.

One can easily check that pv ≥ 0 for all v 2 V and that
P

v2V pv = 1. One can also note that

by inverting the two sums of the denominator, the denominator quantity is equal to
P

p2P lp↵p.

Hence we have the following simplified form for the success probability

pv = lv
X

p2P:p3v

βp with βp =
↵p

P

p2P lp↵p

, (3.1)

8when we say that a read fall into a bin we mean that the read is contained in the bin
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where the βp are often the quantities of interest in the context of transcript abundance esti-

mation. Rigorously, βp represents the number of transcripts p per unit of length, and satisfies
P

p2P lpβp = 1. If multiplied by 109/N , it is consistent with the RPKM unit introduced by

Mortazavi et al. (2008) in the early days of RNA-seq.

The likelihood of a model is a function of the model’s parameters that is equal to the probability

of observing the data under the model. In our case the likelihood is defined as L(β) = P ({Yv =

yv, v 2 V }). Assuming that the reads are independent, the likelihood function under the

Multinomial model is equal to

L(β) =
N !

Q

v2V yv!

Y

v2V

pyvv with pv = lv
X

p2P:p3v

βp .

The log-likelihood of the model is hence given by

logL(β) =
X

v2V

yv log
⇣

lv
X

p2P:p3v

βp

⌘

+ constant , (3.2)

where the constant does not depend on the parameters of interest. Note that logL(β) is a

concave function (as the sum and compositions of several concave functions) for which any

maximum is guaranteed to be a global maxima.

Several works (Jiang and Wong, 2009; Turro et al., 2011; Trapnell et al., 2010) on transcript

abundances estimation model the read counts as Poisson distributed. This is usually justified

by the fact that a Binomial distribution is well approximated by a Poisson distribution for

a large number of trials. More specifically, if {Yv, v 2 V } follows a Multinomial distribution

characterized by N trials and {pv, v 2 V } probabilities of successes and if the Yv are independent

then Yv ⇠ B(N, pv), i.e. follows a binomial distribution. When N is large B(N, pv) is well

approximated by the Poisson distribution P(Npv). Figure 3.6 shows that the Binomial and

Poisson distributions are already close for N = 100 and p = 0.1. Under the Poisson model, the

likelihood denoted as L̃ is equal to

L̃(β) =
Y

v2V

e−Npv
(Npv)

yv

yv!
,

so that the log-likelihood is equal to

log L̃(β) =
X

v2V

h

−Nlv
X

p2P:p3v

βp + yv log
⇣

Nlv
X

p2P:p3v

βp

⌘i

+ constant , (3.3)
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Figure 3.6: Comparison of Binomial B(N, p) and Poisson P(Np) distributions with N = 100
and p = 0.1.

where again the constant does not depend on the parameters of interest. Similarly to equation

(3.2), log L̃(β) is a concave function. Note that in the following chapters 4, 5 and 6 we use the

Poisson log-likelihood (3.3).

Beyond uniform sampling

The uniform sampling assumption is a simplified version of the reality of RNA-seq data. Indeed

it has been observed that RNA-seq reads are subject to positional (Howard and Heber, 2010)

and sequence (Zheng et al., 2011) biases, and that the non-uniformity of the counts is too

high to fit a Poisson distribution with rates that are simply linear combinations of the isoform

abundances (Li et al., 2010).

One possibility to go beyond the uniform sampling assumption (Pachter, 2011) is to model reads

at the genomic position level instead of at the bin level, and to model the conditional probability

P (rj\p) that an observed read rj originates at the position j from transcript p additionally

characterized by a sequence composition context (Roberts et al., 2011). More formally, and

similarly to equation (3.1), the probability of success that a read starts at position j can be

modeled as

pj =
X

p2P:p3j

ajpβp ,
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where ajp is a sampling rate that depends on the position j in the transcript p. The variety

of models that deal with the pj is quite large, ranging from Poisson (Li et al., 2010) to Quasi-

Multinomial (Li and Jiang, 2012a), Beta-Binomial (Roberts and Pachter, 2013) or Negative-

Binomial distributions (Li and Jiang, 2014). Under the Poisson model we simply have that Yj ⇠

P(Npj) where Yj counts the number of reads that originate from position j, which generalizes

the analysis resulting in equation (3.3) to a base pair resolution with various sampling rates.

But modeling each read may be computationally challenging as a single RNA-seq experiment

produces millions of such reads. Reads that share the same sampling rate can however be

collapsed into groups without loss of information. These groups are called “read classes” in

Salzman et al. (2011) and “equivalent classes” in Nicolae et al. (2011) and Bray et al. (2016).

What we called a bin v can be in fact defined as a succession of genomic positions derived from

collapsing a set of reads {rj} that are sampled from the same set of transcripts at the same rates

{ajp}. Because the sum of independent Poisson random variables is a Poisson random variables

with summed parameters, and by denoting with aup the sampling rates associated with bin v

and transcript p (which is equal to any ajp of the collapsing), we then have

Yv =
X

j2V

Yj ⇠ P(Nlv
X

p2P :p3v

avpβp) , (3.4)

which again generalizes (3.3). If one is only interested in modeling sample rates that do not

depend on the bin position (as sequence biases for instance), then Yv ⇠ P(Nl̃v
P

p2P :p3u βp)

where l̃v = lvav. More details about modeling sampling rates ajp can be found in Salzman et al.

(2011).

Note that in chapter 6 we also tackle the non-uniformity of RNA-seq read counts. We do not

explicitly model sampling rates avp that could be plugged in equation (3.4), but, in a similar

flavor, we calculate scaling factors for each bin based on a set of control samples in order to

attenuate non-uniformity.

Finally, note that we focused above on modeling single-end RNA-seq reads. The analysis can

be extended to paired-end reads by additionally modeling the fragment length (or insert size)

distribution, i.e. the size between the two reads of a pair. This goes beyond the scope of the

thesis and we refer to Rossell et al. (2014) for a rigorous derivation of a paired-end statistical

model.
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3.2.3 The isoform deconvolution problem

We describe in this section the different approaches that exist to assemble the full-length tran-

script isoforms and estimate their expression levels (or abundances) from RNA-seq data. De-

tecting and/or quantifying the transcript isoforms from sequenced reads is a challenging task:

reads are short, and transcript isoforms from the same gene share exons, making it difficult

to resolve which isoform produced each read. We denote the task of piecing together short

reads into transcripts and additionally estimating their relative expression levels as the isoform

deconvolution problem.

We describe below the three main categories of approaches that tackle the isoform deconvolution

problem:

• Annotation-based transcript expression quantification. Methods from this cate-

gory consider a set of known transcripts as given and estimate the expression levels of each

of the annotated isoforms. Databases that store known transcripts, such as RefSeq (Pruitt

et al., 2005), Ensembl (Cunningham et al., 2015) or GENCODE (Harrow et al., 2012) for

the human transcriptome, are valuable ressources for these annotation-based approaches.

In addition, these methods can be run after a de novo transcriptome assembly step per-

formed by some genome-independent or genome-guided tools described below.

There is a lot of different annotation-based approaches. They are all based on modeling

the RNA-seq reads, similarly to what we described in section 3.2.2, and computing a

likelihood from their model that allows a maximum-likelihood estimation or a Bayesian

estimation procedure.

rSeq (Jiang and Wong, 2009) and MMSEQ (Turro et al., 2011) use a Poisson likelihood

for the read counts at the level of bins with uniform sampling rate. They solve a convex

program for the maximum likelihood estimation, and further provide an uncertainty of

their estimates using importance sampling from the posterior distribution. CEM (Li and

Jiang, 2012a) additionally incorporates a positional bias term in its model. Casper (Rossell

et al., 2014) models paired-end reads at the level of bins (what it calls “exon path”) and

estimates the abundances in a Bayesian framework that incorporates a previously fitted

read start distribution.

rQuant (Bohnert and Rätsch, 2010) solves a linear model jointly over the transcript abun-

dances and over some bias parameters.
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RSEM (Li and Dewey, 2011), IsoEM (Nicolae et al., 2011), BitSeq (Glaus et al., 2012) and

eXpress (Roberts and Pachter, 2013) derive a model at the read level and model paired-end

fragment size. RSEM, BitSeq and eXpress additionally take non-uniformity into account.

BitSeq relies on a Bayesian framework and RSEM also implements a Bayesian version of

its model to report confidence intervals.

Finally, Sailfish (Patro et al., 2014) and Kallisto (Bray et al., 2016) are recent “lightweight”

algorithms that avoid the mapping step. Using hash tables of k-mers they can quickly

associate reads to transcripts (at the cost of losing the position information) which is

enough to derive a uniform sampling model.

• Genome-independent transcript reconstruction. This category denotes methods

that assemble the reads directly into transcripts without using a reference genome. Genome-

independent assemblers merge reads into transcriptional units without a mapping step.

As so, they can provide an initial set of transcripts in sample from organisms that do

not have a high-quality reference genome or when the genome is affected by numerous

rearrangements like in cancer cells. The reconstructed transcripts can be additionally

fed to annotation-based methods to estimate their abundances. Genome-independent

methods include Trans-AbySS (Robertson et al., 2010), Trinity (Grabherr et al., 2011),

OASES (Schulz et al., 2012) and SOAPdenovo-Trans (Xie et al., 2014).

The core concept of these methods is to find overlaps between the reads to assemble them

into transcripts. Most of the tools build the so-called “de Bruijn graph” from short k-

mers (sub-sequences of length k) derived from the reads. The k-mers represent the nodes

of the graph and pairs of nodes are connected if shifting a sequence by one character

creates an exact k-1 overlap between the two sequences. Transcripts are recovered as

paths through the de Bruijn graph with sufficient read coverage. The major drawback

of genome-independent techniques is that they are very sensitive to sequencing errors as

these introduce branch points in the graph. The choice of the k-mer length also affects

the assembly. Small values of k lead to a complex graph while large values of k restrict

the overlap between the nodes.

• Genome-guided transcript estimation. Approaches from this last category rely on

a reference genome to first map the RNA-seq reads with a splice aligner as described in

section 3.2.1. Mapped reads are then assembled into transcripts and their expression levels

are estimated with the use of read counts. Some methods only reconstruct the full-length

transcripts while others both detect and quantify the transcript isoforms.
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Our contributions to the isoform deconvolution problem lie in that category. Therefore,

we dedicate the following section (section 3.3) to a more detailed description of genome-

guided approaches. We classify the different techniques with respect to their rationale and

their algorithms, and emphasize where the methods we developed –described in chapters

4 and 5– fit in the plethora of existing tools.

3.3 Genome-guided transcript estimation

The genome-guided transcript estimation task denotes the deconvolution of short reads aligned

on a reference genome into a set of expressed transcripts, additionally with an estimation of their

associated relative abundances. In this section, we first describe and categorize the different

techniques that tackle the isoform deconvolution problem, before giving some intuitions and

definitions on two techniques used in that context, namely the concept of sparse regression with

`1 penalty and network flow optimization.

3.3.1 Inferring transcripts with various techniques

The first major distinction between the different genome-guided approaches is whether or not

they use solely the locations of the mapped reads to reconstruct the full-length transcripts or

if they also use the read count levels to help the reconstruction. Indeed, knowing the relative

abundances of the different expressed regions of a gene (typically the exons or sub-parts of

the exons that we denote as “sub-exons”) may help to assemble the transcripts by resolving

ambiguities.

To illustrate this claim, figure 3.7 depicts a toy example where taking into account the read

count levels leads to a better inference of the expressed transcripts. In this example, we sample

real RNA-seq data on 4 exons simultaneously and we repeat the procedure on the first 2 exons.

This sampling simulates a 4-exon gene that expresses two transcripts (a 4-exon transcript and

a shorter 2-exon transcript) with the same abundances on average. Performing the transcript

reconstruction with a tool that uses the sole mapped read positions (we use the Cufflinks (Trap-

nell et al., 2010) software here, see below) only recovers the longer transcript. When using a tool

that takes read count levels into account (we use the FlipFlop (Bernard et al., 2014) software

here, see below and chapter 4), the shorter transcript pops up as well.
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Figure 3.7: Benefits of using read count levels to assemble transcripts. Coverage density on
exons is shown in grey. FlipFlop transcript predictions are shown in dark blue (with estimated
expression levels of 56% and 44%). Cufflinks transcript prediction is shown in green.

The second important divergence between the existing approaches is related to the need of

exhaustive enumeration of the candidate transcripts. In contrast to the annotation-guided

methods described in section 3.2.3, genome-guided methods do not assume that the set of

expressed transcripts is known a priori. This difference is fundamental when the ultimate goal

is to annotate a given genome or to infer the transcriptome of cells that diverge from wild-type

conditions (as cancer cells) and that are expected to express unknown transcripts.

All genome-guided methods rely on an explicit or implicit graph model. The type of graph

differs depending on the methods: it can be at the level of individual reads (Trapnell et al., 2010;

Guttman et al., 2010) or at the level of bins, where a bin typically represents an exon (Tomescu

et al., 2013), a sub-exon (Li et al., 2011b,a) or an ordered set of exons (Bernard et al., 2014).

Graphs at the level of bins are often called “splicing graph”, first introduced by Heber et al.

(2002) in the context of EST assembly. In its original definition, the nodes of the splicing graph

represent exons, and the directed edges represent splice junctions. In all cases, because the graph

models arise from alignements to a reference sequence, they are directed and acyclic graphs

(DAGs), and any path in the DAG corresponds to a possible transcript. Each node and/or edge

can be associated with an observed coverage value, and the problem of isoform identification and

quantification can be cast as separating the coverage of the graph into individual paths. Most

methods rely on an explicit enumeration of the candidate transcripts by exhaustively listing

all the paths of their underlying graph model. If V denotes the set of nodes of the graph, the

number of paths in the graph grows exponentially with |V |, typically of the order of 2|V |. Some

other methods, including the one we describe in chapter 4, avoid an explicit enumeration (see

below).

We describe below the different existing (to the best of our knowledge) genome-guided ap-

proaches categorized with respect to the algorithms they implement.
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1. Graph traversal. Some approaches do not use the read counts to reconstruct the full-

length transcripts but solely the alignement positions. Cufflinks (Trapnell et al., 2010)

and Scripture (Guttman et al., 2010) are both precursor tools in the RNA-seq assembly

field that belong to this category.

Cufflinks builds a so-called “overlap graph” by connecting compatible aligned reads. Reads

are compatible if they overlap and share the same splice patterns. Their resulting graph

is a DAG. Cufflinks then uses a parsimony-based approach to infer the transcripts by

computing a minimal set of transcripts through the graph that explain the reads, i.e. such

that all reads are included in at least one path. The task of finding a set of paths which

cover all the nodes of a directed graph with minimum cardinality is called a minimum

path cover (MPC) problem. MPC problems are NP-hard9 in general but solvable in

polynomial time on DAGs. Note also that Cufflinks estimates the relative abundances

of the reconstructed transcripts in a second step using a maximum likelihood approach

similar to the one described in section 3.2.2.

Scripture uses a similar graph as Cufflinks but enumerates all possible paths in the graph

with some heuristics based on paired-end reads and coverage to filter some of the paths.

CLASS (Song and Florea, 2013) is similar in spirit to Cufflinks but adds constraints in the

transcript assembly process derived from paired-end reads, making the problem NP-hard.

2. Integer linear programming. Several tools including TRIP (Mangul et al., 2012),

CLIIQ (Lin et al., 2012) and MiTie (Behr et al., 2013) formulate the transcript inference

task as an integer linear program. All these programs are combinatorially difficult in the

sense that their worst case complexity is as large as O(22
|V |

). While TRIP and CLIIQ

explicitly enumerate the candidate transcripts, MiTie avoids an explicit enumeration using

branch-and-bound techniques (Behr et al., 2013).

Note also that CLIIQ and MiTie can use several samples simultaneously to reconstruct

the transcript isoforms. In chapter 5, we also describe an approach to solve the isoform

deconvolution problem jointly across related samples, but in the framework of a convex

sparse regression (see below).

3. Sparse regression. Several methods use the read counts to formulate the transcript

inference task as a regression problem, and therefore minimize a loss function with respect

9roughly, a NP-hard problem is a problem for which it is likely that no polynomial time algorithm can solves
every single instance of the problem.
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to the transcript abundances. The loss function, or cost function, measures how well the

estimated abundances explain the observed read counts.

Additionally, to avoid over-fitting and in order to select a parsimonious set of expressed

transcripts, the methods add a penalization term to the regression problem that promotes

sparse solutions, that is solutions involving few transcripts.

The MiTie method (Behr et al., 2013), cited in the above category, also belongs to this cat-

egory as when penalizing its loss function with the number of selected transcripts, i.e. the

number of transcripts associated with non-zero abundances. This penalization, known as

the `0-pseudo-norm, however leads to a NP-hard regression task. Montebello (Hiller and

Wong, 2013) also tries to solve a `0-penalized regression using Monte Carlo simulations.

To overcome the combinatorial difficulty of the `0-pseudo-norm, several other tools instead

use a convex relaxation, such as the popular `1-norm. The `1-norm is defined in our setting

as the sum of the non-negative transcript abundances. In section 3.3.2, we discuss the

geometry of the `1-norm and the reasons why it promotes sparsity.

Methods such as IsoLasso (Li et al., 2011b), NSMAP (Xia et al., 2011), SLIDE (Li et al.,

2011a) and CIDANE (Canzar et al., 2016) use convex optimization techniques to solve

a quadratic program (or a more general convex program) involving a `1-penalization.

IsoLasso, SLIDE and CIDANE use a least square loss function, while NSMAP uses a

Poisson loss function derived from the log-likelihood given in equation (3.3). CEM (Li

and Jiang, 2012b) defines a more subtle loss function in order to estimate additional

bias parameters from the data at the cost of solving a non-convex `1-penalized program.

iReckon (Mezlini et al., 2013) uses an esoteric penalization (the exponential of the sum

the fourth square root of the transcript abundances) which is non-convex.

However, while using a `1-penalization is appealing for its convexity and successes in sev-

eral fields (Mairal, 2010), all the tools mentioned above deal with an explicit enumeration

of the candidate transcripts. Hence they solve a convex program with polynomial com-

plexity with respect to 2|V | variables. The exponential explosion makes the problem in

fact intractable when |V | grows, and is already very challenging for a gene with 20 exons

or sub-exons.

In practice the tools resort to various heuristics to limit the exponential size of the candi-

date set. NSMAP and iReckon restrict the possible transcripts to the ones starting and

ending at a known transcription start site and polyA site. SLIDE lists the transcripts from
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genes that only have less than 10 exons, and IsoLasso uses strong filtering rules based on

the coverage and transcription starting and polyA sites.

In chapter 4, we describe a method that also takes advantage of the sparsity-inducing

properties of the `1-norm but does not need to enumerate the candidate transcripts. In

other words, we provide a way to solve the isoform deconvolution problem within the `1-

penalization framework without ad hoc filtering on the candidate transcripts set and by

using efficient algorithms that are polynomial in |V |. In chapter 5, we tackle the isoform

deconvolution problem simultaneously across several samples by using a generalization of

the `1-norm to a multidimensional case (the so-called `1,2-norm, see section 5.2).

Our method and associated software called FlipFlop (see Bernard et al. (2014) and ap-

pendix C) rely on network flow optimization techniques (see below and section 3.3.3).

4. Network flow optimization. Some methods take advantage of the structure of the

problem, transcripts being paths in a DAG, to build equivalences between the transcript

inference task and network flow optimization problems. By doing so, these methods avoid

to enumerate all possible paths in the underlying graph that correspond to the candidate

transcripts.

The concept of network flow and associated optimization problems is introduced in section

3.3.3. Intuitively in our setting, a value can be attributed on every node or edge of a DAG

by summing the abundances associated with each path (i.e. each transcript) of the graph.

The set of computed values is called a flow and optimization problems can be solved

equivalently by manipulated flows or transcript abundances.

Traph (Tomescu et al., 2013) solves a minimum cost network flow problem over the splicing

graph, which can be done in polynomial time. Traph then needs to decompose the optimal

flow into a few paths, but decomposing a flow into a minimum number of paths is an

NP-hard problem. Hence it uses approximation algorithms to split the flow into a few

paths (Hartman et al., 2012).

StringTie (Pertea et al., 2015) implements a greedy algorithm to harvest the heaviest path

and estimate its expression through a maximum flow optimization, which can be done in

polynomial time as well.

The particularity of our method FlipFlop is to fit the `1-norm penalization into the network

flow framework. Hence we estimate a flow that incorporates the sparsity constraint of the
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regression problem. By doing so, we provide a way to combine the efficiency of network

flow optimization techniques with a tight control on the sparsity of the solutions.

5. Bayesian assembly. Bayesembler (Maretty et al., 2014) is a probabilistic approach to

transcriptome assembly. It infers the posterior distribution over the abundance levels of

a Bayesian model using Gibbs sampling, and therefore quantifies the degree of confidence

in the estimated transcripts.

Finally, table 3.1 summarizes what has been said above and gives an overview of the different

genome-guided methods. The upper part of the table reports the methods that reconstruct

the transcripts from the positions of the mapped reads only while the bottom part reports

the methods that use the read count levels to decipher the expressed transcripts. Each of the

two categories is further split in two again depending on the need to exhaustively enumerate

the candidate transcripts. Additional information regarding the use of a penalization term, of

specific graph algorithms and the ability to use several samples simultaneously is also given in

the table.

3.3.2 `1-norm penalization

In this section, we briefly introduce the concept of penalization and we provide some insights

on why penalizing a regression problem with the `1-norm encourages sparse solutions. We refer

to Bach et al. (2012a) and Bach et al. (2012b) for detailed although accessible introductions to

optimization with sparsity-inducing penalties.

In a regression problem, one wishes to estimate a vector of parameters β in R
|P| by minimizing

a loss function that measures how well β fits the observed data. We suppose that a loss function

L : R|P| ! R+ that is smooth10 and convex is given. The loss function is often derived from

the negative log-likelihood of a statistical model designed to explain the observed data. The

goal of a sparse regression (or sparse penalized regression) is to force the parameter vector β

to be sparse, that is to contain a small number of non-zero components. In our context of

transcript inference, we aim at selecting a few expressed transcripts among a very large number

of candidate transcripts through the minimization of a loss function L that measures how well

the transcript abundances explain the observed read counts. The loss function can be derived

10differentiable with Lipschitz-continuous gradient



Chapter 3 Questioning splicing: from data to algorithms 45

Software Penalty Graph Multiple

algorithm samples

without
read
counts

no
enumeration

Cufflinks (Trapnell et al., 2010) minimum path cover 3⇤

CLASS (Song and Florea, 2013) minimum set cover

enumeration Scripture (Guttman et al., 2010)

with
read
counts

no
enumeration

Traph (Tomescu et al., 2013) minimum cost flow

MiTie (Behr et al., 2013) `0 3

FlipFlop (Bernard et al., 2014, 2015) `1, `1,2 minimum cost flow 3

StringTie (Pertea et al., 2015) maximum flow

enumeration

IsoLasso (Li et al., 2011b) `1

NSMAP (Xia et al., 2011) `1

SLIDE (Li et al., 2011a) `1

CEM (Li and Jiang, 2012b) `1

TRIP (Mangul et al., 2012)

CLIIQ (Lin et al., 2012) 3

iReckon (Mezlini et al., 2013) other⇤⇤

Montebello (Hiller and Wong, 2013) `0

Bayesembler (Maretty et al., 2014)

CIDANE (Canzar et al., 2016) `1

Table 3.1: Overview of genome-guided transcript estimation softwares. The tools are clus-
tered depending on whether or not they use the read counts to assemble the transcripts and
whether or not they need to exhaustively enumerate all the candidate transcripts. In each cat-
egory the tools are ordered based on their publication date. *: the Cufflinks software does not
use multiple samples stricto sensu. It however has a companion script called Cuffmerge that
uses the predictions performed by Cufflinks on each sample and merge them with some heuris-
tics to produce the final set of transcripts expressed across samples with different expression
levels. **: if β denotes the transcript abundance vector and P the set of candidate transcripts,

the penalty used by iReckon is equal to exp
P|P|

p=1
(βp)

1/4

(this penalty has not been described
elsewhere).

from negative log-likelihoods such as the ones given in section 3.2.2. In other words, we wish to

estimate a vector β of transcript abundances that contains only a few non-zero entries.

A natural approach to control the sparsity of the solution would be to constrain explicitly

the number of non-zero components in β. The so-called `0-pseudo-norm, defined as kβ k0 =

|{p : βp 6= 0}| records the number of non-zero entries. Hence estimating a parameter vector with

only a few non-zero components could be in theory performed through the following optimization

problem:

min
β

L(β) such that kβ k0  k , (3.5)
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with k 2 N a parameter controlling the size of the solution. However solving (3.5) requires

an exhaustive search over all the possible combinations of |P| variables, a combinatorial prob-

lem (Natarajan, 1995) that becomes quickly intractable for |P| larger than a few tens. Moreover,

the `0-pseudo-norm is not convex and therefore leads to the local minima problem.

A well-known approach to overcome the computational issue inherent to the `0-pseudo-norm is

to instead use the `1-norm. The use of the `1-norm as a way to infer sparse models has been

popularized in statistics by Tibshirani (1996) and independently in signal processing by Chen

et al. (1998), and has been a topic of intensive research over the last decade (Mairal, 2010). The

`1-norm, defined as

kβ k1 =

|P|
X

p=1

|βp| ,

is convex (like any norm) and piecewise linear. The `1-norm is a convex surrogate of the

`0-pseudo-norm that preserves its desired sparsity-inducing properties but is amenable to opti-

mization. Indeed, estimating a parameter vector by solving

min
β

L(β) such that kβ k1  s , (3.6)

with s > 0 often leads to sparse solutions. Moreover (3.6) is a convex program that can

be solved with a variety of convex (although non-smooth) optimization algorithms, such as

coordinate descent techniques (Daubechies et al., 2004), proximal methods (Beck and Teboulle,

2009) or active-set methods (Efron et al., 2004; Rosset and Zhu, 2007).

In equation (3.6) the `1-norm of the parameter vector β is controlled by the non-negative

parameter s that can be seen as the maximal radius of a `1-ball. Looking at the geometry of

the `1-norm and associated `1-ball gives insight on the reason why it promotes sparsity. Figure

3.8 shows the unit ball of the `1-norm in 2D, that is it shows {(β1, β2) : kβ k1 = 1}, which

has a diamond shape. The `1-ball is anisotropic and exhibits singular points due to the non-

smoothness of the norm. Also shown in the figure are the level sets of a quadratic function

that could represent the loss function L. We see that the values of (β1, β2) minimizing the

loss function while respecting the `1 constraint lie on one of the singularities of the ball, so

that one of the coordinates vanishes (β2 = 0). In comparison, the unit ball of the `2-norm
11

(i.e. the euclidean norm) is also shown on figure 3.8. In contrast to the `1-norm, the `2-norm

is isotropic and hence does not favor some coordinates to be equal to zero. Figure 3.9 displays

11the `2-norm is defined as kβ k2 =
q

P

p
β2
p
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Figure 3.8: Sparsity induction by the `1-norm. The thick solid line represents the unit `1-
ball characterized by the equation |β1|+ |β2| = 1 while the thick dotted line represents the unit
`2-ball characterized by the equation

p

β2
1 + β2

2 = 1. The blue lines represent the level sets of
a loss function (the lower value being in the upper right corner).

Figure 3.9: Pyramidal shape of the `1-ball.

the `1-unit-ball in 3D which has a pyramidal shape, highlighting even more strongly than in the

2D case the presence of singularities that would drive the solution of (3.6) towards the corners.

Mairal et al. (2014) provides very good intuitions on why the `1-norm leads to sparse solutions,

using both analytical as well as physical and geometrical arguments.
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Equation (3.6) is sometimes called a constrained regression problem. A Lagrangian argu-

ment (Boyd and Vandenberghe, 2004) tells us that for any s > 0 there exists λ > 0 such

that a solution of (3.6) is also a solution of

min
β

L(β) + λkβ k1 . (3.7)

Given that the converse is also true, the two optimization problems (3.6) and (3.7) are strictly

equivalent. Even though it is easier to understand the sparsity effect of the `1-norm by focusing

on the constrained version (3.6) of the regression, the denomination penalization becomes clear

when looking at (3.7) as an additional term (a penalization term) is added to the standard loss

function. λ is a non-negative regularization parameter that controls the degree of sparsity of

the solutions by adjusting the trade-off between a data fitting term and the `1-norm. Small

values of λ lead to complex models with many selected variables while large values of λ favor

solution vectors with many entries set to zero. Note that additional convex constraints on β

can be added to the penalized regression (3.7). In our case we ask the transcript abundances to

be non-negative, i.e. we constraint β to belong to R
|P|
+ .

Finally, we emphasize that the `1-penalized problem (3.7) is a particular instance of a more

general optimization of the form minβ L(β) + λΩ(β) where Ω(.) is any norm such that its

geometry enforces some sparsity patterns of the solutions. In chapter 5, we use a norm (more

specifically the `1,2-norm, see section 5.2) that leads to the selection of a sparse set of transcripts

that are jointly expressed across several samples.

3.3.3 Network flow optimization

Network flow optimization is a special class of constrained optimization problems for which

dedicated algorithms exploiting the network structure have proven to be efficient (Ahuja et al.,

1993). In this section, we provide some definitions before describing two standard network flow

optimization problems relevant in the context of transcript reconstruction and we finally state

an important theorem that will help us to understand why transcripts can be estimated within

the framework of network flow optimization.

Pioneer works that bring together network flow optimization with sparsity-inducing penalization

include Mairal et al. (2011) and Mairal and Yu (2013). Inspired from this literature in chapter
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4, we develop a procedure to infer the transcript isoforms from RNA-seq data that combines

the efficiency of network flow optimization techniques and a control for the size of the solutions.

Definitions

A network is a tuple N = (G, s, t, b) where G = (V,E) is a directed graph with V a set of

vertices, E 2 V ⇥ V a set of directed edges, s a particular vertex in V called source and t a

vertex in V called sink such that there is no edge coming to s and no edge leaving from t, and

b : E ! R+ is a function assigning a capacity buv to every arc (u, v) 2 E.

We say that a function f : E ! R+ assigning to every arc (u, v) 2 E a non-negative number

fuv is a flow over the network N if the following two linear constraints are satisfied:

1. capacity constraint:

8(u, v) 2 E, 0  fuv  buv ,

2. conservation constraint (incoming flow is equal to outgoing flow except for the source

and the sink):

8v 2 V \{s, t},
X

u2V

fuv −
X

u2V

fvu = 0 .

Standard network flow problems

1. maximum flow problem. The value of a flow, often denoted as |f |, is the amount of flow
P

v2V ;(s,v)2E fsv outgoing from s, which is equal to the amount of flow
P

v2V ;(v,t)2E fvt

incoming to t.

A classical problem in network flow optimization is the maximum-flow problem (Ford and

Fulkerson, 1956), which consists of finding a flow f of maximum value |f | in the network

N .

The maximum-flow problem is a linear program, which can be solved efficiently with

combinatorial algorithms that exploit the structure of the problem. The “push-relabel”

algorithm introduced by Goldberg and Tarjan (1988) for instance solves the maximum-

flow problem in strong12 polynomial time with O(|V |2|E|) complexity. Other versions of

the push-relabel algorithm have a O(|V ||E| log(|V |2/|E|) complexity (King et al., 1994).

12a problem can be solved in strong polynomial time when an exact solution can be obtained in a finite number
of steps that is polynomial in |V | and |E|
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Among the methods reported in section 3.3.1 using network flow optimization, StringTie (Pertea

et al., 2015) estimates the abundances of the transcripts by iteratively solving a maximum-

flow problem.

2. minimum-cost flow problem. In a minimum-cost flow problem, one is additionally

given flow cost functions cuv : R ! R on every arc (u, v) 2 E, and is required to find a

flow f which minimizes:
X

(u,v)2E

cuv(fuv)

It is well-known that under the assumption that the flow cost functions cuv(.) are convex,

a minimum-cost flow can be found in polynomial time. For instance the “cost scaling

algorithm” (Goldberg and Tarjan, 1990) generalizes the push-relabel one to the minimum-

cost flow problem with a O(|V |2|E| log(|V |)) complexity.

Both Traph (Tomescu et al., 2013) and FlipFlop (Bernard et al., 2014) solve a minimum-

cost flow problem in the context of transcript recovery. The cost function they use are

however different: Traph uses quadratic costs while FlipFlop uses costs derived from the

Poisson likelihood modeling read counts (see section 3.2.2). In both cases, one of the key

feature to be able to map the transcript inference task into a flow problem is the fact

that the underlying loss function is separable, that is it corresponds to the sum of costs

distributed on the nodes of an underlying graph model. In addition, FlipFlop incorporates

the `1-penalization into the minimum-cost flow problem, as explained in detail in chapter

4.

Another key property to make use of minimum-cost flow techniques is the fact that a flow

can be decomposed into a set of paths. We briefly describe this property below and give

more insights in chapter 4.

From a flow to a set of paths

A (s,t)-path flow is defined as a flow vector carrying the same non-negative value on every arc of

a path between the source s and the sink t. Intuitively, a (s,t)-path flow corresponds to sending

a given quantity along a path from s to t.

The flow decomposition theorem (see Ahuja et al., 1993, theorem 3.5) says that every flow f

in a DAG13 can be decomposed into a collection of at most |E| (s,t)-path flows. The converse

13when the graph is directed but not acyclic the flow decomposition might also involve cycles.
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is also true, that is summing a set of (s,t)-path flows leads to a valid flow f distributed on the

edges of the graph. Hence there is a strict equivalence between attributing a value fuv of a

flow on every arc (u, v) of the graph and looking at the quantity that should circulate on every

(s,t)-path.

We now anticipate what will be made explicit in chapter 4: instead of working with the abun-

dances of transcripts it is equivalent to work with flows on an appropriate DAG describing the

structure of the problem.



Chapter 4

Efficient transcript isoform

identification and quantification from

RNA-seq data with network flows

The chapitre introduit une nouvelle méthode de détection et de quantification des transcrits

alternatifs à partir de données RNA-seq. Plusieurs méthodes existantes font appel à des

régressions pénalisées par la norme `1. Cependant, elles souffrent d’intractabilité algorithmique

et ne peuvent considérer un grand nombre de transcrits candidates. Nous montrons qu’il est

possible de résoudre le problème de sélection de transcrits via la pénalité `1 de façon exacte et

efficace grâce à des techniques d’optimisation de flots.

In this chapter, we present a new method to detect and quantify transcript isoforms from

RNA-seq data. Several state-of-the-art methods for isoform identification and quantification

are based on `1-penalized regression. However, they need to explicitly enumerate the set of

candidate transcripts, which becomes intractable for genes with many exons. For this reason,

existing approaches using the `1-penalty are either restricted to genes with few exons, or only

run the regression algorithm on a small set of pre-selected isoforms. We show how to efficiently

tackle the sparse estimation problem on the full set of candidate isoforms by using network flow

optimization. Our technique removes the need of a preselection step, leading to better isoform

identification while keeping a low computational cost. In addition, we provide an open-source

R package that implements our method, see section C.

Note that the material of this chapter is based on the following publication:

E. Bernard, L. Jacob, J. Mairal and J.-P. Vert. Efficient RNA isoform identification and quan-

tification from RNA-seq data with network flows. Bioinformatics, 30(17):2447-2455, 2014.
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4.1 Background and related works

As previously motivated in chapter 2, the identification and quantification of transcript isoforms

present in a sample is of outmost interest for various reasons, from both developmental biology

or clinical point of views. Alternative transcripts can be translated in proteins with potentially

different or even opposite functions (David and Manley, 2010) so that the detection of isoforms

whose presence or quantity varies between samples may lead to new biomarkers or clinical

targets (Pal et al., 2012), and highlights novel biological processess invisible at the gene level.

In chapter 3, we emphasized that RNA-seq technologies facilitate the study of alternatively

spliced genes. Next-generation RNA sequencing is indeed well suited to transcript quantification

as the read count density observed along the different exons of a gene provide information on

which alternatively spliced mRNAs are expressed in a sample, and in which proportions. Since

the read length is typically smaller than the mRNA molecule of a transcript, identifying and

quantifying the transcripts is however difficult: an observed read mapping to a particular exon

may come from an mRNA molecule of any transcript containing this exon. Some methods

consider that the set of expressed transcript isoforms (see e.g Jiang and Wong (2009) and

section 3.2.3) is known in advance, in which case the problem is to estimate their expression

levels. However, little is known in practice about the possible isoforms of genes, and restricting

oneself to isoforms that have been described in the literature may lead to missing new ones.

Two main paradigms have been used to estimate expression at the transcript level from mapped

RNA-seq reads while allowing de novo transcript discovery (see table 3.1 for a detailed review of

the existing methods). On the one hand, the Cufflinks software package (Trapnell et al., 2010)

proceeds in two separate steps to identify expressed isoforms and estimate their abundances.

It first estimates the list of alternatively spliced transcripts by building a small set of isoforms

containing all observed exons and exon junctions. In a second step, the expression of each

transcript is quantified by likelihood maximization given the list of transcripts. Identification

and quantification are therefore done independently. On the other hand, a second family of

methods (Xia et al., 2011; Li et al., 2011b; Bohnert and Rätsch, 2010; Li et al., 2011a; Mezlini

et al., 2013; Behr et al., 2013) jointly estimates the set of transcripts and their expression

using a penalized likelihood approach. These methods model the likelihood of the expression

of all possible transcripts, possibly after some pre-selection, and the penalty encourages sparse

solutions that have a few expressed transcripts.



Chapter 4 Efficient transcript isoform identification and quantification from RNA-seq data
with network flows 54

The two-step approach of Cufflinks (Trapnell et al., 2010) is reasonably fast, but does not exploit

the coverage density along the gene, which can be a valuable information to identify the set of

transcripts. This is indeed a conclusion drawn experimentally using methods from the second

paradigm (see Xia et al., 2011; Li et al., 2011b; Bohnert and Rätsch, 2010; Li et al., 2011a; Mezlini

et al., 2013). To summarize, the first paradigm is fast but can be less statistically powerful than

the second one in some cases, while the second paradigm suffers from the exponential number

of candidate isoforms and becomes intractable for genes with many exons.

The contribution of the work presented in this chapter is to allow `1-penalized regression meth-

ods from the second family to run efficiently without pre-filtering the set of isoform candidates,

although they solve a non-smooth optimization problem over an exponential number of vari-

ables. To do so, we show that the penalized likelihood maximization can be reformulated as a

convex cost network flow problem, which can be solved efficiently (Ahuja et al., 1993; Bertsekas,

1998; Mairal and Yu, 2013).

The rest of the chapter is organized as follows. Section 4.2 introduces the statistical model

(section 4.2.1) and the penalized likelihood approach (section 4.2.2) we use. Our model is

similar to the one used by Xia et al. (2011), but properly deals with reads that cover more than

two exons, effectively taking advantage of longer reads. We then reformulate the model as a

path selection problem over a particular graph (section 4.2.3), and present in sections 4.2.4-

4.2.6 our method called FlipFlop (Fast Lasso-based Isoform Prediction as a FLOw Problem) for

solving it efficiently. Section 4.3 empirically compares our approach with the state-of-the-art

on simulated and real sequencing data. Our experiments show that our approach has higher

accuracy in isoform discovery than methods which treat discovery and abundance estimation

as two separate steps, and that it runs significantly faster than methods explicitly listing the

candidate isoforms. We discuss the implications of our results in section 4.4.

4.2 Proposed approach

Our approach to transcript isoform deconvolution from RNA-seq data consists of fitting a sparse

probabilistic model, like several existing methods including rQuant (Bohnert and Rätsch, 2010),

NSMAP (Xia et al., 2011), IsoLasso (Li et al., 2011b), SLIDE (Li et al., 2011a) or iReckon (Me-

zlini et al., 2013). The read counts from RNA-seq data are modeled as a linear combination

of isoforms expressions that are estimated by using the maximum likelihood principle. Because
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the number of candidate isoforms grows exponentially with the number of exons, the above

methods are either computationally expensive for genes with many exons (such as NSMAP or

SLIDE), or include a preselection step to reduce the number of candidates, which may alter the

method accuracy.

The main novelty of our approach is to tackle the sparse estimation problem efficiently without

pre-filtering. In the methodological section, we show that the corresponding penalized maximum

likelihood estimator can be computed in polynomial time with the number of exons despite the

exponential number of candidate transcripts. The key is the use of a non-trivial optimization

technique based on the concept of flow in a graph (Ahuja et al., 1993; Mairal and Yu, 2013).

4.2.1 Statistical model

We consider an extension of the uniform sampling model originally introduced by Jiang and

Wong (2009), also used in NSMAP and previously described in section 3.2.2. to discover the

expressed transcripts and estimate their expression levels. Note that we use here the same

notations as the ones introduced in section 3.2.2, however, for the sake of clarity we recall below

some of them.

Given a gene of interest, we assume that the list of its exons is known, and that the reads of the

RNA-seq experiments have been mapped to a reference genome. In practice, an exon can either

by constructed from the read alignment as a cluster of reads delineated with junction reads, or

can be defined a priori from available gene annotation such as the one provided by the UCSC

genome browser1. In the latter case, exons with alternative 5’ donor and 3’ acceptor sites are

split in two separate exons.

We define a bin as an ordered set of exons. Each read is assigned to a unique bin, corresponding

to the exact set of exons that it overlaps. The set of possible bins is denoted by V . Our

model can involve bins with more than two exons. It is thus more general than the one of

NSMAP, where bins are simply exons and exon-exon junctions. This extension of NSMAP is

particularly useful for long reads, which often cover more than two exons. We summarize the

read information by the counts yv of reads falling into each bin v 2 V .

We consider in our model all P possible candidate isoforms consisting of an ordered sequence

of exons. Each candidate isoform also corresponds to a unique sequence of bins. This sequence

1http://genome.ucsc.edu/

http://genome.ucsc.edu/
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1) lleft ≥ L, lright ≥ L

2) lleft < L, lright ≥ L

3) lleft ≥ L, lright < L

4) lleft < L, lright < L

lu = L− 1

lu = lleft

lu = lright

lu = lleft + lright − L+ 1

Figure 4.1: Computation of the effective length lv. A bin v is composed of two exons of
lengths lleft and lright, drawn in solid black line. Red lines represent the reads of length L. The
red squares correspond to the positions where a read can start and be assigned to the bin (a
read is assigned to a bin if it overlaps all the exons of the bin and is contained in it). There are
four possible cases depending of the relative order of the lengths lleft, lright and L: when both
lleft and lright are bigger than L, the effective length only depends of the read length (lv = L−1),
when only one of the exons is strictly smaller than the read length then the effective length
equal the length of that exon (lv = lleft or lv = lright), and when both exons are strictly smaller
than L, the effective length is equal to lleft + lright − L + 1. These four cases for a multi-exon
bin can be written in a single formula: lv = min(lleft, L− 1) + min(lright, L− 1)− L+ 1. Note
that when a bin is composed of more than two exons, the reasoning is the same by replacing
the read length L by L− lint where lint is the total length of the internal exons of the bin.

can be generated by virtually moving a read along the candidate isoform, and recording the sets

of exons that it successively overlaps.

The effective length lv of a bin v 2 V is defined as the number of positions in the candidate

isoform where reads can start and be assigned to the bin. A simple computation shows that for a

bin involving a single exon of length le, we have lv = le−L+1, where L is the read length, while

for bins involving several exons, lv = min(lleft, L− lint−1)+min(lright, L− lint−1)−L+ lint+1,

where lleft and lright are the lengths of the leftmost and rightmost exons of the bin, and lint is

the total length of the internal exons of the bin. Interestingly, we note that the effective length

of a bin does not depend on the candidate isoform it is associated with. Figure 4.1 shows how

to compute the effective length.

We model read counts as independent Poisson random variables whose means are proportional

to the bin effective lengths and to the total abundances of isoforms associated to each bin.
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More formally, let us denote by βp 2 R+ the abundance of isoform p 2 P. We recall that βp

represents the expected number of reads per base in isoform p. Thus,
P

p2P:p3v βp represents

the sum of expressions of all isoforms involving bin v. We expect the observed count for bin v

to be distributed around this value times the effective length lv of the bin, and therefore model

the read count Yv as a Poisson random variable with parameter pv = lv
P

p2P:p3v βp.

For a vector β = [βp]p2P in R
|P|
+ this yields the negative log-likelihood

L(β) =
X

v2V

[pv − yv log pv + log(yv!)] , (4.1)

where the scalars pv depend linearly on β.

Maximizing the likelihood (4.1) allows one to quantify the relative abundance of each transcript

when the model only includes the list of “true” isoforms present in the sample (Jiang and Wong,

2009). Since this list is unknown a priori, we present in the next section the sparse estimation

approach that can jointly quantify and identify the transcripts using all candidate isoforms,

following Xia et al. (2011).

4.2.2 Isoform detection by sparse estimation

Since we do not assume that the list P of expressed isoforms –i.e., such that βp 6= 0– is known

in advance, we endow β with an exponential prior βp
iid
⇠ E(λ) and maximize over all candidate

isoforms the resulting posterior likelihood, leading to the estimator

β̂λ = argmin
β2R

|P|
+

[L(β) + λkβ k1] , (4.2)

where λ is a regularization parameter, and the `1-norm is defined as kβ k1 =
P

p2P |βp|. As

previously described in section 3.3.2, it is well-known that the `1-norm penalty has a sparsity-

inducing effect — that is, lead to estimators β̂λ that contain many zeroes (Tibshirani, 1996).

The parameter λ controls the number of non-zero elements in the solution β̂λ, i.e., of selected

isoforms, with larger λ corresponding to fewer isoforms.

Note that (6.1) is better adapted to long reads than the original formulation of NSMAP (Xia

et al., 2011) thanks to the use of general bins. rQuant (Bohnert and Rätsch, 2010), IsoLasso (Li

et al., 2011b), and SLIDE (Li et al., 2011a) solve a similar problem where the likelihood is a

simpler quadratic function, corresponding to a Gaussian model for the read counts. A difficulty
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with these approaches is that the dimension |P| grows exponentially in |V | making (6.1) in-

tractable when |V | is large. For example, Li et al. (2011a) restrict themselves to experiments

involving genes with less than 10 exons, due to the high computational cost for larger genes.

Xia et al. (2011) restrict themselves to genes with less than 80 exons, but only consider candi-

dates with pairs of transcription start and polyadenylation sites already observed in annotations.

Other approaches such as IsoLasso include a filtering step to reduce the number of isoforms. As

pointed out in section 4.1, this filtering may lead to a loss of power in isoform detection, because

it disregards the read density information when constructing the set of candidates. In the next

section, we show that, surprisingly, problem (6.1) can be solved efficiently without pre-filtering

the isoforms by using network flow algorithms.

4.2.3 Isoform detection as a path selection problem

In this section, we reformulate the isoform detection problem as a path selection problem over

a graph model. Remember that a graph G = (V,E) is composed of a finite set of vertices V

and edges E ✓ V ⇥ V . A path is a sequence of vertices v1, . . . , vk 2 V such that (vi, vi+1) is an

arc in E for all indices 1  i < k. A graph is a DAG if it contains no path (v1, . . . , vk) with

v1 = vk. In other words, the graph does not contain any cycle.

We construct an oriented graph G = (V,E) whose vertices are the bins with positive effective

length defined in section 4.2.1 — each corresponding to an ordered set of exons. An edge

connects bin u to v if v can be obtained from u by removing the first exon of its ordered set or

by adding one extra exon at the end of the ordered set, depending on the lengths of the exons

composing the bin (see figure 5.1). We call starting bins (respectively stopping bins) the bins

that can contain a read at the left-most (respectively right-most) position of an isoform. The

resulting graph is a DAG generalizing the splicing graph (Heber et al., 2002), whose vertices

are single exons and edges are exon-exon junctions.

We also consider in the set V two additional vertices s and t respectively dubbed source and sink,

that connect to all starting (resp. stopping) bins. We do not impose any restriction on the set

of transcription starting sites and polyadenylation sites and each exon can potentially start or

end an isoform. Consequently, the source s is connected to all bins modeling an exon start, and

the sink t to all bins modeling an exon end. Hence the set of edges E also contains all edges

of the form (s, v) where v 2 V is a starting bin, and (t, v) where v 2 V is a stopping bin. This
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(a) Splicing graph for a gene with 5 ex-
ons.
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(b) Graph G when all exons are bigger than the read length.
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(c) Graph G when the length of exon 3 is smaller than the read
length.

Figure 4.2: Illustration of the graph construction for a gene with 5 exons. The original
splicing graph is represented in (a). The 5 exons are represented as vertices and an arrow
between two vertices indicates a junction. The nodes of graph G in (b) and (c) are bins with
positive effective length denoted by gray square, as well as source s and sink t represented as
circles. G in (b) is the resulting graph when all exons are bigger than the read length. In that
case, each bin either corresponds to a unique exon, or to a junction between two exons. G in (c)
is the resulting graph when the length of exon 3 is smaller than the read length. Some bins
involve then more than two exons, here bins (2-3-4) and (2-3-5). The source links all possible
starting bins and conversely all possible stopping bins are linked to the sink. There is a one-to-
one correspondence between (s, t)-paths in G (paths starting at s and ending at t) and isoform
candidates. For example, the path (s, 1, 1-4, 4, 4-5, 5, t) corresponds to isoform 1-4-5.
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graph construction is illustrated in figure 5.1. Montgomery et al. (2010) use a similar graph

structure in the context of estimating the expression of a set of known annotated transcripts.

By construction, one can check that the set of paths in G starting from s and ending at t (such

paths are called (s, t)-paths) is in bijection with the set of candidate isoforms P. Based on this

one-to-one mapping, we can reformulate the penalized maximum likelihood problem (4.1)-(6.1)

as follows: we want to find non-negative weights βp for each path p 2 P which minimize:

X

v2V

[pv − yv log pv] + λ
X

p2P

βp with pv =
⇣

lv
X

p2P:p3v

βp

⌘

, (4.3)

where the sum
P

p2P βp is equal to the `1-norm kβk1 since the entries of β are non-negative.

Note that we have removed the constant term log(yv!) from the log-likelihood since it does not

play a role in the optimization. This reformulation is therefore a path selection (finding which

βp are non-zero) and quantification problem over G. The next section shows how (4.3) can

further be written as a flow problem, i.e., technically a constrained optimization problem over

the edges of the graph rather than the set of paths in P. A computationally feasible approach

can then be devised to solve (4.3) efficiently, following Mairal and Yu (2013).

4.2.4 Optimization with network flows

The basics of network flows have been introduced in section 3.3.3. We recall here some definitions

that are particularly useful to understand our optimization problem. A flow f on G is defined

as a non-negative function on arcs [fuv](u,v)2E that satisfies conservation constraints: the sum

of incoming flow at a vertex is equal to the sum of outgoing flow except for the source s and the

sink t. Such conservation property leads to a physical interpretation about flows as quantities

circulating in the network, for instance, water in a pipe network or electrons in a circuit board.

The source node s injects into the network some units of flow, which move along the arcs before

reaching the sink t.

For example, given a path p 2 P and a non-negative number βp, we can make a flow by setting

fuv = βp when u and v are two consecutive vertices along the path p, and fuv = 0 otherwise.

This construction corresponds to sending βp units of flows from s to t along the path p. Such

simple flows are called (s, t)-path flows. More interestingly, if we have a set of non-negative

weights β 2 R
|P|
+ associated to all paths in P, then we can form a more complex flow by
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(a) Reads at every node corresponding to one isoform.
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(b) Reads at every node after adding another isoform.

Figure 4.3: Flow interpretation of isoforms using the same graph as in figure 5.1(b). For the
sake of clarity, some edges connecting s and t to internal nodes are not represented, and the
length of the different bins are assumed to be equal. In (a), one unit of flow is carried along
the path in red, corresponding to an isoform with abundance 1. In (b), another isoform with
abundance 3 is added, yielding additional read counts at every node.

superimposing all (s, t)-path flows according to

fuv =
X

p2P:p3(u,v)

βp , (4.4)

where (u, v) 2 p means that u and v are consecutive nodes on p.

While (4.4) shows how to make a complex flow from simple ones, a converse exists, known as

the flow decomposition theorem (see, e.g., Ahuja et al., 1993). It says that for any DAG, every

flow vector can always be decomposed into a sum of (s, t)-path flows. In other words, given a

flow [fuv](u,v)2E , there exists a vector β in R
|P|
+ such that (4.4) holds. Moreover, there exists

linear-time algorithms to perform this decomposition (Ahuja et al., 1993). As illustrated in

figure 4.3, this leads to a flow interpretation for isoforms.

We now have all the tools in hand to turn (4.3) into a flow problem by following Mairal and Yu

(2013). Given a flow f = [fuv](u,v)2E , let us define the amount of flow incoming to a node v in

V as fv ,
P

u2V :(u,v)2E fuv. Given a vector β 2 R
|P|
+ associated to f by the flow decomposition

theorem, i.e., such that (4.4) holds, we remark that fv =
P

p2P:p3v βp and that ft =
P

p2P βp.
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Therefore, problem (4.3) can be equivalently rewritten as:

min
f2F

X

v2V

[pv − yv log pv] + λft with pv = lvfv . (4.5)

where F denotes the set of possible flows. Once a solution f? of (4.5) is found, a solution β?

of (4.3) can be recovered by decomposing f? into (s, t)-path flows, as discussed in the next

section.

The use of network flows has two consequences. First, (4.5) involves a polynomial number

of variables, as many as arcs in the graph, whereas this number was exponential in (4.3).

Second, problem (4.5) falls into the class of convex cost flow problems (Ahuja et al., 1993), for

which efficient algorithms exist.2 In our experiments, we implemented a variant of the scaling

push-relabel algorithm (Goldberg, 1997), which also appears under the name of "-relaxation

method (Bertsekas, 1998). Note that the approach can be generalized to any concave likelihood

function, including the Gaussian model used by IsoLasso and SLIDE.

Network flows have been used in several occasions in bioinformatics. Medvedev and Brudno

(2009) solve a convex cost flow problem on a bidirected de Bruijn graph for maximum likelihood

whole genome shotgun assembly. Montgomery et al. (2010) introduced the formalism of flows for

RNA-seq data; however they did not perform isoform discovery but quantification from a set of

known transcripts. Their formulation is a linear program, the dimension of which is the number

of candidate transcripts considered, which is not a network flow problem. Singh et al. (2011)

uses the terminology of flows for RNA-seq data in the context of testing differential transcription

without reconstructing transcripts. Finally, Tomescu et al. (2013) describe a similar method in

spirit that the one we just presented above. They also uses minimum cost flow techniques for

isoform recovery. However, their method only involves bins corresponding to exons and exon-

exon junction, and, more importantly, does not solve the penalized likelihood approach. They

have therefore no principled way to balance the sparsity of the solution with its likelihood, and

even mention that this leads to a NP-hard problem. To our knowledge, our work is the first

to show that the sparsity-inducing `1 penalty can be integrated with the likelihood term in the

language of network flow, in order to estimate a flow with large likelihood that can be easily

decomposed in a number of paths as small as we wish.

2The function (4.5) can be decomposed into costs Cv(fv) over vertices v. The general convex cost flow objective
function is usually presented as a sum of costs Cuv(fuv) over arcs (u, v). It is however easy to show that costs
over vertices can be reduced to costs over arcs by a simple network transformation (see Ahuja et al., 1993, section
2.4). Note that all arcs have zero lower capacities and infinite upper capacities.
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4.2.5 Flow decomposition

We have seen that after solving (4.5) we need to decompose f? into (s, t)-path flows to obtain

a solution β? of (6.1). As illustrated in figure 4.3, this corresponds to finding the two isoforms

from 4.3(b). Whereas the decomposition might not be ambiguous when f? is a sum of few

(s, t)-path flows, it is not unique in general. Our approach to flow decomposition consists of

finding an (s, t)-path carrying the maximum amount of flow (equivalently finding an isoform with

maximum expression), removing its contribution from the flow, and repeating until convergence.

We remark that finding (s, t)-path flows according to this criterion can be done efficiently using

dynamic programming, similarly as for finding a shortest path in a directed acyclic graph (Ahuja

et al., 1993). We insist on the fact that the flow decomposition returns one solution of the `1-

penalized estimator given by problem 4.3. This problem can have several solutions yielding

the same objective value, and which are typically sparse in the number of transcripts. The

non-uniqueness of the solution is not an artifact of our network flow approach, but a property

of the `1-penalized estimator. Algorithms such as SLIDE, NSMAP, or others that explicitly

enumerate the candidates and minimize the parameter in the candidate space also return one

of several solutions.

4.2.6 Model selection

The last problem we need to solve is model selection: even if we know how to solve (6.1)

efficiently, we need to choose a regularization parameter λ. For large values of λ, (6.1) yields

solutions involving few expressed isoforms. As we decrease λ, more isoforms have a non-zero

estimated expression βp, leading to a better data fit but also leading to a more complex model.

A classical way of balancing fit and model complexity is to use likelihood ratio tests. Xia et al.

(2011) chose this approach, but we found the log likelihood ratio statistics to be empirically

poorly calibrated due to the typically small number of samples units — exons — and the non-

independence of the observed read counts. We choose a related approach, which we found

better behaved, and select the model having the largest BIC criterion (Schwarz, 1978). An

alternative approach taken by Li et al. (2011a) would be to use stability selection (Meinshausen

and Bühlmann, 2010).
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4.3 Experimental validation

We compare our proposed method FlipFlop to Cufflinks (Trapnell et al., 2010) version 2.0.0,

IsoLasso (Li et al., 2011b) version 2.6.1 and NSMAP (Xia et al., 2011) on both simulated

and real data. All experiments were run on a desktop computer on a single core of an Intel

Xeon CPU X5460 3.16Ghz with 16Gb of RAM. Reads are aligned to a reference genome with

TopHat (Trapnell et al., 2009) version 2.0.6, and the constructed alignment files are used as in-

put to the methods we compare. IsoLasso, Cufflinks, and FlipFlop only use these aligned reads

as input, and estimate their exon boundaries, transcription start sites (TSS) and polyadenyla-

tion sites (PAS) from read density. NSMAP additionally requires exon boundaries and known

TSS/PAS as input. For paired-end experiments, we extended our initial model designed for

single-end: a pair of reads is considered as a long single-end read. When the two reads of a pair

span bins potentially separated by some exons, we use heuristics based on genomic distances to

decide wether or not these exons are spliced. All softwares are used with default parameters, ex-

cept that for paired-end experiments we provide fragment length mean and standard deviation

to IsoLasso, Cufflinks and FlipFlop. Note that all results can be easily reproduced by following

the tutorials available at http://cbio.ensmp.fr/flipflop/experiments.html.

4.3.1 Simulated human RNA-seq data

Since little is known about the true set of isoforms expressed in real data, we start our ex-

perimental validation with a set of simulations. We use the RNASeqReadSimulator software3

to generate single-end and paired-end reads from the annotated human transcripts available in

the UCSC genome browser (hg19). We restrict ourselves to the 1137 multi-exon genes on the

positive strand of chromosome 1, corresponding to 3709 expressed transcripts.

We follow the protocol of Isolasso (Li et al., 2011b) and consider that a transcript from the

annotation has been detected by a method if it predicts a transcript that (i) includes the same

set of exons, and such that (ii) all internal boundary coordinates (i.e., all the exon coordinates

except the beginning of the first exon and the end of the last exon) are identical. The objective

for each method is to recover a large proportion of transcripts that were used for read generation

— high recall — without detecting too many transcripts that were not used to generate the

reads — high precision.

3
http://alumni.cs.ucr.edu/~liw/rnaseqreadsimulator.html

http://cbio.ensmp.fr/flipflop/experiments.html
http://alumni.cs.ucr.edu/~liw/rnaseqreadsimulator.html
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Transcript number influence on isoform recovery

Figure 4.4 shows the precision and recall of the compared methods on a first set of single-end

and paired-end simulations. Since we expect the difficulty of the deconvolution problem to

increase with the number of transcripts of the gene, we stratify the result by this number: each

dot represents the precision and recall of one method for genes with a particular number of

transcripts in the UCSC annotation. As expected, genes with more transcripts lead to more

difficult estimation problems and decreased performances for all methods. Figure 4.4(a) shows

single-end results for different read lengths from 100bp to 300bp and a fixed number of 1 million

reads per experiment. FlipFlop clearly takes advantage of longer reads: the longer the read the

better the accuracy for all transcript levels. For 100bp long reads, FlipFlop and Cufflinks show

similar results, while NSMAP gives slightly better precision and recall for 2 transcript level and

degraded results compared to FlipFlop for more than 4 expressed transcripts. These differences

might arise from the fact that NSMAP restricts its search to the TSS and PAS observed in the

annotation whereas FlipFlop estimates them from reads, and the fact that the two methods use

different graphs and model selection techniques. For 300bp long reads, FlipFlop outperforms all

other methods as soon as there is more than one expressed transcript. For instance for the 3-4

transcripts level, FlipFlop achieves 75% of precision and 67% of recall, while Cufflinks reaches

74% and 52% and IsoLasso reaches 64% and 51%. This demonstrates that an adapted model

for long reads is critical for isoform recovery. NSMAP optimizes a similar Poisson objective

function as FlipFlop but only models reads at the exon or exon-exon junction levels; it looses

statistical power when the read length increases. Figure 4.4(b) shows paired-end results for

400bp fragment length, 20bp standard deviation, 1 million read pairs, and read lengths from

100 to 175bp. Although our model is designed for single-end reads and is particularly adapted to

long reads, it shows competitive or better accuracy for paired-end reads. Once again, when the

read length increases, FlipFlop performance improves proportionally more than other methods.

In figure 4.4(c), the read length is set to 150bp and the number of simulated reads varies from 1

million to 10 million. Increasing the coverage clearly helps FlipFlop whereas it does not change

much for Cufflinks and IsoLasso. Indeed Cufflinks constructs its set of transcripts and estimates

their abundances in two separate steps, and the construction of the set of returned transcripts

does not take read density into account: it intends to find the smallest set of isoforms covering

all the observed reads. IsoLasso is based on penalized likelihood maximization like FlipFlop

and NSMAP, but starts from a restricted set of isoforms — the same set returned by Cufflinks
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Figure 4.4: Precision and recall on simulated reads from the UCSC annotated human tran-
scripts with a stratification based on the number of expressed transcripts.

for single-end data. Consequently, this family of methods discards some information that can

help identifying the set of expressed isoforms.

Gene size influence on isoform recovery

The number of exons of a gene is also a parameter that affects greatly the difficulty of the isoform

deconvolution problem: indeed, the more exons the bigger the set of candidate transcripts.
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Figure 4.5: Precision and recall on simulated reads from UCSC annotated human transcripts
with an exon stratification.

Figure 4.5 shows similar experiments as the ones presented in figure 4.4 with a stratification by

number of exons instead of number of transcripts. The number of exons varies from 2 to 116 and

we compare here FlipFlop, Cufflinks and IsoLasso. For both single-end and paired-end reads,

FlipFlop performance again increases greatly compared to Cufflinks and IsoLasso when the read

length increases (figure 4.5(a) and figure 4.5(b)). For 300bp read length FlipFlop outperforms

Cufflinks and IsoLasso for all genes with between 2 and 20 exons. Similarly to what we observed

on simulations by transcript levels, and because FlipFlop predicts its transcripts by using both
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Figure 4.6: Average CPU times in milliseconds (logarithmic scale) for the compared methods
to process a gene from human simulated 100bp single-end reads.

read alignment positions and read density without any filtering, an increase in coverage leads

to better results for all exon levels (figure 4.5(c)).

Running times

Figure 4.6 shows the mean CPU time taken by each method to perform the deconvolution of

genes with different sizes. Genes with more exons tend to have more candidate isoforms and

experiments involving such genes are expected to take more time. Therefore, we stratify the

observed times by exon number of the genes: each barplot represents the mean time taken

by each method for finding the transcripts of genes having a particular number of exons. As

expected, FlipFlop is always faster than NSMAP, more than a hundred times faster for genes

with more than 20 exons. FlipFlop speed is comparable with Cufflinks, and about 4 times

slower than IsoLasso. This is because IsoLasso maximizes its objective over a very restricted

set of candidates — in these simulations never more than 9 and around 2-3 on average. Overall,

FlipFlop estimates the set of expressed isoforms for 1137 genes in less than 9 minutes, i.e., about

2 genes per second. Note also that the time for data pre-preprocessing (finding exon boundaries

and read counts for exons and junctions) is taken into account for all methods except NSMAP.

More realistic simulations

We additionally perform more realistic simulations than the ones presented above using the Flux-

Simulator (Griebel et al., 2012), a software designed to mimic in silico RNA-seq experiments

workflow and to incorporate typical biases from library preparation and sequencing

We generate 2 million 150bp long single-end reads from the 4140 UCSC human transcripts

of multi-exon genes of chromosome 1 and compare the results of Cufflinks and FlipFlop. We
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Figure 4.7: Precision and recall on simulated reads with FluxSimulator from 4140 UCSC
human transcripts. Results obtained with default parameters are in red.

provided to Cufflinks the fragment length mean and standard deviation, while FlipFlop does

not need that information for single-end experiments. Moreover we performed two kinds of

simulations, with or without GC bias during the PCR amplification step. Precision and recall

for Cufflinks and FlipFlop for the two experiments are shown in figure 4.7.

For both methods the inclusion of a GC bias affects the performance, but proportionally less

for FlipFlop than for Cufflinks. Results with default parameters are shown in red, and for

this particular set of experiments FlipFlop clearly outperforms Cufflinks both in precision and

recall. We also show FlipFlop’s results when applying a GC correction during the isoform

recovery process. It simply corresponds to multiplying each Poisson parameter of each bin by

the GC content of the bin. Using this correction slightly increases the accuracy of FlipFlop.

Finally we add FlipFlop’s precision-recall curves, obtained when varying the BIC constant used

for model selection (see section 4.2.6 on the model selection strategy). Surprisingly these curves

have a bell shape: the recall increases first when the BIC constant decreases (light blue to

dark blue colors) before to fall down for very small BIC constants. Using a small BIC constant

corresponds to using a small regularization parameter λ in equation (2), and finally selecting a

complex model with many isoforms. If the model is allowed to be very complex, several small

isoforms are preferred to fewer long ones, and it might happen than some correct long isoforms

are discarded from the solution. One way to deal with that problem in future work would be

to penalize short isoforms by giving appropriate costs on the edges of the splicing graph.

Overall, these set of simulations confirm several facts. First, methods that identify and quantify
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transcripts as a single penalized maximum likelihood problem show good performances and

take clear advantage of an increase in coverage. Second, correctly modeling long reads leads to

a great improvement of the accuracy of isoform reconstruction. Third, the proposed network

flow solves the penalized likelihood approach quickly even when the set of candidate isoforms is

extremely large.

4.3.2 Real RNA-Seq data

Our second round of experiments involves two independent real human embryonic stem cell

data sets. They both contain about 50 million 75bp reads, either paired-end or single-end, with

respectively NCBI SRA accession number SRR065504 and ERR361241.

In the experiments of section 4.3.1, we generated the reads based on a known set of transcripts.

In the present case, the reads come from actual human tissues, and we do not have access to the

true set of expressed transcripts. Following Xia et al. (2011) and Li et al. (2011a), we choose to

use the UCSC annotation as ground truth in the evaluation. Admittedly, this is not perfect as

some expressed transcripts may be missing from the annotation, and some annotated transcripts

may not be expressed in this particular experiment. However, agreement of the prediction with

the set of known transcripts could be a good sign.

Figure 4.8 shows precision and recall of each method for different FPKM levels. When con-

sidering all transcripts with predicted abundances higher than 1 FPKM, FlipFlop has a higher

precision for both the paired-end and single-end data sets, while Cufflinks has a better recall.

For transcripts with more than 5 FPKM abundance, all methods have a similar recall, with a

slight advantage to Cufflinks, while FlipFlop shows a much better precision.

4.4 Conclusion

Simultaneously tackling identification and quantification using penalized likelihood maximiza-

tion is known to be a powerful approach to estimate the set of expressed transcripts. However,

existing `1-penalized regression techniques cannot deal with genes that contain too many exons

as the set of candidate isoforms grows exponentially with the number |V | of exons. By lever-

aging network flow optimization algorithms, we discover a few expressed transcripts among the
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Figure 4.8: Precision and recall of compared methods on human embryonic stem cells data.

exponential number of candidates by solving a problem with a number of variables polynomial

in |V |.

We compared our approach to existing `1-penalized likelihood maximization methods as well as

methods that define expressed isoforms as the smallest set of transcripts covering all observed

reads; the latter methods perform abundance estimation in a separate step. We observed on

simulation data—where the true set of expressed transcripts is known—that, unlike the second

set of methods, penalized likelihood maximization methods take advantage of an increase in read

coverage. Moreover, we show that correctly modeling long reads is of primary importance for

isoform recovery. Our approach, which models reads covering any number of exons, outperforms

other methods for 300bp long reads. We believe this is an important improvement as RNA-

seq technologies are moving forward longer reads. Our FlipFlop method has also shown to be

competitive with state-of-the-art methods on real single-end and paired-end human stem cells

data, especially for transcripts whose abundance was significant. In addition, the runtime of our

method was comparable to the runtime of the second set of methods, and orders of magnitude

faster than existing software for penalized likelihood maximization.

We believe these results have important practical implications. In addition to the obvious gain

in time when estimating the expression of transcripts for a single gene and a single sample, our

approach makes the task amenable in a reasonable amount of time for all genes in a large number

of samples. Furthermore, accurately estimating the transcript level expression for all genes of all

samples in a study may lead to improvements in molecular based diagnosis or prognosis tools,

as well as in clustering of samples, e.g for cancer subtype discovery.



Chapter 5

A convex formulation for joint

transcript isoform estimation from

multiple RNA-seq samples

Ce chapitre propose de chercher les solutions au problème de déconvolution des isoformes

de facon jointe pour plusieurs échantillons de données RNA-seq. L’hypothèse que plusieurs

échantillons expriment des transcrits communs est formalisée par un problème d’optimisation

convexe que nous proposons de résoudre de facon computationnellement efficace. Nous démontrons

les bonnes performances de cette nouvelle approche sur des données simulées et réelles.

In this chapter, we propose a method for solving the isoform deconvolution problem jointly

across multiple RNA-seq samples. We formulate and efficiently solve a convex optimization

problem that leverages the hypotheses that some isoforms are likely to be present in several

samples. We demonstrate the benefits of combining multiple samples on simulated and real

data, and show that our approach outperforms pooling strategies and methods based on integer

programming. Our multi-sample approach is implemented in an open-access R package, see

section C.

Note that the material of this chapter is based on the following publication:

E. Bernard, L. Jacob, J. Mairal, E. Viara and J.-P. Vert. A convex formulation for joint RNA

isoform detection and quantification from multiple RNA-seq samples. BMC Bioinformatics,

i16:262, 2015.
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5.1 Background and related works

As previously said in chapter 2 and recalled in chapter 4, alternative splicing is a regulated

process that greatly increases the repertoire of proteins that can be encoded by a genome (Nilsen

and Graveley, 2010). It also appears to be tissue-specific (Wang et al., 2008a; Xu et al., 2002)

and regulated in development (Kalsotra and Cooper, 2011), as well as implicated in diseases

such as cancers (Pal et al., 2012). Hence, detecting isoforms in different cell types or samples is

an important step to decipher cellular regulatory programs or to identify alternative transcripts

responsible for diseases.

In chapter 4, we described a method called FlipFlop (Bernard et al., 2014) to identify and

quantify transcript isoforms from RNA-seq reads aligned on a reference genome. FlipFlop

belongs to the ”genome-guided transcript estimation” methods reported in table 3.1.

However, the performances of both FlipFlop and other state-of-the-art methods reported in

the experimental section of chapter 4 show that the so-called isoform deconvolution problem is

far from being solved and is still challenging. This is due in particular to identifiability issues

(the fact that different combinations of isoforms can correctly explain the observed reads),

particularly at low coverage, which limits the statistical power of the inference methods.

One promising direction to improve isoform deconvolution is to exploit several samples at the

same time, such as biological replicates or time course experiments. If some isoforms are shared

by several samples, potentially with different abundances, the identifiability issue may vanish

and the statistical power of the deconvolution methods may increase due to the availability of

more data for estimation. For example, the state-of-the-art methods CLIIQ (Lin et al., 2012)

and MiTie (Behr et al., 2013) perform joint isoform deconvolution across multiple samples

by formulating the problem as an NP-hard combinatorial problem solved by mixed integer

programming. MiTie avoids an explicit enumeration of candidate isoforms using a pruning

strategy, which can drastically speed up the computation in some cases but remains very slow

in other cases. The Cufflinks/Cuffmerge (Trapnell et al., 2010) method uses a more naive and

straightforward approach, where transcripts are first predicted independently on each sample,

before being merged (with some heuristics) in a unique set.

In this chapter, we present a method for isoform deconvolution from multiple samples. When

applied to a single sample, the method boils down to FlipFlop (Bernard et al., 2014); thus, we

simply refer to the multi-sample extension of the technique as FlipFlop as well. We formulate the
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isoform deconvolution problem as a continuous convex relaxation of the combinatorial problem

solved by CLIIQ and MiTie, using the group-lasso penalty (Yuan and Lin, 2006; Lounici et al.,

2009) to impose shared sparsity of the models estimated on each sample. The group-lasso

penalty allows us to select a few isoforms among many candidates jointly over samples, while

assigning sample-specific abundance values. By doing so, it shares information across samples

but still considers each sample to be specific, without learning a unique model for all samples

together as a merging strategy would do. Compared to CLIIQ or MiTie, FlipFlop addresses a

convex optimization problem efficiently, and involves an automatic model selection procedure

to balance the fit of the data against the number of detected isoforms.

The rest chapter is organized as follows. Section 5.2 formulates the isoform deconvolution prob-

lem jointly over several samples and describes an efficient convex optimization procedure to solve

it. Section 5.3 shows experimentally, on simulated and real data, that FlipFlop is more accurate

than simple pooling strategies and than other existing methods for isoform deconvolution from

multiple samples. Section 5.4 discusses the results.

5.2 Proposed approach

The deconvolution problem for a single sample can be cast as a sparse regression problem of

the observed reads against expressed isoforms, and solved by `1-penalized regression techniques,

where the `1 penalty controls the number of expressed isoforms. When several samples are

available, we propose to generalize this approach by using a convex penalty that leads to small

sets of isoforms jointly expressed across samples, as we explain below.

5.2.1 Multi-dimensional splicing graph

The splicing graph for a gene in a single sample is a directed acyclic graph with a one-to-one

mapping between the set of possible isoforms of the gene and the set of paths in the graph.

The nodes of the graph typically correspond to exons, sub-exons (Li et al., 2011b,a; Behr et al.,

2013) or ordered sets of exons (Montgomery et al., 2010; Bernard et al., 2014)—the definition

we adopt here as it allows to properly model long reads spanning more than 2 exons (Bernard

et al., 2014). The directed edges correspond to links between possibly adjacent nodes.
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Figure 5.1: Multi-dimensional splicing graph with three samples. Each candidate isoform
is a path from source node s to sink node t. Nodes denoted as grey squares correspond to
ordered set of exons. Each read is assigned to a unique node, corresponding to the exact set of
exons that it overlaps. Note that more than 2 exons can constitute a node, properly modeling
reads spanning more than 2 exons. A vector of read counts (one component per sample) is then
associated to each node of the graph. Note also that some components of a vector can be equal
to zero.

When working with several samples, we choose to build the graph based on the read alignments

of all samples pooled together. Since the exons used to build the graph are estimated from

read clusters, this step already takes advantage of information from multiple samples, and leads

to a more accurate graph. We associate a list of read counts, as many as samples, with each

node of the graph. In other words, we extend the notion of splicing graph to the multiple-

sample framework, using a shared graph structure with specific count values on each node. Our

multi-dimensional splicing graph is illustrated in figure 5.1.

5.2.2 Joint sparse estimation

Before to explain our joint sparse estimation procedure, we recall below and extend some of

the notations previously introduced in section 3.2.2. We call G = (V,E) the multi-dimensional

splicing graph where V is the set of vertices and E the set of edges. We denote by P the set

of all paths in G. By construction of the graph, each path p 2 P corresponds to a unique

candidate isoform. We denote by ytv the number of reads falling in each node v 2 V for each

sample t 2 {1, . . . , T}, where T is the number of samples. We denote by βt
p 2 R+ the abundance
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of isoform p for sample t. Finally, we define for every path p in P the T -dimensional vector

of abundances βp = [β1
p , β

2
p , . . . , β

T
p ], and denote by β = [βp]p2P the matrix of all abundances

values with |P| rows and T columns.

We propose to estimate β through the following penalized regression problem:

min
β

L(β) + λ
X

p2P

kβp k2 such that βp ≥ 0 for all p 2 P, (5.1)

where L is a convex smooth loss function defined below, kβp k2 =
q

PT
t=1(β

t
p)

2 is the Euclidean

norm of the vector of abundances of isoform p across the samples, and λ is a non-negative

regularization parameter that controls the trade-off between loss and sparsity. The `1,2-norm

kβk1,2 =
P

p2P kβp k2, sometimes called the group-lasso penalty, induces a shared sparsity

pattern across samples: solutions of (5.1) typically have entire rows equal to zero (Yuan and

Lin, 2006), while the abundance values in the non-zero rows can be different among samples.

This shared sparsity-inducing effect corresponds exactly to our assumption that only a limited

number of isoforms are present across the samples (non-zero rows of β). It can be thought of

as a convex relaxation of the number of isoforms present in at least one sample, which is used

as criterion in the combinatorial formulations of CLIIQ and MiTie.

We define the loss function L as the sum of the T sample losses, thus assuming independence

between samples as reads are sampled independently from each sample. The loss is derived

from the Poisson negative likelihood (the Poisson model has been successfully used in several

RNA-seq studies (Jiang and Wong, 2009; Salzman et al., 2011; Xia et al., 2011; Bernard et al.,

2014)) so that the general loss is defined as

L(β) =
T
X

t=1

X

v2V

⇥

ptv − ytv log p
t
v

⇤

with ptv =
⇣

N tlv
X

p2P:p3v

βt
p

⌘

,

where N t is the total number of mapped reads in sample t and lv is the effective length of node

v, as defined in section 4.2.1. The sum
P

βt
p over all p 2 P that contain node v represents the

sum of expressions in sample t of all isoforms involving node v.

5.2.3 Candidate isoforms

Since |P| grows exponentially with the number of nodes in G, we need to avoid an exhaustive

enumeration of all candidate isoforms p 2 P. FlipFlop efficiently solves problem (5.1) in the case
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where T = 1, i.e., the `1-regularized regression minβp2R+
L(β) + λ

P

p2P βp using network flow

techniques, without requiring an exhaustive path enumeration and leading to a polynomial-time

algorithm in the number of nodes.

Unfortunately, this network flow formulation does not extend trivially to the multi-sample case.

We therefore resort to a natural two-step heuristic: we first generate a large set of candidate

isoforms by solving T + 1 one-dimensional problems—the T independent ones, plus the one

corresponding to all samples pooled together—for different values of λ, and taking the union of

all selected isoforms, and we then solve (5.1) restricted to this union of isoforms. This approach

can potentially miss isoforms which would be selected by solving (5.1) over all paths p 2 P and

are not selected for any single sample or when pooling all reads to form a single sample, but it

allows for an efficient approximation of (5.1). We observe that it leads to good results in various

settings in practice, as shown in the experimental part.

5.2.4 Model selection

We solve (5.1) for a large range of values of the regularization parameter λ, obtaining solutions

from very sparse to more dense (a sparse solution involves few non-zero abundance vectors

βp). Each solution, i.e., each set of selected isoforms obtained with a particular λ value, is

then re-fitted against individual samples—without regularization but keeping the non-negativity

contraint—so that the estimated abundances do not suffer from shrinkage (Tibshirani, 1996).

The solution with the largest BIC criterion (Schwarz, 1978), where the degree of freedom of a

group-lasso solution is computed as explained in (Yuan and Lin, 2006), is finally selected. Note

that although the same list of isoforms selected by the group-lasso is tested on each sample, the

refitting step lets each sample pick the subset of isoforms it needs among the list, meaning that

all samples do not necessarily share all isoforms at the end of the deconvolution.

5.3 Experimental validation

We show results on simulated human RNA-seq data with both increasing coverage and increas-

ing number of samples, with different simulation settings, and on real RNA-seq data. In all

cases, reads are mapped to the reference with TopHat2 (Trapnell et al., 2009). We compare

FlipFlop implementing the group-lasso approach (5.1) to the simpler strategy of pooling all sam-

ples together, running single-sample FlipFlop (Bernard et al., 2014) on the merged data, and
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performing a fit for each individual sample data against the selected isoforms. We also assess

the performance of MiTie (Behr et al., 2013) and of the version 2.2.0 of the Cufflinks/Cuffmerge

package (Trapnell et al., 2010). Performances on isoform identification are summarized in terms

of Fscore, the harmonic mean of precision and recall, as used in other RNA-seq studies (Lin

et al., 2012; Behr et al., 2013). Of note, in all the following experiments, we consider a de

novo setting, without feeding any of the methods with prior transcript annotations (i.e., MiTie

and FlipFlop first reconstruct sub-exons and build the splicing graph, then perform isoform

deconvolution).

5.3.1 Influence of coverage and sample number

The first set of simulations is performed based on the 1329 multi-exon transcripts on the positive

strand of chromosome 11 from the RefSeq annotation (Pruitt et al., 2005). Single-end 150bp

reads are simulated with the RNASeqReadSimulator software (available at http://alumni.cs.

ucr.edu/~liw/rnaseqreadsimulator.html). We vary the number of reads from 10 thousand

to 10 million per sample (corresponding approximately to sequencing depth from 1X to 1000X)

and the number of samples from 1 to 10. All methods are run with default parameters, except

that we fix region-filter to 40 and max-num-trans to 10 in MiTie as we notice that choosing

these two parameter values greatly increases its performances (see figure A.1 of appendix A for

a comparison between MiTie with default parameters or not).

Figure 5.2 shows the Fscore in two different settings: the Equal setting corresponds to a case

where all samples express the same set of transcripts at the same abundances (in other words

each sample is a noisy realization of a unique abundance profile), while in the Different setting

the abundance profiles of each sample are generated independently. Hence in that case the

samples share the same set of expressed transcripts but have very different expression values

(the maximum correlation between two abundance vectors is 0.088).

In all cases and for all methods, the higher the coverage or the number of samples, the higher the

Fscore. In the Equal case, the group-lasso and merging strategies give almost identical results,

which shows the good behavior of the group-lasso, as pooling samples in that case corresponds

to learning the shared abundance profile. In the Equal case again, for all methods the different

Fscore curves obtained with increasing number of samples converge to different plateaux. None

of these levels reaches a Fscore of 100, but the group-lasso level is the highest (together with

the merging strategy). In the Different case, the group-lasso shows equal or higher Fscore

http://alumni.cs.ucr.edu/~liw/rnaseqreadsimulator.html
http://alumni.cs.ucr.edu/~liw/rnaseqreadsimulator.html


Chapter 5 A convex formulation for joint transcript isoform estimation from multiple RNA-seq
samples 79

Equal Different

0

25

50

75

0

25

50

75

0

25

50

75

G
ro

u
p

L
a

s
s

o
 v

s
 C

u
fflin

k
s

G
ro

u
p

L
a

s
s

o
 v

s
 M

e
rg

e
G

ro
u

p
L

a
s

s
o

 v
s

 M
iT

ie

1 10 100 1000 1 10 100 1000
Number of reads x 10

4

F
s

c
o

re

Methods Cufflinks + Cuffmerge FlipFlop + GroupLasso FlipFlop + Merge MiTie (region−filter40 max−num−trans10)

Samples 1 2 4 6 8 10

Figure 5.2: Human simulations with increasing coverage and number of samples.
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1-3 samples 4-6 samples 7-10 samples

1-10 coverage (⇥104 reads) 1 1 1

10-50 coverage (⇥104 reads) 1 0.035 < 10−16

50-100 coverage (⇥104 reads) 0.040 < 10−16 < 10−16

100-1000 coverage (⇥104 reads) < 10−16 < 10−16 < 10−16

Table 5.1: Statistical testing to assess performances in the Different human simulation set-
ting presented in figure 5.2, for different ranges of coverage and number of samples. Num-
bers correspond to the Benjamini Hochberg adjusted p-values when testing the null hypothesis
that the Fscore obtained with FlipFlop+GroupLasso are lower than the Fscore obtained with
Cufflinks+Cuffmerge (one-sided paired t-test). Note that when testing FlipFlop+GroupLasso
against MiTie, all adjusted p-values are extremely small.

than the merging strategy, with a great improvement when the coverage or the number of

samples increases. The group-lasso also outperforms the Cufflinks/Cuffmerge method for all

numbers of samples when the coverage is larger than 80. When using more than 5 samples the

group-lasso shows greater Fscore as soon as the coverage is bigger than 15. Finally, the group-

lasso outperforms MiTie for all number of samples and all coverages. Of note, the group-lasso

performances are better in the Different setting than in the Equal setting, showing that our

multi-sample method can efficiently deal with diversity among samples. Statistical significance

associated with results of figure 5.2 are given in table 5.1

We also investigate the influence of the read length on the performance of the compared methods

in the Different setting. Figure 5.3 shows the obtained Fscore when using either 2 or 5 samples

with a fixed 100⇥104 coverage, while read length varies from 75bp to 300bp. Because we properly

model long reads in our splicing graph the group-lasso performance greatly increases with the

read length, proportionally much more than other state-of-the-art methods. When using 5

samples and long 300bp reads, the group-lasso reaches a very high Fscore of 90 (compared to 84

for the second best Cufflinks/Cuffmerge method), showing that our method is very well adapted

to RNA-seq design with long reads and several biological replicates.

We finally check that our method generalizes well to paired-end reads. Figure 5.4 provides a

comparison of the tested methods on simulations in the Different setting using both paired or

single-end reads at comparable coverages, both for “low” and “high” coverage cases and different

number of samples. Our group-lasso method achieves the best performances in both the paired

and single-end settings in the high coverage case and also in the low coverage case when using

9 samples. For the Cufflinks/Cuffmerge methods the paired-end setting is systematically a bit

better than the single-end one, while for both our group-lasso approach and MiTie the two

settings are either comparable or better in the single-end case.



Chapter 5 A convex formulation for joint transcript isoform estimation from multiple RNA-seq
samples 81

2 samples 5 samples

70

75

80

85

90

75 100 200 300 75 100 200 300
Read length (bp)

F
s

c
o

re

Cufflinks + Cuffmerge FlipFlop + GroupLasso FlipFlop + Merge MiTie (region−filter40 max−num−trans10)
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Figure 5.4: Simulation using both paired or single-end reads at comparable coverage. The
legend 10/20 or 50/100 represents 104⇥ the number of sequenced fragments in the paired-end
setting versus the single-end setting (the number of sequenced reads is then equal in the two
settings, while the number of sequenced fragments is twice higher is the single-end setting). The
read length is fixed to 150bp and the mean fragment size to 350bp in the paired-end setting.
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Figure 5.5: Fscore results on the Flux Simulator simulations.

5.3.2 Influence of hyper-parameters with realistic simulations

The second set of simulations is performed using a different and more realistic simulator, the Flux

Simulator Griebel et al. (2012), in order to check that our approach performs well regardless the

choice of the simulator. Coverage and single-end read length are respectively fixed to 105 reads

and 150bp, and we run experiments for one up to five samples. We study the influence of hyper-

parameters on the performances of the compared methods, and show that our approach leads to

better results with optimized parameters as well. Hyper-parameters are first tuned on a training

set of 600 transcripts from the positive strand of chromosome 11, which is subsequently left aside

from the evaluation procedure after tuning. We start by jointly optimizing a set of pre-processing

hyperparameters. We then keep the combination that leads to the best training Fscore, and

we jointly optimize a set of prediction hyperparameters. More specifically, we optimize 7 values

of 3 different pre-processing or prediction parameters (hence 73 different combinations in both

cases), except that for MiTie we add 2 values of one pre-processing parameter and 3 values of

a fourth prediction parameter (hence optimizing over 9 ⇥ 72 and 3 ⇥ 73 parameters). A more

detailed description of the optimized parameters is given in tables B.1 and B.2 of appendix B.

Fscore is shown on figure 5.5 for 600 other test transcripts, for both default and tuned settings
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(except that again we set region-filter to 40 and max-num-trans to 10 in MiTie instead of using

all default parameters as it greatly improves its performances, see figure A.2 of appendix A for

a comparison of several versions of MiTie). For all methods and for both default and tuned

settings, performances increase with the number of samples. Except for Cufflinks/Cuffmerge

for the last three sample numbers, all methods improve their results after tuning of their hyper-

parameters. When using default parameter values, the group-lasso shows the largest Fscore for

the first three sample numbers, while Cufflinks/Cuffmerge is slightly better for the very last

sample number. When using tuned parameter values, the group-lasso approach outperforms all

other methods for the first three sample numbers, and is slightly better or equal to the default

version of Cufflinks/Cuffmerge for the last two sample numbers.

5.3.3 Experiments with real data

We use five samples from time course experiments on D. melanogaster embryonic development.

Each sample corresponds to a 2-hour period, from 0 to 10 hours (0-2h, 2-4h, . . . , 8-10h). Data

is available from the modENCODE (Celniker et al., 2009) website. For each given period we

pooled all 75bp single-end technical replicate reads available, ending up with approximately 25

to 45 million mapped reads per sample. A description of the samples is given in table B.3 of

appendix B. Data from the same source were also used in the MiTie paper (Behr et al., 2013).

Because the exact true sets of expressed transcripts is not known, we validated predictions

based on public transcript annotations. We built a comprehensive reference using three dif-

ferent databases available on the UCSC genome browser (Karolchik et al., 2004), namely the

RefSeq (Pruitt et al., 2005), Ensembl (Cunningham et al., 2015) and FlyBase (Marygold et al.,

2013) annotations. More specifically, we took the union of the multi-exon transcripts described

in the three databases, while considering transcripts with the same internal exon/intron struc-

ture but with different length of the first or the last exon as duplicates. Reads were mapped

to the reference transcriptome in order to restrict predictions to known genomic regions, and

we perform independent analysis on the forward and reverse strands. All methods are run with

default parameters.

Figure 5.6 shows the Fscore per sample when FlipFlop, MiTie, and Cufflinks are run inde-

pendently on each sample or when multi-sample strategies are used. Results on the forward

and reverse strands are extremely similar. All methods give better results than their indepen-

dent versions, and the performances of the multi-sample approaches increase with the number
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Figure 5.6: Fscore results on the modENCODE data.

of used samples. Again, the group-lasso strategy of FlipFlop seems more powerful than the

pooling strategy, and gives better Fscore than MiTie and Cufflinks/Cuffmerge in that context.

Running times are given in figure 5.7. Each method was run on a 48 CPU machine at 2.2GHz

with 256GB of RAM using 6 threads (all tools support multi-threading). When using only a

single sample and 6 threads, Cufflinks, FlipFlop and MiTie respectively completed in ⇠ 4.2min,

⇠ 9.5min and ⇠ 26.6min. When using 5 samples and 6 threads, Cufflinks/Cuffmerge, FlipFlop

with group-lasso and MiTie took ⇠ 0.45h, ⇠ 1h and ⇠ 25h.

5.3.4 Illustrative examples

We describe an example as a proof of concept that multi-sample FlipFlop with the group-

lasso approach (5.1) can be much more powerful in some cases than its independent FlipFlop

version, and than the merging strategy of Cufflinks/Cuffmerge. Figure 5.8 shows transcriptome

assemblies of gene CG15717 on the first three modENCODE samples presented in the previous

section, denoted as 0-2h, 2-4h and 4-6h on the figure. For each sample, we display the read

coverage along the gene, the junctions between exons, and the single-sample FlipFlop and

Cufflinks predictions. At the bottom of the figure, we show the 6 RefSeq records as well as the

multi-sample predictions obtained with FlipFlop or with Cuffmerge. A predicted transcript is
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Figure 5.7: Running time on the D.melanogaster RNA-seq data (forward strand). Each
method was run on a 48 CPU machine at 2.2GHz with 256GB of RAM, on either 1 or
6 threads (all tools support multi-threading). MiTie is more than 20 times slower than
FlipFlop+GroupLasso when using 5 samples.

considered as valid if all its exon/intron boundaries match a RefSeq record (3 and 7 denote

validity or not). The estimated abundances in FPKM are given on the right-hand side of each

predicted transcript. Of note, the group-lasso predictions come with estimated abundances

(one specific value per sample), whereas Cufflinks/Cuffmerge only reports the structure of the

transcripts.

For single-sample predictions, FlipFlop and Cufflinks report the same number of transcripts for

each sample (respectively 2, 2 and 3 predictions for samples 0-2h, 2-4h and 4-6h), with the same

number of valid transcripts, except for the first sample where FlipFlop makes 2 good guesses

against 1 for Cufflinks. This difference might be due to the fact that FlipFlop not only tries

to explain the read alignement as Cufflinks does, but also the coverage discrepancies along the

gene.
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Figure 5.8: Transcriptome predictions of gene CG15717 from 3 samples of the modENCODE
data. Samples name are 0-2h, 2-4h and 4-6h. Each sample track contains the read coverage
(light grey) and junction reads (red) as well as FlipFlop predictions (light blue) and Cufflinks
predictions (light green). The bottom of the figure displays the RefSeq records (black) and
the multi-sample predictions of the group-lasso (dark blue) and of Cufflinks/Cuffmerge (dark
green).

For multi-sample predictions, FlipFlop gives much more reliable results, with 4 validated tran-

scripts (among 4 predictions), while Cufflinks/Cuffmerge makes only 1 good guess out of 2

predictions. FlipFlop uses evidences from all samples together to find transcripts with for in-

stance missing junction reads in one of the sample (such as the one with 30, 7 and 20 FPKM)

or lowly expressed transcripts (such as the one with 0, 0.5 and 2 FPKM). Cufflinks/Cuffmerge

explains all read junctions but does not seek to explain the multi-sample coverage, which seems

important in that example.

Importantly, one can note that the results of multi-sample group-lasso FlipFlop are different

from the union of all single-sample FlipFlop predictions (the union coincides here to the results

of FlipFlop on the merged sample—data not shown). This illustrates the fact that designing a

dedicated multi-sample procedure can lead to more statistical power than merging individual

results obtained on each sample independently. We display an additional example in figure A.3

of appendix A.
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5.4 Conclusion

We proposed a multi-sample extension of FlipFlop, which implements a new convex optimization

formulation for RNA isoform identification and quantification jointly across several samples.

Experiments on simulated and real data show that an appropriate method for joint estimation

is more powerful than a naive pooling of reads across samples. We also obtained promising

results compared to MiTie, which tries to solve a combinatorial formulation of the problem.

Accurately estimating isoforms in multiple samples is an important preliminary step to differ-

ential expression studies at the level of isoforms Anders et al. (2012); Trapnell et al. (2013).

Indeed, isoform deconvolution from single samples suffers from high false positive and false neg-

atives rates, making the comparison between different samples even more difficult if isoforms are

estimated from each sample independently. Although the FlipFlop formulation of joint isoform

deconvolution across samples provides a useful solution to define a list of isoforms expressed (or

not) in each sample, variants of FlipFlop specifically dedicated to the problem of finding differ-

entially expressed isoforms may also be possible by changing the objective function optimized

in (5.1).

Finally, as future multi-sample applications such as jointly analyzing large cohorts of cancer

samples or many cells in single-cell RNA-seq are likely to involve hundreds or thousands of

samples, more efficient implementations involving in particular distributed optimization may be

needed.



Chapter 6

A time- and cost-effective clinical

diagnosis tool to quantify abnormal

splicing from targeted single-gene

RNA-seq

Ce chapitre présente une technique d’aide au diagnostic pour interroger les anomalies d’épissage

a partir de données RNA-seq sur gene unique. Notre méthodologie permet de détecter et

quantifier les événements d’épissage et de mesurer leur degré d’anormalité par rapport à des

échantillons normaux. Nous analysons les défauts d’épissage de patients caracterisés par des

altérations germinales de la séquence génomique du gène suppresseur de tumeurs BRCA1. Nos

résultats sont validés par séquencage Sanger et corroborent ceux d’études à plus grandes échelles

realisées par des consortium internationaux avec des techniques différentes.

In this chapter, we present a procedure to query splicing abnormalities from targeted single-

gene RNA-seq in a clinical diagnosis setting. We develop a methodology to detect and quantify

splicing events from targeted data and measure how abnormal these events might be in patient

samples compared to wild-type situations. We also extend `1-penalized regression techniques

initially developed to infer alternative transcripts from bulk RNA-seq data to this new setting.

We analyse with our method the splicing landscape of the BRCA1 gene on a set of both control

samples and patients with germline alterations of their genomic sequence. We corroborate our

quantification of splicing events on control data with recent large-scale studies that used different

techniques. We validate our findings of abnormal events detecting from patient samples with

Sanger sequencing. We also analyse a cell line with BRCA1 mutations recently studied by an

international consortium and accurately quantify a complex splicing pattern of overlapping exon

skippings.

88
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6.1 Background

We describe below some challenges in molecular diagnosis associated with alternative splicing

and introduce a targeted single-gene RNA-seq procedure based on amplicon sequencing.

6.1.1 Molecular diagnosis context

One of the key issues raised in molecular diagnosis is the correct interpretation of the biological

consequences of so-called variants of unknown significance (VUS). VUSs correspond to modifi-

cations of the genomic sequence that can potentially affect normal pre-mRNA splicing. Indeed,

the accuracy of pre-mRNA splicing is determined by the recognition of highly conserved consen-

sus sequences, i.e., the intronic dinucleotides at splice donor and acceptor sites and the intronic

branch site, but more loosely defined motifs within exons or introns participate to enhancing

or silencing splicing (Hastings and Krainer, 2001; Cartegni et al., 2002), see section 2.1.3 and

figure 2.4. As a result, VUS can alter normal splicing and be deleterious via the disruption or

creation of consensus sequences or alteration of splicing regulatory motifs (Spurdle et al., 2008).

Many human disease genes harbour mutations that affect pre-mRNA splicing, in particular

in cancers (Krawczak et al., 1992; Wang and Cooper, 2007), As an example, one-half of the

variations observed in BRCA genes are VUSs (Hofstra et al., 2008). Assessing the putative

impact of VUSs on splicing is therefore a central issue in order to determine their pathogenicity,

and one of the routine challenges faced by molecular geneticists in their day-to-day practice.

6.1.2 Targeted single-gene RNA-seq

Until recently, performing routine RNA screening for each VUS in order to detect a putative

splicing anomaly was unrealistic in a diagnosis setting. A compromise was to be found between

a time- and cost-effective RNA analysis and the risk of missing a deleterious mutation. To

facilitate decision-making and genetic counseling, in silico splice tools that predict the impact

of VUSs based on the sole DNA sequence can be used to restrict transcript analyses to the most

appropriate cases (Houdayer et al., 2008, 2012). However, these tools provide the user with

splice site score prediction, but no quantitative information on the amplitude of the splicing

defects (Houdayer, 2011; Jian et al., 2014). Hence, analysis of RNA samples from the patient

remains the most straightforward and reliable method to describe splicing defects.
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Targeted RNA-seq strategies (Levin et al., 2009; Mamanova et al., 2010; Zhang et al., 2014)

offer the opportunity to develop simple and robust methods providing qualitative as well as

quantitative information on VUS impact at the RNA level. Such strategies, by combining the

capture of a relevant subset of a transcriptome and high-throughput sequencing, provide efficient

and cost-effective means to study the splicing landscape of regions of interest in great details.

Here we investigate such an approach, where we first amplify the transcripts of interest with

(possibly several) long-range PCR, before sequencing the obtained fragments, called amplicons,

with high-depth RNA-seq. We present new statistical models and algorithms to quantify splicing

events from amplicon sequencing data, and measure how abnormal these events might be in

patient data compared to wild-type situations. Our approach includes a data normalization

procedure (sections 6.2.3 and 6.4.3), an accurate quantification of both splicing or retention

events (and more generally of any splice or acceptor donor shift as well), see sections 6.2.4

and 6.2.5, and a full-length transcript prediction step (sections 6.2.6 and 6.4.4). We apply our

pipeline to a case study on the BRCA1 gene, and present promising results that we corroborate

with both experimental validation and litterature comparison.

The rest of the chapter is organized as follows. Section 6.2 gives a broad overview of our

procedure to query splicing abnormalities from amplicon targeted RNA-seq data and shows

various results on BRCA1 amplicon data, such as the effect of data normalization on the desired

signal, the quantification of splicing events on a set of control samples and patient samples and

the prediction of complex overlapping splicing events. Section 6.3 summarizes the results and

discusses futur work. Section 6.4 details the experimental protocol as well as the statistical

analysis of the data and the algorithms implemented to infer the levels of alternative splicing

events and estimate the proportions of the full-length transcripts.

6.2 Results and discussion

6.2.1 A pipeline to query splicing abnormalities

We developed a methodology combining targeted single-gene RNA-seq and an associated bioin-

formatics pipeline to query splicing abnormalities in a clinical context. The method uses ampli-

con high-throughput sequencing of RNA extracted from lymphoblastoid cell lines derived from

from patients’ blood samples in order to detect and quantify splicing events. The bioinformatics
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exon7exon113' UTR exon 12 exon 6 5'UTR

amplicon 3

amplicon 2

amplicon 1

Figure 6.1: BRCA1 amplicon design. The gene structure is displayed at the top of the
figure with dark-blue boxes representing exons and thin lines representing introns. Overlapping
amplicon regions are shown underneath, and the name of the regions (UTR and coding exons)
containing the amplicon primers are written. More specifically primers located in coding exons
are defined by the following positions: exon 6 (120-140), exon 7 (56-76), exon 11(8-28), exon 12
(135-155); where numbers into brackets denote the implicated base pairs of the corresponding
exon, number 1 being the very 5’ end of the exon.

pipeline include data processing and normalization, as well as estimation of splicing events and

quantification of discrepancies between patient data and wild-type distributions. The method

is described in more details in the section 6.4.4, and the bioinformatics pipeline will be shortly

delivered as an open-access tool.

6.2.2 BRCA1 pilot study

To validate our pipeline, we test it on a study of splicing anomalies of the breast cancer suscep-

tibility gene BRCA1, a tumor suppressor gene involved in DNA repair pathways and cell cycle

regulation (Roy et al., 2012). BRCA1 is characterized by a complex alternative splicing land-

scape (Colombo et al., 2014; Romero et al., 2015) together with an often non-trivial diagnostic

interpretation of its genomic alteration potentially disturbing physiological splicing.

Amplicon design

BRCA1 is composed of 23 exons, among which 22 are coding exons, on the long arm of chro-

mosome 17. We use throughout the chapter the RefSeq notation (Pruitt et al., 2005) to name

the different exons, more specifically the annotated NM 007294 RefSeq transcript. It is char-

acterized by a very long exon 10 of 3426bp, while the lengths of all other coding exons range

from 42bp to 312bp. Since it is well documented (and we also observe, see section 6.2.4) that a

large part of the 3’ end of exon 10 is physiologically spliced, we separate it into two parts: exon

10a that contains the first 117bp and exon 10b that contains the following 3309bp.

Because of the length of exon 10, full-length PCR amplification with primers located in both

UTRs is impossible. Instead, we perform several amplifications by building an overlapping
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Run Controls Patients VUS

run 1 4 controls 8 patients 4 misssense mutations
3 intronic mutations
1 codon deletion

run 2 3 controls 10 patients all intronic mutations

Table 6.1: Summary of samples analyzed in the BRCA1 pilot study.

amplicon design, with all primers located in different exons. We use 3 amplicons, with primers

situated in the 5’ UTR and exon 7 (first pair), in exons 6 and 12 (second pair) and in exon

11 and 3’ UTR (third pair), as illustrated in figure 6.1. Moreover we locate the primers in

constitutive parts of the exons, i.e., not physiologically spliced, so that we maximize the splicing

landscape captured with our design (see figure 6.13 for an illustrative example of the constraints

on the splicing landscape under study generated by a given design). Such a design allows us to

potentially reveal the splicing of any single exon.

Patient selection

We analyze a cohort of 18 patients with breast cancer family history based on the presence

of VUS on their BRCA1 genomic sequence, as summarized in table 6.1. Patients gave their

informed consent for genetic testing. DNA was sequenced by Sanger sequencing to detect VUS,

both intronic and exonic, and RNA was extracted from lymphoblastoid cell lines and treated

with and without puromycin before amplicon sequencing. Puromycin is a translational in-

hibitor that prevents the non-sense-mediated-decay (NMD) pathway, a process that naturally

degrades aberrant truncated transcripts with premature stop-codon (Popp and Maquat, 2013;

Lykke-Andersen and Jensen, 2015). NMD inhibition is therefore crucial to reveal the expres-

sion of abnormal transcripts from mutated alleles, which further permits the assessment of the

pathogenicity of the underlying VUS. RNA was sequenced in two runs, and control samples

were added in each run.

6.2.3 Data normalization

For each control and patient we map the short sequenced fragments (the reads) to the reference

BRCA1 gene. Mapped reads give quantitative information on the relative abundances of the

different regions of the gene (exons or introns, or more generally sub-parts of exons or introns),

as well as crucial information about observed junctions between these regions.
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In absence of technical and biological artefacts, the abundance of a given nucleotidic base should

be roughly proportional to the number of reads that it generates, i.e., the number of reads that

start at its specific genomic location (what we call the 5’ read count). Figure 6.2 shows an

example of such raw counting data on a control sample, at the nucleotidic base level, on the

set of annotated exons in each amplicon. One can observe that physiologically spliced exon

10b is clearly associated with lower 5’ read counts than other exons. But while the counting

data does contain splicing signal, it also shows exon- and amplicon-specific artefacts: there are

discrepancies in the 5’ coverage between exons that are not due to splicing. The first amplicon

is for instance associated with an artefactual decreasing trend, the second amplicon shows some

large outliers in exon 12 and the third amplicon is characterized by a wavy shape. This different

experimental biases highlight the need to normalize the raw data to accurately quantify splicing

events.

Artefacts are reproducible across controls

Quantifying reproducibility across controls is essential in order to assess the potential of a

method to reveal abnormal events, when abnormality is judged in comparison to the wild-type

cases. If data across controls are not reproducible, there is no hope to be able to highlight

events that deviate from the wild type situations.

To assess reproducibility of artefacts we focus on the 7 control samples from two different runs

(see table 6.1), all analyzed in puromycin- and puromycin+ conditions. Given an amplicon and

a control sample, we compute a coverage vector based on the cumulative coverage on each base

of all exons covered by the amplicon. The Spearman correlation between all pairs of coverage

vectors is shown on figure 6.3. Although a hierarchical clustering of the coverage control data

reveals a run batch effect (data not shown), the correlation values are very high, both intra- and

inter-run: the minimum values for amplicons 1, 2 and 3 are (0.91, 0.78 and 0.59) for intra-run

controls and (0.93, 0.66 and 0.49) for inter-run controls. This indicates that using controls both

to normalize data or highlight deviations from wild-type situations is a reasonable assumption.

Of note, all correlation values are higher when using Pearson correlation instead of Spearman

correlation. Note also that control samples do not cluster according to the presence or not of

puromycin, and therefore we group controls from the two conditions when normalizing data (see

below).



Chapter 6 A time- and cost-effective clinical diagnosis tool to quantify abnormal splicing from
targeted single-gene RNA-seq 94

exon23 exon22 exon21 exon20 exon19 exon18 exon17 exon16 exon15 exon14 exon13 exon12 exon11 exon10b exon10a exon9 exon7 exon6 exon5 exon4 exon3 exon2

●●●

●●

●
●

●
●

●

●●
●
●

●

●

●
●●●●

●
●●●
●

●●

●

●
●

●

●●

●

●

●
●
●●

●
●

●●
●

●

●

●

●●●●
●

●

●

●

●
●●
●●●
●●
●
●

●

●

●
●●●●
●

●

●

●

●●

●●

●

●●
●
●

●

●
●

●
●●●
●

●
●
●
●

●

●●●

●
●
●●●
●

●

●
●
●

●

●
●

●
●

●●

●●●

●

●

●
●

●●●
●●

●

●
●
●

●

●

●●

●
●●

●

●
●●
●

●

●

●●
●●

●

●●

●●
●

●

●

●

●●
●

●

●
●

●●

●

●
●
●

●
●
●
●
●

●●

●
●
●
●●
●
●

●

●●

●

●●
●●

●

●

●
●●

●●●
●

●
●●●
●●●

●

●
●
●

●

●

●●●●
●
●
●●

●●●
●●

●

●
●●

●

●●

●

●●

●

●●

●
●
●

●
●
●●

●

●●

●●

●
●●
●

●
●

●

●

●
●●●●

●
●
●

●
●●

●●●

●

●

●

●

●

●
●●

●

●

●
●
●

●●

●●

●

●
●

●●

●

●

●

●

●
●
●

●

●
●
●
●●

●

●●

●

●

●●

●
●
●
●
●●
●

●

●

●

●
●

●

●●
●
●
●

●

●
●

●

●

●
●

●

●
●
●
●●
●

●

●

●

●

●

●
●
●
●

●

●

●
●

●●
●

●

●

●
●

●
●
●●
●
●●●

●

●●●●●●
●●
●●●
●●
●
●
●●
●

●●
●
●

●

●●

●
●●●

●
●
●
●
●
●
●

●
●●●

●●

●

●

●

●

●

●

●
●

●
●
●

●

●●
●●
●
●
●
●●●

●●

●

●
●
●●●

●
●●●

●

●
●
●

●

●●

●

●●●
●

●

●

●

●

●●
●●
●
●

●

●

●
●●

●●

●●

●●

●

●
●●
●

●

●

●
●
●

●

●

●

●

●
●●●●
●

●●

●

●

●
●
●
●

●

●●

●
●
●
●

●●

●

●
●●

●

●●

●

●

●

●●

●
●

●
●
●

●
●

●

●
●

●

●●

●

●

●

●

●

●

●●

●

●
●
●●
●
●

●

●

●●
●●
●

●

●

●

●
●●

●

●

●
●

●

●
●

●

●●

●

●●
●

●
●

●

●

●

●●

●
●

●
●

●

●

●

●

●

●

●●

●

●●●
●

●

●

●

●

●

●●●
●●
●
●

●
●●
●
●
●
●

●●
●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●●
●

●
●●

●●

●

●

●
●

●●
●

●

●

●
●
●

●●

●

●●

●
●

●

●

●

●
●

●

●●

●●

●

●●

●

●

●
●

●●
●
●

●

●

●

●
●●
●

●
●

●

●

●
●●

●

●

●●

●

●
●
●

●
●
●

●
●

●

●

●●
●●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●●

●

●●

●

●●

●

●
●

●●

●

●
●

●
●

●

●

●●

●

●

●●●

●

●
●

●

●●
●
●

●●
●●●

●

●

●●
●
●
●

●

●
●●
●
●●
●

●

●
●

●

●

●
●
●
●●●●
●●●●●
●
●●
●
●●

●

●
●
●
●
●
●

●

●

●●

●

●

●

●

●
●
●●●

●

●

●

●

●

●●
●

●

●

●

●
●●

●
●
●

●

●

●
●

●●●●

●

●

●

●

●

●●●

●●

●

●
●
●

●

●

●

●
●

●●●

●

●●●●

●

●

●

●●●

●

●

●●●●
●●●●

●

●●
●

●

●
●
●
●
●

●●
●●

●
●

●

●●
●
●●

●●
●
●●
●

●●

●

●

●
●
●
●●
●

●

●●

●
●
●●●●
●●

●

●●
●

●
●
●
●

●

●

●

●

●
●
●

●
●

●
●
●●

●

●●
●

●●
●

●

●
●

●

●

●

●

●●

●
●

●
●

●

●

●

●●●

●

●

●●

●●

●

●

●●

●

●●

●●●
●
●
●

●

●

●

●
●

●●
●

●
●
●●
●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●
●

●●

●

●

●
●

●

●

●
●

●

●

●

●

●

●●●●●
●●●
●
●
●●

●

●
●

●

●●

●●

●

●
●

●●

●
●●●

●
●

●

●
●

●
●
●
●●●

●

●●

●

●

●

●

●

●

●●●
●●●●

●
●

●

●●●

●

●●

●●
●

●

●

●●

●
●
●

●

●●●

●●●●●

●●
●

●

●
●
●

●

●

●●●

●
●

●

●●

●●

●

●●
●
●

●
●

●●●●

●

●
●●
●

●
●●

●●
●●●

●

●

●

●
●
●
●●
●

●

●

●●

●●●

●

●

●
●●

●

●

●

●●
●
●
●

●●
●●

●

●
●
●●

●

●

●●●

●

●

●●
●
●
●
●

●●●●
●
●●
●●

●●

●●●
●

●

●
●

●●

●●
●

●

●

●
●

●

●
●

●
●

●
●●
●●●
●

●

●

●

●
●

●

●
●

●
●

●

●

●●
●
●●●

●●
●

●●

●●

●

●
●

●●

●●●
●
●●●

●
●

●●

●

●●
●●

●

●●●

●

●
●

●

●

●
●
●

●

●
●
●
●
●

●

●

●

●●

●

●

●

●

●●●
●

●
●●
●●

●
●

●●

●
●

●

●
●

●●

●●

●

●
●
●

●

●
●

●
●
●

●
●

●●
●

●

●

●

●

●

●

●●

●

●

●

●●
●●●

●●

●●
●

●

●

●

●
●●●
●●

●

●

●●

●

●
●
●
●

●●●

●

●

●●

●

●●
●●
●
●

●

●

●●
●●
●●●

●

●

●

●

●
●

●

●●
●●●

●
●●●
●

●

●●
●

●

●

●
●●

●

●●

●

●

●

●

●●●
●
●
●
●

●

●
●
●●
●
●

●

●

●

●

●●

●

●

●

●
●

●
●

●

●

●
●
●

●

●●

●●

●●
●●●

●

●●
●●●
●●

●

●
●

●●

●
●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●
●●

●

●

●

●●
●

●
●

●
●

●●
●
●

●

●

●

●

●●
●

●

●●
●●

●

●

●

●
●

●

●

●

●
●

●●

●

●●●●●
●

●

●●
●
●
●
●
●●●●●

●

●●
●

●

●

●
●●●
●

●●

●
●●

●

●
●●

●

●

●●●
●●●
●
●●

●
●●●
●
●

●

●

●

●
●
●
●

●
●
●

●●
●

●
●●●●
●●
●●●●
●
●●
●●●
●
●●●

●

●

●

●

●●●

●

●

●

●●●
●

●
●
●●●
●
●
●

●

●

●

●

●●●●

●
●●●
●

●●

●

●●

●●

●
●

●
●

●

●

●

●
●
●●●●●●
●●

●
●
●●
●
●●●
●

●

●●

●
●●
●●

●

●
●●
●
●
●
●●
●●●●●●

●

●

●●

●

●
●●
●

●
●

●
●●●●
●
●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●
●

●

●

●

●
●●

●
●●
●

●
●

●

●●

●●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●
●
●
●

●

●●●
●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●●

●
●

●

●

●
●●
●

●
●

●●
●●

●●

●

●●

●

●

●

●

●

●
●

●

●

●
●
●

●
●●

●

●
●

●

●●
●●
●

●

●●

●

●

●
●

●

●
●

●

●
●

●●

●●●

●

●

●
●

●

●

●

●

●

●●
●
●

●
●
●

●●
●

●●
●
●

●

●

●
●

●●

●

●

●
●●

●

●

●

●

●

●

●

●
●
●●

●

●
●
●

●

●

●●

●

●●
●

●

●

●

●
●

●
●

●

●
●

●

●

●
●

●

●
●

●

●●

●

●

●
●
●
●

●

●

●●

●

●●●
●

●

●
●●
●

●

●

●
●
●

●
●

●
●
●

●

●●●●●
●
●●●●●
●
●
●●●
●●
●
●●

●

●
●

●

●
●●
●●●●●●
●
●●
●
●●●●

●●
●●●●
●●
●
●
●●●●●
●●●●●●●●●●●●●
●●●
●●
●●
●●
●●

●

●●
●
●●●●●
●
●●●●
●●●●
●●
●●●
●●●●●
●

●●
●
●
●
●
●●●●
●●●

●

●●●
●●
●

●
●
●
●
●
●●●
●
●●●
●●
●

●
●
●●
●
●●●
●●●●●●
●●
●●●
●●
●
●●
●
●
●●

●●

●
●
●
●●●●●
●
●●●

●
●●●
●●
●●●
●●
●●●●●●●●
●●
●●

●

●●
●
●●●
●
●
●
●●
●●
●

●

●
●●

●●
●●●●
●●●

●●●
●
●●●
●
●●●●●
●●

●
●●
●●●●
●
●●●●●
●●●●●●●●
●
●
●
●
●
●●●●●●●●●●●
●●
●●●
●●
●●
●●●●
●●●●●●
●
●
●
●
●
●
●
●●
●
●●●●
●●
●

●●
●
●●●●
●●●●●●●●●●
●●●●
●●●●●
●●●●●●
●

●
●
●●●
●●
●●●
●●●●●
●●●●●
●●●●●
●●●●●
●
●
●●
●

●
●●●
●
●●
●●●●●●●●
●●
●
●
●
●●
●

●
●
●
●●
●●
●
●●●
●●●●●
●●●
●●●●●●●●●●
●●●●
●
●
●●●

●
●
●●●●
●●●●
●
●
●
●●

●●
●
●●●●●
●
●●●●●●●●●

●●
●

●
●

●
●●●●●●
●
●●●
●
●●
●
●●
●●●●
●
●
●●
●
●●
●●●●●●●●●●
●
●●●●●●●●●●●●●
●
●●●●
●●●●●
●
●

●
●
●●●●●●●●●●●●●
●●●●●●●●●
●
●●●●●●●●●
●
●●●●●●●●
●
●●
●●
●●●●
●●●●●
●●●●●●●
●●
●
●
●●●●●●●●●
●
●●●●●●●
●
●●●●●●●●●●●
●●●
●
●●●

●

●
●●
●●●●●●●
●
●●
●●●●●
●●●●●●●
●●●●●●●●●●●●●●●
●●●
●●●
●
●
●●
●●
●●
●●●●●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●●●
●●●●
●
●●●●●●●●●●●●
●
●
●●●●●
●
●●●●
●
●●
●
●
●●●●●●●
●●●●●
●
●
●
●●●●●●●●
●
●●●●●
●
●●●●●●
●
●
●
●
●
●●●●●
●●●
●●●●●●●●●●●●●●●●●●●
●●●●●●●●●
●
●●●●
●●●●
●●●●
●●●●●●●●●●●●
●●
●●

●
●
●●●
●●●
●

●

●
●●●●●●
●

●
●●●●●
●
●
●●
●●
●
●●●●●●●●
●
●
●●●●●●
●
●

●●●
●●●
●●●●
●
●●●●
●●●●●●
●
●●●●●
●●●
●●
●
●●●
●
●●
●●●●●●●●●●●
●
●●
●
●
●
●
●●●●●●●●●●●
●
●
●
●●●●●●●●●
●●
●●●
●
●●
●●●●●●●●
●●●●●
●●
●●
●
●●●●
●
●●●
●
●●●●●
●
●●
●●●●●
●●●●●●
●
●●●●●
●
●●
●●●
●●●
●●●
●●
●
●
●●
●●●●
●●●●
●
●●
●●
●
●
●●●
●

●●
●
●●●●●●●●
●
●
●●●●●●●
●●●●●●

●

●
●
●●●●●●
●●●
●
●●●●●
●●●●
●●
●
●●●
●●●●●●●●●●●
●●
●

●●
●●
●●●
●
●●●●
●●
●

●●●

●●●
●●●●●
●●●●
●●●●●●
●●●●●●●●●●●●
●●●●●●
●●●●●
●

●
●●●●●●●
●●
●●
●●
●●
●
●

●●●●●●●●●
●
●●●●

●

●●●●●●●●
●
●●●
●
●●
●
●●●
●
●
●●
●
●●●
●
●●●
●

●●
●●●●
●●●●●●●●●●●
●
●●●●●●●●
●
●●●●●●●●●●●
●●●●●●●●●●●
●●●●
●
●●●●●
●●
●●●●
●
●●●●●●●
●●●●●
●●●●●●
●
●●●●
●

●
●●
●
●●●
●
●
●
●●●●●

●
●●
●●●●
●●●
●
●●●●
●
●●●●●●●●●●●●●●
●●●
●

●
●●●
●●●●
●
●●●
●●●●
●●
●●●
●●
●●
●●
●●●●
●●●●●●●●●●
●●●●●●●
●●
●
●●●●●●
●
●
●●
●
●●●●

●
●●●
●●●
●●
●
●
●
●
●
●●●●●●
●
●●
●●●●●●
●●
●●●
●●●●●●●
●
●
●●
●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●
●●●
●●●●●●●●
●
●●●●●
●
●
●●
●
●
●●●●●●●●●●●●●●●●●
●●
●●●
●
●●●●
●●●●●●●●●●●

●
●●●●●
●
●●●●●
●●●
●●
●
●
●●●
●
●●●●●
●●●●●●●●
●
●
●●●
●
●
●
●
●
●●●●●
●
●●
●

●
●●●●
●
●●●
●
●

●

●●●●
●●●

●
●

●●

●
●
●
●●●●●●●●
●
●●
●●●
●●
●●●
●●●
●
●●
●●●
●
●●●●●●●●
●●●●●●
●
●●●●
●●
●
●
●●●
●●●●●●●●●●
●●●
●●

●

●

●●●●●●
●
●●●
●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●●
●●●●
●●●●●●●●
●
●●●●●●●●
●
●●●
●●

●
●
●●
●●
●●●●●●
●
●
●
●●●●●
●●●
●
●●●
●●●●●●●
●

●
●●
●●
●●●●
●●●●
●●
●
●
●
●●●●●
●
●

●

●●●●●●●●●●
●
●●●
●●●●●●●
●●●●
●
●●●●●●●●●●●●●
●●●
●
●

●

●
●
●
●●
●●●●●
●●
●
●
●●●
●
●
●●●●
●●●
●●●●●
●
●●●●●●
●
●
●●●●●●●●●
●●●●●
●
●
●
●
●

●●●●●
●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●●●●
●●●
●●●●●●●
●
●●●
●
●●●●
●
●●
●●●●●●●●●●●●●●
●
●●●●●●●●●●●●
●●●●●●
●
●●●●●●●●●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●
●
●●●
●
●
●
●
●●
●●●
●
●●●
●
●●●
●
●●●●●●
●
●●●●●●●●
●●●●●●●
●
●●●●●●
●
●●●●●●
●
●●●●●●●●●●●●●●●
●●●●
●
●●●●●
●
●
●●●●●●●●
●
●●●●
●
●●●
●
●●●●●●●●●
●
●
●
●
●●●
●
●●●●●●
●
●●
●●●
●●
●●
●●
●●●
●
●●●●●
●
●
●
●
●
●●●●

●●

●●
●
●●
●●
●
●
●
●●●●●●●
●●●●●●
●●●
●●●●●●
●●●●●
●
●●●
●●
●●●●
●
●●
●●●●●●●

●
●●●●●●●●●●●●●
●●●●●●●
●●●●●
●●
●●

●●●●
●●●●
●
●●●●●●●●
●●

●●●●●●●●
●●
●●
●
●●
●
●●
●
●●●●●●●●
●
●
●
●●
●●●
●●●●●
●●●●●●●●
●●●●●●●●●
●
●
●●
●●
●●●●
●
●●●●●●●

●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●●●●●●●
●
●●●●●●●
●●●●●●●
●●
●●
●●
●
●

●●●●
●●●●
●
●●●
●
●●
●
●
●●
●
●
●
●●●●
●
●●●
●●
●●●●●●
●
●
●
●●
●●●

●
●
●
●●●
●●●
●●
●●●●
●●
●
●

●
●
●
●
●

●
●●●
●
●
●
●●●●●
●●●●●●●●●●
●●●●●●
●●●●
●
●
●●
●●●
●●●
●●●●●●●●●●

●
●●●
●●
●●●●●
●

●●
●●●●●●●●
●●

●
●●●●●
●●●●●●●●

●
●
●●●●
●
●●●●●
●●●●
●●●
●●
●
●●●●●●●●●●
●

●●●

●

●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●●●●
●●●●●●●●
●
●●●
●●●●

●

●●●●●●●
●
●●
●
●

●
●●●●●
●
●

●
●
●
●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●
●
●
●●●
●●
●
●●●●●●●
●●
●●●●●●
●●
●●●●●●●●●●●●●●

●
●
●●●●
●●●●
●
●

●●●●●
●
●
●
●
●
●

●

●●●
●●●●●●●●●●●●●
●●●●
●●
●●
●●●●●●
●
●●●●●●●●
●●
●●●●●●●
●●
●

●●
●
●●●●
●●●●●●●●

●

●●●●●
●
●●●●●●●●●●●●●●●●
●
●●●●●●
●●●●●●●●●●

●

●●●
●●
●
●●●●
●●●●●
●
●●●●●
●●●
●
●●●●●●●
●●
●●
●
●●●
●●

●●●

●
●
●●●●

●

●
●
●●●
●●●●●●●●
●
●●
●●
●●●●●
●●●●●
●●
●●●●●
●●●
●

●●
●●●●●●●●●●●●●●●●●
●●
●
●●●

●

●

●●

●
●

●●

●●
●
●
●

●

●
●●

●

●

●

●

●●●
●

●

●

●●

●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●●●
●●
●

●

●

●

●

●●

●

●
●
●

●●

●
●

●

●●

●

●
●
●

●

●

●
●
●

●
●●●●●
●

●●●
●

●

●

●

●

●

●

●

●

●

●●
●
●●

●
●

●

●

●

●

●
●

●
●
●

●

●

●

●

●

●
●●
●
●

●●

●
●

●●

●

●

●

●

●

●●

●

●●●

●●

●●

●
●

●

●

●●

●
●
●

●

●

●
●

●

●
●

●
●

●

●

●

●●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●●●●●

●

●
●
●

●

●

●

●
●
●

●
●

●

●
●

●●

●

●
●●

●
●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●
●

●

●●

●
●

●
●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●●
●

●

●
●

●

●

●●

●

●

●
●●

●●●

●●
●●
●●

●

●●

●

●

●

●
●●●
●●
●

●
●

●
●●●
●

●●
●

●

●

●●●
●

●

●
●
●

●●

●

●
●

●

●●

●

●

●●

●

●●●

●

●
●
●

●

●●●
●

●

●●
●
●●

●
●

●
●

●

●
●

●

●

●

●
●

●

●●
●●●●
●
●

●●●

●

●

●
●
●●

●

●●

●●

●

●
●●

●

●

●

●
●

●
●●●

●●
●
●
●
●●

●
●
●

●
●

●
●
●

●

●

●

●

●
●

●

●●●●
●
●
●●●

●

●
●

●
●●

●●●
●
●

●

●

●

●

●

●
●●

●
●●

●

●

●

●●

●

●

●●●●
●●
●●

●

●
●●●●

●
●
●

●●●●

●●●●●●
●

●
●

●

●
●
●
●●
●●

●●
●

●

●

●●

●●●
●

●

●●●

●●●

●
●

●

●
●

●

●

●

●
●●
●●
●

●●●●

●

●

●
●
●

●

●●
●

●●
●
●●

●
●

●

●

●

●
●

●
●●

●
●
●
●

●

●
●

●
●
●
●

●

●

●
●●

●

●
●●●
●

●●
●
●●
●

●

●
●
●

●
●●
●●
●●

●
●

●
●
●

●
●●
●

●

●
●
●●

●●

●
●●
●

●

●●●

●

●
●
●●●
●
●●
●●

●

●
●
●●
●
●
●●●●

0

25

50

75

100

5
' 
re

a
d

 c
o

u
n

t

● ● ●amp3 amp2 amp1

Figure 6.2: 5’ read count on the set of BRCA1 exons for each amplicon. Each dot represents
the number of reads that start at a specific genomic position. The x-axis is scaled within each
exon so that all exons are represented with the same width. As BRCA1 is located on the reverse
DNA strand, we draw the last exon (exon 23) on the leftmost part of the figure. Note that exon
1 is not drawn: given that the part of the exon overlapping with amplicon 1 is shorter than the
read length (200bp) no read initiate in that exon. For the same reason exon 8 is not drawn.

Normalization

Raw data shown in figure 6.2 reveal that coverage is not uniform along a given amplicon,

partly because of experimental biases. Indeed, physiologically spliced exons cannot explain here

all observed coverage discrepancies (for instance, while exons 19 and 22 are not spliced – no

junction reads are observed – exon 22 is characterized with a 5’ read count of ⇠ 17 in average

whereas the average 5’ coverage is ⇠ 10 on exon 19). High correlations among controls show

that experimental artefacts are reproducible across experiments, and allow us to elaborate a

procedure to attenuate their amplitude.

Hence we build a normalization methodology to alleviate the non-uniformity of coverage along

amplicons on each patient data, using corrections calculated on the controls (see Methods section

6.4.4). In short, scaling factors are estimated on each genomic region on the controls using the

ratio of region specific values calculated from a smoothly fitted coverage curve, i.e., a loess

local regression (Cleveland and Devlin, 1988). As explained in section 6.4.3, using a smooth fit

leverages the hypothesis that scaling factors might be continuous along regions, and the fact

that physiologically spliced regions should not be intensively scaled.

Figure 6.4 shows the distribution of scaling factors estimated from the controls from the first

run. Scaling factors are conserved across controls: regions that are not scaled (associated with

a scaling factor of 1 on figure 6.4) are systematically the same across controls (exon 22 on
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Figure 6.3: Distribution of Spearman correlation across the set of controls on each amplicon
and for both intra- and inter-runs. Correlations are computed between all pairs of control
cumulative coverage vectors. Mean values for amplicon 1, 2 and 3 are equal to (0.98, 0.91, 0.85)
for intra-run controls and to (0.98, 0.89, 0.82) for inter-run controls, while minimum values are
(0.91, 0.78, 0.59) for intra-run controls and (0.93, 0.66, 0.49) for inter-run controls.
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Figure 6.4: Scaling factors calculated on a set of 4 controls all analyzed in 2 conditions (with
and without puromycin) from the same run. Boxplots show the distribution of the scaling
factors across the 8 samples on each exon overlapping a given amplicon.

amplicon 3, exon 12 on amplicon 2 and exon 7 on amplicon 1), while the maximum discrepancy

is attained on exon 11 from amplicon 2 with values ranging from 1.59 to 2.64. The narrowness

of the boxplots formally demonstrates that coverage trends are conserved across the set of

controls. Note that the distribution of scaling factors is very similar with the second run (data

not shown). Figure 6.5 illustrates the effect of the normalization procedure on a given control

on all amplicons. While raw data are subject to artifical waves and trends, normalized data are

flattened. Figure 6.6 also shows the effect of data normalization, but on a patient sample with

an abnormal splicing. Normalized data clearly highlight here the splicing defect signal.
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Figure 6.5: Effect of data normalization on a control sample. Each bar represents the average
of the 5’ read count on each exon overlapping an amplicon. Left panel corresponds to the raw
counting data, as presented in figure 6.2, while the data on the right panel have been scaled
with factors calculated using all controls as explained in section 6.4.3.
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Figure 6.6: Effect of data normalization on a patient sample. Data are shown on amplicon
3 only. Exon 21 which is abnormally spliced on that patient is highlighted with a thick black
contour. The raw data showed on the left panel indicate a low abundance of exon 21 (⇠ 17
mean 5’ read count) compared to the one of its neighbour exons (⇠ 43 and ⇠ 31 for exons 22
and 20), but comparable to the one of exon 12 for instance (⇠ 21 mean 5’ read count). When
data are normalized with factors calculated on the controls (right panel), exon 21 is almost not
scaled (⇠ 18 normalized coverage), while exon 12 is more intensively scaled (⇠ 49 normalized
coverage).
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6.2.4 Quantifying splicing events on controls

We use the normalized data on each amplicon to report quantitative information about splicing

or retention of (possibly part) of exons or introns. The percentage of splicing (resp. retention) of

each exon (resp. intron), defined as the proportion of transcripts that do exclude (resp. include)

the associated exon (resp.intron), can be calculated for a given amplicon. The estimation of

the percentages, explained in more detailed in section 6.4.4, relies on the number of reads that

map to both exons or junctions between exons. We denote in the later an event as either

a splicing or a retention, and we use the generic region term to designate a part of exon or

intron. Note that the reported event values for a given amplicon correspond to the percentage

of splicing/retention of regions among all transcripts that are captured by the amplicon, i.e.,

that contain the amplicon primer pair.

Figure 6.7 shows the events found in the controls, where we keep an event if it is seen with an

amplitude of at least 3% in one of the controls. All these wild-type events correspond to splicing

of exons or sub-part of exons. The strength of using high-throughput sequencing technologies

appears here as we describe events at the base pair level, with for instance wild-type splicing of

3 base pairs in exon 7 or exon 13 and 6 base pairs in exon 1 (these formally correspond to splice

donor or acceptor shifts), and are able to quantify any possible event. The amplitudes of events

are conserved across controls, showing that deviations of amplitudes from control distributions

could be considered as abnormal events and may deserve a deeper look by molecular geneticists.

Of note, the results in Colombo et al. (2014) that performed a large scale systematic analysis

of naturally occurring BRCA1 splicing events from blood-related RNA sources corroborate our

findings. Using semi-quantitative capillary electrophoresis analysis of RT-PCR products, they

also describe a predominant skipping of 6 base pairs in exon 1 (⇠ 50% of full-length signal),

followed by a skipping of 3 base pairs in exon 13 and exon 7 and by the skipping of exons 8+9

(⇠ 30% of full-length signal). These quantifications are close to our estimates, see figure 6.7.

Respectively, all events classified in Colombo et al. (2014) as “predominant” are reported by our

methodology. Note that while figure 6.7 quantifies the splicing of exons 8 and 9 separately , the

full-length transcript analysis (see section 6.2.6) of control samples tells us that exons 8 and 9 are

indeed spliced together (data not shown). Colombo et al. (2014) could not quantify the skipping

of the 3’ end of exon 10 (exon 10b in figure 6.7), but they qualitatively assess its existence using

other splicing assays. One should notice however that our estimate of the proportion of exon
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Figure 6.7: Percentage of splicing of different regions over the set of 7 controls from 2 runs,
all analyzed with and without puromycin. The percentage of splicing of a given region and
a given amplicon corresponds to the proportion of transcripts that both contain the amplicon
primers and exclude the specific region. A region is denoted by the name of the exon, followed
by the implicated base pairs into brackets, where the first base pair correspond to the very 5’
end of the exon. When no brackets appear, it means that the exon is spliced in its full length.
Low, first quantile, median, third quantile and high values are displayed in the boxplots.

10b skipping is very high (> 85%) and almost surely biased by the preferential amplification of

short transcripts excluding the 3309bp long exon 10b. However, this bias is not an issue per se

as we further focus on deviation from the control distribution when analyzing patient samples

(see section 6.2.5).

6.2.5 Detecting abnormal events as deviation from control distributions

For any region we have access to both the percentage of event for a given patient and across

controls. We can therefore focus on deviation of the patient observation from the control
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Figure 6.8: Detection and quantification of abnormal splicing or retention events on a patient
sample. The “event” column reports the names of the parts of exons or introns for which the
percentages of splicing or retention are quantified. Names are given under the rules explained
in figure 6.7. The “p-value” columns mesure the deviation of the patient observations from the
control distribution for both puromycin- and puromycin+ conditions. The “mean over controls”
shows the averaged percentages of splicing or retention across controls as a reference. This
specific example reveals a clear abnormal splicing of exon 21 that has been further qualitatively
validated with Sanger sequencing. Note that this patient sample is the same as the one presented
in figure 6.6.

distribution. The rationale being that the larger the deviation the more likely the event to

be abnormal, hence the closer the geneticists look should be. We recall that data for all patients

are available with and without the addition of puromycin, an inhibitor of the surveillance NMD

pathway that degrades mRNA carrying premature stop-codon. Puromycin may then reveal the

expression of aberrant transcripts from a mutated allele.

P-values for both puromycin- and puromycin+ conditions are computed, based on the null

hypothesis that the patient observation is generated from the control distribution. These p-

values measure the distance from the wild-type situations, low p-values indicating that an event

is likely to be abnormal. Results are reported on comprehensive tables as illustrated in figure 6.8.

Events are ordered based on the minimum p-value across puromycin- and puromycin+, while

events associated with very low p-values (< 10−16) are re-ordered based on their amplitude.

We believe that such an output, automatically reported by our bioinformatics pipeline, allows

geneticists to quickly visualize statistically significant abnormal events on a patient sample,

together with quantitative indication on the amplitude of those abnormal events.

Furthermore, we qualitatively validate the most significant abnormal events found on each pa-

tient with Sanger sequencing of cDNA from patient RNA. More precisely all events reported at

the very top of our tables (similarly to the skipping of exon 21 presented in figure 6.8), all asso-

ciated with low p-values < 10−16 in at least puromycin+ condition, have been further observed

on Sanger sequencing data. In addition, we compare in figure 6.9 the percentages of these qual-

itatively validated events estimated with our targeted RNA-seq methodology in the presence or

not of puromycin, with distinction if the splicing or retention event leads to the apparition of

a premature stop-codon. In the absence of a premature stop-codon the quantification curves

are very close with or without puromycin, while in the presence of a premature stop-codon the

amplitudes of abnormal splicing are larger in the presence of puromycin (2.6 ⇥ 10−7 p-value
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Figure 6.9: Effect of puromycin on the quantification of splicing abnormalities. The x-
axis corresponds to the name of the splicing or retention events, with an additional letter into
brackets when an event arise in several patients. Additionally, 59bp-intron4 and 65bp-intron15
refer to the retention of 59 and 65 base pairs of introns 4 and 15, while 22bp-exon4 and 11bp-
exon23 refer to the skipping of 22 and 11 base pairs of exons 4 and 23. All the reported events
have been further validated with Sanger sequencing. Each event is classified into “premature
stop codon” or “no premature stop codon” depending on whether or not it creates a codon
UGA, UAG or UAA upstream to the last exon (exon 23).

with a one-sided paired t-test with Benjamini-Hochberg correction). This demonstrates that

the addition of puromycin makes it possible to assess loss of function by revealing abnormal

splicing that can be quantified with our targeted RNA-seq methodology.

6.2.6 Deciphering complex splicing events with full-length transcript predic-

tion

The analysis presented so far focuses on the detection of abnormal events at the region level,

i.e., it provides local information on the percentage of splicing (resp. retention) of part of

exons (resp. introns); but it does not give insight about the possible combination of events into

different transcripts. Ultimately, it would be interesting to work at the transcript level, with

access to the proportions of all full-length transcripts, both wild-type or abnormal. Inferring

the full-length transcripts from short-sequencing reads is known to be a hard problem (Steijger

et al., 2013; Hayer et al., 2015) as reads do not generally map to a unique transcript, such that

a non-trivial deconvolution step of the mapped reads into the transcripts is needed. Moreover,

we need to implement a de novo transcript reconstruction approach, as the goal of our approach

is to detect abnormal splicing events that might not be documented in databases.
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Figure 6.10: Visualization of the set of inferred transcripts with their proportions on a patient
sample. Columns represent genomic regions, while rows correspond to transcripts. The names
of the genomic regions follow the rules explained in figure 6.7, with an additional rule that
exons that are continuously included in all transcripts are merged (exons 17 to 23 are merged
into exons17-23 for example). The proportions of the inferred transcripts are shown on the left
side of the figure. The structure of the transcripts is color coded: white boxes are associated
to spliced regions while dark-blue refers to included regions. Additionally, by comparing the
percentage of inclusion or splicing of each genomic region to the wild-type distribution (similarly
to the procedure explained in section 6.2.5), abnormal events are labelled. Transcripts that differ
only by wild-type events (such as the splicing of exon10b) are merged into a single structure
with light-blue boxes pointing out the existing variations among them. This specific example
underlines an abnormal splicing event as well as an abnormal retention event.

We developed a method to infer the full-length transcripts and their abundances, extending

techniques designed for bulk RNA-seq (Xia et al., 2011; Li et al., 2011b,a; Mezlini et al., 2013;

Behr et al., 2013; Bernard et al., 2014) to our amplicon sequencing data. Our method, based

on sparse regularized regression, comes as a companion to the region level study in order to

potentially reveal interesting combination of splicing events and is explained in more details in

the Method section 6.4.4. In short, we formulate a convex optimization problem with sparsity

constraints that can be efficiently solved to estimate a set of transcripts together with their

proportions that explain well the observed amplicon data if their were captured with the given

amplicon design. Of note, we also provide a user-friendly visualization of the inferred tran-

scripts, with an automatic highlighting of abnormal events, so that geneticists rapidly spot

non-physiological situations. We illustrate our transcript visualization in figure 6.10.

A focus on the ENIGMA cell line

A recent study from the ENIGMA consortium (de la Hoya et al., 2016) analyzed in depth the

splicing pattern of exons 8 and 9 in lymphoblastoid cell lines carrying both mutations at the

acceptor site of intron 8 and inside exon 9 (mutation BRCA1 c.[594−2A>C; 641A>G] using the

HGVS nomenclature (den Dunnen and Antonarakis, 2000)). They documented both a splicing

of exons 8 and 9 together (which is naturally occurring), and an abnormal skipping of exon
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Figure 6.11: Transcripts inferred on the ENIGMA cell line. The upper panel corresponds
to the puromycin- condition and the lower panel to the puromycin+ condition. Visualization
follows the rules explained in figure 6.10. The splicing of exons 8+9 is shown with a thick black
contour line, while the splicing of exon 9 alone is underlined with a thick red contour line.

9 alone. This pattern is of much interest as it corresponds to a deconvolution of overlapping

splicing events.

We analyzed the same cell line with our amplicon-based targeted RNA-seq approach, and present

the set of estimated transcripts in figure 6.11. We find an in-frame splicing of exons 8+9 both

in the presence or absence of puromycin at a similar level of ⇠ 29%. Out-of-frame skipping of

exon 9 alone is also detected in both conditions, but (unsurprisingly) at a higher rate when cells

are treated with puromycin, with ⇠ 18% in puromycin- and ⇠ 33% in puromycin+. Transcripts

including both exons 8 and 9 are then estimated at a level of ⇠ 53% in puromycin- and ⇠ 38%

in puromycin+.

Remarkably, our estimated proportions are very close to the ones that de la Hoya et al. (2016)

reported using a totally different approach, namely capillary electrophoresis of RT-PCR prod-

ucts with appropriate primer design. Indeed, there reported ⇠ 29% of splicing of exons 8+9,

⇠ 38% of splicing of exon 9, and ⇠ 31% of full-length transcripts in the presence of puromycin,

which is very close to our (29%, 33%, 38%) estimates. This finding is a proof of concept that

our method is able to reconstruct transcripts with a complex splicing landscape and to infer

accurate proportions.
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6.3 Conclusion

We developed a methodology that uses amplicon sequencing data from targeted single-gene

RNA-seq experiments to query splicing abnormalities in a clinical context. We provide a two-

layer analysis by estimating local splicing events on each amplicon individually and by predicting

full-length transcripts with associated proportions. On the one hand, the local estimation

detects exon skipping or splice donor/acceptor shift with high sensitivity, and our methodology

has shown to accurately quantify both physiological and abnormal splicing events. On the other

hand, the transcript prediction step might help to decipher complex splicing patterns, such as

overlapping splicing events. As a proof of concept we presented a transcript prediction on a

recently studied cell line characterized by a BRCA1 splicing of both exons 8+9 and exon 9.

Being able to accurately estimate the proportions of these distinct events illustrates the clinical

importance of our method as de la Hoya et al. (2016) showed that a physiological level of

20− 30% of transcripts lacking exons 8 and 9 might ensure enough tumor suppression function.

Importantly, our analysis come with user-friendly outputs (ordered tables and graphs where

abnormalities are hightlighted) so that geneticists promptly spot non-physiological events, and

with an open-source and hands-on bioinformatics pipeline.

A further line of research would be to combine single-molecule long-read sequencing and high-

throughput short-read sequencing to detect transcript structure and quantify proportions in

similar targeted experiments. Testing our approach on other disease genes with other amplicon

designs is also an appealing future research plan.

6.4 Methods

6.4.1 RNA isolation and sequencing

Patient genomic sequences were screened to assess the presence of VUS using DNA extracted

from whole-blood sample. RNA was isolated from lymphoblastoid cell lines treated with and

without puromycin. RNA was reverse-transcribed and amplified with long-range PCR. The

design of the 3 overlapping amplicons is explained in figure 6.1. Primer sequences are detailed

in table B.4. Amplicon RT-PCR products were fragmented at 200bp in average, barcoded,

amplified and sequenced with a Ion Torrent Personal Genome Machine (Rothberg et al., 2011).
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Two barcodes were used per sample in order two distinguish from which amplicon reads come

from in regions where amplicon overlap.

6.4.2 Bioinformatics pre-processing

Targeted RNA-seq reads are pre-processed with standard bioinformatics procedures. Reads are

mapped to the reference hg19 human genome with the splice aligner TopHat2 (Kim et al., 2013).

Raw 5’ read counts (as shown in figure 6.2) are calculated using BEDTools facilities (Quinlan

and Hall, 2010) on the set of BRCA1 annotated exons downloaded from the UCSC genome

browser (Karolchik et al., 2004). We processed the mapped reads to form a de novo reconstruc-

tion of the expressed regions (any sub-parts of exons or introns) with associated bin counts (see

section 6.4.4) with a method similar to the processsam program developed by Li et al. (2011b),

and also used in Li and Jiang (2012b); Bernard et al. (2014); Maretty et al. (2014).

6.4.3 Data normalization

In section 6.2.3, we briefly described our normalization technique and showed some effects of

the normalization on control and patient amplicon data (figures 6.5 and 6.6). The goal of the

normalization is to alleviate artificial coverage trends while preserving coverage drops due to

splicing signals. In that context, estimating scaling factors based on locally fitted coverage

curves is natural, as a smooth fit should capture the main trends but would not dramatically

fall with spliced base pairs. The detail of our normalization procedure based on the available

controls, also illustrated in figure 6.12, is the following:

• average the raw 5’ read counts so that the number of points is equal in each region.

• perform a loess fit on the averaged data points.

– the smoothing parameter, that controls how local the fit is, is a parameter of our

method (we used a default value of 0.5).

– additionally, one can include prior knowledge to the procedure by giving a lower

weight to data points from regions that are known to be physiologically spliced (in

our case we gave a lower weight of 0.1 to data points from exon 10b).

• associate a value to each region as the mean of the fitted points.
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• calculate a scaling factor per region as the ratio between the maximum value across regions

over the region value.

• average the scaling factor values across all available controls.

When analyzing patient data, the counts from reads that come from a specific region are mul-

tiplied by the associated scaling factors. As illustrated in figure 6.6, artificially low coverage

regions are scaled by a factor > 1, while low counts from abnormally spliced regions are not

intensively scaled. Figure 6.12 additionally illustrates our loess-based normalization procedure

on a given control. We clearly see that while large trends are captured with a smooth fit, for

instance the decreasing trend of amplicon 1, wild-type splicing signals, such as exon 10b in

amplicon 2, are preserved.

Finally, note that when performing the full-length transcript prediction step (see section 6.4.4)

we add an additional normalization layer by scaling the amplicon data against each other for

a given sample. To achieve it we simply calculate a scaling factor per amplicon such that the

maxima of mean 5’ read count across the regions overlapping the amplicons are equal.

6.4.4 Transcript prediction

In that section, we detail our algorithm to estimate both transcript structures and proportions

from amplicon sequencing data. We first clarify the amplicon problem formulation, that is how

to select a few transcripts that jointly explain the observed amplicon data, and then explain

our penalized regression technique.

Amplicon problem formulation

Consider a gene with B regions, where we remind that we call a region any possible sub-part

of exon or intron (regions are defined de novo in a pre-processing step of the sequencing data

using the junction reads). In a targeted RNA-seq experiment, two regions 1  i < j  B

are selected a priori. They schematically serve as anchors to capture all mRNA in a sample

containing both of them, and amplify the regions between them by RT-PCR. The amplified

regions, called amplicons, are then sequenced by RNA-seq. An amplicon can hence be formally

defined as a pair (i, j) of regions from the gene of interest. Depending on the experimental

design, the number and positions of such amplicons vary. Of course, the choice of the positions
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Figure 6.12: Illustration of the loess-based normalization procedure on a control sample.
Raw 5’ read counts are averaged so that the number of points is the same in each region (20
points here). A smooth loess curve is fitted on each amplicon (we used a smoothing parameters
equal to 0.5 and gave a lower weight of 0.1 to data points belonging to exon 10b). The mean of
smoothly fitted points are attributed to each region, and scaling factors are further calculated
as the ratio between the maximum value across regions over the region values. Scaling factors,
denoted as “sf”, are shown into brackets in each region.
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amplicon 1
amplicon 2

Figure 6.13: Schematic design with 2 amplicons and a 6 exons gene with 3 alternative
transcripts. Color boxes represent exons and thick red lines correspond to the amplicon regions.
Dotted vertical lines highlight the bin pairs defining the amplicons: pair (1, 4) defines the
position of amplicon 1 while pair (3, 6) the position of amplicon 2. Given the amplicon design,
the dark blue transcript is full-length captured by the two amplicons, the purple transcript is
partly captured by only the first amplicon, and the cyan transcript is not captured at all.

of the amplicons constraints the mRNA landscape that can be sequenced. Some mRNA can be

captured by all amplicons, while others can be partially captured or can escape to the design.

Figure 6.13 illustrates such a situation, where a 2-amplicon design leads to a full sequencing of

one transcript and to a partial sequencing of a second one, but misses a third one.

We suppose in the following that Q amplicons are used, with specific pairs (i1, j1), . . . , (iQ, jQ)

determining their positions on the gene. For each amplicon we observed the number of reads

falling into each one of the B regions or overlapping different regions (junction reads). We call a

bin any ordered set of regions, such that each read is assigned to a unique bin corresponding to

the exact set of regions that it overlaps. Amplicon sequencing data can hence be summarized as

a count value per bin. The count value is by construction equal to 0 when a bin is located outside

of the amplicon region. The goal is to find a set of isoforms together with their proportions that,

if sequenced with the Q amplicons design, would have generated the observed count values. We

expect the set of isoforms to be relatively sparse and to find isoforms that may explain the count

data jointly over the amplicons.

More formally, to each amplicon q defined by a region pair (iq, jq) is associated a read count

vector yq that corresponds to the number of reads falling into each bin contained in the amplicon.

Each yq is a vector in R
|Vq |
+ where Vq is the list of the amplicon bins. We suppose that we have

access to a list of P candidate isoforms. One candidate p 2 P is defined as its sequence of bins.

How to generate this candidate list is explained below in the ”design-compatible candidates“

sub-section. We say that a given candidate is compatible with amplicon q if it contains the pair
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(iq, jq). A compatible candidate can therefore, if selected with a non-zero proportion, participate

to explaining the read counts of the amplicon. We define an proportion vector β of size |P|,

such that each component βp corresponds to the proportion of the specific candidate p. We

wish to estimate β.

Sparse regression

To estimate the isoform proportion vector β, we use a similar technique as one used for bulk

RNA-seq, namely penalized regression (Xia et al., 2011; Li et al., 2011b,a; Mezlini et al., 2013;

Behr et al., 2013; Bernard et al., 2014). When using only one amplicon (Q = 1), and assuming

that the list of candidate isoforms P is compatible with the given amplicon, the estimation

boils down to the previously studied RNA-seq isoform deconvolution problem (see chapter 4).

It corresponds to estimate β through the following optimization:

min
β

L(β) + λkβ k1 such that βp ≥ 0 for all p 2 P , (6.1)

where L is a convex smooth loss function quantifying how well the selected isoforms explain

the read counts, and λ is a non-negative regularization parameter that controls the trade-off

between loss and sparsity. The `1-norm kβ k1 =
P

p2P |βp| has indeed a sparsity inducing

effect (Tibshirani, 1996; Bach et al., 2012a), promoting solutions where many βp are set to 0,

see section 3.3.2.

When using several amplicons, we wish to select isoforms that simultaneously explain the count

data over all the amplicons. Therefore we jointly model the amplicons and extend (6.1) with

min
β≥0

Q
X

q=1

Lq(β) + λkβ k1 , (6.2)

where Lq is an amplicon-specific loss function. The main difference compared to standard

RNA-seq is that a selected isoform participates to explaining the data of a given amplicon only

if compatible. Each term Lq should quantify how well the selected isoforms compatible with

amplicon q explain the count data on the |Vq| bins of the amplicon. Hence Lq should measure the

distance on each bin between the observed read count and the sum of the transcript expression

levels that are both compatible with amplicon q and contain the given bin. Formally this give
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for Lq the following definition

Lq(β) =
X

v2Vq

D
⇣

yvq , lv
X

p2P
p3(iq ,v,jq)

βp

⌘

,

where D(., .) is a discrepancy measure between two scalars, yvq is the read count on bin v from

amplicon q, and lv is simply a bin factor such as the effective length of bin v, as defined in 4.2.1

and figure 4.1. If using a Euclidean distance measure we have D(y, z) = 1
2(y − z)2, whereas if

the loss is derived from a Poisson negative likelihood, we have D(y, z) = z − y log z, the choice

we made as the Poisson model has been successfully used in several RNA-seq studies (Xia et al.,

2011; Bernard et al., 2014; Jiang and Wong, 2009; Salzman et al., 2011; Bernard et al., 2015).

Finally a re-fitting and a model selection steps are performed to report an ultimate solution

with a good level of regularization, i.e., with a reasonable trade-off between explaining the

observed count data and selecting a few number of transcripts. In practice we solve (6.2) for a

large range of regularization parameter λ values, obtaining solutions from very sparse to more

dense. Each solution, i.e. each set of selected transcripts obtained with a particular λ value, is

then re-fitted, that proportions are attributed to the selected transcripts to minimize the loss

function but without any sparsity penalization, so that the estimated proportions do not suffer

from shrinkage (Tibshirani, 1996). Among all re-fitted solutions, the one with the largest BIC

criterion (Schwarz, 1978) is finally selected as the preferred solution.

Note also that for a local estimation of the percentages of splicing or retention events as presented

in sections 6.2.4 and 6.2.5, i.e., without trying to infer the combinations of events into several

transcripts, we simply solve (6.1) on each amplicon without any penalization (with λ = 0). In

that way we fit a very complex model that is very sensitive and accurate in quantifying each

possible splicing event.

Design-compatible candidates

The transcript inference performed via the optimization problem (6.2) is written over a set P

of candidate transcripts. This candidate set has to be generated in such a way that it respects

the amplicon design, i.e. such that the transcripts are compatible with one or more amplicons.

Moreover as |P| grows exponentially with the number of regions (expressed sub-parts of exons

or introns) of the gene of interest, we need to avoid an exhaustive enumeration of all candidates
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p 2 P. We resort to a two-step procedure to generate the candidate set. We first generate

candidates when restricting the problem to individual amplicons. When considering a given

amplicon q we use techniques described in Bernard et al. (2014) and in chapter 4 –namely

network flow optimization strategies– to solve (6.1) without need for exhaustive enumeration.

We solve (6.1) for different values of λ and take the union of the selected transcripts as short

candidates, i.e.,transcripts that are delimited by the primer pair (iq, jq) of the q amplicon. We

then generate longer transcripts by appropriately connecting short transcripts as follows: we

merge short transcripts generated from distinct amplicons that share the same structure in

their overlap region. Such a procedure efficiently generates candidate transcripts that are all

compatible with one (short candidates) or more (long candidates) amplicons.



Chapter 7

Discussion

In this thesis, we contributed to the fields of transcriptome assembly and alternative splicing

events quantification from both methodological and clinical diagnosis perspectives.

First, we introduced a new method to detect and quantify alternative transcripts from RNA-seq

data. The novelty of our approach is to translate a `1-penalized maximum likelihood estimation

into a network flow optimization problem that can be solved efficiently. We postulate that our

approach could be further improved by incorporating prior knowledge into the graph model.

Information derived for instance from CAGE-seq1 data or sequence polyadenylation signals could

be used to give different weights to the nodes of the graph that correspond to transcription

starting sites or polyadenylation sites. Our method called FlipFlop is implemented in an R

package available from the Bioconductor website2.

Second, we developed a multi-sample approach where we proposed to solve the isoform decon-

volution jointly over several samples. By doing so, we share information across samples and

partially resolve the low coverage issue. We believe that it would be fruitful to test the perfor-

mances of other norms that lead to group-sparse patterns. Our multi-sample approach is also

implemented in the FlipFlop package.

Finally, we examined means to explore the transcriptomic landscape of genes of interest in a clin-

ical diagnosis context. We proposed a time- and cost-efficient experimental protocol to amplify

and sequence regions of interest, and developed a methodology to query splicing abnormalities

from targeted RNA-seq data. We tested our method on lymphoblastoid cell lines derived from

1CAGE (cap analysis of gene expression) sequencing is a method to sequence the 5’ ends of mRNAs
2http://bioconductor.org/packages/release/bioc/html/flipflop.html
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blood samples of patients harbouring mutations in their BRCA1 gene, and experimentally val-

idated some of our results. We plan to investigate the results of the method on fresh blood

samples as this would more accurately represent the in vivo situation.

In addition to possible improvements of the methods cited above, we below describe some

potential extensions of the work presented in the thesis to other molecular biology problems

and different data:

• complex genomic rearrangements. Cancer genomes are often characterized by com-

plex rearrangements with multiple genomic breakpoints and copy number alterations.

The problem of estimating the chromosomal structures and copy numbers of a cancer

genome contains several formal similarities to that of estimating transcript isoform abun-

dances. Indeed, like splicing graphs derived from RNA-seq data, “breakpoint graphs” can

be constructed from whole-genome shotgun sequencing data (McPherson et al., 2012). In

such graphs, edges represent genomic breakpoints and vertices correspond to continuous

genomic positions so that a read count value is associated with each vertex. In that case,

the read count value can be seen as the copy number of a given region. A path in the

breakpoint graph with an associated abundance then represents a putative tumor chromo-

some and its copy number. It is therefore tempting to apply a network flow methodology

over the breakpoint graph to estimate the set of re-arranged chromosomes and their copy

numbers.

Zerbino et al. (2013) recently studied the equivalence between copy-numbers in breakpoint

graphs and flows, but they parsimoniously decompose a flow using an ergodic sampling

strategy. We believe that mapping a `1-penalized estimation into a network flow problem

could be a valuable approach in the field a genomic rearrangement assembly.

• single-cell RNA-seq. The RNA-seq experiments that we described and used through

this thesis were performed at the tissue level, that is when a collection of cells are sequenced

collectively. Thus, heterogeneity between individual cells is not accessible to standard

RNA-seq protocols. Single-cell RNA-seq (scRNA-seq) is a recent experimental technique

that allows to sequence a given transcriptome at the level of individual cells (Navin, 2015;

Gawad et al., 2016). By doing so, scRNA-seq might reveal the variability among cells of

the same type, help to characterize tumoral sub-clones and bring us closer to the use of

RNA measurements for clinical diagnosis, for example by sequencing circulating tumor

cells (Navin, 2015).
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However, scRNA-seq is characterized by specific data analysis challenges. The main issue

when analyzing scRNA-seq data is the low read coverage. In particular, one striking

phenomenon is the so-called “drop-out” event (Kharchenko et al., 2014), where some lowly

expressed transcripts are not sequenced in a subset of cells due to technical reasons. Given

that scRNA-seq experiments are usually performed on tens or hundreds of cells, methods

that use several samples simultaneously might help to resolve the coverage issue and

increase the statistical power of inference procedures. We speculate that the approach we

presented in chapter 5 might be useful to the inference of single-cell transcript abundances,

since it allows information sharing across samples within the framework of a group-sparse

regression.

• long-read sequencing. Emerging sequencing techniques, sometimes called third-generation

sequencing, are capable of sequencing single molecules, bypassing the need of amplifica-

tion, and produce long-reads up to several kilobases (Eid et al., 2009). Long-reads provide

crucial information on the structure of the full-length transcripts. In chapter 4, we de-

scribed a splicing graph model that encompasses long-read information by capturing the

connectivity between several exons, potentially more than two. It should be worth trying

to incorporate the structural information provided by long-read sequencing into our graph

model.

Moreover, third-generation sequencers typically produce low read coverage. Hybrid meth-

ods that combine long-read information with short-read counts might therefore be valu-

able. We could create bins in our graph that encode the long-read structures and appro-

priately associate a count value with each bin from the short-reads.

A recent method (Au et al., 2013) combined analysis of short- and long-reads to character-

ize a transcriptome. It uses a maximum a posteriori procedure where the prior distribution

depends on the long-read information. However, it still relies on an exhaustive enumer-

ation of the candidate transcripts and arbitrarily restricts the set of candidates to 50

transcripts. Using efficient network flow techniques over an appropriate graph structure

that encodes long-read information without arbitrary restrictions seems a valuable future

direction.

As explained above, third-generation sequencing techniques are capable of sequencing a sin-

gle transcript to its full length. The need for transcriptome assembly will therefore probably

disappear when this technology reaches a throughput similar to second-generation sequencing.
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Martin and Wang (2011) conclude their review on next-generation transcriptome assembly by

underlining that hopefully, the future of transcriptome assembly will be “no assembly required”.

One may therefore question the value of the work presented in this thesis. Why not simply wait

for long-read sequencing to reveal the full-length structure of the RNA transcripts?

To respond to this valid question we propose the following considerations. Sequencing technolo-

gies and algorithms are highly dependent on one another. An advance in one quickly results in

commensurate progress in the other. New technologies give access to better quality biological

information just as algorithms need to follow and support technological progress. Our contri-

bution enables a more efficient analysis of today’s RNA sequencing data, but is structurally

doomed to obsolescence.

However, we believe that the core value of our work lies in the application of advanced math-

ematical methods to molecular biology problems. Through our efforts in adapting state-of-the

art statistical tools to a specific biological problem, we have delivered results that contribute to

and increase the current knowledge of our community. The rise of new technologies will bring

new problems and new algorithmic challenges, in the genomic field and others. Hopefully, we

will not have to start from scratch, but rather by building on our contributions among others

we will be equipped to tackle the next generation of challenges in the field.
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Supplementary figures

In this appendix, we provide additional figures that we refer to in the main chapters of the

thesis.
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Figure A.1: MiTie results on a first set of human simulations when using default parameters
or setting region-filter to 40 and max-num-trans to 10.
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Figure A.2: MiTie results on a second set of human simulations when varying some param-
eters.
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Figure A.3: Transcriptome predictions of gene CG1129 from 3 samples of the modENCODE
data. Samples name are 0-2h, 2-4h and 4-6h. Each sample track contains the read coverage
(light grey) and junction reads (red) as well as FlipFlop predictions (light blue) and Cufflinks
predictions (light green). Here coverage is log-scale. The bottom of the figure displays the
RefSeq records (black) and the multi-sample predictions of the group-lasso (dark blue) and of
Cufflinks/Cuffmerge (dark green). Symbols 3 and 7 indicate if a predicted transcript matches
a RefSeq record of not. Estimated abundances in FPKM are given on the right hand side of
each transcript.

Figure A.3 illustrates that our group-lasso approach can be more powerful than indi-
vual predictions and than the merging strategy of Cuffmerge. Indeed, when using evidences
from several samples (both junctions and coverage discrepancies) our approach finds a lowly
expressed transcript (that was found in only 1 sample with individual predictions), and
two well expressed transcripts, including one that was not previously found with individual
predictions. On the other hand, Cufflinks/Cuffmerge is very conservative and only predicts a
long transcript that does not explain the variations of coverage from the left to the right part
of the gene.
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Supplementary tables

In this appendix, we provide additional tables that we refer to in the main chapters of the thesis.

Methods Pre-processing parameters Optimal values for each number of samples
(with default values) 1 2 3 4 5

MiTie region-filter (1000) 50 50 50 50 10
seg-filter (0.05) 0.01 0.01 0.01 0.01 0.01
tss-tts-pval (10−4) 6⇥ 10−5 6⇥ 10−5 2⇥ 10−5 6⇥ 10−5 6⇥ 10−5

Cufflinks min-frags-per-transfrag (10) 29 17 17 17 29
max-multiread-fraction (0.75) 0.15 0.15 0.15 0.15 0.15
overlap-radius (50) 146 85 85 85 146

FlipFlop minReadNum (40) 23 40 23 8 14
+ Merge minJuncCount (1) 1 1 1 1 1

minCvgCut (0.05) 0.02 0.03 0.01 0.01 0.01

FlipFlop minReadNum (40) 23 40 23 8 14
+ GroupLasso minJuncCount (1) 1 1 1 1 1

minCvgCut (0.05) 0.02 0.01 0.01 0.01 0.01

Table B.1: Details on the optimized pre-processing parameters.

Methods Prediction parameters Optimal values for each number of samples
(with default values) 1 2 3 4 5

MiTie max-num-trans (2) 5 5 10 10 10
C-exon (10) 29 50 17 50 29
C-intron (100) 100 20 58 292 171
C-num-trans (100) 20 20 20 20 34

Cufflinks min-isoform-fraction (0.10) 0.02 0.03 0.02 0.02 0.02
pre-mrna-fraction (0.15) 0.08 0.08 0.03 0.03 0.03
junc-alpha (10−3) 2⇥ 10−4 2⇥ 10−4 2⇥ 10−4 2⇥ 10−4 2⇥ 10−4

FlipFlop BICcst (50) 10 50 50 85 50
+ Merge cutoff (1) 0 1 1 3 3

delta (10−7) 10−11 10−11 10−10 10−10 10−11

FlipFlop BICcst (50) 10 29 29 50 50
+ GroupLasso cutoff (1) 0 0 0 0 1

delta (10−7) 10−11 10−9 10−10 10−10 10−10

Table B.2: Details on the optimized prediction parameters.
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Sample descriptions SRA accession names Total number of reads
mapped on the reference transcriptome

0-2h embryos SRR023659 25 388 344
SRR023755
SRR023671
SRR023663
SRR023747

2-4h embryos SRR023722 24 541 397
SRR023745
SRR023705
SRR023660

4-6h embryos SRR023746 46 722 946
SRR023836
SRR023696
SRR023669
SRR035220

6-8h embryos SRR023691 32 231 644
SRR023732
SRR023654
SRR023668
SRR024217

8-10h embryos SRR023754 29 544 727
SRR023657
SRR023749
SRR023701
SRR023759
SRR024219
SRR023750

Table B.3: Description of the D.melanogaster RNA-seq data from the modENCODE project.
Data can be found at the following adress: http://intermine.modencode.org/query/

experiment.do?experiment=Developmental+Time+Course+Transcriptional+Profiling+

of+D.+melanogaster+Using+Illumina+poly%28A%29%2B+RNA-Seq

Amplicon Exon Position Sequence 5’>3’ Property

amp1 5’ UTR c.-162>c.-143 GCGCGGGAATTACAGATAAA 20bp, Tm: 60.1oC, GC: 45%
exon 7 c.499>c.518 GGTTGTATCCGCTGCTTTGT 20bp, Tm: 60.1oC, GC: 50%

amp2 exon 6 c.422>c.441 AACCCGAAAATCCTTCCTTG 20bp, Tm: 60.3oC, GC: 45%
exon 12 c.4322>c.4341 TTGTTCTGGATTTCGCAGGT 20bp, Tm: 60.6oC, GC: 45%

amp3 exon 11 c.4105>c.4124 GCATCTGGGTGTGAGAGTGA 20bp, Tm: 59.8oC, GC: 55%
3’ UTR c.*519>c.*538 AATTTCCTCCCCAATGTTCC 20bp, Tm: 60.0oC, GC: 45%

Table B.4: Primer pairs defining each amplicon on the BRCA1 study. The “Position” column
gives the position of the 5’ end of each primer on the NM 007294 RefSeq transcript, using the
HGVS nomenclature (http://www.hgvs.org/). Tm denotes melting temperature.

http://intermine.modencode.org/query/experiment.do?experiment=Developmental+Time+Course+Transcriptional+Profiling+of+D.+melanogaster+Using+Illumina+poly%28A%29%2B+RNA-Seq
http://intermine.modencode.org/query/experiment.do?experiment=Developmental+Time+Course+Transcriptional+Profiling+of+D.+melanogaster+Using+Illumina+poly%28A%29%2B+RNA-Seq
http://intermine.modencode.org/query/experiment.do?experiment=Developmental+Time+Course+Transcriptional+Profiling+of+D.+melanogaster+Using+Illumina+poly%28A%29%2B+RNA-Seq
http://www.hgvs.org/
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Software

Bioconductor package

Bioconductor (Huber et al., 2015) is an open-source project that assemble softwares dedicated

to genomic analysis.

The methods described in chapters 4 and 5 to infer transcript isoforms from one or several

RNA-seq data samples are implemented as an R/Bioconductor package.

The package is called FlipFlop for “Fast Lasso-based Isoform Prediction as a FLOw Problem”

and available at http://www.bioconductor.org/packages/release/bioc/html/flipflop.

html. Tutorials on how to use the package and how to reproduce the results described in Bernard

et al. (2014) and Bernard et al. (2015) are also available from http://cbio.mines-paristech.

fr/flipflop/.

The software package is compatible with Linux, Mac andWindows operating systems. It exploits

multi-core CPUs when available.
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Résumé 
Le nombre de gènes codant pour des 

protéines chez l’homme, le vers rond et la 

mouche des fruits est du même ordre de 

grandeur. Cette absence de correspondance 

entre le nombre de gènes d’un eucaryote et 

sa complexité phénotypique s’explique en 

partie par le caractère alternatif de l’épissage. 

L’épissage alternatif augmente 

considérablement le répertoire fonctionnel de 

protéines codées par un nombre limité de 

gènes. Ce mécanisme, très actif lors du 

développement embryonnaire, participe au 

devenir cellulaire. De nombreux troubles 

génétiques, hérités ou acquis (en particulier 

certains cancers), se caractérisent par une 

altération de son fonctionnement. 

Les technologies de séquençage à haut débit 

de l’ARN donnent accès à une information 

plus riche sur le mécanisme de l’épissage. 

Cependant, si la lecture à haut débit des 

séquences d’ARN est plus rapide et moins 

coûteuse, les données qui en sont issues 

sont complexes et nécessitent le 

développement d’outils algorithmiques pour 

leur interprétation. En particulier, la 

reconstruction des transcrits alternatifs 

requiert une étape de déconvolution non 

triviale. 

Dans ce contexte, cette thèse participe à 

l’étude des événements d’épissage et des 

transcrits alternatifs à partir de données de 

séquençage à haut débit de l’ARN. 

Nous proposons de nouvelles méthodes pour 

reconstruire et quantifier les transcrits 

alternatifs de façon plus efficace et précise. 

Nos contributions méthodologiques 

impliquent des techniques de régression 

parcimonieuse, basées sur l’optimisation 

convexe et sur des algorithmes de flots. Nous 

étudions également une procédure pour 

détecter des anomalies d’épissage dans un 

contexte de diagnostic clinique. Nous 

suggérons un protocole expérimental 

facilement opérant et développons de 

nouveaux modèles statistiques et algorithmes 

pour quantifier des événements d’épissage et 

mesurer leur degré d’anormalité chez le 

patient. 

Mots-Clés 
Epissage alternative, isoforms, RNA-seq, 

regression parcimonieuse, optimisation 

convexe, diagnostic clinique, variant  de 

signification inconnu. 

 

 

 

Abstract 
The number of protein-coding genes in a 

human, a nematode and a fruit fly are 

roughly equal. The paradoxical 

miscorrelation between the number of genes 

in an organism’s genome and its phenotypic 

complexity finds an explanation in the 

alternative nature of splicing in higher 

organisms. 

Alternative splicing largely increases the 

functional diversity of proteins encoded by a 

limited number of genes. It is known to be 

involved in cell fate decision and embryonic 

development, but also appears to be 

dysregulated in inherited and acquired 

human genetic disorders, in particular in 

cancers. 

High-throughput RNA sequencing 

technologies allow us to measure and 

question splicing at an unprecedented 

resolution. However, while the cost of 

sequencing RNA decreases and throughput 

increases, many computational challenges 

arise from the discrete and local nature of 

the data. In particular, the task of inferring 

alternative transcripts requires a non-trivial 

deconvolution procedure. 

In this thesis, we contribute to deciphering 

alternative transcript expressions and 

alternative splicing events from high-

throughput RNA sequencing data. 

We propose new methods to accurately and 

efficiently detect and quantify alternative 

transcripts. Our methodological contributions 

largely rely on sparse regression techniques 

and takes advantage of network flow 

optimization techniques. Besides, we 

investigate means to query splicing 

abnormalities for clinical diagnosis 

purposes. We suggest an experimental 

protocol that can be easily implemented in 

routine clinical practice, and present new 

statistical models and algorithms to quantify 

splicing events and measure how abnormal 

these events might be in patient data 

compared to wild-type situations. 
Keywords 
Alternative splicing, isoforms, RNA-seq, 

sparse regression, convex optimization, 

clinical diagnosis, variant of unknown 

significance. 
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