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Résumé

Dans cette thése, nous nous intéressons a la résolution des équations SPN du transport
de neutrons au sein des coeurs de réacteurs nucléaires a eau pressurisée. Ces équations
s’écrivent naturellement sous une forme mixte, les inconnues sont le flux de neutrons et
le courant de neutrons, mais peuvent aussi s’écrire sous une forme primale, ot le flux est
la seule inconnue du probléme. Les équations SPN du transport des neutrons forment
un probléme aux valeurs propres généralisé. Dans notre étude nous commengns par le
probléme source associé et ensuite nous étudions le probléme aux valeurs propres. Un
ceeur de réacteur est composé de différents milieux: le combustible, le fluide caloporteur,
le modérateur... a cause de ces hétérogénéités de la géométrie, le flux solution du probléme
source peut étre peu régulier. Nous montrons que ce probléme est bien posé sous ses
formes mixte et primale. Nous trouvons aussi une estimation d’erreur a priori pour
I’approximation de la solution par la méthode des éléments finis dans les deux formes du
probléme dans le cas ot la solution est peu réguliére. Pour le probléme aux valeurs propres
sous sa forme primale, nous appliquons la théorie déja existante pour ’approximation
des probléme aux valeurs propres. Dans le cas mixte, les théories déja développées ne
s’appliquent pas. Nous proposons ici une nouvelle méthode pour étudier la convergence
de la méthode des éléments finis mixtes pour les problémes aux valeurs propres. Pour les
solutions peu réguliéres, la montée en ordre de la méthode des éléments finis n’améliore
pas I'approximation du probléme, il faut raffiner le maillage aux alentours des singularités
de la solution. La géométrie des coeurs de réacteur se préte bien aux maillages cartésiens,
mais leur raffinement augmente vite leur nombre de degrés de liberté. Pour palier a cette
augmentation, nous proposons ici une méthode de décomposition de domaine qui permet
d’utiliser des maillages globalement non-conformes. Finalement, nous appliquons cette
méthode pour un cas test industriel de réacteurs a eau pressurisée.

vi
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Abstract

In this thesis, we investigate the resolution of the SPN neutron transport equations in
pressurized water nuclear reactor. These equations are naturally written under a mixed
form, the unknowns are the neutron flux and the neutron current, but they can be written
under a primal form, where the neutron flux is the only one unknown. The SPN neutron
transport equations are a generalized eigenvalue problem. In our study, we first consid-
erate the associated source problem and after we concentrate on the eigenvalue problem.
A nuclear reactor core is composed of different media: the fuel, the coolant, the neutron
moderator... Due to these heterogeneities of the geometry, the solution flux can have
a low-regularity. We prove that the problem and its approximation with finite element
method are well-posed under its primal and mixed form. Moreover, we find for each form,
an a priori error estimate. For the eigenvalue problem under its primal form, we use
the theory of eigenvalue problem approximation already developed. But, under its mixed
form, we can not rely on the theories already developed. We propose here a new method
for studying the convergence of the SPN neutron transport eigenvalue problem approxi-
mation with mixed finite element. When the solution has low-regularity, increasing the
order of the method does not improve the approximation, the triangulation need to be
refined near the singularities of the solution. Nuclear reactor cores are well-suited for
Cartesian grids, but the refinement of these sort of triangulations increases rapidly their
number of degrees of freedom. To avoid this drawback, we propose domain decomposition
method which can handle globally non-conforming triangulations. Finally, we apply this
method on a industrial testcase of a pressurized water nuclear reactor.

Vil






Introduction

Introduction

This thesis, done at the "Commissariat & I'Energie Atomique et aux Energies Alterna-
tives" (CEA) and at the "Ecole Nationale Supérieur des Techniques Avancées" (ENSTA),
aims at proposing the numerical analysis of a finite element discretization for nuclear
reactor core simulation. Moreover, this work proposes a non-conforming domain decom-
position method.

In order to simulate nuclear reactor core, one has to solve the neutron transport equation.
This equation describes the dependence of the neutron density on 7 variables which are :

- three for the space;

two for the direction;

one for the energy;

one for the time.

Using the multigroup discretization (for the energy dependence) and projecting the equa-
tion on the spherical harmonics (for the direction dependence), one obtains the multigroup
SPy equations. In the neutronic platform APOLLO3® the solver MINOS solves numeri-
cally these equations with a Finite Element method.

Due to the high number of isotopes and the complicated dependence of the cross sections
on the direction and the energy, the nuclear data can be massive. In order to reduce
the number of these data, the cross sections are pre-processed. One step of this pre-
processing is a homogenization, which transforms the cross sections into coefficients, which
are piecewise regular. We call a material an area of the reactor where all the homogenized
cross sections are regular. In figure 1 we present an example of the pre-processed geometry
of a part of a nuclear reactor core, where each color corresponds to a material.

Figure 1: Example of a pre-processed geometry.

In this realistic configuration, i.e. the cross sections are piecewise regular, the points
where three or more materials intersect are allowed (crosspoints). Therefore, the solution
of the multigroup SPy equations has a low-regularity. The numerical analysis done in
this manuscript addresses the case of low regularity solution.

In MINOS, the triangulation used for the Finite Element Method is Cartesian and is
constructed from the material geometry such that each element is included in exactly
one material cell. In the left component of figure 2, we show the coarser triangulation
of the geometry given in figure 1. Due to the non-conformity of the geometry, lots of
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elements with large aspect ratio can appear. For this geometry, the coarser triangulation
is composed of 162 elements. In order to reduce the number of elements, one can use a
non-conforming triangulation, as shown in the right component of figure 2. This latter
triangulation has 114 elements, with better aspect ratio.

\_/ \_/

Conforming triangulation =~ Non-conforming triangulation

Figure 2: Two triangulations of the same geometry (middle), one conforming (left) and
one non-conforming (right).

We propose a domain decomposition method in order to treat non-conforming triangula-
tion with finite element method. We also carry out the numerical analysis of this method
in the case of low-regularity solution. In this work, we focus on the numerical analysis
of the method. Moreover, we describe the algorithmic aspect of this method. The se-
quential implementation of this method has been done in MINOS. We do not address the
high performance computing aspect but the implementation of this domain decomposition
method could be parallelized [Lath09].

After the introduction of the physical model in chapter 1, this manuscript is composed of
three parts. First, in part I, we look at the continuous problem of the multigroup SPy
neutron transport equations. then in part II, we focus on the discrete version of these
equations with some finite element methods. Finally, in part I1I, we show some numerical
applications of the resolution of the multigroup SPy neutron transport equations.

More precisely, in the first part, in chapter 2 we study the diffusion approximation under
its primal formulation and its mixed formulation. Then, in chapter 3 we generalize the
previous results to the multigroup SPy neutron transport equations.

In the second part, in chapter 4, we carry out the numerical analysis of a H!-conforming
finite element method to solve the multigroup SPy neutron transport equations while in
chapter 5 we carry out the numerical analysis of a mixed finite element method. Then,
in chapter 6, we introduce the L?-jump domain decomposition method.

In the last part, in chapter 7, we describe the algorithm to solve the eigenvalue problem
given by the multigroup SPy neutron transport equations. Then, we illustrate the theo-
retical result and the L?-jump domain decomposition method with two testcases. Finally,
in chapter 8, we derive an a posteriori error estimate for the mixed neutron diffusion
problem.



Chapter 1

Modelling

A nuclear power plant produces electricity thanks to a coolant heated by a nuclear reactor
which creates steam to run a turbine so that this one produces electricity. The nuclear
reactor core is a delimited area where a fission chain reaction occurs. When a neutron
collides a fissile nucleus there is a probability that a fission occurs. The fission emits
new neutrons which can induce new fissions, thereby generating a chain of fission events.
Moreover, each fission is accompanied by the release of energy which heats the coolant.
The model used to describe the physics of the nuclear reactor core is the neutron transport
equation. Classically the resolution of this equation is decomposed in two steps. The first
step consists in homogenizing nuclear data on each fuel rod or assembly. The second step
is the core calculation which approximates the solution of the neutron transport equation
with the homogenized nuclear data.

The "Commissariat a ’Energie Atomique et aux Energies Alternatives" (CEA) is a French
public government-funded research organisation in the areas of energy, defence and se-
curity, information technologies and health technologies. One aim of the CEA energy
research is to develop some neutronic simulation tools for nuclear power plants such that
for instance APOLLO3®. More precisely, APOLLO3® is a shared platform with Electric-
ité de France (EDF) for the nuclear reactor core physics. The purpose of this platform is
to simulate the nuclear reactor core behaviour by solving the neutron transport equation.
Our work takes part in the core calculation step inside APOLLO3®. The solution of
the neutron transport equation depends on the neutron position in space, the neutron
motion direction and the neutron energy (only the steady state case is studied in this
manuscript so that we do not consider the time dependence), each of these dependencies
are discretized with different methods. We consider here the multigroup approximation for
the energy, the simplified spherical harmonics (SPy) and a finite element method for the
space. When in the steady state case there is no sources, the multigroup SPy equations
correspond to an eigenvalue problem. We are looking for the fundamental mode of this
eigenvalue problem.

In order to find this fundamental mode the multigroup SPy neutron transport eigenvalue
problem is transformed into its variational form. As this equation is naturally written
under its mixed form, we approximate the solution with Raviart-Thomas-Nédélec (RTN)
finite element method.

The approximation of eigenvalue problem with finite element has been studied by Osborn
et al. [Osbo75, BaOs91] in general cases, and more particularly for eigenvalue problem

3



Chapter 1 : Modelling

under mixed form by Boffi et al. [BoBG97, BoBG00, BoBF13|. In this work, we study
the approximation of the multigroup SPy neutron transport equation with finite element.
Moreover, we propose here a domain decomposition method for mixed RTN finite element
method which can be used on non-conforming triangulations.

But first of all, we establish the neutron transport equation which models the evolution of
the neutron population. Let R represents the delimited area of the reactor. The neutron
population is described thanks to the neutron density

N(x,Q,E t) in cm™> Mev ‘st
in the phase space (x,Q, F, t) representing:

the position of the measure x = (z,y, 2)T € R3,

the direction of motions of the neutrons Q € S2,

the kinetic energy of the neutrons £ € R*,

the time of the measure t € RT.

The velocity of the neutrons is given by the vector
v =v(E)Q,
where the link between the velocity norm and the kinetic energy is

E = —mv>.
2

The quantity N (x,Q, E,t)dxdQdE can be interpreted as the number of neutrons in a
infinitesimal volume dxdQ2dFE around (x, 2, F) at time ¢.

The interaction between a neutron and a nucleus leads to different events as fission,
absorption and scattering. Neutron cross sections provide a quantitative measure of the
probability for various types of neutron-nuclear reactions to occur.

For the scattering interaction, the general concept of neutron cross section, is useful as it
links the incident neutron velocity to the one of the neutron after the collision. Thus, the
microscopic differential scattering cross section represents the probability of an incident
neutron with an energy E and a direction 2 to be scattered by a nucleus of the isotope @
with an energy E’ and a direction €'. This probability is denoted by

05 (= Q F— FE') in em?.sr . Mev L
For other reactions, like for the fission, we introduce
0,i(2, E) in cm?,

to characterize the probability that a neutron with a kinetic energy F and an incident
direction €2 incident upon a nucleus of the isotope ¢ will produce an event of type x. These
possible events are fission, scattering, radiative capture and (n,2n) scattering. Another
interpretation of this quantity is the cross sectional area presented by the target nucleus
to the incident neutron. Particularly, we define the fission microscopic cross section

O'fﬂ'(ﬂ, E)

4



Finally, we define the total microscopic cross section as
014( E) = / / 0o i@ U E = B)AEAY + 0 (0 E) + o, (U E), (L)
sz Jo

where 0.(€2, E') represents all possible reactions but the scattering and the fission, as sterile
capture and radiative capture. The total microscopic cross section is the probability that
a neutron with kinetic energy E and a direction €2 will interact with a nucleus of the
isotope 1.

All the microscopic cross sections are positive, for any reaction x and isotope i:

Ox,i Z 0.

Moreover, it holds that
oei(QE) > 0. (1.2)

The dependence of the microscopic cross sections over the direction of the neutron is
much weaker than the one over the neutron energy [DuHa76]. A nucleus has only discrete
stable energy levels. Then, the reaction during a neutron-nucleus collision depends of the
new energy level of the nucleus which is mainly defined by the neutron energy. In nuclear
reactor engineering, the media are modelled to be isotropic:

Hypothesis 1.1 (Isotropic media). Every medium in the reactor is isotropic, so that all
the microscopic cross sections except the scattering do not depend on 2. Moreover, the
scattering microscopic cross section o4(¥ — Q, ' — FE) does not depend on € and €

but only on the cosine of the angle between these two directions ¢ = cos 2LV .

In a nuclear reactor core, the materials are composed by several isotopes. As the micro-
scopic cross sections consider only the probability of a neutron which collides a nucleus
of isotope i to produce an event of type x, we need macroscopic cross section Y, to de-
scribed the probability of a neutron which collides a nucleus in the materials to produce
an event of type x. The macroscopic cross sections take into account the composition of
the material. Thus, we define the probability that a neutron with kinetic energy E and a
direction €2 incident upon a nucleus of a material will produce an event of type x by unit
length by the formula

Se(x, -, t) = Zax,i(-)@(x, t), (1.3)

where C; is the isotope concentration (in cm™) in the material. The macroscopic cross
sections are expressed in cm™! (in em st~ . Mev™! for the scattering macroscopic cross
section). More particularly, we introduce:

e Y. (x,c, E — FE’ t) the scattering macroscopic cross section;
e Y(x, E,t) the fission macroscopic cross section;

e Y (x, F,t) the total macroscopic cross section which can be interpreted as the inverse
of the neutron mean free path in the material.

e Y. (x, E,t) the macroscopic cross associated to all possible reactions but the scat-
tering and the fission. From inequality (1.2), it holds:

V(x,E,t) € R x R* xRt B (x, E,t) > 0. (1.4)

5



Chapter 1 : Modelling

Equation (1.1), which links the microscopic cross sections, can be extend to the macro-
scopic cross sections. By multiplying equation (1.1) by the isotope concentration and
summing over the isotopes, one obtains:

Yi(x, E,t) :/ / Ys(x,¢, E — E' t)dE'dc + X4(x, E, t) + Xc(x, E, t). (1.5)
s2 Jo

The product of the velocity and the density, v(E)N (x, €2, E,t) represents the number of
neutrons with a velocity v(FE)Q passing through an infinitesimal surface perpendicular to
2 located in x per energy unit, solid angle unit and time unit and is denoted by:

(x, QB t) = v(E)N(x,Q, E. 1) (1.6)
This quantity is called the neutron angular flur and is measured in cm=2.sr~* . Mev .5~
The total reaction rate is defined:

Tt(Xa Qa Ev t) = Et(X7 E7 t)@Z)(X, Qa Ea t)a

and measures the total number of neutron-nucleus interactions.
When a nucleus fission occurs, 2 or 3 neutrons are emitted. The fission yield is the number
of neutrons emitted by a fission generated by a neutron with an energy F

vp(E).

The fission spectrum described the probability of a neutron generated by a fission to have
an energy E and is denoted by:

Xp(E) in Mev™!,

where F is the new neutrons energy.

Moreover, a nucleus, produced by a fission, can be transformed by radioactive decay, and
the result of this decay can emit some neutrons by spontaneous fission decay. Those
neutrons are called delayed neutrons. The radioactive decay constant associated to the
radioactive decay of an isotope 7 is denoted by:

Agi 1n s7L.
The number of neutrons emitted by radioactive decay of a fission product
Vg.
The energy distribution of the neutron emitted by radioactive decay is denoted by:

xa(E) in Mev ™!,

where F is the new neutron energy.
We define the macroscopic radioactive decay associated to the radioactive decay phe-
nomenon:

Ag(x,t) = Z Aa:Ci(x,t) inem 287t

Let us note that nuclear reactions not only have an influence on neutron population; they
also induce variations in the population of atomic nuclei. The evolution in concentrations



1.1 : The Neutron Transport Equation

of the various isotopes is governed by the Bateman equations, taking into account atomic
nuclei generations and disappearances through nuclear reactions and radioactive decay
process [DEN15].

In section 1.1 we obtain the neutron transport equation, then in section 1.2, we obtain
the Bateman equations, in section 1.3, we derive its steady-state. Next, in section 1.4,
we discretize it in energy. Finally, in section 1.5, we treat the angular dependence.

All the nuclear quantities defined in this chapter, above and below, are summarized in
appendix A. For more details about nuclear data and the neutronics, one can refer to
[DuHa76, BuRe85|.

1.1 The Neutron Transport Equation

To estimate the power of a nuclear reactor core, one must study the neutron distribution.
Establishing the neutron balance in an infinitesimal volume lets us model the evolution
of the angular neutron flux inside the reactor core. In an infinitesimal volume dxdQdFE
around (x, €2, F,t), the neutron density variations are given by

d d
d;—lf(x, Q,E,t) = d—’t‘ -grad N (x,Q, E,t) + d_: -grad JN(x, Q, B, t) + 9N (x, Q, E, 1)
From the fundamental law of the mechanics, we know that the acceleration of a neutron
is proportional to the sum of the forces applied to him. As there is no other forces applied
to a free neutron than the gravity which we neglect, its acceleration is null, & = 0.

v dt
Moreover, from the definition of the speed, it stands v = ‘ji—’;. Then, the neutron density
evolution can be written as:

%(X, Q,E.t)=v(E)Q - grad N (x,Q, E.t)+ ON(x,Q, E,t).

Using the definition of the neutron angular flux, equation (1.6), it holds:

dN 1
—(x,Q,E,t) = @

% o(x,Q, E t) + Q- grad x¢(x,Q, Et). (1.7)

The variations of the neutron density comes from different phenomena:

e Neutron loss due to the interactions with some nucleus:

=Y (x, B, ) (x,Q, Et), (1.8a)

e Neutron transfer after collision:

/ / Ys(x, ¢, E — F, t)(x, QL F, t)dQ’dE’, (1.8b)
0 Js2
e ['ission sources:

XP(E> > v (E/)Z E/ / ! / /

A » f(x, B ) (x, QB ) dQ'dE, (1.8¢)

47T 0 S2
e Delayed neutron sources:
E
Xil(ﬂ' ) VdAd(X, t), (18d)
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e Fxternal sources:

Sext (%, Q, E1). (1.8e)

The particle derivative of the neutron density (1.7) is equal to the sum of all the neutron
variations (1.8a)-(1.8e). This equality gives us the neutron transport equation:

1
@&gw(x, Q E )+ Q- grad  (x,Q, E t) = =3(x, £, t)(x,Q, E| t)
+ / / Su(x,¢, B — B, t)(x, ¥, B, t)dQAE"
0 Js2

XP(E>
47

E
n Xifﬁ )Ad(x, 1) 4 Suee(x, 2, B, 1).

(1.9)

+ // vp(ENEs(x, B ) (x, Q' B £)dQYAE
0 Js2

The neutron-nucleus interactions also changes the composition of the materials inside the
reactor core. To model this evolution, we introduce to our model some equations which
describe the evolution of isotope concentration inside the reactor core.

1.2 The Bateman Equations

After a neutron-nucleus collision, an isotope i can change into an isotope i’. The proba-
bility that a neutron with an energy F colliding an isotope ¢ produces an events x, except
a scattering reaction, and change the nucleus to an isotope i’ is denoted by:

ol (E).

i—1’ x

Moreover, we have the following relation:
Oin(E) =Y _of . (E). (1.10)

For the scattering event, the probability that a neutron with an energy F and a direction
Q colliding an isotope i is scattered with an energy E’ and a direction €2’ and changes
the nucleus to an isotope ¢’ is denoted by:

(¢, E— E").

Z—}Z ,S

Moreover, we have the following relation:

0is(c, E—>E)=> 0f ., (c,E—E). (1.11)

i/

The probability of an isotope ¢ nucleus changes into an isotope i’ after colliding a neutron
at a position x at a time ¢ is given by:

Gisir(x,1) / / 070 (E)(x,Q, E, t)dEIQ
S2

+// // 07,04, E = ENY(x,Q, E, t)dEdQdE'dQY.
0JsS2J0 JS?

8



1.3 : The Steady State Equation

Therefore, the number of isotope ¢ changed into an other isotope after colliding a neutron
at position x and at time ¢ is given by

D Gima(x, )Ci(x, 1), (1.12)

i

and the number of isotope 7 which appears by the transformations of an other isotope
after colliding a neutron at a position x and a time ¢ is given by

> Gumi(x ) Cu(x, 1). (1.13)

i

Moreover, each isotope i nucleus can be changed into an isotope ¢’ by radioactive decay, the
probability of this to occur is given by A; .. Then, the number of isotope 7 disappearing
by radioactive decay is

> A Ci(x, 1), (1.14)
i i

and the number of isotope ¢ appearing by radioactive decay is
i £

Therefore, the evolution of the concentration of isotope i at a position x at a time ¢ is
obtained by summing equations (1.12)-(1.15) and reads:

0Ci(x, 1) =Y (Crmi(x, 1) + Aisi) Cr(3,1) = > (G (%,) + Aisi)Ci(x, 1), (1.16)
i/ i/

In the case of pressurized water reactor equations (1.16) can be simplified [Reus03,
Chau08|. Indeed, we consider only the evolution of precursors. The precursors are ra-
dioactive isotopes that emit neutrons with a given delay. The precursors disappear only
by radioactive decay and appears by fission. Then, the evolution of the concentration of
a precursor ¢ reads:

= G )C(x,1) = Y A Ci(x, 1), (1.17)

i’ i

where

G f(x,1) // oy f(B)Y(x,Q, B, t)dEdS. (1.18)

The system composed of equation (1.16) for all the isotopes is called the generalized
Bateman equations. To model the physics of a nuclear reactor, the neutron transport
equation and the generalized Bateman equations have to be taken into account together.

1.3 The Steady State Equation

1.3.1 Physical Point of View

Here we are interested in the steady state of the reactor core without any external source,
Sext = 0, when the chain reaction has already started. Thus, it stands 0,9 (x, €2, E,t) = 0,

9



Chapter 1 : Modelling

and the neutron transport equation reads:
Q- grad ¥ (x,Q, F) + X(x, E)Y(x,Q, F) = / / Yi(x, ¢, B = E)(x, ¥, E")dQYdE
S2

// ENY¢(x, EN(x, ', E")dQdE

+ Xi(w )I/ aNa(x,1).

(1.19)
Moreover, it stands, for all precursors i, 0,C;(x,t) = 0, therefore, Bateman equations (1.17)
become:
0= Ciois(x,t)Cr(x,t) = > NiwCi(x,1). (1.20)
i/ i e

By summing equation (1.20) over the precursors, one obtains:

YD (X, 1)C => ) A Cilx,t). (1.21)

i il i il

Using the definition of (;_,; ¢ (1.18), equation (1.10), noting that for all isotope ¢ it stands
o7 ;=0 and the definition of ¥ (1.3), we obtain:

// Sp(x, B)o(x, QB )dEAQ = " A\ Ci(x,t). (1.22)
SQ

)

Moreover, we have, for all precursors i:

D i = Ada.

i

Therefore, using the definition of Ay, equation (1.22) becomes:

/ / Yr(x, E)Y(x,Q, E,t)dEdQ = A,y. (1.23)
0 Js2
We denote the number of neutrons emitted by fission and radioactive decay by

V(E) =1v,(E) + vy

We also define 54(E), the quantity such that vy = 4(E)v(E) and v,(E) = (1-L4(E))v(E).
Using equation (1.23) in equation (1.19), one obtains:

Q-gradxw(x,Q7E)—i—Et(X,E)@b(X,Q,E):// S,(x,¢, E — EY(x, &, E)dQAE
0 Js2

+ e / X(E, E"v(ENEs(x, EY(x, ', ENdQAE',
T 0 SZ
(1.24)

where for all energy E and F’
X(E,E') = (1= Ba(E")xp(E) + Ba(E") xa(E).

10



1.3 : The Steady State Equation

Note that equation (1.24) is a homogeneous problem and that ¢» = 0 is a solution to it.
For a given reactor, the flux 1) = 0 is in general the unique solution to this problem. This
seems to be in contradiction with the real physical situation in which the stationary reactor
has a non zero flux. But in practice, the core never fully reaches stable conditions, thus
the flux does not exactly satisfy equation (1.24). Therefore, we look for a non zero flux
that could be considered as a representation of the system under nearly steady conditions.
For this purpose, we relax equation (1.24) by altering the fission yield term in (1.24) by
a factor A\™', v(E’) becomes \'v(E’). With this correction on the fission sources, one
obtains the following generalized eigenvalue problem:

Q- grad ¥ (x,Q, F) + Z(x, E)Y(x,Q, F) = / / Yi(x, ¢, B = E)(x, ¥, E)dQYdE
0 Js2

1
A —
+ 47

OO/ X(E, E"v(E"NE¢(x, EN(x, ¥, ENAQAE".
" (1.25)

In equation (1.25), the coefficient A~! is the eigenvalue of the problem. The eigenvalue \
represents the multiplication factor of neutrons emitted by fission. More precisely, A is the
ratio of the number of neutrons emitted by fission over the neutrons lost by absorption or
leakage. In order to control the fission chain reaction in a reactor core, the control rods,
which are composed of an neutron absorbant medium, are inserted or removed from the
core. The resolution of the eigenvalue problem (1.25) shows us if the control rods need to
be inserted or removed from the core in order to maintain the fission reaction chain.

Remark 1.2. One can choose to alter with a multiplicative coefficient other terms in
equation (1.25) instead of the fission source term. One can refer to [Vela77] for the other
alternatives. In those other cases, the eigenvalue A is still multiplication factor but it does
not represent the same ratio. For instance, if one decide to change the scattering source
term which the fission source term, X is the ratio of neutrons emitted by collision over the
loss.

We call a physical solution of equation (1.25) any positive solution, as a matter of fact
the angular flux can not be negative on some part of the reactor.

1.3.2 Mathematical Point of View

Thanks to Krein and Rutman in [KrRu50|, the following theorem allows us to know which
solutions are physical.

Theorem 1.3 (Krein-Rutman reported in [Brez83|). Let E be a Banach space and C' be a
convex cone of E with 0 as apex. We assume that C is closed, C # 0 and CN—-C = {0}.
Let T, be a compact operator on E such that T,(C\{0}) C C, and we denote o(T.) the
spectrum of T.. Thus, there exists u in C and \ > 0 such that T.u = Au; moreover \ is
the unique eigenvalue of T, associated to an eigenvector in C' and the multiplicity of X is
one. Finally, it stands:
A= max |ul

One can apply this theorem to the inverse transport operator, as done in [DaLi87|. Indeed,
the set of all the square integrable functions over R x S§* x R*, L?(S? x RT, L*(R)),
is a Banach space and the set of all its positive functions is a cone which satisfies all

11



Chapter 1 : Modelling

the hypothesis of theorem 1.3. The steady state neutron transport operator 7' from
L3S xR, HY(R)) to L*(S* x RT, L*(R)) is defined as, for all ¢ in L*(S* x RT, H(R)):

TW)(x,, FE) = Q- grad x¢(x,Q, F) + Z4(x, E)Y(x,Q, E)

_ / / Su(x,c, B — B)(x, @, B)AQAE.
0 JS2

The fission operator F' from L*(S? x RT, H'(R)) to L*(S* x R, L*(R)) is defined as, for
all ¢ in L2(S? x R*, H'(R)):

F(¥)(x,Q,E) = i/O/S;X(E,E/)V(E/)Ef(X, EN(x, Y, E)AQVAE.

Therefore, equation (1.25) can be written as
T Fy(x, @, E) = Mb(x, 2, E).

As we considerate 77! from L?(S? x R*, L*(R)) to L*(S* x RT, L?(R)) and thanks to
Rellich theorem [AdFo03] H*(R) is compactly embedded in L?*(R), T~ is compact from
L*(S* x RT, L*(R)) to L*(S* x R*, L*(R)) and thus T~'F is compact too.

We apply the theorem of Krein-Rutman, theorem 1.3, to T F, and we find that the only
physical solution of equation (1.25) is associated to the greatest eigenvalue of the inverse
operator T-'F. We denote the criticality of the reactor core by keg such that

keg = max A.
A

The criticality of a reactor core characterizes the physical state of the core:

o if keg = 1: the reactor core is in a steady state and the nuclear chain reaction is
self-sustaining. The reactor is said to be critical;

o if k. > 1: there are more neutrons produced than neutrons lost. The chain reaction
races. The reactor is said to be supercritical;

o if kg < 1: there are less neutrons produced than neutrons lost. The chain reaction
vanishes. The reactor is said to be subcritical.

1.4 Energy Discretization and Homogenization

The only physical data available are the pointwise microscopic cross sections. Therefore,
in order to solve equation (1.25), one has to evaluate the macroscopic cross sections. These
macroscopic cross sections are given as energy piecewise constants and spatial piecewise
polynomial functions. The use of energy piecewise constant functions in neutronics is
called the multi-group method. The spatial treatment is done by some homogenization
techniques of the reactor geometry on a smaller scale [Sanc09, Cost06]. We will not give
details on how to obtain these values.

First we assume that the neutron energy can not be smaller than FE,.;, > 0 and higher
than E.x > Euni. Let G be an integer which represents the number of energy groups and
(B9)SH! such that 9T = Eyn, B' = Ena, for all ¢’ < g, B9 < B9 and [Ewin, Enax] =
Ule[EQH,Eg], see figure 1.1. Each energy subinterval [E9T! F9] is called an energy
group.

12



1.4 : Energy Discretization and Homogenization

Group ¢

Figure 1.1: Representation of the energy groups.

Moreover, we approach the scattering macroscopic cross sections ¥, X, the fission yield
v and spectrum x by constant value on each energy group.

Et(x7 E) ~ Z?(X)7
V1<g<GVE€[E" EY:{ v(E)Ss(x,E) = ygﬁlff(x);
X(E E) ~ x*7.

The macroscopic cross section depends only on the energy groups of the incident and
scattered neutron energy:

V1<g<G,V1<¢ <G, VE € [E'*" E]:
E9
/ Yo(x,¢, B — E)dE ~ %9 79(x,¢).
FE9+1
Finally, we denote:

E9
VI<g<Gu(x Q)= | v(x,QE)dE.

FE9+1

By integrating equation (1.25) over the enery group [E9™! E9], g = 1,G, and using the

+o0 G E9
trapezoidal rule, / dE =~ Z / dFE, for the scattering term, one can obtain the
0
g=1

Eg+1
multi-group approximation of the steady state neutron transport equation which reads,
for each energy group g € {1,--- ,G}:

G
Q- grad (x, Q) +57 (x)9(x, Q) = > / 3979 (x, ¢)p? (x, Q)dQY
_1JS?
. (1.26)
]. ! / ! /
+ A*E > x5d (x) ; V9 (x, )dSY.
g'=1

This approximation corresponds to a Fy approximation of the neutron flux over the energy.

Remark 1.4. As the fission spectrum x corresponds to the normed enerqgy distribution of

the neutrons emitted by a fission, in the case of the one-group approrimation, it stands
1,1

X =1.

One can easily obtain from equation (1.5) that on each energy group 1 < g < G, it stands:

G
SI(x) = /S 2 $979 (x, ¢)de + L9(x) + T¢(x). (1.27)

Remark 1.5. Another way to model the energy dependence is to use the probability table
[Levi71, Mosc09]. This method consists in associating to every energy groups a discrete
probability law of the value of the microscopic cross sections. This probability law is used
to evaluate and homogenize the macroscopic cross sections.
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Chapter 1 : Modelling

1.5 Angular Discretization

To discretize the solution over the direction €2, there exists several methods, let us men-
tion the two most common, called the discrete ordinate method (Sy) and the spherical
harmonic method (Py). The first one consists in evaluating the solution over a set of
quadrature points of the unit sphere and the second one is a projection of the solution
and the macroscopic cross sections over the spherical harmonics. One can refer to [DaSy57|
for both methods. There exists also the simplified Py method (SPy) which can be derived
from the P method. In this work, we use the SPy method, which was described for the
first time by Gelbard in [Gelb60|. The approximation is done by projecting the solution
and the macroscopic cross sections over the spherical harmonics and assuming that the
flux is locally planar.

1.5.1 The Multigroup Py Transport Equations

Here, we describe how to obtain the multigroup Py transport equations. We recall from
[Hoch86], that any complex-valued function in L?*(S?) can be expanded in terms of the
spherical harmonics [Hoch86], Y, for n € N and m € Z such that |m| < n, therefore, for
any energy groups g in {1,--- G}, the angular flux can be denoted by:

=D D ULV,

n=0 m=—n

where 9 / VI (x, Q)Y (Q)dQ € C.

One can remark that the fission integral in equation (1.26), can be simplified as
nggygzg /wg (x, ) dQ'— ngg,/gzg woo( ).

The scattering macroscopic cross sections depend on ¢ = cos QY , where QO is the angle
between the incident direction and the new one. In order to evaluate the scattering source
integral, we want to expand the scattering macroscopic cross sections over the spherical
harmonics.

We recall from [Hoch86], that any function in L?*(] — 1;1[) can be expanded on Legendre
polynomials, P, for n € N, therefore, for any energy groups g and ¢’ in {1,--- , G}, Zgﬁg'
can be rewritten as

; —2n+ 1 :
D x,0) = D0 N (Pue) (1.28)
ﬂ- b

1

where Eg;g’ (x) =27 / 3979 (x,¢) P,(c)de. More particularly, the first moment of the
-1
scattering macroscopic cross section from the energy group g € {1,--- ,G} to the energy

group ¢’ € {1,--- ,G} is given by:

1
Zijgl = 27?/ 2979 () Py (c)dc.

1
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1.5 : Angular Discretization

Using the addition theorem B.4, one obtains the following decomposition of the scattering
macroscopic cross sections:

S99 (x,0) = Y % (x) Z Y)Y (). (1.29)
n=0 m=—n

Therefore, the scattering source integral can be rewritten as

/SZ 2979 (x, c)pd (x, Q)Y = Z Z 299 (x)pd (%)Y, ().

n=0 m=—n

Using this expression in equation (1.26) and we integrate over the unit sphere against the
conjugate of the spherical harmonic Y,

Z Z gradx@bnm X) - /m/m (Q)Y,(Q2)dQ2 + XY (x)92,,(x) =

n/=0m/=

Z 2979 (x X) + A~ Z XP9 19 S (%)80,00m,008 (%)
g'=1
We recall that €2 can be described with its spheri-
cal coordinates (1, 6), see figure 1.2, which give the e,

Cartesian coordinate representation

cosVsinf
Q= sindsinfd |. (1.30)
cosf

We denote Y"(¢,0) := Y,(Q2). For n,n’ € N and
m,m’ € Z such that |m| < n and |m'| < n', one can

compute the term / QY7 (Q)Y™(Q)dQ. We look
S2

for an expression of Y™ (£2) such that the integral Figure 1.2: Spherical coordinates of
is a sum of scalar products of only two spherical the direction vector.

harmonics. From the recursive relation (B.6), (B.7)

and (B.8), it stands:

(

Q.Y7(9,0) = % [bLy(n, m)Y™ (9,0) — by (0", —m )Y (9, 0)
g (0N (9,6) = by (n, —m)Y; (0,0)]

QIT0,0) = [l )V (0.0) = by, =V (3,0)
by (0, ) (9,60) + by (n, —m) V2 (0,6)]

QY7 (0,0) = b.(n",m)Y7(9,0) + b.(n, m)Y™ (9, 0).

| m)m—m) _ Jr=m—1)(n—m)
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Chapter 1 : Modelling

In the previous equations, some terms may appear without being defined, for instance
when n = 0 in the third equation Y™ appears, in this case they are null, for more
explanation the reader can refer to appendix B. To obtain the Py transport equations,
one can use the previous relation to integrate the integral term in (1.26) and obtain:

9 (0 +i0y) n+m+(x)++(a — i0y) ¥, n+ m— (%)

by y(n,m) by y(n, —m)

. 2 (=0 + i) Uy ()

+b(n,m)0.p8 - (%) +bo(nT,m)0p8 (%) + B (%), (x) =

(O +10y) Y? (x) +

n—,mt

G
Z Zg —9(x ’m(x) + 2 Z Y999 Efcl (X)én,O(Sm,Uwg:O(X)'

g'=1

1.5.2 The Multigroup SPy Transport Equations

The Py transport equations can be simplified with the SPy method. The transport is
decomposed with three main directions as shown in figure 1.3.

€.

Figure 1.3: The three main directions of the transport.

We suppose that the transport is mainly in one direction, e,, thus, the flux ¢ can be
described as a function of the axial coordinate z and of the angle between €2 and e,.
Under this hypothesis, we denote w = €2 - e, and ¥9*(z, w) := ¥I(x, ).

Moreover, this hypothesis implies that the flux gradient is collinear with e,. Then the
neutron transport equation (1.26) becomes:

G 1
B0 (2, ) + S (5 w) = 3 / 0= (x, ) (2, !
g=1""1

G 1
— ]- / / / ! s
IE E X799 Y (x) /1 V93 (2, w')dw
g'=1 -

As in the Py transport derivation, we project the scattering macroscopic cross sections
on Legendre polynomials (1.28). The angular flux is also projected on this polynomial
family but we introduce some weight, (a,,)5°, , that we specify later in order to simplify
the computation ultimately:

(1.31)

VI (2, w) = Zanw“ (w),
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1.5 : Angular Discretization

2 1
where J3%(z) = n

[ v op@is

Moreover, one can rewrite (1.29) with the help of the addition theorem (B.5) as

47

n:O

2: = w)Pﬁ”(w’)cosW(ﬁ—@?’))),

R (x0) =) &l 1252‘" (%) (Pn(W)Pn(W’)

where 9 (resp. ') is given by the spherical coordinates of €2 (resp. €).
As we suppose that the angular flux does not depend on the angle 1J, we remark that the

2w
term / cos(m (9 — 9))9*(z, w')dd is null. Thus, it stands

/%/ 299 (x, ¢)p? (2, @ )dw'dY = Zanzgﬁg 92 (2) Py (w).

By injecting those two projections in (1.31), multiplying it by §=P, and integrating it
over S?, for n € N, one obtains the following equation:

ZO‘"O‘”’ R e / @ P (w) Py () dm+1, 59 (x) 99 (2 thgﬁg e

n’'=0

+A7 Z Xg’g/VgltOE?cl (%)dn0tf 7 (2),

g'=1

where we denote

2
ay

on—+1

n —

The integral term in the previous equation can be evaluated thanks to the recursive
relations (B.1). Then, one can obtain:

I 10095, (2) 4+ hn0:0087(2) + £ 57 ()97 (2 thﬁg A€

+A7 Z Xg’g/VgltOE? ()0n.0%8 *(2),

g'=1

where we denote
naytin—1

fin = 2n+1)(2n— 1)

for n > 1.

It is customary to choose the family (o), such that, for n > 1, h, = 1. We choose
here:
ap = 1;

4n? —1
o, = for n > 1.
noy—1
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Ao

?Otn '

o

—t
o 1 2 3 4 5 6 7 & 9 100 11 12 13 n

Figure 1.4: Values of («,)5°, and (¢,)5%,.

With the same methodology one can use e, and e, as transport main axis and obtain
the same equations for the moments of Y% (z,Q - e,) := ¢9(x,€2) and Y9¥(y,Q - e,) :=
Y9(x, Q). For any d € {x,y, z} it stands:

T 1022y (Xa) + hnOatb, (xa) + £ (x) 09 (x4) = Zt 59 ()08 (xa)

(1.32)
+ A7t Z Xg’glyg/tOE*;’c (x)0n.008 4 (x4).
g'=1
As we decompose the transport directions in three directions and we neglect the cou-

plings between these three directions, the SPy approximation solution does not converge
towards the transport equation solution When N tends to inﬁnity, whereas the Py ap-

proximation solution does. We denote ¢f(x Z 1/} . Then, for n = 0, we sum

de{z,y,z}
equations (1.32) over d € {z,y, z}:

G
h Y 0 (xa) + to%f Z 103707 (3)6f (x) + A7) XTI 1% (%) ().
def{z,y,z} 9'=1

The derivative sum is like a divergence, thus we denote pf(x) = Z V9 (x4)ey and we

de{z,y,z}
obtain:

G
hadiv p?(x) + toXd (x Z 103057 (%) (%) + A7) XTT v 102 (%) ().

g'=1
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For n = 1, one can obtain by summing equation (1.32)e, over d € {x,y, z}:

hograd x¢3(x) + higrad x¢§(x) + 612 Z tlzgﬁg p? (x),
where ¢§(x Z P9
de{z,y,z}

One can continue to higher n value and define odd moments as vectors:

Pini1(X Z 77ZJ2n+1 Xd)€d,

de{z,y,z}

and even moments as scalars:

=Y v§(xa

de{zy,z}

Let N € N odd denotes the order of the SPy method. From now on, we denote the vector
of the odd moment of the flux by p = (p',--- ,p)" with p? = (p{,p%,--- ,p%)" and the

vector of the even moment of the flux ¢ = (¢',---,¢%)" with ¢ = (¢{,¢9,--- ,¢%_1)""

We denote also N = % We truncate the expansion of the angular flux to the N

Legendre polynomial. Therefore, the multigroup SP y transport equations read as coupled
diffusion-like equations set in a mixed formulation:

|
=

{ T,p + grad ,H¢ (133)

H'divp + T.¢ = A 'Mso.

In the following, we describe the operators T,, T., M; and H used in equation (1.33).
The operators T, and T, are defined by energy blocks:

TL —§2=1 L. _SGal
Q12 . .. .
T, — | ' ' A (1.34)
. . _So —G—-1
_Stl)%G . _SOGleG ']TOG
and
Tl _SZ*)I . _SG%I
_ Q12 . .. .
T, - | S ' ‘ o (1.35)
. . _Se —G—
_Si—>G’ . _SEG—1—>G T@G

In order to define the blocks of these two operators, we introduce the moments of the
removal macroscopic cross sections:

Sl (x) = B(x) = 2 (x) (1.36)
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The blocks of T, and T, are given by:
g ; [ g N .
To = d'lag (t2n+127~72n+1)n:0:| ’
, N
Sg -9 — dZag <t2n+1 Es 2n+1) :| )
n=0

T‘Z = dzag (th r2n) :|7

S99 = diag (t ¥9 %g) ]

The fission operator reads

1—1 G—1
Mf Mf
Mf: . " . )
1—-G G—G
Mf Mf

where the blocks are
, , L N
M‘;]c = (Xg’g tor? E?c 52m,052n,0>

n,m=0

Finally the moment coupling matrix is defined as:

H = diag [(H)G_ } ,

g=1
where
1 1 0 0
0 . . .o
m=|: .
: - o1
0 -+ -+ 0 1

The SPy approximation has less angular moments than the Py approximation. For a
problem with d spatial dimensions and a given N € N odd, the SPy approximation has
(d + 1)2+ moments whereas the Py approximation has (N + 1)? moments. Moreover,
as we suppose that there is no coupling between the transport directions, the SPx linear
system is sparser than the Py one. Indeed, for a problem with d spatial dimensions and
G groups and a given N € N odd, the SPy system has GQ% + G'N non null coefficients
and the Py has G*(N +1)? + 6GN? — 1 non null coefficients. Thus, the advantage of the
SPy method over the Py approximation is that the first one has less angular moment
coupling than the second, see table 1.1.

On the other hand, due to the hypothesis of no coupling between the transport directions,
the SPy solution does not converge towards the transport solution but the Py solution
does.

1.5.3 Spherical Harmonic Moments of the Cross Sections

In this work we are interested in the simulation of pressurized water reactor (PWR).
As a macroscopic section can not be infinite, they are supposed to be bounded over R.
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G | N | Moments Py | Couplings Py || Moments SPy | Couplings SP
1 4 9 4 5
1 3 16 69 8 11
5 36 185 12 17
7 64 357 16 23
1 8 27 8 18
9 3 32 171 16 38
5 72 443 24 58
7 128 843 32 78

Table 1.1: Angular moments and non null coupling terms for the SPy and Py approxi-
mations in three spatial dimensions.

The space of the bounded functions over R is represented by L*(R). Moreover, the
macroscopic cross sections are homogenized on a smaller scale than the reactor geometry,
so we supposed that the removal macroscopic cross sections are piecewise regular. We
introduce the function space:

WEe(R) ={f € L®(R),grad f € L°(R)}.

Let N, be an integer and (R;)~" be the partition of R on which the macroscopic cross
sections are homogenized, i.e the homogenized macroscopic cross sections are regular on
each R;, for 1 < i < Nj,. Thus, forall 1 < g, < G and for all 1 <n < ]\7, we suppose
that:

(X9 %929 uy39) € PWE2(R) x L=(R) x L=(R),

rn) “sn I Z=f

(1.37)

where

PW'(R) ={D € L*(R),Djg, € W"*(R;),1 <i < Ny} .

In PWR reactor, the scattering macroscopic cross sections are nearly isotropic, that means
that the scattering macroscopic cross sections admit only small variations over the c
variables. Therefore the Legendre moments of a scattering macroscopic cross section of
order n, with 1 < n < N, are smaller than the Legendre moment of order 0. For all
1<g,d <G, forall 0 <n <N, it stands:

2929 | < 32909 ae. in R. (1.38)
Furthermore, from equation (1.27), for all 1 < ¢ < G, it holds:
G
5= N907 454+ 5 ae in R, (1.39)
g'=1

We recall that, from inequality (1.4), for all 1 < g < G, 3¢ > 0. According to (1.36)
and (1.39), for all 1 < g,¢’ < G and for all 0 < n < N, it exists (X,,), > 0 such that
0 < (Xrn)« <t,29,,. Moreover, the macroscopic cross sections are bounded, thus, for all

1<g,¢ <G andforall 0 <n <N, it exists (X,,,)* > 0 such that 27, < (E0)* To
summarize, we have the following hypothesis on the removal macroscopic cross sections,
forall 1 < g <G and forall 0 <n < N:

3 Srn)er (Brn)* > 0,0 < (Spn)s < 1,58, < (80)" ace. in R. (1.40)
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Chapter 1 : Modelling

By combining the definition of the removal macroscopic cross section in (1.36), equa-
tion (1.39) and inequality (1.38), one obtains for all 1 < g < G and for all 0 <n < N:

229_’9 a.e. in R.
9'#g

More precisely, when modelling a PWR, the scattering macroscopic cross sections are such
that for all 1 < g,¢ <G, forall 0 <n < N:

D <e< |Eg_>g | <eXd, ae in R. (1.41)

G-1

Assumption (1.40) is less restrictive than assumption (1.41), but both are satisfied for
PWR. Finally, for each energy group 1 < g < G, we denote by @? the product VQE?C
which is positive:

0< @fc a.e. in R, (1.42)

and the matrix My is non null, there exists g and ¢’ such that X”’@fc # 0.

We regroup the assumptions in (1.37),(1.40),(1.41) and (1.42) to obtain the following
physical hypotheses on the coefficients:

Hypothesis 1.6. For all energy groups 1 < g, < G, g # g and for all 0 < n < N,it
stands:

(29,599, vX9) € PWH™(R) x L¥(R) x L™(R), (1.43a)
() (Brn)" > 0,0 < (X0)e <29, < (E5)" a.e. in R, (1.43b)
D <e< o ]Zg_)g | <X, ae inR (1.43c)
0= v¥} a.e. in R, 33,7 s.t. x99 @?p # 0. (1.43d)

As in this work, we suppose that the coefficients are valid for PWR simulation, hypothe-
sis 1.6 is always satisfied. Thanks to assumption (1.43c) in condition 1.6, the transposed
matrices of T, and T, are diagonally dominant and thus T, and T, are invertible.

Equations (1.33) can be read as a set of coupled diffusion-like equations written in a
primal formulation:

—"Hdiv (T, 'grad x(Hg)) + Te¢ = A~ 'M;¢. (1.44)

In this study, we need a positive property on the matrices T, and T, ! for the mixed
formulation (1.33) or on the matrices T, ' and T, for the primal formulation (1.44). The
methodology used to have these properties is first to exhibit a condition on the macroscopic
cross sections which ensures that Ty, h € {e, 0}, has a positive property, then we show
another condition on the macroscopic cross sections such that T,;l, h € {e, o}, has a
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1.5 : Angular Discretization

positive property. To do that, we need first to introduce the following operators:

(R*xR* — R

We define J, = {2h 4+ 1|h = 0, N} and J, = {2h|,h = 0, N}. Let h be in {e, o}, we
also define Ty, = diag [(T})5,] and U, = (Ui’g/)gg/:1 where U;C’L’g/ = 0 when g = ¢’ and
ey — %(T;"M)*SZHQ = diag [(59,79/€5¢, )neg,] when g # ¢'. Thus the matrix T), can
be decomposed into:

Th = Thﬂn(]l — €Uh). (145)

Moreover, we define the extrema of the removal macroscopic cross section.

Definition 1.7. For h € {e,o0}, we denote the supremum of the removal macroscopic

cross section by:
(XM)* = max(%,.,,)%,

neJn

and the infimum of the removal macroscopic cross section:

(XM, = min(X,.,)..

neJn
Definition 1.8. For h € {e, 0}, we define:

DX

(g, = Max max sup ,
n€Jn 9,979 xeR Z?,n

and:
_ =y

T

The following proposition gives us a bound on the norm of Uz, for all  in (RN ). This
bound is used to obtain the conditions on the macroscopic cross sections such that T},
and T;l have a positive property.

Proposition 1.9. For h € {e, o}, it stands, for all z in (RV)C:

|Upz| < O‘;"(G — 1|z a.e. inR. (1.46)

Proof. Let x be in (RN)G, then it stands, for all 1 < ¢ < G and for all n in Jp:
00
(Unz)f = EIZ'
g'#9 ’
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Chapter 1 : Modelling

As it stands ||Upz||?> = Upz o Upz, from the definition of o, one obtains:

-3 Y (25 )

g=1neJn \g'#g

A 2 A
We recall that for any real sequence (a,)n,en and A € N*| it holds <Z an> <A Z az.

n=1

Then, using this result and the definition of ay p, it stands:

[Unz|® < s’ —1) Z Z Z 129 |? ae. in R.

g=1 neJy g'#g

. . . . / / .
In the previous inequality, we rewrite E |29|? as 5 |29|? — |27 %, and we obtain:

g'#g g'=1
|Upz||? < 8» G-1) Z > <Z |xg’|2—|xg|2> a.e. in R.
g=1 neJy, =1

Using the definition of the norm on (RV)%, we find:

2

[Unzll? < 2 (anw |x||2> ac. in R.

Finally, it stands:
2

(6%
[Upz|® < ;" (G —1)?||z||® a-e. in R.

]

Under the condition 1.6, the matrix Tj,, h € {e, 0}, is diagonal with strictly positive
coefficient, thus it is invertible and we have the following bounds, for all z in (R™):

Th,yzoz > (X"),]|z)* ae. in R, (1.47)

and

IT, szl < (21l ae. in R. (1.45)
Proposition 1.10. Let h € {o,e}. Under condition 1.6 and if o), and a..p, satisfy:
aspapn(G—1) <1, (1.49)
then for all z € (RN)C it stands:
Thz oz > (Th).llz|? a.e. in R,

where

(Th)* = (Eﬁ)* (1 - O‘s,har,h(G - 1)) . (15())
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1.5 : Angular Discretization

Proof. Let z be in (RV)S. Then, from equation (1.45), it holds:
Thzox =Ty,zox —e(Ty,Upxox). (1.51)
As Ty, is diagonal, one obtains:
—&(Th,Upzoz) = —e(Upz 0 Th ).
Thanks to Cauchy-Schwarz inequality, (1.48) and (1.46), one obtains:
—e(Upz 0 T ) > —upn(G — 1)(E8)* ||z a.e. in R.
Using this inequality and inequality (1.47) in equation (1.51), we obtain:
Tz oz > (3", (1 — asgpampn(G — 1)) ||z]|* ae. in R.
Thanks to (1.49) we have (T}). > 0. O

Under the hypothesis 1.6, the matrix Tj,,, h € {e,0}, is invertible and we have the
following bound, for all z in (RV)%:

_ 1 :
||TT,}1L§|| < =zl ae. in R. (1.52)
(X7)

Proposition 1.11. Let h € {o,e}. Under hypothesis 1.6 and if sy and o,y satisfy:

1

sh(G—1) < ,
Oé,h( ) 1+ar,h

(1.53)

then for all z € (RN)S it stands:
T, 'zoz > (T, ").||lz|* a.e. inR,
_ 1 Oésh(G— 1)
T, "), = 1-a, : 1.54
T = g (e G o

Proof. As the matrices Tj, and T}, are invertible, the matrix (I — ¢Uy,) is invertible too,
and it stands:

where

T,' = (I—eUn)'T,,, (1.55)

where ¢ is defined in hypothesis 1.6.
From proposition 1.9 and assumption (1.43c), (I —€Uy,)~! can be rewritten as:

(I—eU,) ' =T+ ZEZUZ).

>0

Substituting this expansion in equation (1.55), one obtains:

T,' = I+ ) &U,)T;h (1.56)

>0

Let z be in (RY)%, we look for a lower bound to:

T,'zox =T, ,zoz+ E &TlUﬁlT;ig ox.
>0
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Chapter 1 : Modelling

First we bound each term in the sum over [. From Cauchy-Schwartz inequality, we obtain
for all [ > 0:

U Trz oz > —||UT, Lz ||z

Using equations (1.46) and (1.52), one obtains:

l
as,h 1\ 1
O

T

UZT;’igog > — |z||? a.e. in R.

Furthermore, it stands:

g=1 neJ,
1
> (Z?)*wa a.e. in R
Finally we obtain:
Trigor> e — 3 al (G — 1)) |lz] ae. in R;
PR\ ™ : ’
1 1 aan(G-1) ,
> — : .C. R;
> (7~ Ty Il e m %
1 Qg h(G - 1) 2 .
> 1—a, : .. in R.
> o (1o 2 Gy ) bl e i
Thanks to inequality (1.53) we have (T, '), > 0. O

At last, we bound the matrices Tj, and T, ' uniformly.

Proposition 1.12. Let h be in {e,0}. For all z in (RV)C, it stands:

[Tzl < (Th)*||z]| a.e. inR, (1.57)
where
(Ta)" = (59)" (1 + asn(G = 1)); (1.58)
and
T} zl| < (T3 |lz]| ace. in R, (1.59)
where '
(Ty')" = (1.60)

(E1)-(1 = aun(G—=1))

Proof. Let z be in (RY¥)¢. Using the decomposition of T), in (1.45) and the triangle
inequality, one obtains:

IThzll < [ITrpzll + el Ty Unzl|.
Thanks to inequalities (1.48) and (1.46), we obtain:

Tzl < (52)" (1 + asn(G — 1)) [lz]| ae. in R.
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1.5 : Angular Discretization

Now, we prove inequality (1.59). Thanks to equation (1.56) and inequality (1.52), one

obtains:
(]1 +) )

>0

Thanks to proposition 1.9, we know that the series Y €!||U,z||' converges, we can use the
triangle inequality on ||z + >, 'ULz|. Thus, we obtain:

<= <|JfH+Z e'[|Ty, wll)-

>0

From inequality (1.46) and the fact that 1+, al,(G—1) = (1 — a,,(G —1))7", one

obtains:
1

(E1)-(1 = asn(G = 1))

T}, z|| < [E1

]

For the mixed formulation of the multigroup SPy equations we need a positive property
on T, and T, thus for this formulation we make the following assumption:

Condition 1.13. For the mized formulation of the multigroup SPy transport equations,
m addition to hypothesis 1.6, we suppose that:

Q5000 o(G—1) < 1;
as.(G—1) <

1+,

Therefore, for the mixed formulation the matrices T, and T,! are bounded and have a
positive property.

Proposition 1.14. Under condition 1.13, it exists (T,). > 0 and (T,'), > 0 such that
for all x € (RM)C it holds:
Tox oz > (To). ||z (1.61)

and
'zox > (T, ).zl (1.62)

Moreover, it exists (T,)* > 0 and (TZ1)* > 0 such that for all z € (RN)C it holds:
IToxl| > (To)*[|z][; (1.63)

and
1T, 2] > (T,1)* |z (1.64)

For the primal formulation (1.44), we need a positive property on T,! and T, thus for
this formulation we make the following assumption:

Condition 1.15. For the primal formulation of the multigroup SPy transport equations,
wmn addition to hypothesis 1.6, we suppose that:

aso(G—1) <
+
Qs e o(G—1) < 1.
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Chapter 1 : Modelling

Therefore, for the primal formulation the matrices T, ! and T, are bounded and have a
positive property.

Proposition 1.16. Under condition 1.15, it ewists (T,;'). > 0 and (Tc). > 0 such that
for all z € (RN)C it holds:

T,'zoz > (T,"). |z (1.65)

and
Taoz > (T.). |z (1.66)

Moreover, it exists (T.)* > 0 and (T;1)* > 0 such that for all z € (R¥)C it holds:

IT2 2l > (T3 )" llzl- (1.67)

and
[ Tez|| > (Te)"||z||; (1.68)

In general, in PWR simulation 2 < G < 36 and N € {1,3,5}.

1.5.4 Special Instances of these Equations

In this subsection, we explicit the multigroup SP; and SP3 neutron transport equations,
and the one-group neutron diffusion equations. We will solve these models mathematically
and numerically in the next chapters.

The Multigroup SP; Neutron Transport Equations

If the angular flux is considered to be independent from the angular direction, we only need
to truncate the Legendre polynomial expansion of the angular flux and the macroscopic
cross sections to the first term. We first need to calculate the coefficients tg and ¢, for
that the values of oy and «; are required:

agy = 1; ap = 3; to =1, t1 = 3.
Moreover, we define the diffusion coefficient, for all energy group g € {1,--- ,G}:
Dg — 32£71.

With this truncation, one obtains the multigroup SP; neutron transport equations:
For all g € {1,--- ,G}, solve in (p?, ¢9, \) such that:

( Dopi(x) + gradf(x) = > 3%,(x)p{ (x);
g'#g
divpf(x) + Zdf(x) = > 8057(x)¢) (x)
’ ’ ’ (1.69)
9'#g
G
AT ST LY (%) ().
\ g'=1
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1.5 : Angular Discretization

The Multigroup SP3; Neutron Transport Equations

When the Legendre polynomial expansion of the angular flux and the cross sections are
truncated to three terms, one obtain the multigroup SP3 neutron transport equations:
For all g € {1,--- ,G}, solve in (p?, ¢9, A) such that:
( ! /
divp{(x) + Zodf(x) = Y EI57(x)¢f (x)
g'#g
e}
AT Eg ()¢ (x);
g'=1
3%, p{(x) + grad «¢f(x) + grad x¢4(x) = » 3% (x)p{ (x); (1.70)
g'#g
) . 5 5 )
ivpd(x) + divpy(x) + S3T,0800) = 3 o564 (%)
g'#g
ey g 1 gmg g’
?En:spza(x) + grad x¢3(x) = Z gzs;ﬂ (x)p3 (%)

/
L 9'#g

The Neutron Diffusion Equations

Here we only take one energy group (G = 1), so with an abuse of notation we omit the
energy superscript, we denote the scalar flux by

66 = | vx. 20,

and we denote the scalar current by
p(x) = | Quix e
S2
With this notation, one can integrate equation (1.26) over S? and obtain:

div p(x) + Z,0(x)9(x) = AL (x)6(x) (L.71)

This is the first equation of the neutron diffusion equations. The second equation is a

Fick’s law which reads: |

D(x)
where D(x) is the diffusion coefficient. Using the physical assumptions that the medium

is homogeneous, the variations of the flux are weak, and the spatial dependence of the
flux is linear, computing the neutrons flux across a small surface gives

p(x) + grad xo(x) = 0, (1.72)

1

D) =555

Thus the neutron diffusion equations reads:

1
mp(x)jtgradxgb(x) = 0

divp(x) + Zu(x)o(x) = A"wE (x)é(x).

(1.73)

29



Chapter 1 : Modelling

1.6 Boundary Conditions

In order to close the multigroup SPy transport equations (1.33), one need to add some
boundary conditions. There is three main boundary conditions:

e The flux is null on the boundary (Dirichlet boundary conditions):

¢=0 on OR; (1.74)

e The neutrons are reflected by the boundary (Neuman boundary conditions):

p-n=0 on OR; (1.75)

e Albedo boundary conditions:

¢+ cap-n=0 on OR; (1.76)

with ¢, strictly positive.

0
In the case of the domain R can be written as R = H]O; Lg[, where Ly > 0,1 <d <0,
d=1
we can define periodic boundary conditions:

Q(X —+ Lded)
> .7

VI<d<d,Vxe ]:[]O;Ldf[{o} < ] 10: Lal. { §§§§ _ (x + Lgeq)

d'=1 d'=d+1
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Continuous Problem

31






In this part we study the well-posedness of multigroup SPy equations under their primal
formulation and under their mixed formulation. First, we consider the one-group diffusion
model.

The diffusion equations are studied in [Cran75, ErGu04| for the primal setting and in
[BrFo91, BoBF13, CiJK17] for the mixed setting. Moreover, the study of the eigenvalue
diffusion problem is done thanks to the spectral linear compact operator theory [DuSc63,
Brez83].

This part is organized as follow:

e in chapter 2, we recall the results for the diffusion problem in both primal and mixed
settings;

e in chapter 3, we extend them to the multigroup SPy transport problem.
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Chapter 2

Neutron Diffusion Equations

In order to do the study of the neutron diffusion equations, we need to introduce some
function spaces. Let R be an bounded, connected and open subset of R® (0 = 1,2,3),
having a Lipschitz boundary which is piecewise smooth. First, we denote L?*(R) the
Hilbert space of all the square-integrable functions over R. The inner product (resp. the
norm) of L*(R) is denoted by (-,-)or (resp. ||-[|o) and is defined by, for all f and g in
L*(R):

(f:g)o,RZ/ng-

For any s € R, the Sobolev space of order s over R is denoted by H*(R) and it is a
Hilbert space with the inner product (resp. norm) (-,-)sx (resp. || - ||s,z). The broken
Sobolev spaces are defined by:

PH*(R) = {v € L*(R),¢jr, € H(R;),1 <i < Np},s > 0.

We recall that (R;)Y" is the homogenization partition defined in § 1.5.3.
If s is a non-negative integer, the inner product and the norm of H*(R) are defined by,
for all f and g in H*(R):
(f9)sm =) / D*fD%g
jal<s 7 R

If s is a positive real and is not an integer, then the inner product of H*(R) are defined

by, for all f and g in H*(R):

(f9)er = () + 3 /R/R (Df(x) = D*f(y))(D°g(x) = D)) 1. 4

|X _ y|0+2(s—[s])

lof<s

where [s] is the integer part of s.

The set of all functions in C*(R) with compact support is denoted by D(R). For any
s > 0, the closure of D(R) in H*(R) is denoted by H§(R). We define H *(R) as the dual
space of H3(R), for any s > 0 and the dual product is denoted by (-, '>H*S(R),H§(R)‘

The set of all the continuous linear applications from E into E, E a Hilbert space, is
denoted by L£(E) and || - ||z(s) represents its norm. Finally, we denote V = H}(R),
L=1IL*R)and V' = H(R).
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From the several models presented in § 1, we are focusing here on the stationary one-group
(G = 1) SP, /diffusion equations (1.73). Equations (1.73) are written under a mixed form.
We first write it under its primal form.

From the first equation of (1.73), one can deduce that:

p(x) = D(x)grad x¢(x).
By substituting the value of p in the second equation of (1.73), one obtains the primal
form of equation (1.73):
. 1
—div (Dgrad x¢) + X, 00 = X@fgb. (2.1)
We recall that the difference between the diffusion problem and the SP; is the value of
the coefficient D:
¢ Diffusion:
® SPli
D(x) = 3%,.1(x).

In order to close equation (2.1), we add some boundary conditions. We choose here to
impose the flux to be null on the boundary of the reactor R.

2.1 Primal Approach for the Diffusion Equations

In this section we study the diffusion equation under its primal form, the problem is
written with only the scalar flux and the current does not appear. The SP;/diffusion
problem written under its primal form is:

Problem 2.1. Find (A, ¢) € R x V\{0} such that:
—div (Dgrad x¢) + $,00 = A"'v3,0  in R. (2.2)

Remark 2.2. In the case of other boundary conditions, the following work can be applied
with small modifications.

Before studying the eigenvalue problem 2.1, we consider the associated source problem
given by:

Problem 2.3. For a given source Sy in V', find ¢ € V such that:
—div (Dgrad x¢) + 2,00 = Sy in R. (2.3)

The physical hypothesis on the coefficients given in hypothesis 1.6 for the multigroup SP
transport equations reads in our case (G =1, N = 1):

Hypothesis 2.4.
( (D, Y0, v8;) € PWLe(R) x PWLe(R) x L>®(R),

sym

(D)., (D)* >0, 0< (D). <D< (D) a.e. inR,

3(27",0)*7 (ET,O)* > 0; 0< (ET’,O)* S 27’,0 S (27’,0)* a.e. in ,R’a

( 0< X ae inR, v, #0.
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2.1 : Primal Approach for the Diffusion Equations

Under hypothesis 2.4, the solution ¢ has some extra regularity (see [CoDN99, BoGL13|
and [CiJK17|, proposition 1) as stated below:

Proposition 2.5. Let hypothesis 2.4 hold. There exists ryax €)0,1], called the regularity
exponent, such that for all source terms Sy € L, the solution of problem 2.3 ¢ € V' belongs
to Mo<rerno PHYW(R) (rmax < 1) or PH*(R) (rmax = 1) with continuous dependence:
Vr € [0, "max|, H(bHPHH’“(R) S HSfHO,R (Tmax < 1) or H(bHPH?'(R) S HSfHO,R (Tmax = 1).

In all applications, the source term Sy will be always in L, but in the theoretical study of
the primal setting the source Sy is taken in the larger function space V.
2.1.1 Source Problem

One way to deal with problem 2.3 is to solve its variational formulation. To establish the
variational form, one can take ¢ in V' and use the dual product of (2.3) against .

(—div (Dgrad x¢) + X080, ¥) .y = (Sps )y g -

One can use Green’s formula and remark that every term is in L.

/ Dgrad ¢.grad 4 —|—/ Ero@¥ = (S5, V) y
R

R

From now on, we define the following bilinear forms:

VxV — R
- Degrad . é.grad 5,
(6.1) o /R grad ¢.gra w+/R o)
f'{V/xV — R
P (Sfaw) = <Sf71/)>vf,v

Therefore, the variational source problem reads:

Problem 2.6. For a given Sy in V', find ¢ in V' such that for all ¢ in V

(0, ¥) = f(Sy, ) (2.4)

Remark 2.7. The solution here is looked for in H}(R) and div (Dgrad x¢) is only in
HY(R) because the source is in H(R)

The uniqueness of the solution of problem 2.6 is ensured by the following theorem.

Theorem 2.8. For any source term Sy in V', there exists a unique solution ¢ in V
satisfying (2.4). Moreover, it stands

||¢||172 5 ||Sf||f1,7€‘

Proof. To prove this theorem, we use Lax-Milgram theorem. We verify all the hypothesis.
Let ¢ and ¢’ be in V', we can bound with the triangle inequality and hypothesis 2.4:

/R o

e ()| < D*\ /R gradxw.gradxw'\ﬂzr,o)*
< max(D*, (Sr0)") 1 141, .
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Thus, ¢, is continuous. In the same way, we prove that f,(Sy,-) is continuous

[fo(Sp D) = 1(Sp, D) yry [ < ISe = 19011 e -

The last hypothesis is the coercivity of ¢,. Let ¥ be in V, thanks to hypothesis 2.4, it
stands:

01, ) = /R Digrad x| + /R Srolt? > min(D,, (S,0),) [¥]7 -

Thus, one can apply Lax-Milgram theorem. Moreover we have

154111 =
min(D,, (X,0),)

0]l <

O

We already know that every solutions of the continuous problem 2.3 is solution of the
variational problem 2.6. In fact, these two problems are equivalent.

Theorem 2.9. The solution of the variational problem 2.6 satisfies the continuous prob-
lem 2.3.

Proof. Let take v in D(R). As D(R) C V it stands

| Derad.ggradsv+ [ S000 = (57,00,
R R
Integrating by part, one can obtain
<diV (Dgrad x¢)a ¢>D’(R),D(R) + <Er,0¢7 ¢>D’(R),D(R) = <Sf7 ¢>D/(R),D(R) .
Thus, ¢ verifies in D'(R):
—div (Dgrad x¢) + X, 00 = Sy.

We recall that ¢ is in V' thus the boundary conditions are satisfied. O

2.1.2 Eigenvalue Problem

In the same way as for the source problem, one can derive the eigenvalue variational
formulation from problem 2.1, which reads:

Problem 2.10. Find (A, ¢) in R x V\{0} such that for all ) in 'V
ep(0, 1) = A fp(vE e, v). (2.5)

Theorem 2.11. The eigenvalue problem 2.10 is equivalent to problem 2.1.
Proof. From problem 2.10, we know that (A, ¢) satisfies for all ¢ in V:

Cp((ba w) = fp<A71£f¢7 w)

We denote Sy = A—lgqu, from hypothesis 2.4, Sy is in L thus in V’. Therefore, ¢
satisfies the source problem associated to Sy. Then, one can conclude that (), ¢) satisfies
problem 2.1. O
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2.2 : Mixed Approach for the Diffusion Equation

The following theorem allows us to introduce an operator that admits the same eigenpairs
as the initial problem 2.1.

Theorem 2.12. There exists a unique compact operator T from V' to V such that for all
¢ and Y in'V
o(Te,¥) = f(vZs0, ¥). (2.6)

Proof. To prove this theorem, we apply the work of Babuska and Osborn in [BaOs91]. We
already know that ¢, is a bilinear continuous coercive form onto V' x V. The bilinear form
folizesg-1(¥X;),-) is a continuous bilinear form on L x V. Moreover, one can remark
that V is included in L with a compact embedding. O

Thus there is an equivalence between the eigenpairs of the variational formulation and
the ones of the operator T. The couple (A™!, @) is solution of problem 2.10 if and only if
the couple (A, ¢) is an eigenpair of 7.

We denote o(T") the spectrum of the operator 7. The properties of o(7") are detailed in
[Brez83] (Section VI.3), we summarize them here. The set o(7') is a compact set included
in [—||T|lzevy, [|T]|2(vy]- Moreover, 0 is in o(T) but is not an eigenvalue of 7" and every A
in o(7T)\{0} is an eigenvalue of 7. Finally, T" has no eigenvalue or it has a countable set
of eigenvalues or its eigenvalues form a sequence which converges towards 0.

One can remark that ¢, is equivalent to the natural inner product on V. From the
symmetry of ¢,, the operator T is selfadjoint. Then, 7" is diagonalisable. We recall that
from Krein-Rutman theorem 1.3, we know that the only physical solution of problem 2.1
is the fundamental mode.

2.2 Mixed Approach for the Diffusion Equation

The natural form of the neutron diffusion model is its mixed form. In this section, we
study this setting. We need to introduce the Sobolev space H(div,R) which is defined
as:

H(div,R)={q€ L° divqe L}.
From now on Q stands for H(div,R). The function space Q is an Hilbert space with the
inner product (-, -)aiy & Which is defined for all q and p in Q:

(PKl)div,R:/ p'q—i—/ div pdiv q.
R R

The norm on Q induced by the inner product is denoted by || - ||dgiv &-
Finally, we denote X the function space Q x L, this space is normed with the product
norm || - ||x, which for (q,®) in X is defined by:

I(a, )% = llalldy = + 11162

From now on, we use the notations: ¢ := (p, ¢) and & := (q, ¥).
As we did for the primal formulation, we study first the diffusion problem with null flux
boundary conditions. We recall from §1.5 that this problem reads:

Problem 2.13. Find (\,p,¢) € R x Q x V\{0} such that

—1 _ . .
{D p+gradxo = 0 mn R; (2.7)

div(p) + X000 = )Flﬂf(b inR.
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Part I : Chapter 2 : Neutron Diffusion Equations

The source problem associated to the problem 2.13, for any source term Sy € L, is given

by:
Problem 2.14. Find (p,¢) € Q X V' such that

{ D 'p+gradyy = 0 inTR;

div(p) + Srop = S; inR. (28)

We suppose in this section, that the coefficients satisfy hypothesis 2.4.

2.2.1 Source Problem

We already know that problem 2.14 is equivalent to problem 2.3. Thus, from proposi-
tion 2.5, one can conclude that p has an extra regularity.

Proposition 2.15. Let (D, ¥, 9, v%;) satisfy hypothesis 2.4. The current p in Q belongs
also i Nocper, . PH(R) (rmax < 1) or PHY(R) (rmax = 1) with continuous dependence
on the source term: ¥r € [0, max[, [|Pllprr S ISfllor (rmax < 1) or ||¢lpm(r) S |S¢llor
(Fmax = 1).

In order to study the well-posedness of problem 2.14, we consider its variational formula-
tion. Let (q,%) be in X, by summing the first equation of (2.8) times —q and the second
equation of (2.8) times 1, and integrating the results over R, one obtains:

—/ (Dlp'q+gradx¢~q)+/ (wdivp+2r,o¢w)=/ Sy (2.9)
R R R

The second term, with the gradient of the flux, can be transformed with Green’s formula.
Indeed, for any q in Q, it stands:

[ eradso-at [ odiva=(a-n.0)um0m 0w (2.10)
R R

Moreover, as the flux ¢ is looked in V', ¢ is null on OR. Thus, it stands:

—/RD1p-q+/R¢divq+/Rwdivp+/Rzr,ow:/Rwa. (2.11)

We define the bilinear forms:

QxQ — R
(p,q) ~ /—Dlp-q ' (2.12)

R

QxL — R
b: (@0) — /wdivq‘ (2.13)

R

LxL — R
R TR /R S0 000 (2:14)

and:
C‘{XXX—>R (2.15)
(€,6) = a(p,q)+b(a,¢) +b(p, ) +t(o,¥) ‘
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2.2 : Mixed Approach for the Diffusion Equation

We consider the linear form:

X — R
f ¢ o /wa. (2.16)
R

Using equation (2.10) in equation (2.9) removes grad x¢, hence the regularity requirement
on the flux ¢ can be lowered to ¢ in L. Therefore the variational problem reads:

Problem 2.16. For a given Sy in L, find ¢ € X such that V¢ € X:

c(6,€) = f(&). (2.17)

Remark 2.17. In the primal setting of the problem, the source is taken in H~'(R) and
the flux ¢ is looked for in HX(R) (see remark 2.7). Here we need a source more regular, in
L*(R) in order to have some regularity on the current p = —Dgrad y¢, p is in H(div,R)
which 1s not the case for the primal setting.

Theorem 2.18. For a given Sy in L, there exists a unique solution ¢ in X to problem 2.16.
moreover, it stands: ||C||x < ||Sy]|z-

Proof. To prove the well-posedness of the variational problem 2.16, we prove that ¢ verifies
an inf-sup condition:
There exists [ > 0 such that

it s 1O

> .
(oh eex ICxll€llx

Given ¢ = (p,¢) in X, one can remark that £ = (q,¢) = (—p, 50 + 7— d1v p) in X
satisfies:

2

divp

rm&znma+H¢+
2%r0 0,R

< Dl + Fl6li + 71578 div Bl
1 _
< (14 000 I<IE:

The last line is obtained thanks to hypothesis 2.4.
One can obtain the bound:

6.6 = [ (D7toP + g laivel + 5210
(ZT,O)*

- 1 .
> (D)l + 2(2—0)*||dw plor + 1911

1 L (Zr0)s 5
> min ( 5 s g ) Il

To obtain the second line, we use hypothesis 2.4. With the bound of ||£||x by ||(]/x, one
can conclude the proof. O
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We already know that every solutions of the continuous problem 2.14 is solution of the
variational problem 2.16. In fact, these two problems are equivalent.

Theorem 2.19. The solution of the variational problem 2.16 satisfies the continuous
problem 2.14.

Proof. Let ¢ = (p, ¢) be the solution of problem 2.16. For any q in D(R)®, from equa-
tion (2.17) with (g,0) as test function, one can obtain:

_/ Dlp-q+/ ¢ divq = 0. (2.18)
R R

Thanks to Green’s formula, the second integral can be transformed into:
/ ¢divg = — (grad xé,d)p -
R

Thus one can conclude that grady¢ = —D~!p in the sense of distribution. The set
D(R)? is dense in L® [GiRa86], then grad x¢ = —D~'p in L?. Thus ¢ is in H*(R).

In order to find the boundary condition on the flux ¢, we apply (2.17) to (q,0), with q
in Q, and we use Green’s formula

—/ D‘lp-q+/ cbdivq:—/ D‘lp-q—/gradxaﬁ-q+<q-n,¢>H;H% = 0.
R R R R ’
As grad x¢ = —D~'p, for all q € Q, it stands:

(a-n, ¢>H’%(8R),H%(8R) =0.

The application q € Q — qor -n € H_%(E)R) is surjective, thus for any 7 € H=Y/2(0R)
it stands:

<T7 ¢>H—%7H% - O

Therefore, ¢ox is null and the flux is in Hj(R).
By applying (2.17) to (0,1), with ¢ in L?(R), one can obtain easily the second equation
of system (2.8). O

2.2.2 Eigenvalue Problem

Let us focus on the generalized eigenvalue problem 2.13. To approximate the solution
(A, p, @) of this problem, one can study the direct operator, or the inverse operator, which
associates the solution ¢ € X to a source Sy € L. As the fission macroscopic cross section
can be null somewhere, we need to study the last one.

As the flux solution of problem 2.13 is more regular than L, we define the inverse operator
onto a more regular space. Let 0 < u < 1/2 be given, we introduce the inverse operator
B, associated to the source problem 2.14: given f € H*(R), we call B,f = ¢ in H'(R)
the flux that solves problem 2.14 with source Sy = v3;f.

Lemma 2.20. B, is a compact operator from H*(R) to H"(R).
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2.3 : On the Regularity of the Solution

Proof. Since v%, satisfy hypothesis 2.4, it holds [[S¢||,= < || fll.= because p < 1/2.

Hence, B, is a bounded operator from H*(R) to itself. Indeed, first by continuous
embedding of H'(R) in H*(R) it stands:

HBufHu,R 5 ”Bule,R-
Moreover, the solution ¢ depends continuously on the source term, the it comes:
1Bufllim = llllir S 1S¢llor-
To finish, H#(R) is compactly embedded in L:

1S¢

or S IIStllur-

Then, one can conclude that:
1B,

In addition, since the eigenfunction actually belongs to H'(R) (proposition 2.5) with
continuous dependence (||¢|l1.z S ||Sf|l=), it follows that B, is a compact operator. [

e S I llur-

Looking for the eigenpair (A7, (p,¢)) of problem 2.13 is the same as looking for the
eigenpair of B, (), ¢), setting p = —D~'grad x¢. Moreover as B, is a compact operator,
its eigenvalues are bounded, non-null and countable.

We recall that from Krein-Rutman theorem 1.3, we know that the only physical solution
of problem 2.13 is the fundamental mode.

2.3 On the Regularity of the Solution

In the primal formulation of the neutron diffusion source problem 2.3, the source term
is taken in V’. Therefore the flux solution of problem 2.3 is in V, and the current,
p = —Dgrad , is only in L° and its divergence is in (V’)°. If the source term is taken in
L, the current is more regular, p is in Q.

Under the mixed setting of the neutron diffusion problem 2.14, the source is taken is L,
and the solution (¢, p) is in V' x Q. But one can lower the regularity requirement in the
variational formulation on ¢ to ¢ € L.

The choice of the solving the primal or the mixed setting depends on which component,
¢ or p, one wants to have the best precision of its discrete counterpart.
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Chapter 3

Fxtension to the Multigroup SPar Transport

Equations

3.1 Introduction

This model takes into account the energy dependence and the angular dependence. This
is done by using the multigroup approximation and by projecting the problem on the
spherical harmonics § 1.5. We recall that G is the number of energy groups and N the
number of even and odd moments. The unknowns are the moments of the current and

the flux. To describe them, we introduce the following function spaces:

Q=(Q")% V=" L= (L") X=QxLand L = (LV)C.

For W one of these previous function spaces, we denote the natural product norm || - ||y .
We recall from (1.33), the multigroup SPy transport problem, under its mixed formula-

tion, reads:

Problem 3.1. Find (\,p,¢) € R x Q x V\{0}, such that:

T.p + grad x(Hg) = 0 in R;

"Hdiv (p) + T = A 'My¢ inR;

The source problem associated to problem 3.1 reads:

Problem 3.2. For a given source S; € L, find (p,¢) € Q x V. such that:

T,p+gradsH¢ = 0 inR;

THdivE—i— T = S; mR.
We introduce three lemmas which are used in this chapter.

Lemma 3.3. For any function ¢ in 'V and q in Q, it stands:

grad,(Hy) = Hgrad y;
"Hdiv (q) = div ("Hqg).
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Part I : Chapter 3 : Extension to the Multigroup SPy Transport Equations

The matriz H = diag [(Ha)le] where Hy is in ROVN gnd is defined by:

L, I, 0 --- 0
0 - . . .
H, = : 0
: o I
0 -« - 0 T
Proof. This can be proved easily by evaluating the two sides of the equality. O

Lemma 3.4. There exists ag, fg > 0 such that for any ¢ in L:

ar|¥lle < [[HbllL < Bulld]|e. (3:3)
Lemma 3.5. There exists ag, By > 0 such that for any q in L:
aglllle < [[HY|L < Ballalw. (34)

The proof of lemma 3.4 is given in appendix C.

We denote T, = H'T,7H . As the matrices H and T, are invertible, the matrix T,
is invertible too and T;' = THT;'H. Thanks to lemma 3.4, the primal form of the
multigroup SPy transport equations (1.44) reads:

Problem 3.6. Find (A, ¢) € R x V\{0}, such that:

—div (T, grad x¢) + T.p = A\~ ' M. (3.5)
The source problem associated to problem 3.6 reads:

Problem 3.7. For a given S; € V', find ¢ €V, such that:
—div (T, 'grad x¢) + T.¢ = S,. (3.6)

We recall that the flux ¢ is equal to (¢',---,¢%)" with ¢9 = (¢8, 83, , 9% _1)T, for
1 < g < G. Hence, we cannot generalize the regularity property given for the one-group
diffusion problem 2.3. As a matter of fact, in proposition 2.5 the symmetry of the tensor
is required (hypothesis 2.4), whereas the diagonal energy blocks of the matrix To_l are not
symmetric. Instead, in order to obtain error estimates, we suppose that the solution of
problem 3.7 has an extra regularity.

Hypothesis 3.8. We suppose that there exists ryax €]0, 1] such that for all source terms
Sy € L, the flur solution of problem 3.7 ¢ € V. belongs to (ocper, P((HY(R))N)E
(Tmax < 1) or P((H*(R)M)Y (rmax = 1) with continuous dependence: ¥r € [0, Tmax],
H?HP((HHr(R))N)G S ISellL (rmax < 1) or “?Hp((HZ(R))N)G SISl (rmax = 1).

3.2 Primal Approach

In this section, we study the primal formulation of the multigroup SPy equations. For
this study, we suppose that the macroscopic cross sections satisfy condition 1.15 on page
27, which allows to ensure the continuity and the coercivity of the bilinear form associated
to problem 3.7 (see proposition 1.16.
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3.2 : Primal Approach

3.2.1 Source Problem

As we did for the diffusion one-group model in primal form, we study problem 3.7 through
its variational formulation. Let ¢ be in V., we multiply equation (3.6) by ¢ and we
integrate it over R:

[ v (B gradug) 0wt [ Toow = (8,.0),,, -

R R -
One can use Green’s formula and obtain:

| T erad i @gradai+ [ Toow = (Sp0)y,

R R ==

From now on, we define the following bilinear forms:

VxV — R
P @) = / T, 'grad o © grad.y + / fegoy
= R
[V xV = R
fs’p'{ (ﬁfaﬁ) = <§f7g>z',z

Therefore, the variational source problem reads:

Problem 3.9. For a given S; in V', find ¢ in V. such that for all ¢ in Vit stands:
Csp(@¥) = fsp(Sf, ). (3.7)

The uniqueness of the solution of problem 3.9 is ensured by the following theorem.

Theorem 3.10. Under condition 1.15, for any source term S; in V', there exists a unique
solution ¢ in V. satisfying problem 3.9. Moreover, it stands

1ol S NS4l

Proof. To prove this theorem, we use Lax-Milgram theorem. We verify all the hypothesis.
One can easily prove that f,(S,) is continuous. Let ¢ be in V.. From the definition of

csp and the definition of ']~I‘O, it stands:
Csp(9,9) = / "HT, 'Hgrad ¢ © grad ¢ + / Teg o . (3.8)
R R
The first term in the left hand side of (3.8) is bounded by:

/ THT, 'Hgrad x¢ © grad x¢ = / T, 'Hgrad x¢ @ Hgrad x¢;
R R

> (T, )| Hgrad «g||1;

> (T, ")« llgrad <o |1

In the second line we use proposition 1.16 and in the third line we use lemma 3.5.
Using proposition 1.16, one can bound the second term in the left hand side of (3.8) as:

/ Tepod > (T.).|2ll%
R
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Thus, the bilinear form ¢, is coercive.

We recall from proposition 1.16 that T, ! is bounded and from lemma 3.5 that H is
bounded too. Therefore, ']T;l is bounded. Furthermore, we know from proposition 1.16,
that T, is bounded. Then, ¢, ), is continuous. Finally we can apply Lax-Milgram theorem.

O
Moreover, we have the following equivalence.
Theorem 3.11. The solution of problem 3.9 satisfies problem 3.7.
Proof. The proof use the same methodology of the proof of theorem 2.9. [

3.2.2 Eigenvalue Problem

Now we consider the eigenvalue problem 3.6. We use the same methodology as for the
diffusion model (cf. 2). The variational formulation of problem 3.6 reads:

Problem 3.12. Find (), ¢) € R x V\{0} such that for all 1 in Vit stands:

Csp(0, 1) = A7 fi p(My g, ). (3.9)

The following theorem allows us to introduce an operator that admits the same eigenpairs
as the initial problem 2.1.

Theorem 3.13. There exists a unique compact operator T from V to V such that for all
¢ and ¢ in 'V it stands:

Cs,p(I?a E) = fs,p(Mf?v %) (3.10)
Proof. We use the same argument as in the proof of theorem 2.12 (for the primal form of
the neutron diffusion equations). ]

Thus there is an equivalence between the eigenpairs of the variational formulation and
the ones of the operator T. The couple (A™!, ¢) is solution of problem 3.12 if and only if
the couple (), ¢) is an eigenpair of T. We recall from §2.1.2 that for the neutron diffusion
model under its primal setting the operator 7' is diagonalisable because the bilinear form
¢p is symmetric. In the case of the multigroup SPx model under its primal setting, ¢, is
not symmetric thus 7' is not diagonalisable.

Thus there is a countable number of non-null eigenvalues for problem 3.6, moreover the
eigenvalues are bounded. We recall that from Krein-Rutman theorem 1.3, we know that
the only physical solution of problem 3.6 is the fundamental mode.

3.3 Mixed Approach

In this section, we study the mixed formulation of the multigroup SPy equations. For
this study, we suppose that the macroscopic cross sections satisfy condition 1.13, which
allows to ensure the inf-sup condition on the bilinear form associated to problem 3.2.
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3.3 : Mixed Approach

3.3.1 Source Problem

To derive the variational formulation of problem 3.2, we take (q,¢) in X then we multiply
by —q and integrate over R the first equation in (3.2), we multiply by ¢ and integrate
over R the second equation in (3.2) and we sum the volume integrals.

—/ (Tog®g+gradx(H@@g)+/ (goTHdiVEJr’ﬂ‘egso@_/gfog. (3.11)
R R R

Thanks to Green’s formula, we can change the integral with grad x¢.

Proposition 3.14. For any v inV and q in Q, it stands:

/ grad (Hy) © g + / ¢ o "Hdivg = 0. (3.12)
R R

Therefore, equation (3.11) can be transformed in:

/R’Jl"opCDq—i—/qﬁo Hdwq—i—/onHdlvp—l—/T(b /Sfow (3.13)

Thus one can look for the flux ¢ in L instead of V. We define the bilinear forms:

Q ><
as : Dq) — / T,poq - (3.14)
QxL — R
b (q,9) = goTHdlvq (3.15)
R
LxL — R
ts (6.0) /Tegoy (3.16)
R
and:
c-{xxz_’R (3.17)
Tl (68 = as(p,q) +bs(q, @) + b(p,Y) + t(d,9) '
We consider the linear form
X —- R
fs: £ o Rﬁfoﬁ (3.18)

Therefore the variational problem reads:

Problem 3.15. Find ¢ € X such that for all § € X
¢s(¢,€) = fs(§)- (3.19)

Theorem 3.16. For any source term S; in L, there exists a unique solution ¢ in X
satisfying problem 3.15. Moreover, it stands

Ilx < (1Sl
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Proof. To prove the claim, one looks for an inf-sup condition and a solvability condition
[BoBF13, ErGu04] to ensure well-posedness of problem 3.15. The solvability condition
writes

The set {£ e X[V e X, ¢((,§) =0} is equal to {0}.

First, we prove the following inf-sup condition:
There exists # > 0 such that

| (¢, €)]

fsup —==— > f3. 3.90
S Tl =7 (3.20)
¢#0 0

Given ¢ in X, one can remark that £ = (—p, 3¢ + 37(T. ") Hdiv p) in X satisfies:

| PP Rk
I = el + 0 + 57(T2)divp

L

Using the triangular inequality, one obtains:

1 1 _ .
Il < IIplig + 7 I3 + 717 (T2 Heiv pl.

According to proposition 1.14, T, ! satisfies the following boundedness condition, for all
yl e L:

IT Yl < (T 1.
Furthermore, the matrices T_! and 7(T_!) satisfy the same boundedness condition, thus

for all /" € L, it stands |7 (T, ")¢'||p < (T.')*[|4||. Moreover, thanks to lemma 3.4, one
obtains:

<<T;1>*>26z) 3

| =

el < (1 n

Now we look for a lower bound to ¢(¢, §).

2
From proposition 1.14, one obtains the following bound:

1 1
c(¢,6) = / (']1‘02 ©p+ = (T, ") Hdivp o "Hdivp + 5Tego 9) .
R

1 1
¢(C€) = (To)ellplly + 5 (T "Hdiv plZ + 5 (Te). I IIZ.

Using lemma 3.3, one obtains:

1

6. &) 2 min (T (T2 ). 3T ) Il

With the bound of [[{lx by [[{[|x, one obtains the inf-sup condition in 3.20.

Let £ bein {£ € X|V( € X, ¢(¢,€) =0} and £ # 0, we denote ¢ = (p, ¢) with p=—q
and ¢ = 39 + 3(T.) " Hdiv q. In the same way as for the inf-sup condition, we find the
following bound:

. 1, 1
(6. &) 2 min (1)1 (T2 )i 3(T). ) el
As { is non null, we have ¢(¢,§) > 0. By definition of &, ¢(¢,&§) = 0. This contradiction
implies that § = 0. O]
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3.3 : Mixed Approach

We already know that every solution of the continuous problem 3.2 is solution of the
variational problem 3.15. In fact, these two problems are equivalent.

Theorem 3.17. The solution of the variational problem 3.15 satisfies the continuous
problem 3.2 (for the mized form of the neutron diffusion equations).

Proof. The proof is the same as the one for theorem 2.19. [

3.3.2 Eigenvalue Problem

Let us focus on the approximation of the generalized eigenvalue problem 3.1. In our low-
regularity setting, we supplement the assumptions of condition 1.13 with the following
condition:

Condition 3.18. For all 1 < g < G, it holds: @? € PWl’OO(R).

We use the same methodology as for the one-group diffusion model (cf. 2.2): we study
the inverse operator since the right hand side of problem 3.1 may vanish locally.

For 0 < p < 1/2, we denote H* = ((H*(R))V)“. As the flux solution of problem 3.1
belongs to a more regular space than L, we define the inverse operator onto a more regular
space. Let 0 <y < 1/2 be given, we introduce the inverse operator B,, associated to the
source problem 3.2: given f € H", we call B, f = ¢ in V. the flux that solves (3.2) with
source Sy = My f. Therefore, under condition 3.18, for all f € H", My f is in H".

Lemma 3.19. B, is a compact operator from H" to H".

Proof. We recall that PH*(R) = H"(R) because p < 1/2. Since My satisfies condi-
tion 3.18, it holds ||.S;||g» S || f[|a». Hence, B, is a bounded operator from H" to itself.
Indeed, first by continuous embedding of V in H" it stands:

1B, Sl S N1B, S llv-

Moreover, the solution ¢ depends continuously on the source term, the it comes:

1B, fllv < 1154z

To finish, H* is continuous embedded in L:

1Sl < NS sl e

Then, one can conclude that:
1B, f e S Af e

In addition, since the eigenfunction actually belongs to V with continuous dependence
(Iollv S NSsllzw), it follows that B, is a compact operator. O

Then, looking for the eigenvalue A\ of problem 3.1 is the same as looking for the inverse
of the eigenvalue of B, which has non-null, bounded and countable eigenvalues. We
recall that from Krein-Rutman theorem 1.3, we know that the only physical solution of
problem 3.1 is the fundamental mode.

51






Part 11

Discrete Problem
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The study of the convergence of the multigroup SPy approximation let us know the
behaviour of the implementation and it helps us to calibrate the solver. Moreover, the
behaviour of the method is important to know in order to study the uncertainty propa-
gation [DiCL12|. Indeed, in [Charl2|, the author proposes an a priori error estimate for
diffusion problem with random coefficients. This estimate is composed of two parts, one is
the stochastic error which measures the uncertainty on the solution due to the uncertainty
on the coefficient, the second part is a deterministic error due to the discretization of the
diffusion. The numerical analysis proposed here can be used in order to determine the
deterministic error of the method.

The approximation of the diffusion problem with a source term, written under its primal
setting (see problem 2.3) has been widely studied. The reader can refer to [Cran75,
ErGu04| for instance. Concerning the eigenvalue problem, the primal approximation was
studied by Osborn et al in [Osbo75, BaOs91|.

Concerning the mixed setting (see problem 3.2), one can refer to the work of Brezzi and
Fortin in [BrFo91]| for the source problem. Recently, the authors of [BoBF13] consider the
eigenvalue diffusion problem without perturbation term, which corresponds to vanishing
even removal cross sections i.e. T, = 0 in problem 3.1 (obviously this never occurs in
our case), and in [BGGG18| the authors proposed a method to derive an optimal rate
of convergence for mixed eigenvalue problem without pertubation term. The numerical
analysis of the mixed approximation of the diffusion with low-regularity solution has been
carried out recently in [CGJK18|.

We will treat the use of a domain decomposition method with the L2-jump domain de-
composition method, which is described in [CiJK17]. In case of using RTN finite elements,
its numerical analysis is carried out in [CGJK18]|.

This part is organized as follow:

e in chapter 4, we extend the classical results of the approximation of the diffusion
equations to the multigroup SPy transport equations under their primal settings;

e in chapter 5, we present the study published in the first part of [CGJK18] and we
extend it to the multigroup SPy transport equations under their mixed setting;

e in chapter 6, we present the last part of [CGJK18] which concerns the numerical
analysis of the L?-jump domain decomposition method for the diffusion problem.
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Chapter 4

Primal Resolution

In this chapter we discretize the continuous source problem 3.7 and the continuous eigen-
value problem 3.6, set in the function space V. = ((HZ(R))Y)¢. We recall the condi-
tion 1.15 on page 27:

Condition 4.1. For all energy groups 1 < g,¢' < G, ¢’ # g and for all 0 < n < N, it
stands:

(39,5979, v5) € PWH(R) x L*(R) x L=(R),

,n)

H(Zr,n)*a (Er,n)* >0,0< (Er,n)* < tnzg,n < (zr,n)* a.e. in'R,
12909 < X9 ae in R

n rn

0 <e<
RS e
0 <v¥} ae inR, 33,5 st. x9vE} # 0.

Moreover, we suppose that:

1
soG_l < )
Ol ) L+ ar,

Qse0y.(G—1) < 1.

We suppose that condition 4.1 is satisfied. We recall from proposition 1.16 that under
condition 4.1 the matrices T, ! and T, are bounded and have positive properties which
ensure the well-posedness of problem 3.12.

The discretization proposed here is a H!-conforming finite element method, i.e. the space
of discretization is included in the space where the solution is looked for. As the diffusion
model and the multigroup diffusion model are specific cases of the SPy model, we only
prove the well-posedness of the discrete problem and find a priori error estimates in the
more general model.

First in § 4.1, we introduce some notation and definition, then in § 4.2 we study the
approximation of the source problem. Finally in § 4.3 we consider the eigenvalue problem.

4.1 Discrete Spaces

We consider here a H'-conforming finite element method. We denote by (7) a family
of triangulations of the reactor R. The subscript h of a triangulation 7, represents the
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Part II : Chapter 4 : Primal Resolution

greatest diameter of its elements:
h = diamge7, (K). (4.1)
We assume that the triangulation family (7), is shape-regular (cf definition 1.107, [ErGu04]).

Definition 4.2. A triangulation family (Tp)n is said to be shape-reqular if there ezists
oo > 0 such that:
Vh > 07VK € ﬁL»hK < O0PK

where pg s the diameter of the largest ball that can be inscribed in K.
We also suppose that the macroscopic cross sections satisfy the following condition:

Condition 4.3. A function ¥ € PWVY>®(R) is said to be smooth on each element of a
triangulation Ty, if it satisfies:

VK € T, ¥ € Wh(K).

For k € N*, the set of all the polynomials with degree less than or equal to k is denoted
.. Moreover, we define the space V;¥ C V by:

ViE = {y € VYK € Th,, ¢y € Py} (4.2)

We define Vi = ((V}F )M)¢ . which is the approximation space for the space V. Moreover,
we denote EI; the orthogonal projection from V to Kﬁ, z’; is defined by:

VeV, Yo, e Vi, (¥ —m,d, )y =0,

From (|ErGu04|, proposition 1.134) it stands, for all r > 0:

vy e (H (RS, I — mpllv S B0 9lly (4.3)
This estimation give us the following approximability property:

Proposition 4.4. The finite dimension space Kz has the following approximability prop-
erty:

wev. Jim (it o= vl ) <o

The solution of the variational problem 3.9 and problem 3.12 are approximated in KZ.

4.2 Source Problem

From the variational formulation problem 3.9, we derive the discrete variational formula-
tion problem, which reads:

Problem 4.5. For a given source S; in V', find Qh in Kz such that for all yh m Kﬁ,
such that:
Cs’p(é}“%h) = fs,p<§f7%h>~ (44)
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4.3 : Eigenvalue Problem

As K]Z is included in V, all the properties of the bilinear forms ¢, , and f;, are still true
on KZ. Therefore, problem 4.5 is well-posed. The proof is the same as theorem 3.10.
Now we look for an error estimate on the discrete solution.

Theorem 4.6. Suppose that there ewists Tmax in [0,1] such that Vr € [0, |, ¢ €

((HHT(R))N)G. Then the solution of problem 4.5, ¢, converges towards the solution ¢
'V oand it holds:

16 = ¢, llv. < P15k v, (4.5)

where w = min(Tmax, k).
Proof. From Céa’s lemma as detailed in ([ErGu04], §2.3). O
We also find an a priori error estimate in the norm of L:

Theorem 4.7. Suppose that there exists Tmax in [0,1] such that ¥r € [0, ma[, ¢ €

((HHT(R)N)G. Then the solution of problem 4.5, ¢, converges in L towards the solution
¢ and it holds:

I¢ = o, Il < h*1ISsllv, (4.6)

where w = min(rypax, k).

Proof. From Aubin-Nitsche lemma as detailed in ([ErGu04], §2.3). O

4.3 Eigenvalue Problem

The discrete counterpart of problem 3.12 reads:

Problem 4.8. Find (A, ¢,) in R X VIN{0} such that for all Y, in V¥, it stands:

Cs,p(?haﬂh) = )\ijlf&p(Mf?h?yh)' (47)

As we consider here a H!'-conforming finite element method, the discrete counterpart of
theorem 3.13 reads:

Theorem 4.9. There exists a unique compact operator T, from V¥ to V¥ such that for
all ¢, and ¥, in V¥ it stands:

Cs,p(Ih?hvﬂh) = fsyp(Mf?}ﬂyh)' (48)
Proof. We use the same methodology as the proof of theorem 2.12 in the continuous
case. [

We denote by o(T,) the spectrum of the operator T'),. As for the continuous problem, Ay,
is in (T, if and only if \;! is an eigenvalue of (4.7).

Moreover, the operator 1" can be written P,7T" where P, is the projection from V onto
V¥ such that it stands:

VeV, Vﬁh S KZ7 Cs.p( L yh) = Csp(9, %1)

The sequence of the operator (P,,), is pointwise converging in £(V') towards the identity
operator, so the sequence (T',); is pointwise converging towards 7. Moreover T, is a
compact operator thus, the sequence (T',), is converging in £(V') towards T

The norm convergence guarantees that there is no spectral pollution (see [Osbo75|):

99



Part II : Chapter 4 : Primal Resolution

e Given any closed, non-empty disk D C C such that D No(T) = (), there exists hg
such that, for all h < hy, D N o(T},) = 0.

e Given any closed, non-empty disk D C C such that D No(T) = {A}, with A of
multiplicity m,, there exists hg such that, for all h < hg, DN o(1},) contains exactly
m discrete eigenvalues.

Now, thanks to the work of Babuska and Osborn in [BaOs91|, we find an a priori error
estimate on the eigenvalues.

Theorem 4.10. We denote by (A, @) (resp. (An, ¢, )) the solution of problem 35.12 (resp 4.8).

Moreover, we denote by wy the regularity of the eigenfunction ¢ (¢ € ((H'**» (R))N)G),
and w = min(wy, k). The following a priori error estimate holds:

IA— | S R (4.9)

Proof. We apply theorem 8.3 in [BaOs91|. O
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Chapter 5

Mixed Resolution

In this chapter, we study in section 5.1 the discretization of the diffusion equations (1.73).
This section comes from [CGJK18|. In section 5.2, we extend the results on the diffusion
equations to the multigroup SPy neutron transport equations.

5.1 The Neutron Diffusion Equations

As we did for the continuous study, we first consider the neutron diffusion model. We
recall that the functional spaces used for the mixed setting are defined as follows:

Q = H(div,R), llallq = llallav.x;

X = {&=(a¥)eQxL}, [¢lx:= (lald = + [L12:)".

The conditions on the coefficients defining the model are those in hypothesis 2.4.

5.1.1 Discretization

We study conforming discretizations of the variational formulation (2.17). To fix ideas,
we use a family of triangulations (7)p, indexed by a parameter h, which is classically
chosen as the largest diameter of elements of the triangulation. We introduce discrete,
finite-dimensional, spaces indexed by h as follows:

Q. C H(div,R), and L C L.

For approximation purposes, and following Definition 2.14 in [ErGu04|, we assume that
(Qn)n, resp. (Lp)n have the approximability property in the sense that

vq € H(d1V7R)7 Illli% (q;g(gh Hq - qthiv,R> = 07

(5.1)
Vi € L, 1111{}(1) <¢ilfel£h v — ¢h||0,7z) =0,

and also that Ly, includes the subspace L} of piecewise constant fields on the triangulation.
We impose: div Qp C Ly.
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We endow Qj, with the norm || - ||qiv =, while Lj, is endowed with || - ||o.%.
We finally define:

Xh = {gh = (qh,¢h) € Qh X Lh} , endowed with ” . HX .

The conforming discretization of the variational formulation (2.17) reads:
Find (pn, ¢n) € Xy, such that Y(qu, ¥n) € Xp:

a(Pn, dn) + b(dn, ¢n) + b(Pr, ¥u) + tn, ¥n) = (Sg, ¥n)or- (5.2)
Or equivalently:
Find Ch € X}, such that Véh S Xh, C(Ch, fh) = f<§h> (53)

For later use, we denote 7° the L orthogonal projector on its subspace LY. By construction,
it holds range(n®) = LY where 7 is defined by:

Vo € L,V € Ly, (%% =, ¢n)or = O.
According to [ErGu04, Proposition 1.135]:

Vz € L, Iz = 7%2flor < 2L,
vz € PH'(R), Iz = m2llor S hllzllpaiw), (5.4)
V2 € PWES(R), |z =72l S Rllzllpwice(r)-

Similar results hold on subsets of R, provided the discretizations are conforming.

5.1.2 Discrete inf-sup Condition

The discrete inf-sup condition to be found writes:

. (G, &n)

0 (B R, Tl Tealx = ™ )
Once (5.5) is achieved, one obtains existence and uniqueness of the discrete solution (j,
hence the corresponding linear system is well-posed. Generally, 1, depends on h, but our
aim is to obtain that (7)), is uniformly bounded away from 0. In this sense, one has
at hand a wuniform discrete inf-sup condition (udisc), from which the error analysis can
classically be derived. In the case where () is uniformly bounded, we keep the index h
in order to keep in mind that we consider the discrete udisc.

Theorem 5.1. Let D, resp. ¥, € PWh(R), satisfy hypothesis 2.4. The discrete inf-
sup condition (5.5) is fulfilled. Moreover, it is a uniform discrete inf-sup condition with
respect to h and k.

Proof. In order to prove the discrete inf-sup condition, we use the same method as for
the continuous inf-sup condition (cf. proof of Theorem 2.18). One can remark that if 3,
is piecewise-constant, %Z;ldiv Pn is automatically in Ly,

Otherwise, we project X! on the piecewise-constant functions. One can choose:

{Qh = —Pn € Qy,

1 1 :
v = §¢h+§ﬂ'0((za)il)dlvph € Ly.

Using (5.4) with z = (3,)7! yields [[(Z.)™" — 7°%((Z2) Y|l S h, which allows us to
derive again a udisc in this more general case. O]
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5.1 : The Neutron Diffusion Equations

5.1.3 Numerical Analysis of the Source Problem

We consider the neutron diffusion equation assuming that D, resp. X, € PWL>(R),
satisfy hypothesis 2.4. Under the assumptions of §5.1.1, it follows from the previous
study that limp, 0 ||¢ — (ul|x = 0. We find below a sharper bound of the error || — (4l/x
by using Proposition 2.5. In order to obtain optimal a priori error estimates, we must
know the regularity of the solution to problem initial equation. Since we have assumed
that the source term Sy belongs to L, we already know that ||¢||1,z < [|S|lo,x. Moreover,
under the assumptions of Proposition 2.5, the solution ¢ has some extra regularity, and
the low-regularity case corresponds to ry.x < 1/2 there. This is the case that we are
focusing on now. In this setting, the field p := —D grad ¢ automatically belongs to
PH"(R), for 0 < r < rpax. We suppose in addition that

Ju €]0, "max], Sy € PH*(R).

Then we have divp € PH#(R) (recall PH*(R) = H*(R) for u < 1/2). We will use this
hypothesis on Sy to carry on the calculations of the error estimates.

We recall below the definition of the Raviart-Thomas-Nédélec (or RTN) finite element
[RaTh77, Nédé80]. Let (K;)i<¢<r be a conforming mesh, or triangulation, of R made of
parallelepipeds (a mesh, or triangulation, is said to be conforming if in every K,, D and
Y, are smooth). Let P(Kj,) be the set of polynomials defined over K,. For integer values
[,m,p > 0, we consider the following subspace of P(Kj):

l,m,p
Ql,m,p(KZ) = {q<x7y72) € P<KZ) ‘ Q(CC,y,Z) = Z ae,j,k x° yj Zk? ae,j,k S R} .

e,j,k=0
For integer k£ > 0, let us set k' = k 4+ 1 and introduce the vector polynomial space:
Dk(Kg) = [Qk’,k,k(KZ) x 0 X 0] D [0 X Qk,k’,k(Kﬁ) X 0] D [0 x 0 x ka,k‘,k"(Kﬁ)]'
We can now define the RTNy finite element subspace of H(div,R) x L:

Qf = {qeH(div,R)|Vle{l,...L}, qk, € Di(K)},
(5.6)
Lz = {ZU € L|V€ € {1, ...,L}, 77/}\K£ € Qk,k,k(KE)} .

As required, it holds div Qf C L¥ and LY C L¥. We recall that for any q in H(div,R),
its RTNg-interpolant qf, € Qf satisfies:
Vi, € Ly, b(a— d, ¢¥n) = 0. (5.7)
In addition thanks to the commuting diagram property, cf. [BoBF13, §2.5.2], it holds
Yq € H(div,R), divq% = 7°(div q). (5.8)

Let q € H"(R), such that divg € H*(R), 0 < 7,8 < Tpax. According to [BGNROG,
Lemma 3.3|:

la—akllor S (R'ldlrr + B ||divdllor),
(5.9)

[div(a —dR)llor < F°ldivalsg.

Similar results hold on subsets of R, provided the discretizations are conforming.
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Remark 5.2. If one chooses another discretization, all results presented hereafter hold
provided the estimates (5.9) remain true. For instance, for the RTNpy, finite element
defined on tetrahedral triangulations of R, cf. [BoBF13, §2.3.1]. To prove (5.9) in this
case, one has simply to apply the results of [BGNROG, §3.2]. On the other hand, provided
that the field q and its divergence are “smooth” in the sense that they belong to PH™(R)
for some integer m > 0, using the RTNpy, finite element one can recover interpolation
estimates in O(h™™), ¢f. [BoBF13, §2.5.5]. For meshes made of affine elements such
as tetrahedra or parallelepipeds, the approximation estimate (5.9-top) does not require the
term with the divergence (see, e.g. [BoBF13/], §2.5.1).

A Priori Error Estimates

Since we focus on the low-regularity case, we choose the RT'N(q finite element, i.e. X, =
QY x L. If the solution is “smooth”, one can increase the order of the RTN finite element.
This will be used in particular in §5.1.4 for the study of the error on the eigenvalues.
According to first Strang’s Lemma |[ErGu04] and because (1 + ||c[|(nx)™!) < 1, the error
reads:

— < inf — . 5.10
16 = Gullx 5 inf 11¢ ~ €ullx (510)
Theorem 5.3. Under the assumptions of Proposition 2.5, it holds, with rp.x < 1/2:

Vi €]0, max|, VS € HA(R),

5.11
1D — Pollate 2 + 16 — dnllome < 7115, (5:11)

R

Remark 5.4. In particular, for "smooth data" Sy, i.e. Sy € H™>(R), one expects a
convergence rate at least in h™™>=" forn > 0 arbitrary small: by a slight abuse of notation
there and in the sequel, we shall write h™>. Also, the previous analysis can be extended
to the case where ryay is in [1/2,1] and g < rmax (or p < 1 if rpax = 1). Furthermore,
for a “smooth” solution, one may recover a convergence rate like O(h™*1) for an RTN}y,
discretization of order m > 0.

Proof. Choosing &, = (p%,7°¢) € X}, then thanks to the a priori estimates (5.4) and
(5.9), it follows that:

I —&lx = lIp =Pkl = +lo—7"0l5
S h2“(\p@1u(n) + ”diVPH%{u(R)) + hZH(bHiIl(R)
S RISt R
0
Aubin-Nitsche-type Estimates
To derive improved estimates on the error ||¢—g¢p|lo.z in X, = QY x LY, we shall rely on the

illuminating work of Falk-Osborn [FaOs80|. Interestingly, one can obtain an improvement
of the convergence rate, contrary to the case where the solution is ‘smooth”. From the
previous analysis, for all i < .y, we already have the estimate (5.11).

Lemma 5.5. Let (p,¢) (resp. (pn, ¢n)) the solution of continuous (resp. discrete) vari-
ational problem (2.11) (resp. (5.2)). For all (qn,n) in Xy, it holds:

a(p = Pr, qdn) + b(an, & — ép) = 0, (5.12)
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5.1 : The Neutron Diffusion Equations

b(P — Pn, ¥n) + (¢ — dn,¥n) = 0. (5.13)
Proof. Let (qn, %) be in X;. The subtraction of (2.11) from (5.2), with (q, ) = (qn, ¥n)
in the former, gives
a(P — Pr, Ar) + 0(an; @ — ¢n) + b(P — Pr, ¥n) + 1P — Pp,thn) =0
We obtain the first equality (5.12) (resp. the second equality (5.13)) with ¢, = 0 (resp.

Before improving the estimate, we need to introduce the adjoint problem:
For d € L, find (yg4,n4) € X such that V(q, ) € X:

a(q,ya) + b(q,na) + b(ya,¥) + t(¥,na) = (¥, d)or- (5.14)
Theorem 5.6. Under the assumptions of Proposition 2.5, it holds, with ry. < 1/2:
Vit €]0, Tmax[, VSy € H'(R), |6 — dullor S 7™ [1Stllur- (5.15)

Proof. Adapting the methodology of [FaOs80| and by using (0, ¢ — ¢) as a test function
in the adjoint problem (5.14), we remark:

||¢ . gbh”O,R = sup b(Yd> ¢ - ¢h) + t(¢ - tha nd) )

deL\{0} o=

(5.16)

We now look for an upper bound of the supremum in (5.16). We find that the numerator
is successively equal to:

b(ya = (Ya)g: @ — 0n) + b((Ya) g & — Pn) + () — By ma) ;
using (5.7), for any o5, ¢, in Ly:

o(ya— (Ya)i @ — Uh) + b((Ya) ks @ — On) + t(d — by na — ¥},) + (b — b, ¥3) 5
using (5.12) with q; = (ya)%:
b(ya = (Ya)g: & — 1) = a(p = Pu, (Ya)&) + (& — By a — ) + H(d — dn, ¥7) 5
now we use (5.13) with ¢, = ¢:
b(ya— (ya)g, & — ¥) — a(p = P, (Ya)g) + (& — Gnna — ¥) — b(P — Pry ¥y,) ;
we add (5.14) with (p — ps,0) as a test function:
b(ya — (Yd)%a ¢ —h) +aP—Prya — (Yd>9%) (5.17)
(¢ = by na — ¥p,) +b(P — Pu, 1 — V})- '

All terms(*) in the previous relation can be bounded with an h-dependent term:
inf b . 0’ R di . 0 inf gk
w%th| (Ya = (Ya)r, @ — 43l [div (ya = (ya)&)llom ot 16 = ¥hllom
|div yallor 2 [|0]l1,%
WS¢ llurlldllor ;

AR ZANRYAN

||P - Ph||0,R||Yd - (Yd)?{HO,R
RSt r (Bl alr + B ldiv yalloz)
WS¢l rlldllor -

*In particular, ||div (ya — (ya)%)llo,r < [|divyallor according to (5.4) and (5.8).

la(p — P Yd — (Yd)OR)|

AN TAR AN
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The last two terms in (5.17) are considered together.
inf [b(p — Pu, 1 — V) + (S — Pnyna — V)]
thLh
S (Idiv (P — pa)llor + |6 — dnllor) wﬂelg Ima — ¥nllor
h

h

SWUStlm jnf Ina = vilor
S P ISlr b lmallir S RIS dllor -
Thus, for low-regularity solutions (u < 1/2), we conclude that it holds:
16 — bnllor < max(h, b, BH) Slum = h* 1| S¢|lur.
[

Corollary 5.7. In the case of "smooth data" Sy, i.e. Sy € H™>(R), the error estimate
gives:
16 = énllor S 72 S|l rmae,R-

5.1.4 Numerical Analysis of the Generalized Eigenvalue Problem

Let us focus on the approximation of the generalized eigenvalue problem (2.7) in our
low-regularity setting, under the assumptions of Proposition 2.5, supplemented with
v, € PWH=(R).

The approximation of mixed eigenvalue problem have been studied in [BoBF13| and ref-
erences therein. However, the framework developed there can only be applied in our case
when %, o vanishes in problem 2.14, that is when one solves:

Find (A, p,¢) € R x Q x V\{0} such that

D™ 'p+grad,p = 0 in R;
div(p) = A 'vX;¢ inR.

More precisely, if one compares the solution of the neutron diffusion source problem (p, ¢)
to the discrete neutron diffusion source problem (py, ¢p,), this framework crucially relies
on the fact that, for all ¢, in Ly, it holds that b(pr — pn, ¥n) = 0. Whereas in our case,
one has by definition b(pr — Pa, ¥n) = —t(¢ — ¢n,¥n) = — [ Xro(¢ — dn)thn, and this
term does not vanish in general because %, o # 0. Thus, we propose another approach to
address this difficulty.

Let 0 < i < rmax be given, we introduce an operator B, associated to the source problem
(2.11): given f € H*(R), we call B, f = ¢ € H'(R) the second component of the couple
(p, ¢) that solves (2.11) with source Sy = v¥,f. Since v¥, belongs to PWLe(R), it
holds [|S||.= S || f|l= because p < 1/2. Hence, B, is a bounded operator from H*(R)
to itself:

1Bufllnm S IBufllir = l¢llr S IS¢llor S [1Ssllur S I1fllnr;

we write B, € L(H*(R)) for short. In addition, since the second component of the
solution actually belongs to H*(R) with continuous dependence (||d|lir < ||fllur), it
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follows that B, is a compact operator. Denote by o(B,,) its spectrum. By construction,
At € o(B,) if, and only if, \ is an eigenvalue of (2.2).

Finally, we consider the discrete operator Bﬁ associated to the discrete source problem
(5.2): given f € H*(R), we call Bf the second component of the couple (py,¢y) that
solves (2.17) with source Sy = vX, f.

Under the assumptions of §5.1.1 and as noted at the beginning of §5.1.3, it holds for all
f € L, limy,_o||Bof — BEf||r = 0 . This property is the so-called pointwise convergence.
However, for a mixed formulation, the fact that the family (Bf);, converges pointwise
towards the compact operator By is not sufficient to guarantee that the family (Bg)
converges in operator norm towards By.

Convergence in Operator Norm

On the other hand, according to [Osbo75|, proving that limy_o || B, — Bl (mx(r) = 0
for discrete approximants (BZ’)h is a sufficient condition to obtain convergence of the
eigenvalues. In order to ensure the convergence in operator norm of the family (Bﬁ)h
towards the compact operator B,,, we need a technical assumption on the triangulations.

Definition 5.8. A family of triangulations (Ty,), is regular® if it satisfies:

30 >0, Vh, h*7% < min diam(K). (5.18)
KeTy,

In particular, a quasi-uniform family of triangulations is regular® (take 6 = 1 in (5.18)).
For a regulart family, one has the following inverse inequality, whose proof is given in the
Appendix C.

Lemma 5.9. Let u € [0,1/2[. For a regular™ family of triangulations, it holds:

wr S hHE gyl R (5.19)

We note that the hidden constant in equation (5.19) depends on k.

Yh, Y, € LY, ||1n

Theorem 5.10. Under the assumptions of Proposition 2.5 with Tmax < 1/2 plus v¥, €
PWLX(R), let u € [0, 7max|[. Provided that the family of triangulations is regular™, one
has:

By — Bl cimnmy S B (5.20)

Proof. According to (5.15), we know that

(B = Bi) fllor < b || f

iR (5.21)
It remains to estimate ||(B,, — B}!) f||,.,r: for that, we use the triangle inequality
1By = B)flur < 1Buf = 7 (Buf)llur + 17" (Buf) = By f lur-
To bound the first term, we have according to Theorem 2.3 in [BeBr01] that
v € PH'(R), | = 7%llur S h 7" ¥ lpm ).

Applying the result to ¢ = B,,f, we find || B, f — 7 (B.f)lo=z S B4 fll -
To bound the second term, we use first the inverse inequality (5.19) on the discrete
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space L¥, valid for a regular family of triangulations. Applying the result to ¢, =
(B, f) — BZ f and using again the triangle inequality, we now find that

17°(Buf) = Bufllur < W x°(Buf) — By fllor
< WA (|n°(Buf) = Bufllor + | Buf = Bifllor)
<

max(h' = B || ]|,

where we have used (5.4) and (5.21) to derive the final estimate. Since p < 1/2, we
conclude by aggregating the results that (5.20) holds. ]

Thanks to [Osbo75|, convergence of the discrete eigenvalues to the exact ones is guaran-
teed, and so is the absence of spectral pollution (see § 4.3).

Optimal Convergence Rate

Let the assumptions of Theorem 5.10 hold. We determine now the rate of convergence
of the eigenvalues in the spirit of [BGGG18|. Let v = A~! be an eigenvalue of B,. For
simplicity, let us assume that v is a simple eigenvalue, and denote by W the associated
eigenspace. According to the absence of spectral pollution, for h small enough, the clos-
est discrete eigenvalue, denoted by vy, is also simple; we denote by W), the associated
eigenspace.

Definition 5.11. Let w, > 0 be the reqularity exponent of the eigenfunction, i.e. either
W C PHY(R) for s < w, and W ¢ PHY(R), or W C PH(R) and W ¢
PHYS(R) for s > w,. Let w = min(w,,m + 1), where m > 0 is the order of the RTN
finite element.

Clearly, w,, and as a consequence w, can be greater than ry,,. We shall prove that the
approximation converges with a rate equal to twice the exponent w defined above: this
result is stated in Corollary 5.19 at the end of the subsection.

Let f1 € [0, 7max| be given. As we defined B, (resp. B}), we define A, (resp. A!): for
feH"(R), wecall A, f =p € H(div,R) (resp. Af = p € Q) the first component of
the couple (p, @) (resp. (pn, ¢r)) that solves (2.11) (resp. (5.2)) with source Sy = vX,f.
The following lemma introduces some equalities that we will use later on.

Lemma 5.12. Let  and ¢’ be given in W. Then, it holds:

W6, (B — B o = oAy, (A, — A1) o
+b((AM - AZ)QD/: B,uSO) + b(Auwa (Bu - BZ)@/) + t<Bu90a (Bu - Bﬁ)cp');

and
0=a(ALp, (A, — Al)@") +b((A, — AL)¢', Blp)
+b(Alp, (B, — BR)¢') + t(Blip, (B, — Bl)y').

(5.23)

Proof. The definitions of A,, B,, imply that for all f € H*(R), for all (q,7) € X:
(WEsf,¥)or = alAuf,a) +b(a, Buf) + b(Auf, ¥) + 1(Buf,v) , (5.24)

whereas the definitions of AJ;, B} imply that for all f € H*(R), for all (q,v) € Xp:
(WZsf ¥)or = a(ALf,q) +(a, By f) + b(ALf,0) + (B f, ). (5.25)
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The first equality (5.22) comes from (5.24) with:
f=¢;a=(A,— A}y ; Y =(B,— B¢
The second one, (5.23), comes from the difference between (5.24) and (5.25) with:
f=¢ia=A4%; v =Bly;
and with the symmetry of a(-,-) and ¢(-,-). O

We remark that ¢ — |[|¢llw = H(@f)%cpﬂoﬁ is a norm over W ("), and this norm is
induced by the inner product

(0, @ )w = (L0, ¢ )o.R-

Proposition 5.13. Let w be as in definition 5.11. For every ¢ in W, the following
1mequalities hold:

||(Bu_hBﬁ)<P||o,R S Wllellw
1(Ap = ADellave S hllellw -

Proof. These two inequalities come from the first Strang’s Lemma. The method is the
same as for Theorem 5.3 (see remark 5.4 for the “smooth” case). Here, we use the equiv-
alence of all norms on W to state the result. O]

Introducing §(Z, Z') = sup,cy so=110fzez |2 — 2'|lor for Z, Z" closed subspaces of L,
the gap between W and W), is defined by:

~

5(VV, Wh) = max[&(VV, Wh), (5(Wh, W)]

It allows us to evaluate the approximation of the continuous eigenfunctions by their dis-
crete counterpart. Classically, this gap can be bounded with the help of Proposition 5.13,
following [Osbo75, Theorem 1]:

S(W, Wy) < he. (5.26)
Let us now define E} as the projector from L onto W), such that
Vo € L, Vi € Wi, (¥Z,(p — Enp), ¥n)or = 0. (5.27)
Lemma 5.14. The operators Ej, and BZ commute.

Proof. Let ¢ € L be decomposed into ¢ = E,¢ + ¢. By construction E,p € Wy, so that
BZEhgo € Wy, hence EhBZEMP = BZEhgo because W), is invariant through FEj,. It follows
EnBlo = EyB)Epp + EyBl'¢ = BlEpp + EyBl'@. This is equivalently expressed as

(ExB — Bl Eyp)p = EyBp.
By construction, v, = EhBZ@ belongs to W},, with norm squared equal to

(WS n, Un)or = WS ERBL@, Yn)or = (VS ;Bhe, Un)or = (28, Biby)or = 0.

The penultimate equality stems from the fact that c(-,-) is symmetric, and the last one
comes from the definition of ¢ and Fj,. O

I |||lw = 0, then v = 0. By definition of W, ¢ is solution of (2.2) with zero right-hand side.
Thus, by uniqueness of the solution it follows that ¢ = 0.
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Let F}, be the restriction of £, to W. One has the following simple results as a consequence
of the gap property.

Lemma 5.15. For h small enough, Fy, is a bijection from W to W),. Moreover

Yo e W,

wE)ie - Fio)|| S el (5.2

Let S, = F 'Ey, — I € L(L) for h small enough.
Lemma 5.16. For h small enough, W C ker(Sy) ; (Sp)n is uniformly bounded.
One can then prove an “orthogonality” result involving Sy,.

Proposition 5.17. For all f in L and py in W}, one has for h small enough

(v ;Snf, on)or = 0.

Proof. Let f be in L and ¢, be in W;,. We find:

WEsSnf, en)or = WESp(F, 'Enf — f) en)or
= (@f(Fh_lEhf — Enf), on)or
= (Qf(FfflEhf — B F 7 ERf), on)or-

The second equality uses (5.27) with ¢ = f. One concludes by remarking that ¢ =
Fh_lEhf € Wso (vX;(¢ — Futb), wn)or = 0 using again (5.27), because Fy) = Epyp. [

To obtain an optimal rate of convergence we restrict the operators B, and BZ to the
eigenspace W. We denote finally by Bu and BZ the operators, from W to itself, B% = B,|w
and BZ = Fh_lBZFh. Let us estimate

S (¢, (B, — BM¢ )
1B, — B!l ey = sup — :
w0’ €eW\{0} HSOHW HQD ”W

Theorem 5.18. Let w be as in definition 5.11. Then for h small enough, the following
estimate holds true

1B, — Bllcowy S B, (5.29)

Proof. Using the definition of Fj,, Lemma 5.14 and finally Lemma 5.16, one checks that
for all ¢’ € W:

(B, — B¢’ B¢’ — Fy ' BiFyy'

B,y — F,;lBﬁEhgo’

B¢’ — F, 'EyBhy! (5.30)
(B, — B¢ + Bl — F, ' EyBly' + S By’

= (Bu - BZ)SD/ + Sh(Bu - BZ)SDI-

Hence, given ¢, ¢’ € W, we can bound |(¢p, (Bﬂ — BZ)QO/)W| = (X0, (Bﬂ — BZ)QO/)O’R|
by
(v, (B, — B¢ Jor| + (15,0, Si(B. — Bl orl.
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Let us bound each part separately below.
One obtains from the difference between (5.22) and (5.23)

WEsp, (By— BN or = a((Ay— Al)p, (A, — Al)')

o

+0((Ay — AN)SO (By — BZ)QO)
+b((A, — Z)SO (Bu — BZ)‘P/)
+t((By — B, (B, — B))¢).

Then, one can bound the first part:

(W0, (B = Bl )orl S (A= AL)ollorll(Ay — Al llo.r
+Hd1V(A — Al)y' HORH(B B#)SOHOR
+||div (A4, —Ah)@HO,RH(B — B¢ lo.r
+||(BM_BZ>90HO,RH(B — By ||0,72
2ol |’ [l -

AN

The second part is bounded by:

(w210, Su(By = B¢ orl = |E4(p = Fup), Su(Bu — Bi)¢ ol
1225 = Fap)lloml|Sh(By = B¢ lom
1vZ5 (e = Fro)llorll(By = BL)¢ llow

R lellw @' llw-

CARNIA I

In the first line we use Proposition 5.17 with f = (B, — B})¢’ and ¢, = F,. In the third
line we use the uniform continuity of Sy, in A, and in the last line we use the first inequality
of Proposition 5.13 and the estimation (5.28). Therefore we have obtained (5.29). O

From this estimation and the work of Osborn in [Osbo75, Theorem 2|, one derives an
optimal estimate on the error on the eigenvalues.

Corollary 5.19. Let w be as in definition 5.11. Then for h small enough, the error on

the eigenvalue is given by
lv— | S ™.

Remark 5.20. If v has an algebraic multiplicity m, > 1, the previous analysis and the a
priori estimate are still valid with vy, = 2= Y vy, where (Vp;)iz1.m, are the m discrete
etgenvalues closest to v, see again [056075 Theorem 2].

5.2 Extension to the Multigroup SPy Transport Equa-
tions

We extend here the results of § 5.1 on the approximation of the diffusion equations with
mixed finite element method. We recall that the function spaces used for the SPy equa-
tions under the mixed setting are:

Q=@Q")% L=@"% ad X=QxL
We also recall that H® stands for ((H*(R))¥)C, for s € R. Finally, we denote H® =

(H*(R)*)M)C, for s € R, and L = ((L°)™)€.
We recall the condition 1.13 on page 27:
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Condition 5.21. For all energy groups 1 < ¢, < G, ¢ # g and for all 0 < n < N, it
stands:

(29,5979, v2%) € PWH™(R) x L(R) x L®(R), (5.31a)
A(Ern)e (Brn)* > 0,0 < (Bpp)e < 8,29, < (X,0)" a.e. inR, (5.31b)
HD<e< o |E~‘7 20 <eXd, ae inR (5.31c)
0< v¥% a.e. in R, 33,7 s.t. x99 @fc # 0. (5.31d)

Moreover, it stands:
Qs 000(G—1) <1,

1
e(G—1)< )
(G 1) < o

The coefficients are supposed to satisfy condition 5.21. We recall from proposition 1.14
that the matrices T, and T, ! are bounded and have a positive property. Moreover, we
suppose that hypothesis 3.8 holds. We recall here this hypothesis.

Hypothesis 5.22. There exists rma €0, 1] such that for all source terms Sy € L, the
flux solution of problem 3.7 ¢ € V. belongs to (ocpc, . XPﬂHT (Tmax < 1) or PH?
(Fmax = 1) with continuous dependence: ¥r € [0, Tmax|, 19l prrer S NS4L (rmax < 1) or

19llpm S S7lL (rmax = 1)-

We recall from problem 3.15 that the multigroup SPy source problem reads

Problem 5.23. Find ( = (p,¢) in X such that for all £ = (q,¢) € X:

Cs(£7 é) = as(Bv 2) + bs(ga ?) + bs(Ba ?) + ts(?v %) = (§f7£)£ = fs(£)7 (532>

where ag, bs, ts and fs are define on page 49.

As we still are focused on the low-regularity case, when 7., < 1/2, the discrete spaces
for the approximation are:

Q, = Q)% L,= (L)% abnd X, =Q, x L.
The discrete SP variational source problem reads:

Problem 5.24. Find ¢, € X, such that for all {, € X,

(G &,) = APy @) + bs(dy, &) + bu(D, 0,) + 1(8,.0,) = (S, 6,)n = FulE,). (5.33)

Thanks to proposition 1.14, one can show that the SPy variational problem 5.24 is well-
posed.

Theorem 5.25. Under condition 5.21 and hypothesis 5.22, for any source term S; in L,
there exists a unique solution gh in X, satisfying problem 5.24.

Proof. The proof is the same as the one for theorem 3.16 with (q,,v¢,) = (-p, %Qh +

;Te }ldlv p), where T’h is the matrix of the projection of all the components of T ! o

LY. Using estimation (5 4) on each component, one can prove that for all ¢ € L, it ylelds
ITo 5% — Tl S Rl O
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5.2.1 Numerical Analysis of the Source Problem

For q in Q, its RTN-interpolant g’; is the vector of all the RTNy,-interpolant of its

components, for all 1 < g < G, for n € 7, ((_1’;%);"1 = q%ﬁ%. Lemma 3.3 in [BGNRO6],
estimates (5.9), can be extended to Q.

Proposition 5.26. Let q be in H", such that divq is in H®, 0 < 7,5 < "may, it stands:

la—a%le < (Alala + AlldivgllL),
R

(5.34)
[div(a—a))llor < P°ldiva|us.
Proof. Let q be in H'.
G
la— a2 =Y lla? — a2 IR
g=1 TlEjo
Using the first inequality in (5.9), one obtains:
G
. : 2
la— a2 D) (Wladar + hdivad]|.)?.
g=1 neJo
For all a,b in R, (a + b)* < 2(a® + b?), therefore, it stands:
G G
la =L S YD e + 12D 0> (ldived ;.
g=1 neJo g=1 neJo
For all a,b in R positive, vVa + b < \/a + Vb, therefore, we obtain:
la — gz llL < 7'laler + Alldivallf.
We use the same methodology to obtain the second inequality in (5.34). O]
We define the operator 7 from L to L) = ((L)Y)€ by:
Vi € Lx% = ((x"W)nlo)gen.
According to [ErGu04, Proposition 1.135]:
Vi € L, 10—zl < 1Yl
vy € PH', A Io =%l S Plelpm, (5.35)
VY e P((Wh(R)N), I — EO%”((Loo(R))N)G S h ||ﬁ||p((wl,oo(7z))ﬁ)c-
Moreover, equations (5.7)-(5.8) can be extend for the multigroup SPy case:
Proposition 5.27. Let q be in Q, its RT'Ny,-interpolant g’; in g: satisfies:
vy, € Ly, bo(a—q,¢,) = 0. (5.36)
Moreover, it stands:
divq), = n°(div q). (5.37)
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Proof. Let g be in Q and ¢, be in L;,. From the definition of by (3.15) on page 49, one
can remark that:

bs(g_(_l’;%aw Zzbqn an7 hn)

g= 1 TLEJO

From equation (5.7) on page 63, one obtains equation (5.36). For equation (5.37), we
remark that:

divq), = ((div af)neg, ) oo
Finally, using equation (5.8) on each component and using the definition of 7°, one obtains
equation (5.37). O

A Priori Error Estimates

Theorem 5.28. Under condition 5.21 and hypothesis 5.22, it holds, with ry. < 1/2:

Vi €]0, rmax[, VS € H”,

5.38
Ip—p,lla+ 6= 6,z < h 1S, 1 am. (5.38)

Proof. We use the same methodology as in the proof of theorem 5.3 for the mixed neutron
diffusion equations, using inequalities (5.34) and inequalities (5.35). From ]

As, for the diffusion equations, we can obtain a better a priori error estimates thanks
to an Aubin-Nitsche-type estimates. The matrices T, and T, are not symmetric, thus
problem 3.2 is not symmetric, therefore its adjoint problem is different from the direct
one.

The Adjoint Problem

The adjoint problem associated to the problem 3.15 reads:

Problem 5.29. For any d in L, find (Xd’ﬁd) in X such that for all (q,v) € X

CS((g7 g)v (Xd’ Qd)) - as(g7 X@) + bs(Z& ﬂ) + 53(27 ﬂd) + ts(gv Qd) - (gu d)L’ (539)

where a,, by and ty are define on page 49.

In the idea of the proof of theorem 2.19, one can prove that problem 5.29 is equivalent to
the following problem.

Problem 5.30. For any d in L, find (Zd’ﬁd) in Q x V. such that:

TToXQ +gradHnp, = 0;
(5.40)
Hdivy +"Ten, = d.

Theorem 5.31. Under condition 5.21, for any d in L, there exists a unique <Xd’ﬂd> m
X winch satisfy problem 5.29. Moreover, it stands: o

()1 < (5.41)
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Proof. We recall from proposition 1.14 on page 27, that the matrices T, and T.' have
a positive property and are bounded. Therefore, 7T, and 7T_! have a positive property
and are bounded, which ensure the inf-sup condition for the adjoint problem 5.29. O]

Moreover, in order to derive a uniform rate of convergence, we suppose that a property
similar to hypothesis 5.22 holds (with the same regularity exponent 7y, for simplicity).

Hypothesis 5.32. We suppose that there exists rmax €]0, 1] such that for all source terms
d € L, the solution of problem 5.30 0, € V_belongs to (o<, ... P(HY(R)ME (rmax <

1) or P((H2(R))™)C (rmax = 1) with continuous dependence.
The discrete counterpart of the adjoint variational problem 5.29 reads:

Problem 5.33. For any d in L, find ( ) in X, such that for all (q,.¥,) € X;:

Xih’ﬂQh
CS((gh’yh)v (Xd,h’ﬂd,h)) = (ﬁhad)g- (542)

As, under condition 5.21, the matrices 7T, and TT_! have a positive property and are
bounded, the discrete adjoint problem 5.33 is well-posed.

Theorem 5.34. Under condition 5.21 and hypothesis 5.32, for any source term d in L,
there exists a unique solution (th’ﬂd h) in X, satisfying problem 5.24.

And we have the following a priori error estimate.
Theorem 5.35. Under condition 5.21 and hypothesis 5.32, it holds, with ryax < 1/2:

VILL E]O, rmax[; VC_Z € ﬂll’

5.43
Iy, ~ ¥,,lle + ln, =, e < 1 ) (543)

Aubin-Nitsche-type Error Estimates

To derive an improved error estimates, we work in the same way as for the mixed neutron
diffusion equations in § 5.1.3.

Lemma 5.36. Let (p,¢) (resp. (p,.¢,)) the solution of continuous (resp. discrete)
variational problem (3.19) (resp. (5.33)). For all (q,,%,) in X,,, it holds:

as(p — Eh,gh) + bs(gh,q_b — Qh) =0, (5.44)

bS(E—Eh,yh) —i—ts@—gh,yh) = 0. (5.45)
Theorem 5.37. Under condition 5.21 and hypothesis 5.22, it holds, with ry. < 1/2:
Vi €]0, rmax]; Vﬁf € H", H? - ?h”L S h? H§f|lﬂ“' (5.46)
Proof. Using (0, ¢ — gﬁh) as a test function in the adjoint problem 5.29, we remark:

bs(y7¢_¢)+t3(¢_¢7n)
¢ =&, L= sup == —h - —h=d

| (5.47)
deL\{0} dl.
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We adapt the methodology of the proof of theorem 5.6. The numerator of the supremum
in (5.47) is successively equal to:

bs(zd - (Xd>%7? - ?h) + bS((Z@)?%@ - ?h) + ts(? - ?h’ﬁd>;
using equation (5.36), for any 7, %1 in L:
using (5.44) with q, = (y )%
ba(y, = (¥ )k & = ¥}) — as(P = B, (¥ )R) + 1@ — 0,1, — ) + 16 — 6, 1)
using (5.45) with ¢, = %l
bs(y, = (¥ )r & = ¥}) = as(p = P, (¥ )R) +1a(& = 6,1, = ¥}) = bi(p = P, ¥));
we add equation (5.39) with (p —p,,0) as a test function:
bo(y, — (¥ Jr ¢~ ¥3) +as(p—p,. ¥, — ¥,)%)
—H’LS@ - ?h’ﬂd B %) + bS(B - BMXQ - y;z)’
Now, we bound each term in the previous equality. The first term is bounded as:
inf |by(y, — ()5 ¢ — )| < lldiv(y, — (y,)&)lc inf [l6— )]l
x €L - - - - gheéh
S lldivy llzhllellv
S ISl lld] L

where we use (5.37) and (5.35) for ||div (y , — (y)%) [z and (5.35) for infy-er, |0 =1, |-
The second term in (5.48) is bounded as: -

(5.48)

las(p = p,.y, — ¥)®I S P —p,llLly, — ) klL

S WSl (RIy e + hlidivy, )
S RSl el s

~Y

where we use (5.38) for [[p — p, [l and (5.34) for |y — (Xd>9%HL'
The second term in (5.48) are bounded together as: -

Eheéh - -

N

(llaiv (p - )l + llo = 0,1 it lly,) = ¢l
YhS=n -

S WIS aeblin,llv
< WIS el
Therefore, it holds:
16 — Il S min(h, B, IS ]| g
Thus for low regularity solution (u < 1/2), we have min(h, h?*, h*+1) = h2". O

Corollary 5.38. In the case of "smooth data" Sy, i.e. S, € H™>, the error estimate
glves:
16— 8yl S H 18, e
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5.2.2 Numerical Analysis of the Generalized Eigenvalue Problem

Let us focus on the approximation of the generalized eigenvalue problem 3.2 in our low-
regularity setting, under condition 5.21 and hypothesis 5.22, supplemented with condi-
tion 3.18. Thanks to condition 5.21 and condition 3.18, My is a continuous operator from
H" to H*, p < 1/2.

Let 0 < p < rpax be given,we recall from § 3.3.2 that the operator B B associated to the
source problem 3.15, given f € H", we call B,,f = ¢ € H ! the second component of the
couple (p, ¢) that solves (3. 19) Wlth source S; = My f +f, is compact.

Finally, we consider the discrete operator Bh associated to the discrete source prob-

lem 5.24: given f € H", we call B" . the second component of the couple (ph7 o, ) that
solves (5.33) with source S, = Mff

Under 5.21 and hypothesis 5.22, theorem 5.37 holds so that for all f € L, limy,_o [| By f —
B! of|lL = 0. This property is the so-called pointwise convergence. However, for a mixed
formulation, the fact that the family (B )n converges pointwise towards the compact
operator B, is not sufficient to guarantee that the family (Qh)h converges in operator
norm towards B,,.

On the other hand, according to [Osbo75], proving that limy, o ||B, — EZHL(@M) =0
for discrete approximants (ﬁﬁ)h is a sufficient condition to obtain convergence of the
eigenvalues. In order to ensure the convergence in operator norm of the family (ﬁﬁ)h
towards the compact operator B, as in § 5.1.4, we need to suppose that the triangulation

is reqular®, see definition 5.18 on page 67. The inverse inequality in lemma 5.9 can be
extended onto Lf.

Lemma 5.39. Let p € [0,1/2[. For a regulart family of triangulations, it holds:
Vh, Y, € Ly, 19, [lae S A7)0, L. (5.49)

Theorem 5.40. Under condition 5.21, hypothesis 5.22 with rma.x < 1/2 and condi-
tion 3.18, for u € [0,7max|, provided that the family of triangulations is regulart, one
has:

IB, — B |l ey S B (5.50)
Proof. The proof is the same as the one for theorem 5.10. O

Thanks to [Osbo75]|, convergence of the discrete eigenvalues to the exact ones is guaran-
teed, and so is the absence of spectral pollution (see § 4.3). Moreover, we can derive an
a priori error estimate on the eigenvalue.

Let the assumptions of theorem 5.40 hold. We determine now a rate of convergence of
the eigenvalues using the work of Osborn in [Osbo75|. Let v = A™! be an eigenvalue
of B,. For simplicity, let us assume that v is a simple eigenvalue, and denote by W.
the associated eigenspace. According to the absence of spectral pollution, for A small
enough, the closest discrete eigenvalue, denoted by v,,, is also simple; we denote by W,
the associated eigenspace.

Definition 5.41. Let w, > 0 be the reqularity exponent of the eigenfunction, i.e. either

W C PH™ fors <w, and W ¢ PH"™™, or W C PH™* and W ¢ PH""* fors > w,.
Let w = min(w,, m + 1), where m > 0 is the order of the RTN finite element.
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We remark that ||¢[|f, = My, )y is a norm over W (see the definition of |||y in § 5.1).
However, this norm does not derive from a inner product since My is not symmetric. For
this reason, we cannot use the same methodology as in § 5.1.4.

Proposition 5.42. Let w be as in definition 5.41. For every v in W, the following
imequalities hold:

(B, — Bhelle S hellellw-

Proof. This inequality comes from the first Strang’s lemma. The method is the same as
for theorem 5.3. Here, we use the equivalence of all norms on W to state the result. [

From proposition 5.42 and the work of Osborn in [Osbo75, Theorem 2|, one derives an
estimate on the error on the eigenvalues.

Corollary 5.43. Let w be as in definition 5.41. Then for h small enough, the error on
the eigenvalue is given by
v =y S H%

Remark 5.44. If v has an algebraic multiplicity m, > 1, the previous analysis and the a

priori estimate are still valid with v, = m% > i1 Vni» where (v, ;)i=1,m, are the m discrete
eigenvalues closest to v, see again [Osbo75, Theorem 2.
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Chapter 6

Domain Decomposition Method

6.1 The Neutron Diffusion Equations

We continue by considering the neutron diffusion problem under its mixed form using a
Domain Decomposition Method (DDM). The diffusion problem with low-regularity solu-
tion in a mixed, multi-domain form has been analyzed in [CiJK17]|: to solve the problem,
the authors introduce a method called the DD+ L2-jumps. This method can handle glob-
ally non-conforming triangulation with locally conforming triangulations. As we need a
Lagrange multiplier, it can be considered as a generalization of some hybrid finite element
method [RoTh87], or as a mortar finite element method [BeMP93, BeMP94].

Mortar finite elements were introduced in the late eighties by Y. Maday et al to couple
spectral and finite element methods [BeDM87|, and to handle complex geometries with
spectral discretization [MaMP88]. These method consists in adding an interface condition
between the subdomains directly in the discrete functional space. The interface conditions
can be imposed in a constrained, piecewise regular space [BeMP93, BeMP94|. In that
case, the support of the constraint is called the non-mortar side, and is chosen to be the
finest triangulation on the interface. This condition brings also a Lagrange multiplier in
the discrete trace space of the discrete solution, which ensures the weak continuity of the
solution between the subdomains [Ben 99]. We refer to for an overview of these methods
[Wohl01].

In the first subsection 6.1.1, we first define some notations and spaces, and then we recall
some results that ensure the well-posedness of the discrete DDM. The numerical analysis
of the Domain Decomposition Method is carried out in the next subsection §6.1.2. This
section comes from the article [CGJK18].

6.1.1 Setting of the Domain Decomposition Method

Let us consider a partition {751}1 <<y of R which can be independent from the physical
partition of the materials in R (see e.g. [JaCil3, Bren92, BrVe96|). In other words, it
can happen that {R;}, <i<N 7 {R:}1<i<n. We denote by I';; the interface between two

subdomains 7%1 and ﬁj, for i # j: if the Hausdorff dimension of E N E is d — 1, then
Iy = int(ﬁiﬂﬁj); otherwise, I';; = (). By construction, I';; = T';;. We define the interface
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['s, respectively the wirebasket d'y, by

N N N
U ry;, ohw=J U ory.
“Th

i=1j=i+1

FS:

i CZz

It is stressed that the resulting interface I'g needs not necessarily coincide with the physical
interface between cells.

When d = 2, the wirebasket consists of isolated crosspoints. When d = 3, the wirebasket
consists of open edges and crosspoints. For a field v defined over R, we shall use the
notation v; = ViR, for 1 < i < N. Let us define the function space with zero Dirichlet
boundary condition:

PHYR) = { v € L*(R) |4 € H\(Ry), Yoz =0, 1 <1< N |

When T';; # 0, let Hp, 1/ ® be the set of H'/?(T;;) functions whose continuation by 0 to IR,

belongs to H'/?(OR,; ) On can prove that Hl/2 = Hl/2 We also introduce the space of
piecewise H(div ) vector-valued functions:

PH(div,R) = {qeLZ(RHqiEH(div,féi), 1< gﬁ},

1/2
a0 = (Sl z))

For p € ﬁH(div,R), let us set [p - nj; = Zk:m Pk - Djr,; the jump of the normal
component of p on I'y; when T';; # (). [p - n]; is well defined in (Hy/ /2 ;) the dual space of

H%/JQ (see e.g. [FeGio7]). The global jump [p - n] of the normal component on the interface
is defined by:
[p-njr, = [p-nly, for 1 <i,j < N.

By definition, it holds [p-n] € [[,_,(H Y/ 2) We recall that for p € H(div,R), the global
jump vanishes: [p-n| =0 (see e.g. [ClJKl?, Lemma 1]).
We introduce finally the following Hilbert spaces:

M= (s €Ty 220) ) Wslir = (Sicy Ioslie, )

H'*Tg) = {1s € M |pgr,, € H'*(Ty;), Vi < j} , with graph norm;

Q — {aePH(iv,R)|[a-n]e M},
1/2
lallg = (110l gz + e nllf)
- 1/2
X = {&=@v)eQx2®)},lelg = (lal} + IWl3z)

wo= {w= e e X ar} = (el + uslz)
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6.1 : The Neutron Diffusion Equations

i< j(Hll{j_Q)’ . We will next define a variational formulation

By construction, one has M C ]
which is conforming in Q x L%(R).

The mixed form of the neutron diffusion problem (2.8) is now given by (see [CiJK17,
§3.2]):

Find (p, ¢, ¢s) € Q x PH}(R) x M such that:

~D;'p; — grad¢; = 0 in ﬁi, for1§i§]\~f,
divp; + Sai¢r = Spi iRy, for 1 <i <N, 6.1)
Qbi = (;55 on 8RiﬂFS, fOIlSiSN,
p-n] = 0 on I'g.

To solve this problem, we are looking for a solution ((p, ¢), ¢s) in W. Find ((p, ¢), ¢s) € W,
such that V((q,v),s) € W:

/<_D1p.q+¢divq+wdivp+2a¢¢)
R (6.2)
. _ njgs= | S;v.
+/Fs[p n] g /Fs[q n] ds /R i

In (6.1)-(6.2), ¢s,1s play the role of Lagrange multipliers, with M the space of those
Lagrange multipliers. To be mathematically precise, we should be integrating on U;;I';
instead of I's. We make this slight abuse of notations from now on. This approach is
called the DD+ L2-jumps method.

From now on, we use the notations:

e u=((,¢s), (=(p,¢), p= (pz‘)1gigﬁ and ¢ = <¢i)1§i<ﬁ;

o w=({,vs), {=(q,7¢),q= (Qi)1§¢§ﬁ and ¢ = (¢i)1§i§]\7§

and we define the bilinear forms:

WxW — R
ES : W . ’ (63)
(u7 ) = /Fs[p Il] ¢S
and: .
WXW —
o { (w,w) — (¢, &) + ls(u,w) — lg(w,u) (6.4)
We consider the linear form:
Jw = R
o { v f() (6.5)

Above, we extended the definition (2.15) (resp. (2.16)) of the form ¢ (resp. f), to elements
of X x X (resp. X). We may rewrite the variational formulation (6.2) as:
Find u € W such that Vw € W:

cs(u,w) = fo(w). (6.6)
We recall that cg satisfies an inf-sup condition, so the variational problem is well-posed
(see |CiJK17, §4]), and that, under the assumptions of proposition 2.5, the global jump
of p vanishes: [p-n] =0in M (see [CiJK17, Lemma 1]).
We study abstract, conforming, discretization of the variational formulation (6.6) as it is
done in [CiJK17, §5|. To that aim, we introduce discrete, finite-dimensional, spaces in-
dexed by a (small) parameter h as follows: Q;, C H(div, R;) and Ly C LA(R;), for 1 <
i< N. We impose the following requirements, for all 1 < < N:
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o qin Nk, € LAOR;) for all h > 0, for all qip € Qi
o divQ;, C L;j, for all h > 0;

o (Q;n)n and (L;p)n satisfy the approzimability property (5.1) in R,;.
Then, let
Qn= H Qin and L= H Lip.
1<i<N 1<i<N
In particular, the discretization Qh x Ly, is globally conforming in Q x L?(R). We endow
Qp, with the norm || - [|g, while Ly, is endowed with || - [[o,z-

We then define T}, as the space of the normal traces of vectors of Q;; on 87@- NIg:
Tip = {Qi,h S LZ(aﬁz' NTs)|3din € Qins Gip = Qih - ni|5ﬁmps} : (6.7)

Classically, several situations can occur on a given interface I';;, 1 <14, j < N:

1. non-nested meshes: T; pr,,  Tjnr,; and Tjpr,; & Tinry; ;
2. nested meshes: T; pr,; C Tjnr,; or Tinr,;, C Tinr,; s
3. matching meshes: nested meshes with T; y;r,. = Tjnr,;-

Usually, the term nested meshes is used to describe a family of successively refined meshes.
In this paper, we will use this expression to express that on all interfaces I';;, case (2)
described above holds. As an illustration, see the interfaces between the subdomains, in
figure 6.1, for nested non-matching mesh (left) and non-nested mesh (right).

\_/ N

Nested Mesh Non-nested Mesh

Figure 6.1: Two meshes of the same partition (middle), one nested non-matching (left)
and one non-nested (right).

Let us denote by M; C M the discrete space of the Lagrange multipliers. We assume
that M, includes the subspace M} of piecewise constant fields. We introduce the discrete
projection operators [CiJK17, §5] from the spaces of normal traces T} to M), and vice
versa, which are defined by:

/~ (i(gsn) — i) sp =0
OR:MT'g .
(mi(s,n) — Ysn) qip =0

8751 (RIS

Vqin € Tin, Vs € My (6.8)
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6.1 : The Neutron Diffusion Equations

As the operators II; and 7; are orthogonal projections, they are continuous, with a
continuity modulus equal to 1. We also introduce the orthogonal projection operator
% : M — Mp. According to [ErGu04, Proposition 1.135], if we denote by hg the

meshsize on I'g:
Vs € HYP(Ts), [[vs — 13059)lar S B [sll e (6.9

Next, let py € Qh. We define the discrete jump of the normal component of p, on the

interface I';; as [py, - npij = Z I (pe,n - nyr,; ). The discrete global jump of the normal
I=i,j

component, [py, - n], € My, is defined by:

[P - nur, = [Pr-nny, for 1 <4,5 < N.

We finally define:

Xh = {gh = (qhawh) — Qh X Lh} s endowed with H . Hi’
W, = {wh = (&n, Ysp) € X, X Mh} , endowed with [ - ||y

In the DD+ L2-jumps setting, the conforming discretization of the variational formulation
(6.6) reads:

Find u;, € Wy, such that Yw, € Wy, cs(up,wp) = fs(wp). (6.10)

It is shown in [CiJK17, §5| that cg verifies a discrete inf-sup condition if the following
conditions hold:

38, > 0, Ya, € Qu, /

s

lan -]y [qp -n] > m/ [qs, - n]? (6.11)

s

and
dvn, > 0, YVipgy, € My,

N N
Z Z /r (Wi(¢s,h)2 + 7rj(1/)5,h)2) > yallsall?,

i=1 j=i+1

(6.12)

Moreover, if 3, and 7, can be chosen independently of h, the form cg satisfies a udisc.
For instance, conditions (6.11)-(6.12) are uniformly fulfilled when M), is chosen as

N
My, => Ty (6.13)
i=1

Last, under (6.11), one easily checks that [py - n] = 0. In other words:
pn € H(div,R) N Qy. (6.14)
For the DDM, we define Q;, = H(div,R) N Qu.
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6.1.2 Numerical Analysis of the Domain Decomposition Method

To carry out the numerical analysis in the low-regularity case, we first introduce a suitable
discretization of the DD problem, and then we carry out the numerical analysis on this
discretization. Again, if one chooses another discretization that fulfills those properties
detailed in the previous section, one may recover similar convergence results.

Discretization

We consider (6.10) where the RTN finite element is used on each subdomain with a
conforming mesh, or triangulation. For 1 < i < N , let h; denote the local meshsize
in R;, and h = max; h; the global meshsize. Let us denote by k; > 0 the order of the
discretization in R,, and k = min, k;, the minimal order of the RTN finite element. The
local RTN finite element subspace of H(div , R;) x L%(R;) is defined as QF s X L . With

this choice, we have div Ql s C Lk in, as required: local consistency is ensured Now if

we set Qh [icicw th and LF = [Licici th, we have q; 5, - oz, € L? (8R) for
all q;5 € Q > hence it follows that Qh C Q the discretization Qh x LY is globally

conforming in Q x L?(R). For the reader’s convenience, we omit the superscript k; in the
analysis below.

Finally, we choose M}, so that on the one hand (6.11)-(6.12) hold uniformly, and on the
other hand it holds hg < h: we refer to [CiJK17, §5.2] for an extended discussion on
suitable choices. According to the first Strang’s Lemma [ErGu04| and because cg verifies
a udisc, the error reads:

lu—up|lw S inf ||u—wplly (6.15)
WhEW,

As a consequence limp_o ||[u — up|ly = 0. This result holds for nested and non-nested
meshes. We study below how to improve the bound on the error, how to derive an Aubin-
Nitsche estimate, and finally how to prove convergence for the generalized eigenvalue
problem, for nested meshes(*). As previously, those results hold under hypothesis 2.4
(plus v, € PWH(R) for the eigenproblem). We focus again on the low-regularity case.

A Priori Error Estimates
Let q € H(div,R) N ﬁH“(R), with 0 < u. A global RTN interpolant of q is defined on
every subdomain R; via its restriction q;, and denoted by q; g for 1 <7 < N.

Definition 6.1. Let q € H(div,R) N PH*(R), with 0 < . The global RTN interpolant
ar of q is defined by, for 1 <i¢ < N:

driR, = di,R-

Below, we also use the orthogonal projection operators 7° : L*(R) — LY (see §5.1.3) and
% : M — M) (see § 6.1.1). One has the following result, whose proof is given in the
Appendix.

Lemma 6.2. Assume that the meshes are nested, non-matching, on the interface I';.,
and that they are quasi-uniform on I'y.. To fix ideas, we assume Tenry. C Thnr;. with

*For non-nested meshes, numerical illustrations suggest that the convergence properties can be recov-
ered in some situations (see [CiJK17, Table 2]). See also §6.1.2.
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Tepirse # Tynry. ().
Let q € H(div,R) "NH*(R) with 0 < p < 1/2, it holds:

~ 1/2
Az - n]“o,rfc S hf/ lar ||H(div,7€f)-

Theorem 6.3. Let the assumptions of proposition 2.5 hold, with ry.x < 1/2. One has
for matching meshes:

Vi €]0, max|, VS € HA(R),

6.16
P — Pulla@iv,R) + |¢ — dnllor + |65 — dspllr S A ISt ur- (6.16)

For nested, non-matching meshes, the result holds under the assumption that on an in-
terface I's; where the meshes T; yr,, and Tjpr,, are non-matching (T; ., # Tjnr,,), the
Jamilies of triangulations of T r,; and Tjur,; are quasi-uniform.

Proof. We bound the different contributions in the right-hand side of (6.15) for some
appropriately chosen discrete field wy,. Recall that u = ((p, ¢), ¢s).

Matching meshes. We know that [p-n] = 0. For matching meshes, one has also [pr-n| = 0,
so [(p — Pr) - n] = 0. Starting from (6.15), the conclusion follows. Indeed, according to
the a priori estimates (5.4), (5.9) and (6.9), w, = (pr, 7°¢, [1%(¢s)) € W, is such that

N
=l = 3P~ Ponla ) + 16— T6l3R + lés — I3(0)Is
i=1
S hQu(’p’i,R + [|divp iR) + h2“¢”%H1(R) + h5|’¢5||2y2@s)
< PSR &

Hence we conclude that for matching meshes it holds:

[w —unlle < A 115y

R (6.17)

Nested meshes. In this case, [pr - n] # 0 in general. Nonetheless, one can use the result
of Lemma 6.2, to find that

[ [(p—Pr) n]la S hl/? ||p||H(div,R)u

provided that the meshes are quasi-uniform on the part of the interface where they are
non-matching. One concludes that the estimate (6.17) still holds for nested meshes under
this condition.

Conclusion. Noting that it always holds [p - n] = [ps - n] =0 (cf. (6.14)), developing the
norm ||u — up ||y, one concludes:

||P - thH(div,R) + ||¢ - ¢h||o,7z + ||¢S - ¢S,hHM < Bt ||Sf||u,72-
In other words, we have the a priori error estimate (6.16). ]

As in section 5.1, for "smooth data" Sy, i.e. Sy € H™=(R), one expects a convergence
rate at least in h/max,

T f refers to fine discretization, while c refers to coarse discretization.
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Aubin-Nitsche-type Estimates

To derive improved estimates on the error ||¢— |0 =, we adapt the calculations of § 5.1.3
to the DDM. Recall that Q;, = Qh NH(div,R). We already know that when conditions
(6.11)-(6.12) hold, the solution ((pn, dn), dsn) € Xn x My of (6.10) (discrete DDM) is
such that (pn,¢n) € Xy, since py, € Qp. Then restricting the test-fields in (6.10) to
elements of X, x M), we observe that (pp, ¢y) satisfies (5.3) too (discrete mixed problem
in § 5), because all interface terms vanish. Hence, to estimate ||¢ — ¢y ||o,z in the DDM, we
explicitly consider that the discrete fields (pp, ¢r) are also the solution to the variational
formulation (5.3). Let us begin by a technical result, whose proof is given in the Appendix.

Lemma 6.4. Let the assumptions of Lemma 6.2 hold. Let q € H(div,R) N H*(R) with
0 < p < 1/2, and define 0qz. € Qypn by 0qse - Nyr,, = (Qer -0 — Qg - 0)r,, and zero
extension in ﬁf \ L'f.. It holds

I0atsellma 7,0 S 2 (lasluz, + Idivallyz, ) -

Theorem 6.5. Under the assumptions of Theorem 6.3 with rm.x < 1/2, one has for
nested meshes:

VM 6]07TmaX[7 \V/Sf S H#<R)7 ||(r75 - Qbh

or SISk (6.18)

Proof. Matching meshes. In this case, one can use the theory already developed in § 5.1.3,
to conclude that (6.18) holds.

Nested meshes. The difficulty for non-matching meshes is that one can not define the
global RTN-interpolant of p directly. Instead it is defined via its subdomain interpolants
(Pi,r)1<i<5- Introduce, for 1 <4 < N, 7; as the set of indices j such that T} ur,; C Tjppr,,
(since we are dealing with nested meshes, it holds T} ur,; C Tinr,; o Tinr, C Tjnr,;)-
We proceed as follows to obtain an H(div, R)-conforming approximant, i.e. an element
of Qp. On all interfaces I';;, introduce dp;; - m = pcr - Nyr,;, — Ps.r - Nyr,;, Where py g is
the interpolant from the finer discretization on I';;, resp. p. g is the interpolant from the
coarser discretization on I';;. By construction, dp;; - n = 0 when Tinry; = Tjnr,;- Then
0pi; - n is extended by zero in R; to define an element of Qi »; with a slight abuse of
notation, we still denote the extension by dp;;. The H(div,R)-conforming approximant
Pr € Qp is then defined subdomain by subdomain as

Pir = IN)i,R+25pij for 1 <i<N.
JETL;
Indeed, [pg-n]p,; =0 for 1 <4, j < N by direct inspection. It remains to evaluate
P — pRH%—I(div,R) = Z~ Ipi — pi,R”%—I(div,ﬁi)’ with
1<i<N

Ipi — PLRHH(divﬁi) < |[pi — 5i,R||H(div,ﬁi) + Z H(SPiJHH(divﬁi) for1<i<N.
JEZ;

Above, the fact that the index j belongs to Z; implies that if dp;; # 0, then the finer
discretization on I';; automatically originates from R;. To evaluate |[0pi;| g, &,), One
uses the results of Lemma 6.4 to find

18D g 7 S 2 (1017, + v pilly 7, ) -
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Again, this bound holds under the condition that the meshes are quasi-uniform on the part
of the interface where they are non-matching. Due to (5.9), one has ||p; — pi7RHH(div ) <

R[Syl ur for 1 <i < N, and it follows that

P = Prlla@y r) S P 155 ]lnz-
As a consequence (follow § 5.1.3) we conclude that the estimate (6.18) holds. O

Numerical Analysis of the Generalized Eigenvalue Problem

Let us focus on the approximation of the generalized eigenvalue problem (2.2) for low-
regularity solutions with nested (matching or non-matching) meshes. We will follow the
methodology of § 5.1.4.

Convergence in Operator Norm

Let 0 < p < rmax be given, we introduce an operator B, associated to the source problem
(6.6): given f € H*(R), we call B,f = ¢ € H'(R) the second component of the triple
(p, ¢, ¢g) that solves the source problem with Sy = v¥ 7f. For the same reason as in
§5.1.4, B, is a bounded and compact operator. Next, let us consider the discrete operator
Bl’j associated to the discrete source problem: given f € H*(R), we call BZ f the second
component of the triple (pp, ¢n, ¢s,) that solves (6.10) with source Sy = v¥,f. Using
estimate (6.18), we obtain, like in Chapter 5, the result below.

Theorem 6.6. Under the assumptions of Theorem 6.3 with T < 1/2 plus v, €
PWL(R), let pu €]0, Tmax|. Provided that the families of triangulations are regular™ on
every subdomain, one has for nested meshes:

B, — Bl cnry) S B, (6.19)

where = 1rniniﬁ:1 0; >0, and for 1 <1i < N, 0; is defined by (5.18) on R;.

We conclude to the absence of spectral pollution.

Optimal Convergence Rate

Let the assumptions of Theorems 6.3 and 6.6 hold, and in particular the conditions for
nested, non-matching meshes. We use the same notations as in § 5.1.4. In particular, let
@, > 0 be the regularity exponent associated to v with respect to (PH'*(R)),s0, and
introduce w = min(w,, k + 1).

Let 1 € [0, 7max[ be given. As we defined B, (resp. Bl), we define A, and C,, (resp. A
and C"): for f € H*(R), we call A, f =p € Qand C, f = ¢s € M (resp. A'f =p;, € Q,
and Cﬁf = ¢sp € M) the first and the third components of the triple (p, ¢, ¢s) (resp.
(Ph, ®n; ¢s,1)) that solves (6.6) (resp. (6.10)) with source Sy = vXf.

For the DD+ L2-jumps method, the transposition of Lemma 5.12 reads:

Lemma 6.7. Let ¢ and ¢' be in W. Then, it holds:
(@f907 (BH - BZ)SOI)QR = CL(AHSO7 (AH - AZ)QO,) (620)
+b((A, — AZ)go’, Bup) + b(Aup, (B — BZ)90/> + t(Buy, (B — BZ>90/)5

and
0= a(Allp, (A, — A1) +b{(Ay — AL, Bli) 621
+b(Alo, (B, — Bl)¢') + t(Bio, (B, — Bl)¢').
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Proof. The definitions of A,, B, and C, imply that for all f € H#(R) and for all
<q7 1/}7 ¢S) € X:

(@ff? w)O,'R = a(AMf7 q) + b(q7 B#f) + b(A#fa w) + t(B#f7 w)
+€S(Auf> ¢S) - fs(q, Ouf)a

where the penultimate term ¢g(A,, f,¢s) vanishes since [A,f - n] = 0.
Whereas the definitions of A”, B! and C imply that for all f € H*(R), for all (q,v,1s) €

Xhi

(6.22)

WS f,¥)or = alA}Lf,q) +blan, By f) + b(ALf. ¥) + (B f. ¥)
+€S(AZJC7 wS) - ES(qv Cgf)

Now, the penultimate term ES(AZf, 1g) vanishes since AZf belongs to Q.

(6.23)

The first equality (6.20) comes from (6.22) with:
f=¢ia= (A =AY ;¥ =(B,— B¢ ;s =—(C.— C)¢'.

Indeed, one has £s(q, C,.f) = 0 because [(A, — A})¢’ - n] = 0.
The second equality (6.21), comes from the difference between (6.22) and (6.23) with:

f=¢ ia=Alv ;¢ =Blp; g =—Cho,
ecause = - h, alld W1 € symmetry or a an .
b q = Alp € Qi ; and with the sy try of dt O

The formulas (6.20) and (5.22), resp. (6.21) and (5.23), are identical. As Strang’s Lemma
holds for the DD+ L2-jumps method with nested meshes, we can also transpose Proposi-
tion 5.13. For that, we admit that the result of Lemma 6.2 can be improved for smooth
functions q. As a matter of fact, in this case one may directly compare the discrete normal
traces Iy r(q-nyr,,) and I, gr(q-nyr,,) to the exact normal trace q-nyr, , and evaluate the
difference in L*(T's.)-norm, because for smooth functions the exact normal trace always

belongs to L*(T's.).

Proposition 6.8. For every p in W, the following inequalities hold for the DD+ L*-jumps
method with nested meshes:

II(Buh—BZ)sOIIO,R S hllellw
1Ay = AD¢lla@y =) S Polellw

Estimate (5.26) on the gap between W and W), is still valid: 6(W, W,,) < h®. Let Ej, be
the operator defined in (5.27). We recall that Ej, and B} commute (Lemma 5.14 holds).
The restriction of Ej, to W, denoted by F}, is a bijection that satisfies estimate (5.28), for
h small enough. We will also make use of S, = F} LE, — I that satisfies Lemma 5.16 and
Proposition 5.17. We recall that Bu = B,|w and EZ = F}:IBZFh. The transposition of
Theorem 5.18 is stated next. The proof is identical (replace w by @), so it is omitted.

Theorem 6.9. For h small enough, one has for the DD-+L?-jumps method with nested
meshes:

1B, — BZHﬁ(W) < h. (6.24)

Corollary 6.10. For h small enough, the error on the eigenvalue for the DD+ L?-jumps
method with nested meshes is given by:

lv — | < h%.
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About Non-nested Meshes

We recall that, for general non-nested meshes, one has convergence without explicit con-
vergence rate, as soon as (6.11)-(6.12) hold uniformly. In the most general case however,
it seems difficult to obtain a convergence error that depends explicitly on h.

On the other hand, let us consider the case where the meshes are non-nested, with some
structure. By structure, it is understood that the non-nestedness can be described by a
finite number of configurations (e.g. 3-face mesh vs. 5-face mesh, etc.) that are repro-
duced at smaller and smaller scales when the meshsize diminishes.

We note first that a result similar to Lemma 6.2 can be recovered. Going back to the
reference configurations (by assumption there are a finite number of them) and taking
the supremum in the upper bounds among all these configurations, we infer from (C.6)
that ||[[ar - n]llor;. S hers |l @rn llor;., i-e. one can conclude the proof as before. As a
consequence, an explicit convergence rate may be derived for the source problem as in
Theorem 6.3.

Then, one may proceed in a similar fashion to prove Lemma 6.4, so as to derive an Aubin-
Nitsche estimate as in Theorem 6.5. Finally, because interface terms are absent in the
analysis of the convergence rate of the eigenvalues (see in particular (6.20)-(6.21)), such
estimates can also be proved for non-nested meshes, with some structure.

Here we summarize the results on the different types of meshes. In the case where the
meshes are matching or nested non-matching one has convergence and furthermore, we
provide a convergence rate (theorem 6.5). If the meshes are non-nested but there exists
a structure (see above), one has convergence and one can derive a convergence rate along
the same lines as in the proof of theorem 6.5. For the more general case, we only prove
the abstract convergence of the discrete solution to the continuous one cf. (6.15).

6.2 Extension to the Multigroup SPy Transport Equa-
tions

In this section, we extend the results of the domain decomposition method proposed in
§ 6.1 to the multigroup SP y transport equations. We recall that G is the number of groups
and N is the number of odd and even moments. We still suppose the same conditions as
in § 5.2, we recall here this condition:

Condition 6.11. For all energy groups 1 < g, < G, ¢ # g and for all 0 < n < N, it
stands:

(29,5979, 059) € PWY(R) x L*(R) x L*(R), (6.25a)
3AErn)es (Brn)* > 0,0 < (Sp0)e < 1,59, < (S,0)" ace. in R, (6.25b)
D <e< R |Z§:n_>9| <e¥d, ae inR (6.25¢)

|0 <vEf ace in R, 33,7 sit. X9 uss # 0. (6.25d)

Moreover, it stands:
Qs000(G—1) <1,

as.(G—1) <

L+ ape
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We still consider the same partition {ﬁi}lgigﬁ of R asin § 6.1. We denote

M= (M%% Q=@QY)% X=X and w=w"C

Moreover, we denote, for 1 < i < j < N L, = ((LA(R:))M)e, L; = (L*(Ty )N,

Q = (H (div,R;)M)¢ and H! = (H n(R;)M)C, for all > 0. We also introduce the
operator:

{ ((RD)N)G <« R? — (RN)G A
. (xy) = x:y=(x-y)rio)e

The multigroup SPy transport problem with a source, problem 3.2, can be rewritten as:

Problem 6.12. For a given source S; € L, find ((p, q_b),@s) € Q xV x M such that:

( TOEZ- + grad XHQZ, =0 m R,
THdiv p,+Tep, = S;; in Ri;
(6.26)
Hg = ngS on OR; NTg;

[p:n] = 0 onTs.

\ 2

The variational formulation of problem 6.12 reads:

Problem 6.13. For a given source S; € L, find ((p,¢),¢,) € W such that for all
((a,9),¥,) € -

—/TOE®E+/QOTHdivg+/yoTHdiijL/'}I‘egﬁog/;
& & r x (6.27)

From now on, we use the notations:
e u= (Q, Qs)a § = (B» Q)7 P = (Ei)1§igﬁ and ? = <ﬂ-)1§i§ﬁ;
* W= (§’%S>’ §= (g,@, q= (ﬂi)gigﬁ and ¢ = (%)13@&5

and we define the bilinear forms:

WxW — R
st (wu) / (6.28)
and:
WxWw — R
8 { (27 H) = Cs(£7§) + gs,S(E,H) — ES,S(H, g) : (629)
We consider the linear form:
W —- R
Jos { w o f(§) (6.30)

Above, we extended the definition (3.17) (resp. (3.18)) of the form ¢, (resp. f;), to
elements of X x X (resp. X) We may rewrite the variational problem 6.13 as:
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6.2 : Extension to the Multigroup SPy Transport Equations

Problem 6.14. Find u € W such that Vw € W:

o,s(u,w) = fo5(w). (6.31)

Theorem 6.15. Under condition 6.11 and hypothesis 5.22, there exists a unique solution
u € W which satisfies problem 6.14.

Proof. Adapting the results of [CiJK17| for the neutron diffusion equations to the multi-
group SPy transport equations, one can prove that ¢, g satisfies an inf-sup condition. As
the problem is not symmetric, cs ¢ has to satisfies the solvability condition. Using the
same idea of the proof of theorem 3.16 with:
1 T — 1Ty 3
u= ((_ﬂv Y+ (Te) Hdlvﬂ)? _gs)a

one can prove that § = 0. Then taking p a lifting of ¢ g in é, one can conclude the
proof. O

Therefore, problem 6.14 is well-posed.
In order to study abstract conforming discretization of the variational problem 6.14, we
introduce the following finite dimension spaces:

M,=(M)% Q, =(@QN% X, =XM% and W= }))°.

We suppose that the mesh is the same for each energy group and for each moment. The
discrete counterpart of the variational problem 6.14 reads:

Problem 6.16. Find u, € W, such that Vw, € W,:

Cs,5 (W, W) = fs,5(wp). (6.32)

We consider problem 6.16 where the RTN finite element is used on each subdomain with
a conforming mesh, or triangulation.

Theorem 6.17. Under condition 6.11 and hypothesis 5.22, there exists a unique solution
u, € W, which satisfies problem 6.16.

Proof. As (6.11)-(6.12) holds for each energy group and for each moment, one can prove
that these conditions are satisfied on 9}1 and M, . Therefore ¢, g satisfies a udisc. O

Therefore, problem 6.16 is well-posed. Moreover, according to the first Strang’s Lemma [ErGu04]
and because ¢, g verifies a udisc, the error reads:

o —uplle S inf flu—w,|u. (6.33)
LERSLY

As a consequence limp,_o |lu — u,|ly = 0. This result holds for nested and non-nested
meshes. We study below how to improve the bound on the error, how to derive an Aubin-
Nitsche estimate, and finally how to prove convergence for the generalized eigenvalue
problem, for nested meshes. Those results hold under condition 6.11 on the coefficients
and hypothesis 5.22 on the existence of a regularity exponent (plus @i’e € PWL=(R),
1 < g < @G, for the eigenproblem). We focus again on the low-regularity case.
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6.2.1 A Priori Error Estimates

Let g € QN ﬁﬂ“, with 0 < p. Each component g, 1 < i < N, has a global RTN
interpolant gz R See definition 6.1 on page 84.

Definition 6.18. Letq € QN ﬁﬂ“, with 0 < . The global RTN interpolant q, of q is
defined by, for 1 < g < G and for 0 <n < N:

Below, we also use the orthogonal projection operators 7 : L — L} (see § 5.2.1) and
0% : M — MY. The projection II% correspond to the projection of all the components on
M, by the projection 1% (see § 6.1.1). One has the following result.

Lemma 6.19. Assume that the meshes are nested, non-matching, on the interface I'.,
and that they are quasi-uniform on I'y.. To fix ideas, we assume Tenry. C Thnr;. with

Tc7h|ch # Tf7h|rfc
Let g € QN H" with 0 < p < 1/2, it holds:

~ 1/2
(@, -n]le,, S0, e,

Proof. Let q € QN H" with 0 < p < 1/2, by definition of the norm on L, one has:

G N
M, nllz, => > @& nll5r,.:

g=1 n=0

Therefore, using lemma 6.2 on each components, one can finish the proof in the same idea
as in the proof of property 5.26. O

Theorem 6.20. Under condition 6.11 and hypothesis 5.22 with rya < 1/2, one has for
matching meshes:

v,u E]Oa 7amax[a vﬁf € ﬂua

6.34
Ip—p,lla+ 116~ 06+ s — dsallar S b 18, s (6:34)

For nested, non-matching meshes, the result holds under the assumption that on an in-
terface I';; where the meshes T; pr,; and Tjyr,; are non-matching (j—;’hu‘” =+ Tj’mpij), the
Jamilies of triangulations of T; r,; and Tjur,; are quasi-uniform.

Proof. The proof is the same as for theorem 6.3, using proposition 5.26, lemma 6.19 and
inequalities (5.35). O

As in section 5.2, for "smooth data" S;, i.e. S; € H™, one expects a convergence rate

at least in h"max,

6.2.2 Aubin-Nitsche-type Estimates

To derive improved estimates on the error ||¢ — @, ||z, we adapt the calculations of § 5.2 to
the DDM. Recall that Q, = éhﬂg. We already know that when conditions (6.11)-(6.12)
hold for each energy group and for each moment, the solution ((Bh, Qh), [ h) € Xh x M,
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6.2 : Extension to the Multigroup SPy Transport Equations

of the discrete with DDM problem 6.16 is such that (ph, ¢, ) € X,,, since p, € Q Then
restricting the test-fields in problem 6.16 to elements of X, x M, we observe that (ph, gb )
satisfies the discrete without DDM problem 5.24 too, because all interface terms vamsh
Hence, to estimate ||¢ — ¢, || in the DDM, we explicitly consider that the discrete fields
(p,.,) are also the solutlon to the variational formulation problem 5.24. Let us begin
by a technical result.

Lemma 6.21. Let the assumptions of lemma 6.19 hold. Letq € QNH" with0 < p < 1/2,
and define (5(_1fc € gfh by 5gfc;n|pfc = (QCR;n - ng;n)|pfc and zero extension in

R\ Tpe. It holds
16a,lla, < 7 (lla e + ldiva, |, ).

Proof. The proof is done in the same way as in the proof of proposition 5.26 using
lemma 6.4. O

Theorem 6.22. Under condition 6.11 and hypothesis 5.22 with . < 1/2, one has for
nested meshes:

Vit €10, Tmaxl, VSy € H", Nl — &, Il S W |8yl - (6.35)

Proof. Matching meshes. In this case, one can use the theory developed in § 5.2.1 to
conclude that (6.35) holds.

Nested meshes. From the proof of theorem 6.5, we know that for all energy groups g and
all moments n, it stands:

Ip5, = (P2)rlle S AHII(S5 )3l R,

where (p?)g is defined in (6.1.2).
Defining the Q-interpolant p,, of p by (P R)fl = (pY)g, for all energy groups g and all
moments n, one can prove that:

P = pglla < 1S

Then, by following the methodology of the proof of theorem 5.37, using proposition 5.26,
lemma 6.21 and inequalities (5.35), one can conclude that estimate (6.35) holds. O

6.2.3 Numerical Analysis of the Generalized Eigenvalue Problem

Let us focus on the approximation of the generalized eigenvalue problem 3.1 for low-
regularity solutions with nested (matching or non-matching) meshes. We will follow the
methodology of § 5.1.4.

Let 0 < i < rmax be given, we introduce an operator B associated to the source prob-
lem 6.14 given f € H", we call B, f = ¢ € V the second Component of the triple (p, ¢, [ )
that solves the source problem 6 14 with Sy = My f. For the same reason as in § 5.2. 2

B, is a bounded and compact operator. Next, let us consider the discrete operator Bh
associated to the discrete source problem 6.16: given f € H*, we call B" ) the second

component of the triple <Eh’?h’? ) that solves problem 6.16 with source Sy = Myf.
Using estimate (6.35), we obtain, like in section 5.2.2, the result below.
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Theorem 6.23. Under condition 6.11 and hypothesis 5.22 with Ty.x < 1/2 plus condi-
tion 3.18, let p €]0, rmax[. Provided that the families of triangulations are regulart on
every subdomain, one has for nested meshes:

|B, — Bl ey S B, (6.36)

where § = miniﬁ:l 0, >0, and for 1 <i < N, 0; is defined by (5.18) on R;.

We conclude to the absence of spectral pollution. Moreover, we can derive an a priori
error estimate on the eigenvalue.

Let the assumptions of theorem 6.23 hold. We determine now a rate of convergence of
the eigenvalues using the work of Osborn in [Osbo75|. Let v = A™! be an eigenvalue
of B,,. For simplicity, let us assume that v is a simple eigenvalue, and denote by W.
the associated eigenspace. According to the absence of spectral pollution, for A small
enough, the closest discrete eigenvalue, denoted by v,,, is also simple; we denote by W,
the associated eigenspace.

Definition 6.24. Let w, > 0 be the reqularity exponent of the eigenfunction, i.e. either
W C PH™ fors <@, and W ¢ PH"™™, or W C PH™ and W ¢ PH''* fors > &,.
Let w = min(w,, m + 1), where m > 0 is the order of the RTN finite element.

We remark that ||¢||5, = (Myep, @) is a norm over W (see the definition of ||- ||y in § 5.1).
However, this norm does not derive from a inner product since My is not symmetric. For
this reason, we cannot use the same methodology as in § 5.1.4.

Proposition 6.25. Let w be as in definition 6.24. For every ¢ in W, the following
mequalities hold:

Proof. The inequality comes from the first Strang’s lemma. The method is the same as
for theorem 5.3. Here, we use the equivalence of all norms on W to state the result. [

From proposition 6.25 and the work of Osborn in [Osbo75, Theorem 2|, one derives an
estimate on the error on the eigenvalues.

Corollary 6.26. Let w be as in definition 6.24. Then for h small enough, the error on
the eigenvalue is given by B
v —w| S h%

Remark 6.27. If v has an algebraic multiplicity m, > 1, the previous analysis and the a

priori estimate are still valid with v, = miu > imi Yni» where (v, ;)i=1,m, are the m discrete
eigenvalues closest to v, see again [Osb0775, Theorem 2J.
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This part is dedicated first to the implementation of the Raviart-Thomas finite element
method on Cartesian meshes with the L?-jump domain decomposition method for the
resolution of the multigroup SPy neutron transport equations. Secondly, we propose
some adaptive methods to improve the quality of the solution.

The Raviart-Thomas finite element method was already implemented in APOLLO3® be-
fore this work [Bala07, BaLall|. An optimized Schwartz domain decomposition method
is availlable fo parallel computation [JaBL12, JaCil3, JCBL14|.

Some a posteriori error estimates are proposed in [Wang09, Lath11] for the resolution of
the Sy neutron transport equations with discontinuous Galerkin method in order to use
a adaptive mesh refinement. In [Ragu08, WaBR09|, the authors propose an a posteriori
error estimates for the multigroup diffusion equations under their primal setting. We
propose here an a posteriori error estimate for the resolution diffusion equations under
their mixed form.

This part is composed of two chapters which is organized as follow:

e in chapter 7, in section 7.1, we describe the algorithm used in the neutronic platform
APOLLO3® to solve the multigroup SP neutron transport;

e in section 7.2, we present a test case for the neutron diffusion equations where the
L?-jump domain decomposition method is used with non-conforming triangulation;

e in section 7.3, we apply here L?-jump domain decomposition method is used with
non-conforming triangulation for the resolution of the the multigroup SPy neutron
transport on a PWR reactor.

e In chapter 8, in section 8.1, we derive an a posteriori error estimate for the neutron
diffusion equations;

e in section 8.2, we present some possible improvements of the resolution of the multi-
group SPy neutron transport.
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Chapter 7

Numerical Applications

APOLLO3® is a shared neutronic platform of CEA and EDF. It includes different deter-
ministic solvers. Each solver is characterized by the angular discretization and the spatial
discretization of the neutron transport equation. Our work is to integrate the L2-jump
domain decomposition in the MINOS solver. The interest of this method is a way to par-
allelize the solver and make it able to use non-conforming triangulations. Let us mention
that another numerical solver of the multigroup SP y neutron transport equations, named
COCAGNE [CCFG17], has recently been developed at EDF. It is based on a domain
decomposition method [Lath09] which is similar to the numerical implementation of the
L?-jump domain decomposition. However, there is no mathematical theory provided in
[Lath09]. Also, COCAGNE does not support globally non-conforming triangulations.

In order to simplify the implementation, the triangulation is created such that the macro-
scopic cross sections are constant on each cell, each color correspond to a material cell
in Figure 2 middle. Indeed, the quadrature to evaluate the matrix coefficients do not
consider the macroscopic cross sections.

The geometry of the reactor is described by a grid of material (not necessarily conforming).
Over this grid, we add another grid, called a partition. Each cell of the partition is called
a subdomain. Then the triangulation is constructed from the sum of the material grid and
the partition. We consider two types of triangulation, the globally conforming and the
non-conforming. In the case of non-conforming, the subdomains have a conforming mesh
or triangulation. One advantage of the non-conforming mesh is that each subdomain has
its own mesh structure independent to the ones of its neighbours. Each subdomain can
be meshed separately.

When one wants to have a better resolution of the problem in some interest points,
the triangulation needs to be refined near these points. However, a globally Cartesian
conforming mesh refinement costs a lot, because one has to create new elements along all
the directions and it increases a lot the number of degrees of freedom. A less costed way
is to use a non-conforming mesh and to refine it locally, in this case the new degrees of
freedom are only create in the area of interest.

First we present the MINOS solver, we show some results obtained with this solver for
a checkerboard test case and for a pressurized water reactor (PWR). Those results are
published in [GiCJ17|. All the illustrations in this chapter are done with a Cartesian
mesh, but all our study works fine with any type of triangulations.
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7.1 MINOS Solver

The MINOS solver computes an approximated solution of the SPy multigroup equations
with a mixed finite element method. More precisely, it uses Raviart-Thomas-Nédélec
finite element method on Cartesian or hexagonal meshes [Schn00]. We present here our
algorithm for the L2-jump domain decomposition method. An optimized Schwarz domain
decomposition method is already available in MINOS [JCBL14, JaCil3|.

Let us consider the multigroup SPy transport equation with G energy groups, N an odd
integer. We denote R the domain of the reactor and D = 1,2, 3 its dimension, R C RP.
Let N be a non-null integer and (R;)Y_, be a partition of R into N subdomains:

ﬁ[ﬂﬁjzw, VI, J e {1,--- ,N},
N ___
R=JR
I=1
We denote V; the set of all the indexes of the neighbour subdomains of the subdomain I:

Vr = {J | E N ﬁ_J # () and its Hausdorff dimension is D — 1} .

For a subdomain ﬁl, I =1, N, its interface with the subdomain R 7, J € Vr, is denoted
by I'z,;. By construction, we have I'; ; = 1", .

In Figure 7.1, we represent a Partition of a cuboid with 8 subcuboids with in 3 dimensions
(D = 3). We want to determine the set of the neighbours of the subdomain Rg. The
intersection between Rg and R is a surface, second figure in Figure 7.1, thus its Hausdorff
dimension is 2. But the intersection of Rg and R (resp. Rg and R;) is an edge (resp. a
vertex), third (resp. fourth) figure in Figure 7.1, its Hausdorff dimension is 1 (resp. 0).
Therefore, in this case Vs is {4,6,7}.

(R i
s s
o~ ~ T TT T " O
1 ! | |
~7? ~7?Q e e ht e e ik Sk i
TJ I ! +- ~+ | Y e e Sub
Rs Rl P \ ! | Lo L !
| 1 L | I |
— — | | | | | | o p ! | |
~7?K ~7? ‘L7r7~»¥7r7+ﬁ‘/ I ! AN B |
D 4 JEE | e
R R I t L7 =t L7
1 2 | | ! . ’ | |
| l‘ **i‘*7 **i‘*7
I ,
[ 17 ___ 17 I £

Figure 7.1: Intersection of two different subdomains.

We recall that for a SPy method there are N = % harmonics for the current p and for
the flux ¢. We denote, for I = 1, N, by Np,1 (resp. ng ) the number of finite element
degrees of freedom of the current p (resp. ¢) in the subdomain R;. Moreover, we denote,
for I =1, Ng, by ngr the number of finite element degrees of freedom of the Lagrangre
multiplier ¢g on the interface I.

We denote also P (resp. ® and A) the vector of the degrees of freedom sorted by energy
groups:

P = (PY),=1 ¢ for p; P = (99)y=1 ¢ for ¢; A = (A) = ¢ for ¢s.
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For every energy groups g, the vector current P is sorted by directions (d = 1, D),
subdomains (I = 1, N), then every finite element degrees of freedom (i = 1, np ) contains
N harmonics:

PY = (P)a=1p; Pj= (chi,I)I:I,N; PZ,I = (Pg,l,i>i=17np,1; where Pg,u e R".

Likewise, for every energy groups g, the scalar flux ®¢ is sorted by subdomains (I =1, N ),
then every finite element degrees of freedom (i = 1,n4 ) contains N harmonics:

g _ (&I . 9 _(HI . . g N
DY = (D7), 5 Oor = (Ph14)i=1ny 5 where @y, € R™.

We denote by Ng the number of interfaces in the partition (Rr) =15 For every energy

groups g, the scalar Lagrange multiplier A? is sorted by interfaces (I=1, NS), then every
finite element degrees of freedom (i = 1,ng ) contains N harmonics:

9 _ (A9 . g9 _ (A9 , ) g N
A = (A1)1:1,Nsa Ad,[ = (Ad,l,i)zzl,ns,p where Ad,I,i € R™.

As the current p and the flux ¢ are defined over the domain R, P and ¢ are indexed
by subdomains, whereas the Lagrange multiplier ¢g is defined on the interfaces of the
partition (Rr);_; 5, A is indexed by the interfaces. The harmonics and the finite element
degrees of freedom are always considered together in the following.

From the variational formulation of the L?-jump domain decomposition method estab-
lished in § 6, one obtains the following linear system:

-A B -C\ /p L {0 0 0\ /P
BT 0 o |=—[omo0)fe] (7.1)
o0 o A N0 0 0 A

The matrices obtained are also defined by blocks. Their blocks are defined as follow:

= (Ag g/)g g=1,G; A9 = (AZjZi)d,d/:w; Angl: = diag [(Agzzi,f)lzl,z\?} ;
B = diag [(B)g-1c]; B = [(Ba)a1.p]” ; Bg = diag [(Ba,r)r—15];
T=(T g/)g —1,G5 T4 = diag [(T?g/)I:l,N} :
C = diag [(C)g-1,¢] C = [(CaRy]"; Ca= Iy, (N)Car.1); j=15-

Where 1y, is the characteristic function of the set V.
One can remark that there is no directional coupling in B and C because there are vecto-
rial.

Remark 7.1. In MINOS, when 0 = 3, me/shes are extrusion of 2D Cartesian meshes,
thus it stands that for all d # 3, AJ§ = A35 = 0.

Remark 7.2. Moreover, in the case of a Cartesian mesh, one can remark that the ma-
trices A9 are block diagonals, for all d and d', d # d', AZ:Z, = 0, whereas in hexagonal

meshes their exist a directional coupling in the matrices A% .
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7.1.1 The Power Inverse Iteration

We look for the criticality which is the inverse of the greatest eigenvalue of the inverse
transport operator that is to say the smallest eigenvalue of the transport operator. To
evaluate this eigenvalue, we use the inverse power iteration which reads:

Algorithm 1 Power Inverse Iteration

1: initial state (Pg, ®o, Ao, kegro)

2: Sy qu)g

3n<+1

4: until convergence do

5: Solve :
-A B -C P 0
_r " 1

6 B T 0 d, | = ? Sn—1
_@T 0 0 An eff,n—1 0

7 Sn — qu)n

(Sn|Sn)
8: keprn < ken1———
& fint <Sn—1|Sn>
9: n+<n-+1

10: end until

We denote the residual of the method at the n'" iteration by:

e

1 eggn Sl

_ "kgjfl,nsn o kil,nflsnfluoo

n

The norm ||+ ||« (resp. ||-]]1) is given, for any S in RV, N in N, by ||S]|ec = max,,—1 n |Sm|
(resp. ISl = 32N _, S,u]). Then, the convergence criteria is obtained when €, is less
than a given precision.

The convergence rate of this algorithm is governed by the ratio between the first and
second eigenvalue. In our resolution, it is the one that leads the convergence of all the
algorithm, thus to accelerate it we use the Chebyshev acceleration [Varg62]. This accel-
eration consists in approximating the solution with a linear combination of the previous
iteration fluxes . The coefficients of this combination are computed from evaluating a
Chebyshev polynomial on the approximated eigenvalue inverse. The inverse power itera-
tions are called outer iterations.

7.1.2 Gauss-Seidel on the Energy Blocks

At each outer iteration, in order to solve the linear system in Algorithm 1 line 6 and
thanks to the energy block structure of the system, we use the Gauss-Seidel iteration.
This one is given in Algorithm 2.

Algorithm 2 Gaus-Seidel Iteration

Pn,O Pn—l
1: q)n,O — D,

An,O An—l
2: Ngs < 0

3: until convergence do
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4: Ngs ¢ Nas + 1
5: for g =1 to G do
6: Srg)7n7ncs <_ Z Ag7g Pz,ncs _|_ Z Agvg Piﬂlcs_l
g'<g g'>g
9 g 9 H9’ 9 pY’
7: S¢7n7nGS < kj Sﬂfl - Z Tg J (bgl»ncs - Z Tg ! Qn,ncsfl
effin—1 ; /
g'<g 9°>9

8: Solve :

—A;g B _(C Pglyncs Sf)’n’ncs

, _ 9

9: B . T99 0 (b%,ncs - énnes

_C 0 O A?L,TLGS O
10: end for

11: end until

Pn Pn,ncs
12: d,, — (I)n,ncs
ATZ A?’L,TZGS

In practice, the inverse power iteration leads the convergence, so that a single iteration for
the Gauss-Seidel iteration is actually required. In the case where there is no up-scattering,
A and T are lower triangular and one iteration of the Gauss-Seidel iteration corresponds
to an exact resolution of the problem.

Remark 7.3. The hypothesis of weak up-scattering is generally valid for pressurized water
reactor (PWR).

7.1.3 Flux Substitution and Alternative Direction Iteration (ADI)

We are interested now in the resolution of the linear system in Algorithm 2 line 9. We
consider now that the matrices T99 are easy to inverse. For instance, with well suited
finite element degrees of freedom, T9¢ can be diagonal.

Remark 7.4. In the case of RTN finite element on rectangles (0 = 2) or cuboids (0 = 3),
T99 are diagonal.

With this remark in mind, we rewrite our system in two problems as follow:

WosC\ (PR, Son
(5 9(E)-(%) o

and
o7, = (T99)1(SY ... —B'PI, ); (7.3)
where W99 = A99 + B(T99)"'B" and 59, = B(T99)~'S) —5%, ... The matrices

W99 have the following block representation:
W9 = (Wgzz/)id/:l,D; WZ:Z/ = AZ:Z’ + BZ;(Tg,g)—le/.
Remark 7.5. In the case of Cartesian meshes, when d’ # d, it stands W5, = —BL(T99)"'By.

In order to solve Equation (7.2), we use the direction with the alternative direction iter-
ation (ADI) which is a Gauss-Seidel iteration over the directional blocks. This algorithm
is given in Algorithm 3.
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Algorithm 3 ADI

g g
Pn’ncs»o — Pnyncsfl
A A

n,Ngs,0 n,nes—1

—_

2: Napp &
3: until convergence do
4: Napr < Napr + 1
5: for d=1to D do
. g 9,9\—1 Q9 Q9
6: §n7nG57nADlvd — Bd(T ) S¢ n,Nas Spm Nas,d
T - E :de/ nnas,Mannd. E :de/ nynas,Mapi—1,d’
d'<d d'>d
. 9 Tpg _ T g
8: §S,”7”GSynAD1,d — - Z (Cd/) PTL Nas,Napt,d’ Z(Cd/) n,Nas,Napr—1,d’
d'<d d'>d
9: Solve :
9,9 g g
10: ( W%d Cd ) ( Pn,ncs,nAm,d ) —_ ( %n,ncs,nADl,d )
: g
Cd O A”,”GS,HADI ﬁsﬂ%ncsfl,\l}ud
11: end for

12: end until

P'I’L,ncg Pn,ncsﬂ'lADI

v “(Mmm>

The use of the ADI avoids us to invert W99 globally but only its diagonal blocks W%
(see Algotihme 3 line 10). The matrices W‘g:g are symmetric positive definite.

The iterations of the ADI are called inner iterations. As for the energy Gauss-Seidel
iteration, one single iteration is enough for almost every applications. This is mainly the

case in MINOS. One can remark that the ADI is exact when there is only one direction
(D =1).

1

w

7.1.4 Current Substitution

The linear system in Algorithm 3 line 10 can be simplified by substituting the current
expression obtained with the first line of this system in the second one. This substitution
leads to the following system:

T 9,9\ —1 g _ T 9,.9\—1 Q9 Q9
{ (Cd (Wd,d) C An ,MNas,Mapr Cd (W 7cll) ﬁn Nes,Napr,d ﬁS n ncs,nADI,d’ (7 4)
_ g \— g .
Pn JMcs,Mapn,d (ded) (§n7n651nADI d (CdAn nGS7nADI)

The resolution over the domain decomposition is done in two step, The first step consists
in finding the Lagrange multiplier A9 on the interfaces betwen the subdomains and then,
the second step consists in solving the current PY on each subdomain.

The matrix C} (W9 4)~'Cyq is symmetric and positive definite, thus one can use the precon-
ditioned conjugate gradient method (PCQG) to inverse it [Shew04, Lath09], Algorithm 4.
We recall that the matrices Wg:g are block diagonal, and each block corresponds to one
subdomain. To inverse each block we use the LDL” factorization.

Algorithm 4 Preconditioned Conjugate Gradient Method
1: Ag Tabr, 0 <— A

gan% ngb_’GS7nAé)Ig 1 a9 g
2: Ss,nvnc&n/\m,d = C <Wdad) ﬁnnc‘sﬂ’b/\myd - §Sa”,”cs:”/\mvd

3: Ry 57 — CL(W99)1C A

T,Nas,Mapr,0

JMNGs Napr,d
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4: Do + P‘ZRO
5: 0o < (Ro|Do)
6: Npac < 0
7. while 9,,... > €dy do
8 | Quuee  CTWED) ' CaDny
Onege
T Dl Qo)
10: Afz,ncs,nAm,nchrl A Agz,ncs,mm,npcc + OCancc
11: Rppeot1 ¢ Rnpoe — 0NpacGnpee
12: Unpoo < Panmc-l—l
13: 5npcc+1 — <Unpcc|Rnpcc+1>
14: ﬂnpcc — 67:5”‘—““
npco
15: Dot < Dy — Bnpchnmc
16: Npao < Mpae + 1

17: end while

In Algorithm 4, the matrix P9 is the preconditioner. In our implementation, the precon-
ditioner is taken as the inverse of the block diagonal matrix of CI (WY ,)~'C,, thus:

-1
P = (diag (€, (W5, Canr + CLos W) " Casnias] )

JeVr

7.1.5 Special Case for the Cartesian Meshes

In the case where the partition is a Cartesian mesh, the matrices C* (W99)~1C are block
diagonal due to that the normal of the interfaces between subdomains are collinear to the
RTN basis functions of the current on the coincident borders of the subdomain. Indeed,
the block corresponds to the line of subdomains in one direction. We show it on a 2-
dimension geometry with 3 x 2 domain decomposition, see Figure 7.2.

Due to the form of the matrix, there is no coupling between some sets of Lagrange
multiplier. In the example describe in Figure 7.2, those sets are: {A12, o3}, {Ass5, Asg},
{A14}, {A25}, {As6}. We implement the gradient conjugate method in MINOS with
these remarks in mind as it is done in [Lath09].

7.1.6 The final Algorithm

Here we regroup all the algorithm and we obtain the global algorithm used in MINOS.
We denote by € the precision required.

Algorithm 5 Global Algorithm
: # Start Power Inverse Iteration
initial state (Pg, ®g, Ao, kegro)
: S@ — qu)@
n <+ 1
until convergence do
# Start Gauss-Seidel

Pn,O Pn—l

(I)n,O < (I)n—l

An,O Anfl

A S ol

=~
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(A7} \ A"
Rs 6
Lys I'se
1—‘1 4 I‘\2,5 113 6
R 1 A R 3
FLQ I‘2,3

Figure 7.2: Example of a Cartesian domain decomposition in 2-dimension.

8: Ngs < 0
9: until convergence do
10: Ngs ¢ Ngs + 1
11: for g=1to G do
g’
12: S ne < D AP Y AYPY
g'<g g>g

1

. g g

13: S¢7n7ncs = k Snfl Z Tg e (pgl Mas Z Tg e ®n Mas—1
effmn—1 g'<g g'>g
14: # Start ADI
g g
15: Pn7n0570 < P”ﬂ’bcs—l
' A? A
n,nGS,O TLJ’LGS—I
16: Nap; < 0
17: until convergence do
18: Napr € Napr + 1
19: ford=1to D do

. g 1qg g
20: ﬁnvncs»nADI:d — Bd(r]rg g) S¢ n,Ncs - Sp n,Ngs,d
21: - Z Wd d* n ngs,nADI,d’ Z Wd d*n ncs,nADI 1,d

d'<d d'>d

. g Tpy T g
22: §Sn ,Ncs,Nap1,d = Z Cd/ Pn \Nas,Napr,d’ - Z«Cdl) Nn,Nas,Napi—1,d’

d'<d d'>d
23: Solve with PCG:

. T 9,9 1 _ T 9,9 1Q9 g
24: (Cd (Wd, ) CdAn JNGs,MADI Cd (Wd, ) §n JMas,Napn,d ﬁS,n,nGs,nAm,d
25: Solve with LDL":

. IPp9g _ Q9
27: end for
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28: end until
29: ( P > — < P )
An,ncs ATL;”GSynADI

30: # End ADI
31: Solve :
32: T9999 , = ng’ncs — IB%TPZMS
33: end for
34: end until

P, P,
35: D, — (bn,ncs

A, Apnes
36: # End Gauss-Seidel
37: Sy qu)n

(Sn|Sn)

38: keﬁ,n < keﬁ,n—l <Sn_1|Sn>
39: n<n-+1

40: end until
41: # End Power Inverse Iteration

7.1.7 Further comments on the Algorithm

The algorithm is based on nested iterative method. For some of these iterative methods,
the number of iterations is blocked to one and thus the corresponding linear system is
solved inexactly. In order to improve the convergence of the algorithm, the user can fix the
maximun number of outer iterations, the maximum number of inner iterations, and the
stopping criterium of the power inverse iteration. In the idea of [ErVol3], one could use
an a posteriori error estimate in order to optimize the number of iterations automatically.
The parallelization of the L?-jump method has not been done in this work as we focus our
work on the numerical analysis. According to |Lath09], the parallelization of this method
brings some problem of load balancing. Indeed, in order to have a good load balancing,
one have to consider each direction of the current independently.

The non-overlaping Schwarz domain decomposition method (OSM) has been implemented
in MINOS. This method consists in coupling each subdomain with some Robin interface
conditions. Moreover, the coefficient appearing in these conditions can be optimized
in order to improve the rate of convergence of the iterative DDM solver [JaCil3]. The
optimization is done by studying some asymptotic problems see [NaNi97| for some order 1
approximation and [JaNRO1]| for the second order approximation. For a general overview
on OSM, one can refer to [Gand06|. The spatial linear system to solve is not symmetric
and it is solved by a Jacobi method. This resolution could be improved by using some
more efficient Krylov methods like GMRES method [SaSc86]. Also, unlike the L?-jump
method, OSM cannot treat non-conforming method.

The linear system obtained by the OSM is known to have a better condition number than
the one obtained by the L?-jump method. In [GaJN03, JaMN13], the authors proposed to
combine these two Domain Decomposition Methods (DDM): the L?-jump method and the
OSM. Their method consists in using a Lagrange multiplier on the interface which satisfies
some Robin boundary conditions. The authors use a uniform coefficient in the Robin
boundary condition which correspond to the optimized uniform coefficient for the OSM
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(see [Gand06]). This method could be an alternative to the L?-jump method when this one
converges slowly. On the other hand, the numerical analysis done in [GaJNO03, JaMN13]
only treats the case of regular solution.

In order to treat non-conforming triangulation with Finite Element Method, one can also
use the mortar element method. This method was first introduced for coupling Finite
Element Method with Spectral Method [BeDM87| and then it was adapted to couple two
Finite Element Methods [BeMP93, Wohl01]. This method consists in imposing the inter-
face conditions directly in the discrete spaces and not with a Lagrange multiplier on the
interfaces. This method cannot be parallelized, but it is more flexible than the L?-jump
as it allows more general local refinements.

The solver MINOS also solves the kinetic neutron SPy equations, thus the L?-jump DDM
could be used in this case. The parallelization in time of the solver was studied by Mula
[BLMM14b|. This parallelization in time is based on the parareal method, which is an
iterative technique where, at each iteration, a predictor corrector propagation is proposed
based on two propagators :

- a coarse propagator (the predictor);
- a fine propagator (the corrector).

Moreover, one can reduce the memory cost of the parareal method by using a reduced
basis framework [MaMul3|. A further work could be to couple this time parallelization
with the L?-jump DDM.

This time parallelization is also implemented in the solver MINARET in APOLLO3®
platform [BLMM14a|, which solves the multigroup transport equations with discrete
ordinate (Sy) for the angular dependence (€2) and discontinuous Galerkin method for
the spatial dependence (x). This solver has a Schwarz DDM [Odryl6]. According
to [AnHol1l, AnPZ15|, this could be improved thanks to a good preconditioner.

Another way to parallelize in time, for the kinetic case, is the waveform relaxation pro-
posed in [JaOm13]. The authors proposed a time DDM based on an optimized Schwarz
method with relaxation. This method can handle different time steps between the sub-
domains.

In MINOS, the Power Inverse Iteration is accelerated with the Chebyshev acceleration
which consists in taking the next approximation as a combination of the new approxi-
mation and the previous one. In MINARET, the Power Inverse Iteration is accelerated
with the Diffusion Synthetic Acceleration (DSA) [MoLall|. This acceleration consists in
solving an coarser angular problem, where for each discrete ordinate component of the
flux we solve a diffusion problem. The DSA acceleration can reduce a lot the number
of outer iterations. Nevertheless, this method is not parallel, thus is a bottleneck when
using parallel capabilities of MINARET, according to [Moll12]. We could use the work
in [AnSi08] on DDM for Discontinuous Galerkin to parallelize the diffusion solver of the
DSA.

7.2 Checkerboard testcase

The checkerboard testcase is an adaptation of the Maxwell eigenvalue benchmark pro-
posed in [DaFDO04| for the neutron diffusion eigenvalue problem with zero flux (Dirichlet)

108



7.2 . Checkerboard testcase

boundary conditions, see [CGJK18| for Neumann boundary conditions. Set R =]0; 100[*
and divide it into four cells (R;)i=14 as in Figure 7.3. We denote by D the diffusion
coefficient. The coefficient D is piecewise constant such that:

D = D inR1UR4;
D =1 iHRQUR;g;

where D is a positive real.

Rs R4
Ds=1 | Dy=D

D1:D D2:1
Rl RQ

Figure 7.3: Geometry for the checkboard testcase
The nuclear data are set such that we solve the following problem:

1
5p—{—grad¢ =0 in R
1
divp+¢ = ¢ inR; (7.5)
keg
o = 0 on OR.

We compare the resolution to a fine resolution solution. The fine solution is computed on
a 1000 x 1000 mesh with RT, elements and several inner iterations. We study the error
with two different elements RTy and RT; on a conforming mesh. Those results are in
table 7.1 for RT( element and in table 7.2 for RT; element, where the data are:

- h: the meshsize,

- Nyuw: The number of outer iterations,

kp e — k
- Ehyy = w the relative error on the criticity,
eff
- 4= M: the relative error on the flux.
[6]lo.=

In the last line, we report the average rate of convergence of the computations. We use
an uniform mesh for all this computations. Moreover, we set D = 5.

Thanks to the numerical analysis done in Chapter 5, we know that the converging rate
for the RTy elements is 2 min(w,, 1), where w, is the fundamental mode regularity. Thus
one can conclude that the eigenfunction is regular. In the case of the RT; elements,
the expected convergence rate is 4, the difference from the real one comes from that we
compare to a fine mesh solution which is well described by RT; elements quickly.

Now, we study the error using the L2-jump DDM with RT, elements on a non-conforming
mesh, table 7.3. The domain decomposition is show in Figure 7.4.

We refine the middle subdomain by a factor 2. The meshsize h used here is the greatest
one.
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100/h | DoF | Nyu Ehuy €4
10 0.32¢3 97 | 4.22e-05 | 1.53e-01
16 0.80e3 | 108 | 1.66e-05 | 9.63e-02
26 2.08e3 | 113 | 6.23e-06 | 5.95e-02
30 2.76e3 | 113 | 4.67e-06 | 5.16e-02
32 3.14e3 | 113 | 4.07e-06 | 4.84e-02
60 10.92e3 | 111 | 1.08e-06 | 2.59e-02
62 11.66e3 | 112 | 1.02e-06 | 2.51e-02
64 12.42e3 | 113 | 9.58e-07 | 2.43e-02
128 | 49.41e3 | 115 | 1.20e-07 | 1.25e-02

Rate _ _ h2.11 h0.99

Table 7.1: Number of iterations and error on the criticity for the checkerboard test case
with D = 5 and RTj elements on a conforming mesh.

100/h DoF Nout Skeﬁ €¢
4 208 | 114 | 7.67e-06 | 7.15e-02
6 456 | 111 | 1.32e-06 | 3.21e-02
8 800 | 112 | 3.59e-07 | 1.84e-02
Rate _ _ h4'42 h1'95

Table 7.2: Number of iterations and error on the criticity for the checkerboard test case
with D = 5 and RTj elements on a conforming mesh.

Figure 7.4: Domain decomposition for the checkboard testcase

100/h DoF Nout Ekeﬁ ¢
6 0.22e3 91 | 1.25e-04 | 2.48e-01
12 0.72e3 | 104 | 2.86e-05 | 1.26e-01
24 2.59e3 | 105 | 2.99e-06 | 6.29e-02
30 3.96e3 | 105 | 1.20e-07 | 5.04e-02
60 15.12e3 | 106 | 3.89e-06 | 2.51e-02
Rate _ _ h2.69 h0.99

Table 7.3: Number of iterations and error on the criticity for the checkerboard test case
with D = 5 and RT{ elements on a non-conforming mesh.
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7.3 Large Heavy Steel Reflector Reactor Core

We apply our method on a PWR-like reactor core with an heavy steel reflector. We use a
benchmark similar as the one described in [SaBB14]. The reactor core is projected on a
Cartesian mesh composed of 361 elements such that an assembly corresponds to one cell.
In the core there is 241 fuel assembly cells (in yellow in Figure 7.5) surrounded by 120
steel reflector cells (in blue in Figure 7.5). Each assembly is a set of 17 by 17 fuel rods,
Figure 7.6. The coolant, here water, can pass through the core between the rods.
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P"lgure 7.5: Large heavy steel reflector PWR- Figure 7.6: PWR assembly.
like

As the physical nuclear data are the microscopique cross sections, first we have to eval-
uating the macroscopic cross sections. This evaluation is done as the same time as the
homogenization of the core [Sanc09, Cost06]|. Each cell is homogenized on one of the three
subgrids given in Figure 7.7.

After the numerical homogenization, we obtain piecewise constant macroscopic cross sec-
tion. The macroscopic cross section are constant on each subcell.

The finest homogenization meshes are placed where the assembly admits control rods and
at the interface between the fuel and the reflector because it is the area of the core where
we expect to have high variations of the flux. At the end of this process, the geometry
is described by a mesh with 51 241 subcells and 229 different media. The mesh of the
geometry is given in Figure 7.8.

The modelization is done with 2 groups of energy and with SP; and SP3 method. We
compare the resolution with a conforming mesh against the resolution on a non-conforming
mesh. The first one is created from the homogenized subgrid, instead the second one is the
homogenized subgrid. The conforming mesh has 115 600 meshes and the non-conforming
one has 51 241 meshes.

In Table 7.5 and Table 7.4, we show the results for different uniform refinement on every
meshes of the geometry for conforming meshes and non-conforming meshes.
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Figure 7.7: Subgrids use for the homogenization step.

Figure 7.8: Large heavy steel reflector PWR-like
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Table 7.4: Error on the

forming mesh.

Table 7.5: Error on the criticity for the PWR-like test case with RTy elements on non-

conforming mesh.

SPy SP3
410/h DoF Ekeﬁ DoF Ekeﬁ
323 0.35e6 | 6.14 | 0.65e6 | 4.54
646 1.39e¢6 | 4.66 || 2.60e6 | 12.71
969 3.13e6 | 2.46 | 5.84e6 | 6.24
1292 | 5.55e6 | 1.43 | 10.39¢6 | 3.46
1615 | 8.68e6 | 0.91 || 16.23e6 | 2.04
1938 | 12.49€6 | 0.58 | 23.36e6 | 1.23
Rate _ h1.98 _ h1.49

criticity for the PWR-like test case with RT( elements on con-

SPq SP3
410/h | DoF Ekogy DoF ko
95 0.16e6 | 115.81 || 0.31e6 | 111.27
190 0.63e6 | 28.91 1.24e6 | 26.31
285 1.41e6 | 13.48 || 2.79¢6 | 13.28
380 2.49¢e6 8.01 4.95e6 8.39
475 3.88¢e6 0.47 7.72€6 6.04
570 5.58¢e6 410 | 11.11e6 | 4.72
665 7.58¢€6 3.26 || 15.12¢6 | 3.90
760 9.90e6 | 2.72 | 19.73e6 | 3.38
855 | 12.52¢6 | 2.36 || 24.97¢€6 3.1
950 | 15.44e6 | 2.09 | 30.82¢6 | 2.75
Rate — 7,158 — AEY
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Chapter 8

Adaptive methods

8.1 A Posteriori Error Estimate

For low-regular solution, the increase of the finite element method order does not im-
prove the approximation, the triangulation needs to be refined. In order to refine the
triangulation without unnecessary degrees of freedom, one can use an a posteriori er-
ror estimate [BaRh78| in order to refine only where the error is high. This method
has been declined for different approximation: see [BeRa96] for primal finite element,
see [Vohr07, Vohrll]| for mixed finite element, see [AnHo09| for discontinuous Galerkin
method, see [OmPRO9| for duality finite volume.

Another possible use of this technique occurs in the case of control rod cluster ejection.
Indeed, in this situation the flux distribution evolves rapidly. In order to well approximate
these flux modifications, one could use an adaptive mesh refinement method based on an
a posteriori error estimate.

8.1.1 Derivation of an A Posteriori Error Estimate

We derive here an a posteriori error estimate for the one-group diffusion model for the
mixed resolution with the Raviart-Thomas finite element method (see chapter 5). This
work is an adaptation of [Vohrl15].

We recall that the variational source problem 2.16 associated to the one-group diffusion
model reads:

Problem 8.1. For a given Sy in L, find ¢ in X, such that for all £ in X, it stands:

c(6,€) = f(&).

As in § 2.2 and § 5.1, hypothesis 2.4 is supposed to be satisfied.
To approximate the solution of Problem 8.1, we use the Raviart-Thomas finite element
method, which is described in § 5. We recall that this approximation reads:

Problem 8.2. For Sy in L, find (}, in X}, such that for all &, in X, it stands:
c(Cn, &n) = f(&n)-
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As the discrete solution (, = (pp, ¢r) is in X the discrete flux ¢, is not in V. Therefore,
we denote fh = (pn, &h), where &h is a reconstruction of ¢, in V. The obtention of q~5h is
explained in § 8.1.2 below.

We introduce the following bilinear forms:

3 .{XxX - R
U (GO = —alp,a)+Hs,Y)

and

[XxX = R
BA'{ (C.6) = bp.w) —bla,d)

where a, b and t are defined on page 40.
Thanks to hypothesis 2.4, the bilinear form Bg is symmetric and coercive. Indeed, let ¢
be in X, thus it stands:

Bs(C,¢) = min((D) %, (Zro)2) ¢k

Thus, Bg helps to define a norm || - ||s on X:

IS = Bs (¢, O) + 1,6 div pl§ =

By construction the norm || - ||s is equivalent to the natural norm || - ||x.
We recall that 7, denote the triangulation, then it stands, for all ¢ in X:

ISz = > lICllz

KeTy,

1
where [|C[ls,xc = (ID72p[13 & + 12208113 + [div Pl 1) 2
Finally, we introduce the bilinear form B((, &) = Bg((, &) + Ba(¢, &) for ¢ and £ in X. Let
¢ be the solution of Problem 8.1. One can remark, from the definition of B that for all £
in X, it holds that:

B(¢, &) = ¢(C, (=a, ) = f(£)- (8.1)

We define also a norm on X, for all ¢ in X:

|C|+: sup B(C7£)
£ex

€lls<1

This norm is not equivalent to the full norm || - ||x, due to the absence of the divergence
term.

Lemma 8.3. Let ¢ (resp. () be the solution of problem 8.1 (resp. problem 8.2), and let
Ch be a reconstruction of C in Q x V. Thus, for all £ € X, it stands:

B(¢ = ¢ns ) :/

R
- / (D™ 'py, + grad 4¢y) - q.
R

(S§ —divpr — Zroon)t + /R S0(n — on)t
(8.2)
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Proof. Let € be in X, thanks to equation 8.1, it stands:

B(C—@uﬁ):/Rsfw—/RD_lph'q—/REr,ocgh?ﬂ—/Rdinhler/Rddicgh-

We recall that ¢y, is in V, thus we can integrate by part the last integral:
B¢ — G, ) = / (Sy — divpy — Srodn)t) — / D7'pp-q— / q - grad x¢y.
R R R

To conclude the proof, one can add /
R

S0 — /R 5, obnt =

Theorem 8.4. Let ¢ and (p, be respectively the solution of Problem 8.1 and Problem 8.2.
Let ¢, = (pn, ¢n) be a reconstruction of ¢, in Q x V. For any K € Ty, we define the
restdual estimators by

_1
Nrx = |2, (Sy — divpn — Xr00n) |lo, 5

the flux estimator by
. -
ek = ||D2(D™'py, + grad xon) ok,

and the non-conformity estimator by

~ 1 ~
nvesr = 16 — Cullsx = 1520(on — én)llo.x-

Then, it stands:

N

1
+ (Z 77?%,1{ +771221() . (8.3)

KeTh

¢ —Culy+ <3 <Z 7712\7071()

KeTh

Proof. Thanks to the triangle inequality, it stands:
¢ = Culs <1¢ = Culy +1Ch — Culs (8.4)
First, we bound |¢ — u|4. From equation 8.2, it holds for all £ in X:

B(C—Cné) =) {/K(Sf —divps — Sy 00n)¢ + /K Sro(dn — on)th

KeTy

—/ (D'pp, + grad 1 ¢y,) 'Q1 :
K

Using Cauchy-Schwarz inequality on all the integrals, and the definition of the residual,
the flux and the non-conformity estimators, it holds:

~ 1 _1
BC =) £ [l SEovlo + nrxcl D 2allo |
KeTy,

1
+ Z nve 1570 ok
KeT,
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From the definition of the norm || - ||, one obtains:

B(¢ =&, €) < (Z Mk i +m%,K> I€lls + ( > n?vc,K> I€]ls-

KeTy, KeTy

From the definition of the norm |- |, and the previous inequality, we find that:

= §h|+ < (Z 7712;1,1( +77%,K> + (Z 77]2VC,K>

KeTy, KeTy,

N

Now, we bound the second term in the left hand side of inequality (8.4). Let £ be in X,
we look for an upper bound to:

B(Ch — G, &) = Bs(Ch — G, &) + Ba(Gn — Gy €). (8.5)

Using Cauchy-Schwarz in equation (8.5), one obtains:

B(Ch — G, &) < G — GullslI€lls + Bal(Ch — Cu, ).

Moreover, for all ¢ in X, it stands:

Ba(Ch — Cny§) = — /RdiV a(on — én)
Therefore, it holds:

BA(éh —(n,§) < (Z 7712\10,1(> 1€]]s-

KeTy
[

The a posteriori error estimate in theorem 8.4 is reliable (upper bound), however we have
not proved its efficiency (lower bound).

8.1.2 Reconstruction of the Discrete Flux

To reconstruct the discrete flux ¢, we use the averaging operator as proposed in [BuEr07].
Other interpolation of non-smooth functions have been studied in [ScZh90|. Alternatively,
one may use finite volume reconstruction [Omnell|. We recall that L¥ is the approxima-
tion space of the flux for RTNy, finite elements, k& > 0:

L = {4y € LIVK € Ty, njre € Qu},

where QQy is the set of all polynomials of degree k in each direction. And on the other
hand th+1 is:
Vit = {¢n € VIVK € Th, Ynie € Qi },

which is conforming in V' by definition. We consider a Lagrange basis of th+1 associated

. . . dimV,F ! dimV,F ! . k+1
to the interpolation points (a;),_; * . We denote (¢;);—; the basis of V,""* such that

forall 1 <i,5 < dithk“:
pi(a;) = bi;.

118



8.1 : A Posteriori Error Estimate

For any x in R, we denote Ty the set of all the elements of 7, where x stands in:
={K e Th|x € K}.

Forany 1 <: < dithk’Ll, we denote |7,,| the number of elements in 7,,. For £ > 0, we
define the average operator Z#*! from LI into th+1 defined by, for all 1, in L+

Z ¢h|K az

KeTa,

Vi<i< dlkaJrl TF () (a;) =

It is proven in [BuEr07| that, for all h, for all K € T, and for all ¢, € L}:

lon = T (on)llox S \/E Z 1 [@n]llo,F- (8.6)

FeaK
For fixed K € T, and for all F' = 0K NOK’ # () (resp. F = 0K N IR), whose Hausdorff
dimension is equal to 0 — 1, where K’ € 7Ty, the jump of ¢, across F' is defined:
(1] = Snjxr — Snyx (xesp. [on] = —dnk)-

Remark 8.5. None of the operators I8+, for k > 0, is defined on LY. However one
simply notices that LY is a subset of MNi>o Li“, so i practice one can choose which
operator to use on LY.

Remark 8.6. From inequality (8.6), one can remark that the quality of the reconstruction
of the discrete fluxz improves with k.

In order to evaluate the a posteriori error estimate described in theorem 8.4, for the RT Ny,
finite element, k > 0, we take

dimV+!
~ 1
on =T o) = ) > Yux(a) | @i
i=1 Al \ KeTy,

Therefore, $h is a reconstruction of ¢, on the Lagrange finite element Q.1 in V.
In figure 8.1 we represent the reconstruction in Q; of a discrete flux given by a RTNjg
finite elements in one dimension (0 = 1).

8.1.3 Application to the Resolution

We use the a posteriori error estimate described in (8.3) to improve the resolution of
the neutron diffusion problem 2.13 with RTN finite elements. Indeed, this estimator is
used to refine locally the triangulation in order to homogenized the error all over the
triangulation. This method is called adaptive mesh refinement (AMR).

The error estimate in (8.3), is a global error estimate, it can be localized if one defines
the local error estimate on K, K € 7T, by

Nk = 97712\70,}( + 7712%,K + 77?7,1(' (8.7)

This local estimator is used to determine whether an element of the triangulation should
be refined or not. We explain below where this estimator is used in our general algorithm.
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[

Pn
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0.04

0.02

Figure 8.1: Reconstruction of the Flux

In section 7.1.1, we presented the power inverse iteration used to solve the neutron dif-
fusion problem 2.13. We now modify this algorithm such that at each outer iteration,we
determine whether or not the triangulation should be refined: for that we compute
maxXgeT;, Nk and compare it to a threshold value eqpp. If this is the case, the trian-
gulation refinement is done by ordering the elements according to the size of the error
indicator nx and to refine the elements that make up a certain percentage of the total
error estimate. The power inverse iteration with AMR is described in algorithm 6.

Obviously, if the triangulation has been refined in the previous iteration, the finite element
matrices must be recalculated before line 6 in algorithm 6.

An alternative strategy for the triangulation refinement is to use error-balancing strategy
proposed in [BaRa03]. This strategy consists in refining some elements and derefining
some groups of elements such that the local errors are comparable on all elements:

€EAMR
)
Nelt

VKGE, NKg ~

where N, is the number of elements of the triangulation 7j,.

Algorithm 6 is applied to the resolution of the one-group diffusion model with RTNjg,
finite elements in one dimension (0 = 1) in § 8.1.4 and in two dimensions (3 = 2) in
§ 8.1.5 (*).

*The theoretical work done in section 8.1.1 and in section 8.1.2 is valid for 3 dimensions problems.
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Algorithm 6 Power Inverse Iteration With Adaptive Mesh Refinement
1: initial state (Pg, ®g, Ao, kegro)

2: Sy + qu)g

3n<+1

4: until convergence do

5: Solve :
-A B -C P 0
7 " 1

6 B T 0 b, | = ? Sn_1
T 0 o0 A, P\ 0

T: for K € T, do

8: ‘ Eval: ng

9: end for

10: if max > e4yr then

KeT,

11: Triangulation refinement

12: Reconstruction of the finite element matrices

13: end if

14: S, — qu)n

(SnlSh)
15: keﬁ,n — keﬁgn,1 <Sn,1‘5n>
16: n<+<n+1

17: end until

8.1.4 Application in One Dimension

We recall from § 1, that this problem reads:
Find (A, p,¢) in R x Q x V\{0}, such that:

D7lp+0,0 = 0
amp+2r,0¢ = /\@f(b .

The domain R is |0, 1] and the coefficient D is given by:

5

S
N
N —

Ve e R, D(z) =

1 T > 1
2
The reference solution, represented in figure 8.2 is computed on a fine triangulation with
Ngi = 1000 elements, and the eigenvalue is 0.040477. As the approximate flux ¢, is
computed in LY, its gradient is not well approximated. Thus, the triangulation is expected
to be refined in two regions: where the gradient of the flux is high, and where there is a
jump of D, at x = %
In table 8.1, we compare the resolution with and without AMR. In the case with the
triangulation refinement (ILAMR), we start with a 2-element triangulation. At each outer
iteration, if the triangulation must be refined (if maxger, > €amr), elements totalling
50% of the total error are refined. The final triangulation, in Figure 8.3, has N.; = 178
elements. The triangulation has been refined where we expected it to be.
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0.08 T T T T 11

0.06 — 1.05 -
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Figure 8.2: Solution of the one-group diffusion. Figure 8.3: Refined triangulation.

-AMR [ II-No AMR [ [II-AMR
N, 21 17 17
Eip | 7-00¢ — 6| 1.43¢ —4 | 7.00¢ — 6

Table 8.1: Comparison of the power inverse iteration with and without AMR.

For the comparison, the case without AMR (II-No AMR), is done on a uniform triangu-
lation with N,; = 178 elements. We remark that convergence without AMR is obtained
after N;; = 17 outer iterations, compared to N; = 21 outer iterations with AMR.

At last, in the column (III-AMR) of table 8.1, we present the error of the method with
AMR stopped after N; = 17 outer iterations.

In figure 8.4, we plot the number of elements at each outer iteration. One can remark
that the triangulation is refined in the first outer iterations only.

200

100

0 5 10 15 20

Figure 8.4: Evolution of the number of el-
ements during the power inverse iteration.
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In the next example, we change the value of coefficient D to:

( 1
1 < -
TSy
1 1
1 —< —
0 4_31:<2
VxeR,D(x):
2 1< <3
J— x J—
2~ 4
3
L5 .ZUZZ

The reference solution is plotted in figure 8.5. The gradient of the flux is high where
the coefficient D is small, thus we expect that the triangulation is refined there. In
figure 8.6, we represent the final triangulation of the resolution with AMR: we see that
the triangulation is refined where we expected.

0.08 T T T T L

0.06 — 1.05 -

0.04 — | N

DOORE O OO0

0.02 B 0.95

0 L L L L 0.9
0 02 0.4 0.6 0.8 1 0 0.2 04 0.6 0.8 1

Figure 8.5: Solution of the one-group diffusion. Figure 8.6: Refined triangulation.

In table 8.2, we represent, as in table 8.1, the error and the number of outer iterations
with AMR (I-AMR), without AMR (II-No AMR) and for the last column (III-AMR),
the number of outer iteration is fixed to N; = 11, that is the number of outer iterations
without AMR.

LAMR | II-No AMR [ II-AMR
N, 21 11 11
Ehy | 200e — 6| 217¢—4 | ble—4

Table 8.2: Comparison of the power inverse iteration with and without AMR.

In case (IL-AMR), the adaptive mesh refinement of the triangulation is refined from the
1%t iteration to the 14" iteration. Thus, in case (IIIFAMR), the triangulations is not
yet converged when the power inverse iteration is stopped. Therefore, the error in case
(ITII-AMR) is much larger than in case (I-AMR).

In these two examples, we note that first the triangulation is adapted to the problem,
and then in a second step, the power inverse iteration converges on the final, well fitted,
triangulation.
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200

100

L L
0 5 10 15 20

Figure 8.7: Evolution of the number of el-
ements during the power inverse iteration.

8.1.5 Application in Two Dimensions

In this subsection, we consider the source problem. We recall from problem 2.14, that
this problem reads:
For Sy given, find (p,¢) in Q x V\{0}, such that:

D7 'p+grady¢ = 0in R,
divp+ 2,00 = S;rinR.

The domain R is |0, 1[x]0, 1] and the coefficient D is given by:

RB 7'-\)/4
Dy=1 | Dy=D

D]_:D D2:1
Rl RQ

Figure 8.8: Value of D on R.

Above, the coefficient D is set to 100. In that case, the regularity exponent is roughly
equal to 0.13 [CiJK17].

We choose Sy := 2x(x — 1) + 2y(y — 1) + z(x — 1)y(y — 1). The solution is plotted in
Figure 8.9 on a uniformly refined grid.

We use the a posteriori error estimate given in theorem 8.4 to perform an adaptive mesh
refinement. We start with an initial mesh with 12 x 12 elements and we keep the logical
structure during the AMR; namely we keep a grid structure like N, x N, elements grids.
The final mesh obtained is given in figure 8.10 and has 43 x 35 elements.

As predicted, the mesh is refined near the singularity in (0.5,0.5). The loss of symmetry
in the final mesh (figure 8.10) comes from the fact that only elements totalling 50% of the
total error are refined at each iteration. The algorithm which selects the elements to be
refined could be modified. Since the logical grid structure is chosen in this two dimension
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Figure 8.9: Solution of the source problem on a uniformly refined grid.
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Figure 8.10: Refined mesh for the source problem.

application, one could add all errors on a given line or column, and use these aggregated
errors to perform the AMR on lines or columns directly. Finally the use of a DDM, with
AMR by subdomain, should allow a better approximation at a lesser cost.

8.2 Conclusion

We showed in § 8.1.3, that AMR improves the resolution of an eigenvalue problem with
power inverse iteration (in one dimension). Increasing the resolution of the eigenfunction
gives us have a better approximation of the eigenvalue. For the source problem (in two
dimensions), the solution is refined where the largest variations occur. In the case of the
multigroup equations, we recall that there are G neutron fluxes. In [Ragu08, WaBR09],
the authors propose an a posteriori error estimates for the multigroup diffusion equations
under their primal setting, for which the G triangulations are refined independently from
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one another. Thus, one needs to project the neutron fluxes on the different triangulations.
This can increase the memory cost or the computation time of the method. To avoid these
projections, one can derive a fission source error estimate and compute the G neutron
fluxes on the same (refined) triangulation.
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Conclusion

On the model. In this work, we study the approximation of the multigroup SPy equa-
tions, which are an approximation of the neutron transport equation, with mixed Finite
Element Method. A continuation work could be to extend this study to the Py transport
equation and to the transport equation. Moreover, we only study the spatial approxima-
tion error, without taking into account the other discretizations (multigroup and SPy),
a more complete study of the resolution of the neutron transport equation using the
multigroup SPy equations would consider all the discretizations.

In our model, the cross sections are homogenized, and thus they are piecewise regular.
We say that the diffusion equations or the multigroup SPy equations are in a realistic
configuration when the cross sections obtained after homogenization are piecewise regu-
lar. However, the cross sections oscillate rapidly, and the homogenization process removes
these oscillations in the model. A way to keep these oscillations in the model would be
to use a multiscale finite element method (MS-FEM, |[EEng03|) or a heterogeneous mul-
tiscale method (HMM, [CiSt14]). These methods consist in solving the problem in two
steps, a macro resolution and a micro resolution. The micro resolution is done on a fine
triangulation of a small part of the geometry, then the solution is injected into the macro
resolution in order to incorporate the fine scale effect of the cross sections into the reso-
lution.

On the numerical analysis. We propose the numerical analysis of the mixed finite
element method in order to approximate the solution of the multigroup SPy equations.
In a realistic configuration, crosspoints (intersection points of more than 3 materials) are
allowed and are common, the solution can have a low-regularity. The numerical analysis
proposed in this work is done taking into account the low-regularity of the solution.
To our knowledge it is the first rigorous numerical analysis of the model with realistic
configuration.

Moreover, we extend this analysis to the associated eigenvalue problem. We prove the
norm convergence of the discrete operator toward the continuous one which ensures that
there is no spectral pollution. Therefore, in the limit, each discrete eigenvalue corresponds
to only one continuous eigenvalue. To our knowledge it is the first rigorous numerical
analysis of the eigenvalue problem with an absorption term. As a matter of fact, the
theory only addresses case of no absorption.
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Knowing a priori error estimates of the method is a necessary first step in order to es-
timate the propagation of the uncertainty on the cross sections. Indeed, from the work
of Charrier in [Charl2|, the error of the approximation is given by the deterministic dis-
cretization error and the stochastic error due to the coefficient uncertainties. Our study
gives us the first term.

On the algorithmic side. We also propose a domain decomposition method (DDM), L2-
jump, which can deal with globally non-conforming triangulations. This method consists
in adding a Lagrange multiplier on each interface which ensures the conformity of the
method and the projection between the local conforming triangulations. The numerical
analysis of this DDM is done in this manuscript. Again, to our knowledge, it is the first
time such analysis is done for a DDM with low-regularity solution. We implemented the
L?-jump DDM in the solver MINOS of the APOLLO3® platform. The solver MINOS
includes also a non-overlapping optimized Schwarz DDM. This latter DDM cannot treat
non-conforming triangulations, and we emphasize that the numerical analysis done for
this method only considers the case of regular solution.

To decrease the number of outer iterations, we propose an implementation of an adap-
tive mesh refinement. In order to choose where to refine the triangulation, we use an a
posteriori error estimate. Thus, the triangulation is better fitted to solve accurately the
problem inside the power inverse iteration.
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Appendix A

Notation for Neutronic

A.1 List of Variables

Here we give the list of variables of the space phase.

Symbol Meaning Units
X Spatial location cm
v Norm of the velocity vector of a neutron cm.s !
Q Unit velocity vector of a neutron —
v Velocity vector of a neutron, v = v2 cm
Lo 5
E Energy, E = imv Mev

Time

A.2 List of Physical Quantities of Interest

Here we give the list of all the physical quantities linked to the neutron density in the

reactor core.

Symbol Meaning Units
N(x,Q, E,t) Neutron density in a phase volume dxd€2dFE at time ¢ em ™3 Mev Lsr!
(%, Q, B, t) Angular neutron flux ¥ (x, Q, E,t) = v(E)N(x,Q, E,t) | ecm™2Mev 'srts™!
J(x,Q,E,t) Angular neutron current J(x,Q, E.t) = Qu(x,Q, E,t) | cm 2. Mev tsrls?
o(x, E,t) Scalar neutron flux ¢(x, F,t) = . Y(x,Q, E,t)dQ2 em 2. Mev ls™!
p(x, E,t) Scalar neutron current ¢(x, E,t) = / J(x,Q,E,t)dQ | cm 2 Mev 's7?

S2

A.3 List of Nuclear Data

Note that the microscopic cross sections are physical data whereas macroscopic cross
sections are data resulting from the homogenization process.
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Symbol Meaning Units
Ci(x,1) Number of atoms of isotope i in a spatial volume around | cm™>
x at a given time ¢
o14i(E) Microscopic cross section of isotope i for a given energy E | cm?

O'S,i(ﬂ . Q/,E — El)

Microscopic differential scattering cross sections of iso-
tope 4 from energy E to E' and direction € to €’

em? Mev s

1

ergy F to E’ and direction €2 to €2’

Yi(x, B t) Macroscopic total cross section cm
Yi(x,E,t) Macroscopic fission cross section em ™!
Yi(x, Q-9 E — E' t) | Macroscopic differential scattering cross section from en- cem !

Tt (x,Q, E,t) Total reaction rate em 3 Mev ls™!
v(E) Fission yield -
X(E) Fission spectrum Mev

Microscopic scattering cross section of isotope ¢ from en-
ergy F to E’ and direction € to €2’ resulting in the for-
mation of an isotope 4’

cem? Mev Lsr

-1

of an isotope 4 into an isotope 7’

o; i K (E) Microscopic cross section of an event x of isotope i from | cm?
energy F resulting in the formation of an isotope i’

Nisir Probability of an isotope i changes into an isotope i’ by | s7*
radioactive decay

Cisir(F) Microscopic reaction rate relating of the transformation | s=*
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Spherical Harmonics Functions

We present here some properties on the Legendre polynomials, the associated Legendre
polynomials and the spherical harmonics [Hoch86, Miill66]. As we show some recursive
formulas, we denote for n € Z:

ent=n+1

en =n-—1

B.1 Legendre Polynomials

The n'" Legendre polynomial P, is defined as the solution on [—1; 1] of the Legendre’s
differential equation

% ((1 —xz)%) +n(n+1)f=0.

Those polynomials are orthogonal and it stands for any n and m integers

/_l P,(z)P,(z)dx = 2

——Onm-
1 2n+1 7

The Legendre polynomials satisfy also a recursive relation given by:

p

wha(x) = 27;111]3”*(:””27111 e ();
Py(z) = 1, (B.1)
P(zx) = =

\

B.2 Associated Legendre Polynomials

To every single Legendre’s polynomial P,, one can associated 2n + 1 polynomials defined
as for m € [—n;n| integer and x € [—1;1]

m>0 Pr@) = (-1 ety 0,
m<0 P"(z) = (—1)—’”Mp—m(m).

(n—m)l" "
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Moreover, the following recursive formulas stand

(

n—m-+1 n—+m
— Pm = ———P" ™ (x);
n<m<n x P (x) T 1 "+<x>+2n+1 " (x);
. Pr() = ——Pm ()
m=+n eP(x) = 5P ()
1
—n<m<n—1 1—-a?P"x) = (P (z) — P (x));
2n+1
—1
n—l<m<n  VI-22PPx) = ; Hpgf(x); (B.2)
n

—n+l<m<n V1-—a?PMzx) = (n=m+1){n—-m+2) ()

2n+1
_(n+m-— 1)(n—|—m)P:f($);
2n+1

—n<m<-n+1 V1—22P"(z) = (n=m+1)(n—m+2) ().

\ o 2n+1

B.3 Normalized Spherical Harmonics

The normalized spherical harmonics are defined as, for n € N and m € Z such that
|m| < n:

s (@ D@D
Y™ (9,0) = (—1)2(m )\/ Tr(n £ ) P!l (cos §)e™”. (B.3)

The normalized spherical harmonics defined above are orthonormal
™ 27 -
/ / Y9, 0)Y, (9, 0) sin 0d0dY = 610y
0

One can develop Legendre’s polynomials over the spherical harmonics thank to the
addition theorem

P(Q-Q) = 2n411 Sy @)Y (). (B.4)

Another version of the addition theorem is given by:
P,(Q2- Q) = P,(cosb)P,(cos ) + 2 Z Pm (cos @) P (cos ') cos(m (9 — ')).

(B.5)
From the first two recursive relations in (B.2) , one can deduce that

—n<m<n cos(@)Y,"(0,0) = b.(nt,m)YH(,0)+ b.(n,m)Y ™ (0, 0);
(B.6)

m=+n cos(Q)Y, " (0,6) = b.(nt,m)Y(V,0).
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From the third and the fourth recursive relations in (B.2), one can deduce that

(

—n<m<n—1 sin@)e?Y™9,0) =

n—1<m<n sin(0)e”Y"(9,0) =

\

~byy(nt,m)Y (9, 0)

From last two recursive relations in (B.2), one can deduce that

(

—n+l<m<n sin@)e?Y™0,0) =

—n<m<-n+1 sin@)e ?Y™0,0) =

(n+m)(n—m)

b:(n,m) = \/(2n T 1)(2n - 1)
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—byy(nt,m)Y (9, 0)
by (0, )Y (9,0)
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Appendix C

Technical Lemmas

C.1 Results for Chapter 3

Here we propose a proof of Lemma 3.4. In order to do that, we use the following
proposition.

Proposition C.1. For any function f and g in L, for any « in |0, 1], it stands:

1
2(f,9)or < 04||f||(2J,R + EHQH(QJR

Next we prove Lemma 3.4.

Proof. Let ¢ be in L. The norm of Hy in L reads:

G

N-1
7 = (19515 + D Ivf +¢i 5=
h=1

g=1
Using the inner product on L, one obtains:

G

N N-1
I = (2D 1eiler + 1eiler +2) (W95 or
h=2 h=1

g=1

Forall 1 <g<G,let (af,...,a% ) bea (N —1)-uplet in ]0,1]¥~1. Then, from
Proposition C.1, it stands:

G N N-1
1
IBlE > S (2D It + Netlie - 3 (aiuwiua,R + Juwman)
h=2

g=1 h=1 h

N-1 1
(L) ol + 3 (2- ot - 7 ) WAl
2

h= h—1

1
g2
g ‘W*Ho,n)-
aNl) N

For all 1 < g < G, we denote:

Mo

Q
Il
—

2 —

+
VRS

o ¢l =1-aqaf.

S 1
'vzghSN—l,CZZQ—az——g :
Oy
1
.CgA:2—
g
o R_1
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Therefore, it stands:
IE]7 > af ¥z,

where a% = minle minthl(ch). Now we have to choose the G family (a‘;’t)f:—f such that

of is strigtly positive. A sufficient condition is that for all 1 < g < G, and for all
1 <h <N, ¢ is strictly positive: This condition imply that, for all 1 < g < G-

>0 = l—af{>0 = af <1
. 1 1
V2<h<N-1,¢ >0 = 2—a) ——5—>0 = oy >y
a4 2 — oy
1
g g
%, >0 = Q_QT>O = af  >1/2
N-1

For all 1 < g < (G, one can remark that, for any 1 < h < N if aj _; <1 then ; 3=a7 < 1.
1 1
Thus, one can choose, for all 1 < g < G, oY% in |=;1| and then o} in | —, 1| for
N 2 2—ap

h=1,N — 1 such that cj are positive.
From equation (C.1), thanks to the triangle inequality and Proposition C.1, one obtains
that:

G N—-1
ElE <> (10913 +2>° (1R g + i3 =)
g=1 h=1

Therefore, it stands that:
Hp|L < V2[|9l.

C.2 Results for Chapters 5 and 6

Let (75) be a given regular family of triangulations. We call K := [0, 1]* the reference
element. Let h be given. For every K € T, we denote by x = Fi(X) := AgXx + by,

Ag € R4 by € RY the map from K to K. Introducing hx = diam(K) for all K € Ty,
one may bound ||AKH, |(Ag)7t|, |det(Ag)| with respect to hx. The change of variable
formulas from K to K, and vice versa, can be found e.g. in [ErGu04, §1].

Proof. (of Lemma 5.9) We follow |BeBr01, §2]. Given v, € L§, one has ¢, € H*(R), for
all p < 1/2. By the definition of the norm of H#(R), we have the following equalities:

= % (Il [ RW”L,;)_ ngl iya)

KeTy,

= > ol i+ Z// W’]X ngﬂ)' dydx. (C.2)

KeTy, KeTy,
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Let us estimate first 3o [[Ynl]’, - According to Corollary 1.138 of [ErGu04], we
know that

2 2
S llnlle S0 b nlle kS P 80115 % (C.3)
KeTy, KeTy,

where h,,;, = min hg. To estimate the remaining part, we recall that, for any K € 7T},

KeTh
and any x € K, it holds that, by going back the reference space, applying (cf. |Gris85,

(1.3.2.12)]) on K and then going to the physical space:

1 1
/ 1y S 20
R\K |X =yt por (X)2

where pyx (x mfyeaK |x —y|. Thus we have:
// [Un(x <)|ddx: //Wh )|ddx
o i St Py N S
K'4K
2 2
< Z/ ¢h<x) +;ph2(§’) dydx
wor JK K |x — y|dr2r
K'#K
2
< [ g (C.4)
~ Jk pox(x)*

Going back to the reference element K and introducing Up ik (X) = Y(%), it stands:

2
wh(x>2 dX,S hd—Qu w( ) dA
K Por(X)* & Pork (X)
Because p1 < 1/2 (cf. [Gris85, Theorem 1.4.4.4]), b ([ D(X)2ppp (X) 72 d%)V2 s a

norm on L* = Qk.xx(K). Thanks to the equivalence of the norms on finite dimensional
vector spaces, one gets

O e < i
K Pox ()

Finally, going back to element K, we know that ||¢||2
(C.4) and the results that follow, we have:

660 = I
[ e e S (©5)
Starting from (C.2) using (C.3) and (C.5), we obtain finally the global bound:

[nllur < Poninl[EnlloR-

As the family of triangulations is reqular™, one has h_* < h®=2# which concludes the

proof. O]

kS hilonll? &~ Hence using

Proof. (of Lemma 6.2) For | = ¢, f, we introduce the operators from the normal trace
spaces (H(div,R) "H*(R)) - nr,, to the discrete spaces of normal traces T, on T'y.:

HZ,R . (H(le , R) N Hu(R)) . n|1‘fC — E,h|ch
qd-nr,, — qQg 0,
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With a slight abuse of notations, we write Il z(q; - nyp5,) = Q) g - Dypz,- We also

introduce the operator Hg r on the vector space of normal traces of elements of Qqh
with lowest-order RTN finite element, i.e. the vector space T r?hIch of piecewise constant

functions on the interface mesh defined as the trace on I'y, of the mesh used in ﬁc. Note
that because the meshes are nested, the restriction of Il; g (resp., II. g and HB, r) on

Ty ;. (resp., on the subspaces T, r,, and TghIch where applicable) may also be
considered as an orthogonal projection operator. Denoting ¢y, = Il;r(q -0y, ), we
have:

4z -nlllor,, = [Hsr(q-nr,.)—Her(g: o, )|or,.

= |[Hfr(qa-nr;,) — Her o Uy r(g - mypr,,)lor;.

(C.6)
= [[I-Tr)qrnllor;.

< T =T R)grnllory.-

As the meshes are quasi-uniform on the interface, one has her,. = hysr,.. Then, starting
from (C.6), thanks to the quasi-uniform mesh assumption for the inverse inequalities on
s, cf. [Stei08, Lemma 10.10], we find

||[qR . H]HO,ch 5 hc|FfC qdf.n ||07ch [BGNRO6, Lemma 49]

AN

heiry. (e, )™ 1 g ll<1jar,.

AN

(hf\ch)3/4 I TTy.r(q- n|aﬁf) H_1/4,aﬁf

SA (hf‘rfc)3/4<hf|a7€f)il/4 ||61va ) n|67€f ||—1/2,37€f

1/2 ) ~ 1/2
S h Al 7, S P e &)

Above, we have used the continuity of the normal trace, resp. the stability of the RTN
interpolant, to derive the last two inequalities. O

Proof. (of Lemma 6.4) First, let us bound the norm of [|q sc||gqs 7, by |6y - nllor;.-
We use the notation v = dqy. below. Denoting by (K;), the parallelepipeds composing

the mesh on 7:\;,f, and ANr the set of indices ¢ such that I'y := K, NIy, is of Hausdorff
dimension d — 1, because of the definition of v it now holds

HVHiI(divﬁf) = Z HV\KZH%-I(diV,KZ) = Z ||V|KZH%-I(div,Kg)'
V4 KE./V’F
Then, one can bound ||vk, |uiv,kx,) by [[Vix, - nfjo,r, for each index ¢ € Np. To that

aim, one goes back to the reference element K via the Piola transform, which reads
[BoBF13, §2.1.3]:

1 1 N
= — Ak, v(x), divv X) = —divv(x).
det gy v ) ) = ety V&)

VK, (X)
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With the help of a classical formula for the change of variables on I'; ([BoBF13,
(2.1.62)]), one finds after a few elementary algebraic manipulations(*) that

hf;/ (vm-n)?drz/ (v-n)?dr,
Ty Iy

where Ty is equal to Fi (Fg)
On the reference element it holds

A

HVA||2H S| W -n)?dl,
(aiv, ) = [
4

because the non-zero degrees of freedom are all located on T, Finally, one has the
classical bounds [BoBF13, Lemma 2.1.7]:

Vil e, S PRV 5 divvie 15, S Pidlidivvll? 4

so that
Vi P s S B9 iy S ik [ (st
¥4

Adding up the contributions for ¢ € N, one finds:
~1/2
10eellscane 7 < By ll0ase - mllor (c7)

By modifying the final computations in the proof of Lemma 6.2, one finds that for all
0<e<p

||5qfc . 1’l||07rfc 5 hc|ch qf.n ||07ch [BGNRO6, Lemma 49]

S hery. (hf‘r‘fc)e_l/Q | @rn lle—1/2,r;. [Stei08, Lemma 10.10]
e+1/2

5 hf / ||Qfah||€_1/2vrfc
e+1/2

S f / HHf,R(Qf‘nwféf) He—1/2,aﬁf

< e+1/2 lay - Nz, ||571/27375f [BeBr01, Theorem 2.4-Remark 2.5]

e+1/2
S 5 (gl z, + Idivagllyz, ) -

Or, choosing € = pt — n for n > 0 arbitrary small, that

+1/2— .
8ase - nllor,. S 2527 (llagl, 7, + Idivallyz, ) -

Using (C.7), we conclude the proof. ]

*Since the meshes are quasi-uniform on I'f,, they are in particular regular.
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Abstract : In this thesis, we investigate the resolution of the SPN neutron transport
equations in pressurized water nuclear reactor. These equations are a generalized eigen-
value problem. In our study, we first considerate the associated source problem and after
we concentrate on the eigenvalue problem. A nuclear reactor core is composed of different
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the triangulation need to be refined near the singularities of the solution. Nuclear reactor
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