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Anharmonicity and Instabilities in Halide Perovskites
for Last Generation Solar Cells

Abstract

Beyond climate change, the depletion of fossil fuels, waste recycling and other environmental issues

compel scientists to find alternative energy sources to the current solutions which are either

unsustainable, induce high carbon emissions, or present an important risk for populations. In this

context, solar energy appears as one of the strongest contenders considering it is a low-emission, safe, and

infinite source of energy. This technology, in particular inorganic solar cells (first generation and thin

films), has now become competitive with others in terms of costs and lends itself as much to installation

on rooftops as to integration in windows or even in roads (organic solar cells, second generation).

Hybrid halide perovskites (ABX3) — a third generation — have emerged over the past five years as

absorber layers for novel high-efficiency low-cost solar cells combining the advantages of organic

(molecule A) and inorganic (metal B and halide X) materials. The main advantages of perovskite solar

cells are their easy and low-cost deposition (liquid or thermal evaporation), the use of thin film structures,

their strong absorption, slow recombination, high mobility, high defect tolerance and rather optimized

band gap for single and tunable for tandem cells. In the race to commercialization, flagship

methylamonium-based perovskite CH3NH3PbI3 (MAPbI3 or ”MAPI”), very sensitive to ambient

conditions (temperature, oxygen, humidity, light), will probably be outpaced by more stable cesium-based

mixed cation mixed halide structures. Very recently, fully inorganic perovskite quantum dots also showed

promising efficiencies, making them a potentially stable and efficient alternative to their hybrid cousins.

The aim of this PhD thesis is to study and better understand both the structural and thermodynamical

instabilities of these halide perovskites, with a specific focus on purely inorganic CsPbI3 structures.
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We first use various ab-initio techniques, the majority of which are based on Density Functional

Theory (DFT) and its linear-response approach (DFPT), to investigate the vibrational properties of the

different phases of CsPbI3. While the black γ-phase — crucial for photovoltaic applications — is shown

to behave harmonically around equilibrium, for the other three phases our frozen phonon calculations

reveal a Brillouin zone-center double-well instability. Using total energy and vibrational entropy

calculations, we highlight the strong competition between all the low-temperature phases of CsPbI3 (γ, δ,

β) and show that avoiding the order-disorder entropy term arising from double-well instabilities is key in

order to prevent the formation of the yellow perovskitoid phase. This metastability is further confirmed in

the framework of a collaboration by high resolution in-situ synchrotron X-ray diffraction measurements

evidencing the existence of a tetragonal phase and showing that CsPbI3 can be undercooled below its

transition temperature and temporarily maintained in its perovskite γ-phase structure down to room

temperature. The Rashba effect we found is also inspected through this collaboration using a

symmetry-based tight-binding model, validated by self-consistent GW calculations including spin-orbit

coupling, for both cubic and tetragonal phases when using the symmetry breaking structures obtained

through our frozen phonon calculations. We then analyze in detail Car-Parinello molecular dynamics data

in the light of our findings on the anharmonic potential energy surface of the cubic phase of CsPbI3.

Lastly, we perform electronic band calculations, including spin-orbit coupling, in order to investigate the

space and time dynamics of the Rashba effect found in these materials.

In a second phase, we study the thermodynamical stability of hybrid perovskite MAPbI3. We evidence

the light-induced degradation timescales of the electrical (current-voltage studies) and optical

(ellipsometry, optical indexes) properties of these materials using various experimental methods. Our

study brings better understanding of the chemical decomposition of MAPI into its two precursors,

methylamonium and lead iodides, which we predicted using DFT stability diagram calculations and
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which we confirm by X-Ray diffraction. Last, we use the results of our optical constant study, completed

by ab initio calculations, to prove that hybrid perovskite structure MAPbI3 behaves more like inorganic

compounds (high dielectric constant, low exciton binding energy) than like organic materials (low

dielectric constant, high exciton binding energy).
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Anharmonicité et instabilités dans les perovskites halogénées
pour les cellules solaires de dernière génération

Résumé

Au-delà de la question du changement climatique, l’épuisement des ressources fossiles, le recyclage des

déchets et d’autres problématiques environnementales contraignent les scientifiques à trouver des sources

d’énergies alternatives aux sources non durables, à fort rejet de carbone ou présentant des risques

importants pour les populations. Dans ce contexte, l’énergie solaire apparaît comme l’une des meilleures

sources d’énergie à faible émission, sans risques et au potentiel infini à notre échelle. Cette technologie, en

particulier les cellules solaires inorganiques (première génération et couches minces) est devenue

compétitive avec les autres sources d’électricité en termes de coûts et peut-être aussi bien installée sur les

toits qu’être intégrée aux fenêtres (cellules solaires organiques, deuxième génération) ou aux routes.

Les pérovskites hybrides halogénées (ABX3) — la troisième génération — sont utilisées depuis cinq

ans comme couches absorbantes pour de nouvelles cellules solaires à bas coût combinant les avantages

des matériaux organiques (molécule A) et inorganiques (métal B, halogène X). Les principaux avantages

des cellules photovoltaïques pérovskites sont leur méthode de fabrication facile et à bas coût (voie liquide

ou évaporation), l’utilisation de structures en couches minces, leur forte absorption, une recombinaison

lente, une mobilité élevée, une tolérance élevée aux défauts et une bande interdite à la fois bien optimisée

pour les cellules simples et accordable pour les tandems. Dans la course à la commercialisation, la

pérovskite phare à base de méthylamonium CH3NH3PbI3 (MAPbI3 ou ”MAPI”), très sensible aux

conditions ambiantes (température, oxygène, humidité, lumière), sera probablement dépassée par des

structures plus stables à base de césium qui mélangent différents cations et ions halogènes. Très

récemment, des cellules solaires à boîtes quantiques à bases de pérovskites purement inorganiques ont
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également montré des efficacités prometteuses, ce qui en fait une alternative potentiellement stable et

efficace à leurs cousines hybrides.

Le but de cette thèse de doctorat est d’étudier et de mieux comprendre les instabilités structurelles et

thermodynamiques de ces pérovskites halogénées, avec un focus sur la pérovskite purement inorganique

CsPbI3.

Dans un premier temps les propriétés vibrationnelles des différentes phases de CsPbI3 sont étudiées

grâce à différentes techniques ab-initio, dont la plupart sont basées sur la théorie de la fonctionnelle de la

densité et sur l’approche de la réponse linéaire (DFPT). Alors que la phase γ noire — cruciale pour les

applications photovoltaïques — se comporte de manière harmonique autour de l’équilibre, pour les trois

autres phases nos calculs de phonons froids révèlent une instabilité de double puits au centre de la zone de

Brillouin. Grâce à des calculs d’énergie totale et d’entropie vibrationnelle, nous mettons en évidence la

forte compétition entre toutes les phases à basse température de CsPbI3 (γ, δ, β) et montrons que le terme

d’entropie d’ordre-désordre lié aux instabilités de double puits est un facteur clé pour empêcher la

formation de la phase perovskitoïde jaune. Cette metastabilité est approfondie et confirmée dans le cadre

d’une collaboration grâce à des mesures de diffraction aux rayons X en synchrotron in situ à haute

résolution prouvant l’existence d’une phase tétragonale et montrant que CsPbI3 peut être refroidi en

dessous de sa température de transition et maintenu temporairement dans sa phase γ pérovskite à

température ambiante. L’effet Rashba que nous obtenons est également examiné à travers cette

collaboration par un modèle de liaisons fortes basé sur la symétrie, validé par des calculs GW

auto-cohérents incluant le couplage spin-orbite, pour les phases cubiques et tétragonales dans le cas de

nos structures à symétrie brisée issues des calculs de phonons. Pour la phase cubique de CsPbI3 nous

analysons ensuite en détail les données de dynamique moléculaire Car-Parinello à la lumière de nos

résultats sur sa surface d’énergie potentielle anharmonique. Enfin, des calculs de structure de bandes
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électroniques avec spin-orbite sont menés afin d’étudier la dynamique spatiale et temporelle de l’effet

Rashba mis en évidence dans ces matériaux.

Dans un deuxième temps, nous étudions la stabilité thermodynamique de la pérovskite hybride

MAPbI3. À l’aide de différentes méthodes expérimentales, nous mettons en évidence les échelles de temps

sur lesquelles se produit le vieillissement induit par la lumière ambiante tant au niveau des propriétés

électriques (études courant-tension) qu’optiques (ellipsométrie, indices optiques). Notre étude apporte

une meilleure compréhension de la décomposition chimique de MAPI en ses deux précurseurs, l’iodure

de méthylamonium et l’iodure de plomb, que nous avons prédite grâce à des calculs du diagramme de

stabilité DFT et que nous confirmons par diffraction des rayons X. Enfin, nous utilisons les résultats de

notre étude sur les constantes optiques de MAPbI3, complétée par des calculs ab initio, pour démontrer

que la perovskite hybride MAPbI3 se comporte davantage comme les composés inorganiques (grande

constante diélectrique, faible énergie de liaison des excitons) que comme les matériaux organiques (faible

constante diélectrique, forte énergie de liaison d’exciton).
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As the saying goes, the Stone Age did not end because we ran
out of stones; we transitioned to better solutions. The same op-
portunity lies before us with energy efficiency and clean energy.

Steven Chu, Physics Nobel Prize winner and 12th United
States Secretary of Energy

1
TheEra of Solar Energy

In the context of climate change and in light of the energy transitions initiated by developed countries
in the 1990s after the world finally became aware of the consequences of human activity on the climate
imbalance, the countries’ choices in terms of energy production mix have become a major public policy
issue. In this introductory chapter, we set the scene for what has finally brought, after living in the shadow
for decades, solar energy research to the forefront and revealed photovoltaics not only as the most
cost-efficient mass renewable energy but also as one of the key solutions to the transition to cleaner
sources of energy production.

1



CHAPTER 1. THE ERA OF SOLAR ENERGY

Contents
1.1 Climate change and energy transition . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Solar energy: a mature, clean and infinite source of energy . . . . . . . . . . . . . . . 5

1.2.1 The cost-learning curve of solar PV . . . . . . . . . . . . . . . . . . . . . . 6

1.2.2 Integration to the electricity market . . . . . . . . . . . . . . . . . . . . . . 7

1.3 The Holy Grail of solar energy research . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3.1 Inorganic photovoltaics: efficiency and stability . . . . . . . . . . . . . . . . 12

1.3.2 Organic photovoltaics (OPV): flexibility and low-cost . . . . . . . . . . . . 14

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.1 Climate change and energy transition

Before addressing the state of the art of solar energy research in section 1.3, and getting to the heart of the
matter, perovskite solar cells, in chapter 2, here we aim to give the reader a comprehensive - yet brief -
societal and economical context to the rise of renewable energies.

Genuine awareness of climate change caused by human activity arose in the early 1990s , in particular
with the first IPCC (Intergovernmental Panel on Climate Change) report [1] which showed that the
increase of the greenhouse gases’ concentration in the Earth’s atmosphere results for a substantial part
from emissions related to human activities. In this report, the IPCC also made a prospective study to
show the potential impact of public policies to control greenhouse gas emissions. Without drastic
measures, they showed that the Earth’s average temperature would be 3 celsius degrees higher in 2100
than it was the pre-industrial era.

In 1997, at the 3rd Conference of the Parties (COP 3) in Kyoto an international protocol was signed
urging parties to reduce, by 2012, the emissions of the main greenhouse gases by at least 5 % with respect
to 1990. While this agreement marked the first effort of a worldwide dialogue, it has never been ratified by
the United States, and it was not until eight years later in 2005 that it came into effect once 55% of the
parties had ratified the protocol.
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In addition, after the third IPCC report of 2001, alerting the world to the acceleration of global
warming in the 1990s (the warmest decade of the 1860-2000 period), a global controversy arose about
the validity of the theory attributing global warming mostly to human causes as previously demonstrated
by the IPCC. As a movement opposing this so-called alarmist vision emerged in the 2000s, the climate
issue became pivotal in the political sphere.

We will not further draw the reader into the details of the debate, but point to figures 1.1.1 and 1.1.2
which show respectively the increase of the Earth’s average temperature and the global carbon emissions
from fossil fuels over the last century.

Figure 1.1.1: Evolution of the Earth’s average temperature.
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Figure 1.1.2: Evolution of the global carbon emissions due to fossil fuels over the last century.
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1.2 Solar energy: a mature, clean and infinite source of energy

Beyond climate change, the depletion of fossil fuels, waste recycling and other environmental issues
compel scientists to find alternative energy sources to the current solutions which are either
unsustainable, induce high carbon emissions, or present an important risk for populations. Thus, the
conversion of solar energy into electrical energy (photovoltaic energy), chemical (solar hydrogen battery)
or thermal (thermal power plants, solar water heaters) is one of the greatest challenges our modern
society faces. Solar energy, an inexhaustible source on our scale (see figure 1.2.1), is also a decentralized
source of energy as it can be easily integrated everywhere: from rooftops to windows and even on the
roads of the future (Solar Roadways project [2]).

Thanks to a complete technological revolution, very similar to the microcomputer industry’s in the 70’s,
photovoltaic (PV) energy has become the most decentralized, clean and competitive source of electricity.

Figure 1.2.1: Comparison between the amount of solar energy absorbed by the Earth in one year and
the fossil fuel recoverable reserves. Ref. [3]
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1.2.1 The cost-learning curve of solar PV

In general, photovoltaic cells rely on semiconductor materials, due to which the price of photovoltaic
energy has been decreasing at an extraordinary speed worthy of Moore’s law in microcomputing: figure
1.2.2 shows that the cost per cell has been divided by 50 since 1980 and by 20 since 2000. This drop is to
be attributed as much to solar cell efficiency gains as to the semiconductor industry’s economies of scale
and more generally to cost engineering. As shown by the result of the study presented in figure 1.2.3
about module cost engineering, future cost gains have to be drained as much by industrial process
optimization as by technological innovations.

Figure 1.2.2: Evolution of the energy cost (in dollars per watt peaks) for silicon-based solar cells
since 1977. Source: Bloomberg, 2014.
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Figure 1.2.3: Evolution and forecast of the watt cost for a PV module and possible future cost re-
duction triggers. To give a point of reference, a price of $1 per Watt is the target cost to achieve to
be competitive on the market. Source : SEMI PV Group, 2010.

1.2.2 Integration to the electricity market

In order to compare the cost of PV to the cost of electricity from other sources, one takes in addition into
account the annual solar yield in the country of study and the solar panel lifetime (20 to 25 years in
general). The corresponding data, shown on figure 1.2.4 for residential PV, evidences that by 2020 it will
be cheaper to produce PV energy than to buy electricity from the grid in many countries, as it is already
the case in Spain, Germany and Italy for instance.

The competitiveness of PV naturally raises the question of its integration in the electricity network, as
PV, unlike other source of energies, is a variable energy source with a zero-marginal cost (”solar fuel” is
free).

The issues raised by the emergence of PV on a market that was built for centralized and constant
sources of energy is far beyond these introductory words, we invite the curious reader to refer to [4]. We
provide in figures 1.2.5 and 1.2.7 an illustration of the challenges that the electricity network faces today,
now that the great - 30 year long - scientific effort to reduce the cost of PV has started to bear fruit. There
are three main challenges. The first one is to adapt networks that were built to spread electricity from
production centers to consumption spots to an increasingly decentralized production of electricity. The
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Figure 1.2.4: Comparison between residential PV energy cost and the electricity cost in several coun-
tries. Source : McKinsey, 2014.

Figure 1.2.5: In Germany, the emergence of PV already has a noticeable impact on the overall coun-
try’s electricity production profile. Source: German Ministry of Energy, 2013.
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second challenge arises from the variable characteristic of PV: smart and agile systems, with batteries, are
required to balance consumption at every second. This issue is in general considered to have a substantial
impact only for a penetration of variable energies higher than 20-25 % for European networks [5]. In
France, a recent report evidenced concrete solutions to achieve a 100% renewable electricity mix by 2050
[6]. The third challenge resides in the fact that PV has a zero marginal cost: PV producers never have any
incentive to stop production, contrary to conventional fuel-based electricity sources. Since the market
was mostly designed to send economical signals to fuel-based sources, and since for example in France
lots of measures pushed consumers to report their consumption to night hours when the nuclear plants
produce excess electricity, the introduction of PV on the market can cause episodes of negative prices
around noon when PV production is at its maximum and the consumption is low. This means that at
noon the conventional sources do not have any incentive to run, but that they need to be turned on very
quickly at the end of the afternoon, which is complicated for these non-flexible sources. The phenomenon
is illustrated on the so-called ”duck curve” shown figure 1.2.6.

A new electricity market design [4] that is able to generate a profitability model for all types of
necessary energy sources (flexible but variable and constant but not flexible) is yet to be invented.

Figure 1.2.6: Electricity load needed in addition to the production of variable energies (”net” load).
Source: CAISO/Jordan Wirfs-Brock
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Figure 1.2.7: Electricity production, in particular through solar PV, is only one element of the com-
plex energy transition landscape. Ref. [7]
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1.3 TheHolyGrail of solar energy research

Now that we introduced the main societal and economic issues at stake in the emergence of PV, we
conclude this first chapter by giving the reader a quick overview of the landscape of PV technologies that
emerged throughout the last 30 years of solar research.

The first goal of solar energy research is to obtain as low a price as possible in $ perWatts. This price is
given by two components :

• The material cost, in $ per m2

• The efficiency η, dimensionless parameter, which directly gives the surface power density (Watts
per m2) once multiplied by the solar spectrum density.

One should keep in mind that the lifetime, that is to stay the stability of the technology of study is then
to be taken into account in order to calculate the final energy price in $ perWatt-hour.

As this thesis work does not focus on the working principles of solar cells but rather on the physics of
perovskite materials themselves, we only recall in this introduction the natural definition and the limits for
the efficiency η:

η =
Pout

Pin

where Pout is the output power produced by the solar cell and Pin the input light power.
For a single junction solar cell, the efficiency strongly depends on the absorption properties of the

chosen semiconductor and in particular on its band gap. There is a trade-off on the band gap value:

• if the band gap is too large, not enough photons are absorbed

• but if the band gap is small, the carriers will be extracted at low energy and produce a low voltage
(thermal losses)

which means that there should be an optimal band gap value maximizing the efficiency. Since sunlight
is not monochromatic but rather corresponds to a broad spectrum, the efficiency versus band gap curve is
not a unit step function, but rather a smooth bell curve shown figure 1.3.1.
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Figure 1.3.1: Shockley–Queisser limit. Ref [8]

Assuming a direct band gap semiconductor, and further taking into account thermal losses, radiative
recombination and impedance matching losses, the efficiency value is constrained by the so-called
Shockley–Queisser limit [8]: as seen on figure 1.3.1, the theoretical maximum efficiency value for a
single junction cell is 33.7% and is obtained for an ideal band gap of 1.34 eV. For silicon (1.14 eV
band gap), the maximum efficiency is about 32%.

Given this technological limit, in 2001 [9], much before the rise of hybrid perovskites, Martin Green
defined three main generations of solar cells (figure 1.3.2). At that time the Holy Grail of solar research
(generation III on the graph) was to be able to find very highly efficient materials at a cost comparable to
the previously developed technologies. We will see in the next chapter that the emergence of halide
perovskites has profoundly changed this paradigm. Let us now move on to the brief description of these
three generations.

1.3.1 Inorganic photovoltaics: efficiency and stability

The first generation is made of single crystal solar cells and reaches more than 20% efficiency. It is mostly
based on Si (band gap 1.14 eV at 300 K) - and GaAs (1.43 eV) [10]. Because of the high level of purity
required and since they usually contain thick layers of material (several microns), single crystal cells can
be rather expensive.

The second generation shown on figure 1.3.2 corresponds to thin film solar cells, based on materials
such as amorphous silicon (band gap of 1.7 eV) or CdTe (1.5 eV). Only a few hundred of nanometers
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Figure 1.3.2: Main generations of solar cells as defined by Martin Green in 2001 [9], much before the
rise of perovskite materials as light absorbers.

thick, these cells have a much lower cost and can be flexible but present a lower efficiency (13 to 20 %).
Thin film solar cells also include organic materials, which we choose here to introduce separately in the
next section.

In general and as explained in section 1.2.1, the cost of the main class of inorganic solar cells (silicon
cells) has decreased extraordinary fast thanks to process engineering and the economies of scale. In
addition, they are very stable [11].

The third generation usually designs solar cells that are potentially able to overcome the
Shockley–Queisser limit, thus aiming at finding a way to engineer very high efficiency cells at costs which
are comparable to the one of thin films. They include multi-layer cells (”tandems” for two layers) made of
amorphous silicon or gallium arsenide, but also using novel concepts such as hot-carrier effects,
multiple-carrier ejection, quantum dots and photon conversion.

Another way to describe the multifarious variety of PV technologies, which I think is better adapted to
our work on hybrid perovskites, is to divide them into inorganic and organic solar cells. We will use this
dual classification when it comes to comparing the physical properties of hybrid perovskites to other
materials throughout this manuscript.
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To summarize, inorganic solar cells are generally:

• highly efficient (> 20 %)

• rather expensive (complex processes)

• very stable

1.3.2 Organic photovoltaics (OPV): flexibility and low-cost

Figure 1.3.3: General architecture of a Dye Sensitized Solar Cell (DSSC). The charges are photo-
generated by the photosensitive dye and separated at the surface between the dye, the TiO2 semi-
conductor and electrolyte. They are then transported through the electrolyte layer to the transparent
conductive oxides (TCO). Source: wikipedia

On the other hand, organic solar cells, born in 1991 when the first dye-sensitized solar cell (DSSC,
figure 1.3.3) able to overcome 10% efficiency was reported [12], are much easier to fabricate (solution or
evaporation processes), use very little material (a few hundreds of nm) and are thus much cheaper than
inorganic solar cells in general. Even though they belong to the second generation (thin film materials),
they have never been able to reach efficiencies much higher than 10 %, and are substantially less stable
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[13] than other thin films like CdTe or CIGS (CuInGaSe2). We will come back to the crucial issue of
stability in the next chapter (section 2.4) and in chapter 5.

To summarize, organic solar cells possess the following characteristics:

• low-cost

• flexibility

• low efficiency (around 10 %)
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The only constant in the technology industry is change.

Marc Benioff, entrepreneur, author and philanthropist

2
TheHybrid Perovskites Revolution

The recent emergence of hybrid perovskite materials has profoundly changed the PV
technologies landscape as we drew it in the previous chapter. As we will show in this rather bibliographic
chapter, the new generation of hybrid organic-inorganic perovskites, born in 2009, appears to be at the
crossing between the world of inorganic solar cells and the generation of organic photovoltaics,
combining what seems to be the best of both worlds. In this chapter, we aim at summarizing the main
properties and challenges of perovskite solar cells (PSCs) by providing a brief state of the art for each
topic that will be directly or indirectly addressed in this thesis.
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2.1 Hybrid organic-inorganic perovskites

The perovskite structure, after the name of the Russian mineralogist L.A. Perovski, is a crystalline
structure commonly found in oxides (CaTiO3 e.g.). Oxide perovskite structures have always been of high
interest to material scientists because of the great variety of physical properties they exhibit, among
which: ferroelasticity (SrTiO3), ferroelectricity (BaTiO3), antiferroelectricity (PbZrO3), ferromagnetism
(YTiO3) and antiferromagnetism (LaTiO3). Some perovskites can even exhibit simultaneously several of
these properties, and are then called multiferroic materials [1].

The general perovskite chemical formula is ABX3, where A and B are cations and X is an anion. In order
for this structure to be stable, the A atoms need to be larger than the B atoms. The ideal cubic structure
(figure 2.1.1) is composed of octahedrons of anions bound to one B cation (6-fold coordination) with the
A cation in the middle of 8 octahedrons (12-fold cuboctahedral coordination).

The first observation of the photoconductive properties of halide (X=Cl, Br or I) perovskites was done
in 1959 by Møller [3] who showed that the lead cesium-based CsPbX3 compounds should behave as
semiconductors. We will come back in more detail to these inorganic cesium perovskites in chapter 4
since they constitute the main material of our ab-initio study.
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Figure 2.1.1: Ideal perovskite cubic structure (ABX3). Ref. [2]

Figure 2.1.2: Crystal structure of the flagship hybrid organic-inorganic material for PV CH3NH3PbI3,
also referred to as MAPbI3 or ”MAPI”.
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Hybrid organic-inorganic perovskites were born in 1978 when Weber [4, 5] was able to replace in the A
element by an organic ion, namely methylamonium (CH3NH+

3 , also called MA+), thus synthesizing for
the first time CH3NH3BX3 (B=Pb, Sn and X=Cl, Br or I) perovskites (figure 2.1.2). Even though Weber
reported the absorption properties of such compounds, noting the change of color upon changing the
halide anion, the use of hybrid methylamonium halide perovskites as photovoltaic materials did not
appear before 2009, when Miyasaka et al. [6] were the first group to replace the absorbing layer in a
dye-sensitized solar cell (DSSC, see section 1.3.2) by methylamonium lead iodide (CH3NH3PbI3)
showing a surprising efficiency of about 3.8% and thus realizing the first working hybrid perovskite solar
cell.
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2.2 The efficiency race

Since then, within the context of a very fast efficiency race, the architecture of perovskite solar cells has
evolved drastically, in particular in 2012 when Park et al. [7] solved the stability problem arising from the
liquid electrolyte in perovskite DSSCs by replacing it with a solid hole-transporting material (or ”hole
interface layer”, see figures 2.2.1 and 2.2.2). Generally, the selection of the electron and hole transporting
layers is of crucial importance for both the cost and the efficiency of the solar cell. Finding cheap and
efficient selective contacts for electrons and more crucially for holes in perovskite solar cells has thus
become an intense area of research [8, 9].

Figure 2.2.1: General architecture of a solid-state perovskite solar cell. The electron (resp. hole)
interface layer is also called the electron (resp. hole) transporting layer (ETL) (resp. HTL). Ref. [10]

We will not go into too much detail about the complex evolutionary path of the different perovskite
solar cell architectures, though figure 2.2.3 shows a summarized timeline of the main developments.

As shown on figure 2.2.3 and more precisely on figure 2.2.4, the efficiency of perovskite solar cells has
jumped from about 4% in 2009 to 22.1% in 2016. As of january 2018, the highest certified efficiency is
22.7% [13]. Comparing perovskite solar cells to other emerging thin film technologies (figure 2.2.4) or
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Figure 2.2.2: Evolution of perovskite solar cells structures from DSSCs to solid-state cells. Ref. [11]

Figure 2.2.3: Overview of the perovskite solar cells structure’s evolutionary paths. Ref. [12]
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even to the complete set of PV technologies (figure 2.2.5) shows that such a fast efficiency rise is
unprecedented in the history of PV.

In terms of cost, according to first forecasts based on the closest commercial technology (CdTe) [12],
perovskite solar modules should be able to produce power for less than 0.3$ per Watts (see figure 2.2.6),
taking advantage of the low-cost processes and material similarities with DSSCs (low-temperature,
solution or evaporation processes [2, 14]).

To summarize, hybrid organic-inorganic solar cells seem to profit from the advantages of both types of
materials:

• low in cost

• flexible

• highly efficient

They constitute thus the first truly low-cost, highly-efficient generation of solar cells, having caught up
in only 5 years with the some of the best inorganic solar cells in terms of efficiency. We will come back in
section 2.4 to the stability issue in perovskite solar cells which is the major issue limiting the readiness
level of this technology.

The fact that perovskite solar cells are made of flexible materials [14, 15] and are highly efficient means
that their applications range from semi-transparent photovoltaic windows to car roofs and portable
electronics, in addition to possibly competing with silicon solar cells for residential roofs and large-scale
solar plants.
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Figure 2.2.4: Emerging thin film technologies. Ref. [13]
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Figure 2.2.5: NREL efficiency chart. Multijonction cells, for which the Shockley–Queisser limit of
33.7% does not apply, are shown for comparison. Ref [13]
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Figure 2.2.6: Estimation of the cost of a perovskite module depending on its power conversion
effiency. Ref. [2, 12]
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2.3 What makes metal halide perovskites so special?

In this section, we aim at giving the reader a comprehensive review on the main optical and electronic
properties of hybrid perovskite thin films. We focus here on the flagship hybrid material MAPbI3 (MAPI),
more details are given about mixed cation - mixed halide compounds in section 2.6.

Although HOMO/LUMO models, inherited from OPV [16], are still used to understand the physics
of perovskite solar cells, it is now considered a proven fact that methylamonium lead iodide behaves
mostly as an intrinsic semiconductor and that its electronic properties can be explained using the general
band theory of solids [17]. Transistor measurements confirmed that MAPI is able to transport both
electrons and holes [18, 19].

Even et al. [20] and Mosconi et al. [21] reported for the first time in 2012 and 2013 the ab initio
calculated electronic band structure of MAPbI3, using density functional theory (DFT, see next chapter).
They revealed a calculated value of the direct band gap of 1.55 eV, very close to the experimental band
gap values (1.56 eV) [6, 22–24]. Even et al. [25] showed that this is due to an error cancellation between
the general underestimation of the band gap in DFT ground state calculations (see next chapter) and the
giant spin-orbit coupling (SOC) that was found for the conduction band. Umari et al. [26] then
developed an effective GW method incorporating spin-orbit coupling which allows to accurately model
the electronic, optical and transport properties of CH3NH3SnI3 and CH3NH3PbI3 . Note-worthily, a
similar giant SOC effect was found for CsPbI3 where it induces a large band gap correction of about 1.1 eV
[25].

Figure 2.3.1 summarizes the electronic band structure for the cubic phase of MAPI [27]. The valence
band is mostly composed of iodide 5p orbitals with small contributions of lead 6s states. The conduction
band mostly consists of lead 6p orbitals. This means that the organic molecule does not participate in the
formation of the valence and conduction bands.

It was shown more recently [28] in 2016, that in fact methylammonium lead iodide presents a weakly
indirect bandgap 60 meV below the direct bandgap transition. This is a consequence of spin–orbit
coupling resulting in Rashba-splitting of the conduction band, as we will show in the case of CsPbI3 in
section 4.3. This is coherent with time-resolved photo-conductance measurements showing that the
generation of free mobile charges is maximized for excitation energies just above the indirect band gap
[29].
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Figure 2.3.1: Band structure (left) and density of states (right) of MAPbI3 in its cubic phase calcu-
lated with density functional theory (PBE), including spin-orbit coupling. Ref. [27]

It is crucial to note here that the band gap value of 1.5 - 1.6 eV for MAPbI3 corresponds to a
Shockley–Queisser limit of about 31%, which is very close to the 34% value corresponding to an ideal
band gap material (see figure 2.3.2).

This value is also very close to the optimal band gap required for a material to form a tandem solar cell
on top of a silicon sub-cell, making silicon/perovskite tandems very likely to be the first industrial
application of PSCs. In addition, it was shown that this band gap value can be tuned from 1.48 to 2.3 eV
by using mixed-halide structures (I/Br/Cl) [22] and/or replacing methylamonium by formamidinium
[31] (see section 2.6). This has opened a whole new field of research aiming at tuning the band gap for
optimized (>25% efficient) silicon-perovskite [32, 33] or even (>20 %) perovskite-perovskite tandem
solar cells [34]. In the beginning of 2018, 23.9 % CIGS/Perovskite tandems were reported [35].

As for its optical properties, MAPI exhibits a very high absorption coefficient over the whole visible
solar emission spectrum (105cm−1 for λ < 1000 nm [6]). The generated exciton has a weak energy of about
15 to 50 meV [36]; we will come back to this point in detail in section 5.4. Once separated by the electric
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Figure 2.3.2: Summary of the main PV materials’ band gaps and record efficiencies. Ref [30]

field induced between the ETL and the HTL, the carriers (electrons and holes) have been measured to
both have small effective masses [37] and thus high carrier mobilities (7.5 cm2V−1s−1 for electrons and
12.5 to 66 cm2V−1s−1 for holes [38]).

A very remarkable fact [39] about MAPI is the exceptional carrier-diffusion lengths for both holes and
electrons (from 100 nm to even 1 micron when it is doped with chlorine [40–42]). This means a
timescale of hundreds of nanoseconds for the carrier recombination. It is of particular interest to note that
the direct-indirect nature of the band gap could explain the apparent contradiction of strong absorption
and long charge carrier lifetime [28].

Another key point to bear in mind in order to understand the exceptional properties of hybrid
perovskites is the unusual defect physics that govern these materials. Indeed, Yin et al. [43] showed with
DFT calculations that the intrinsic defects that create deep levels in the band gap and could in theory
largely reduce the open circuit voltage, such as IPb, IMA, Pbi and PbI, all have high formation energies and
are thus very unlikely to be present in the material at room temperature. As for extrinsic defects, very
recently Meggiolaro et al. [44] provided a model to explain the high defect tolerance of MAPI and the
deactivation of electron traps using the specificities of iodine redox chemistry in these materials. They
also showed that an O2-rich environment can lock down the remaining hole traps. These results provide
further understanding in the role played by oxygen in the interaction between hybrid perovskites and
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their environment. In section 5.5 we give an insight on the thermodynamical stability of oxygen defects in
the pseudocubic phase of MAPbI3, as well as their consequence on the electronic band structure.

Figure 2.3.3: Comparison of the VOC drop (difference between the optical band gap and the actual
VOC value) for different materials. Ref. [11]

This very high defect tolerance is one of the main reason behind the long carrier diffusion lengths and
explains why perovskite solar cells perform much better than other thin films like CdTe or amorphous
silicon in terms of open-circuit voltage (drop of about 0.4 eV from the optical band gap, figure 2.3.3).

This defect tolerance could be explained by several reasons [27], including their energy band structure,
their hybrid organic-inorganic character, the relative ease of motion and redistribution of the ions, the
possibility of phase separation into low defect phases, or the polarizability of the ions.

Even though it is far beyond the scope of this thesis, it is worth mentioning that hybrid perovskite
materials have also shown a potential for light emission [45–47], and could be used in other
energy-related fields such as thermoelectrics [48].
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2.4 The issue of stability

In spite of all their exceptional optical and electronic properties (strong absorption, slow recombination,
high mobility, rather optimized band gap for single and tunable for tandem cells), perovskite solar cells
still have to overcome one major issue on their path to commercialization: their instability. Together with
efficiency and cost, stability is one of the three major characteristics used to classify the different
generations of solar cells. For the sake of comparison with what we will detail in this section, the reader
should keep in mind that silicon solar cells are usually guaranteed to be stable over 20 to 25 years,
meaning that the power output should not be less than 80% of rated power after 25 years.

Figure 2.4.1: Perovskite solar cells: parallel between the efficiency race and the quest for stability.
Ref [49]

As shown in figure 2.4.1, in 2009 when perovskite solar cells were born their life time was reportedly
only a few days, and it was not before 2013 that they could last at least 1 month without severe
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degradation. Much more work is needed for PSCs to reach the level of stability required by the market.
Niu et al. [50] gave a first general understanding of the possible pathways of the chemical

decomposition of the perovskite layer in 2015. This fast degradation has been attributed to different
factors, among them: humidity, temperature, oxygen, and light [51]. We will come back to the influence
of oxygen and light in chapter 5. In particular, a more detailed bibliography review on the specific issue of
light-induced degradation will be given as an introduction to my ellipsometry-based degradation study
(section 5.3).

Last, another major issue limiting the readiness level of PSCs is the fact that lead has been a major
constituent of nearly all highly efficient perovskite cells to date, raising toxicity issues during device
fabrication, installation and recycling [52]. Without going much into detail, several approaches have been
used in order to synthesize efficient lead-free perovskite solar cells:

• The tin cousins of MAPI, namely MASnI3 [53, 54] and CsSnI3 [55] have shown a rather high
potential for PV applications, but they present an extreme sensitivity to oxygen [39].

• Double perovskites, of general formula A2BB′X6, allow the replacement of lead by two metallic
components and to maintain the photovoltaic and optoelectronic properties of the perovskite
structure. In 2016 nontoxic Bi3+ was incorporated into the perovskite lattice Cs2AgBiBr6 which
shows long carrier recombination lifetimes and a band gap of 1.95 eV [56], which is a reasonable
value for solar energy harvesting. A few months later, a comprehensive ab-initio study [57] was
able to derive with high accuracy the electronic structure of both Cs2BiAgCl6 and Cs2BiAgBr6 and
confirmed the experimental values. This novel class of double perovskite semiconductors has
become an active research topic in the PSC community.
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2.5 Hysteretic phenomena in perovskites: origins and consequences

The very fast efficiency increase of perovskite solar cells has raised many questions about measurement
processes, given the observation that current-voltage scans show ambiguous efficiency values [58, 59].
Indeed, it was shown [60] that the power conversion efficiency strongly depends on the scanning
conditions (scan direction, scan speed, light soaking, biasing) and on the cell architecture (figure 2.5.1).
Even tough hysteresis is a common phenomenon in other typer of solar cells (mostly DSSCs, OPV and
Si-based solar cells), it is only in perovskites that such impact on the efficiency is observed and that the
term ”anomalous hysteresis” was used. The risk is that the efficiency value can be overestimated if the
scanning rate is too high for the cell to reach its electronic steady-state equilibrium. This means that the
published efficiency values for PSC should always be treated cautiously.

It is interesting to note that in general, TiO2-based meso-structured (”direct” architectures) show more
hysteresis than ”inverted” structures using PCBM (common abbreviation for the fullerene derivative
[6,6]-phenyl-C61-butyric acid methyl ester) as an electron transporting layer [61]. This fact suggests that
the interfaces might play a crucial role since the major difference between the inverted and the direct
architectures is that an organic n-type contact is used instead of a metal oxide.

Several hypotheses have been proposed in order to explain this hysteretic behavior :

• Similarly to oxide perovskite materials such as BaTiO3, ferroelectric domains within the
perovskite layer could induce a memory effect and a modification of the energy band levels at the
interfaces due to the polarization of these domains [38, 62, 63]. Indeed, it was shown that hybrid
perovskites exhibit spontaneous electric polarization [64]. This strong polarization has two
potential interests for energy conversion: [65, 66] enhanced charge separation and improved
carrier lifetimes on one hand, and a open circuit voltages possibly above the band gap of the
material on the other hand.

• This ferroelectric behavior should be linked to a high value of the dielectric constant. Some
groups even reported a so-called giant photo-induced low-frequency dielectric constant for halide
perovskites [67]. Part of my thesis work aims at determining the dielectric function for cubic
MAPbI3 and the different phases of CsPbI3, we will come back to this point in sections 5.3 and 5.4.

• The direct observation of ionmigration within the halide perovskite layer by different
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Figure 2.5.1: The hysteretic behavior strongly depends on the solar cell architecture. Ref. [60]

experimental methods (MA+ [68] or I− migration, including our group’s work [69, 70]) has
confirmed previous suggestions [71] that this phenomenon could be at the root of the
current−voltage hysteresis. It could also explain many other phenomena [72] such as the
switchable photovoltaic effect [73], giant dielectric constant [74], photo-induced phase separation,
self-poling effect, and the electrical-field driven reversible conversion [75] between PbI2 and
MAPbI3 (see section 5.2). The activation energies for ionic migration in MAPI were derived from
first principles calculations [76] which allowed to identify vacancy-assisted migration of iodide as
the most likely channel of ionic conduction (activation energy of 0.6 eV). This suggests that hybrid
halide perovskites behave as ionic–electronic conductors.

• The perovskite materials may have a very large defect concentration at the surface, creating
interface states [77]. These states could behave as traps for electrons and holes. This mechanism
could nicely explain why the hysteretic behavior strongly depends on the architecture, since the
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latter directly influences the trapping and detrapping times of surface defects. Very recently, it was
shown that reducing the interfacial trap density through the use of mechanochemically synthesized
perovskites [78] can significantly decrease the hysteretic behavior of PSCs.

Since these four phenomena will be recurrent topics throughout this manuscript, the reader will find in
Table 2.5.1 a summary of the different occurrences and references for each physical property.

Phenomenon References Section of the manuscript
Ferroelectric domains [38, 62–64] 4.2 and 4.3

Giant dielectric constant [67, 79] 5.3 and 5.4
Ionic migration [68–70, 75] 5.6

Trap states [77] 5.5

Table 2.5.1: Main phenomena that could be at the origin of the hysteretic behavior of perovskite
solar cells, and corresponding sections where they are further investigated in this manuscript.
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2.6 Cesium perovskites: a game changer?

In the race to commercialization, the flagship methylamonium-based perovskite CH3NH3PbI3 (MAPbI3
or ”MAPI”) will probably be outpaced by more stable perovskite structures because of its poor stability.

One of the first ways that was investigated in order to improve hybrid perovskites’ stability was to
replace methylamonium by the only other organic cation that could fit in between the PbI6 octahedra:
formamidinium (FA). Replacing MA by FA was also an attempt to overcome the halide segregation
induced by light-soaking that was reported by Hoke et al. [80] in MAPb(I1−xBrx)3 compounds used to
tune the band gap for tandem applications.

Figure 2.6.1: The band gap tunability of FAPbIyBr3−y is limited for tandem applications: no structure
is found in the 1.6 - 1.8 eV window. Ref [31]

FAPbX3 perovskites are in general much more thermally stable [31] than MAPbX3 structures, and the
band gap of formamidinium lead iodide (1.47 eV) allows broader absorption of the solar spectrum
relative to conventional methylammonium lead iodide. Even though Yang et al. [81] managed to fabricate
FAPbI3-based PSCs with power conversion efficiencies greater than 20%, for tandem applications when
iodide is substituted with bromide a crystal phase transition occurs from a trigonal to a cubic structure
and the material is unable to crystallize, resulting in an apparently “amorphous” phase (figure 2.6.1) with
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high levels of energetic disorder and unexpectedly low absorption [31, 82].

Figure 2.6.2: Mixing FA and Cs allows the formation of solid-state alloys and prevents the formation
of their δ-phases. Ref [83]

At the end of 2015, Li et al. [83] partially replaced FA by Cs to form FA0.85Cs0.15PbI3 which
demonstrated much improved stability in a high-humidity environment, and allowed the formation of
solid-state alloys, thus avoiding the yellow δ-phases of FAPbI3 and CsPbI3 (figure 2.6.2).

This discovery brought cesium lead halide perovskites in the spotlight: a few months later, an
optimized (band gap of 1.74 eV) and stable mixed-cation lead mixed-halide perovskite absorber for
tandem solar cells was synthesized ([HC(NH2)2]0.83Cs0.17Pb(I0.6Br0.4)3), and used to demonstrate [82]
the feasibility of achieving > 25% silicon-perovskite four-terminal tandem cells.

Since then, purely inorganic metal halide perovskites, in particular CsPbI3, have attracted more and
more attention from the PSC community. A detailed bibliography review on cesium perovskites will be
given in chapter 4.
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2.7 Thesis motivations and approach

In the first two introductory chapters, we saw that perovskite solar cells exhibit exceptional optical and
electrical properties which make them the potentially first low-cost high-efficient generation of solar cells.
According to all the chemical and physical features reported in the literature, PSCs seem to combine the
advantages of inorganic materials (high efficiency, long diffusion length, high mobility) with those of
organic materials (low-cost evaporation or solution processes, flexibility). However, as we explained, they
face several challenges on their way to commercialization, among them:

• instability caused by air, temperature, humidity and light

• hysteretic behavior which could be explained by ferroelectric domains, ion migration, high
dielectric constant and trap states

Throughout this manuscript, we will consistently try to make a link between our results, obtained using
different ab-initio and experimental techniques, and these crucial issues.

As ab-initio calculations, also called first-principle methods, — in particular density functional theory
(DFT) — constitute the heart of my thesis work, chapter 3 is dedicated to giving the reader a
comprehensive yet brief overview of DFT and its application to solid-state physics.

In chapter 4 — which includes 2 of my publications [84, 85] — we focus mostly on fully inorganic
cesium perovskites and study the vibrational properties of all the phases of CsPbI3 using the linear
response approach of DFT and frozen-phonon methods. Our findings allow us to investigate the
structural instabilities linked to the anharmonic behavior of CsPbI3 around equilibrium, as well as to
rationalize the Rashba effect at the origin of the direct-indirect band gap of halide perovskites. The effects
of temperature on the aforementioned instabilities are further investigated using molecular dynamics. We
also briefly analyze in that chapter the potential consequences of such anharmonic behavior in terms of
ferroelasticity.

The environmental stability of hybrid perovskites is addressed in chapter 5 where we use both
experiments (real-time ellipsometry, X-ray diffraction, IV measurements) and ab-initio techniques to
investigate the thermodynamics of the dissociation of MAPbI3 into its precursors under light exposure
(third publication [79]). This detailed study allows us to derive the dielectric properties of MAPI and
determine whether it behaves as an organic or an inorganic semiconductor. As for air-induced
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degradation, thanks to additional calculations we give an insight at the possible at the most energetically
favorable ways for oxygen defects to form in the structure.

Last, we conclude and bring perspectives on the future work needed to a better understanding of the
structural and environmental instabilities of halide perovskites.
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God does not play dice with the universe.

Albert Einstein

3
Density FunctionalTheory

The ability to derive, from an ab initio perspective, the fundamental physical properties of solids has
been the Holy Grail of an intense research field that opened after the completeness of the quantum theory
was achieved in the 1930’s. In this chapter the goal is to give the fundamental equations and
approximations that constitute the backbone of the Density Functional Theory (DFT) method that I
used for my calculations, and explain briefly how they constitute a powerful tool to derive the vibrational,
electronic and optical properties of materials. We do not aim to give a comprehensive account of DFT,
but would rather like to provide readers who are not familiar with DFT with the notions needed to
understand the technical specificities of the ab initio calculations of chapters 4 and 5.
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3.1 From quantum physics to materials modeling

Quantum mechanics, born in the beginning of the twentieth century, is one of the major breakthroughs in
physics in the sense that it produces a unified theory allowing the understanding of a vast number of
properties of materials at an atomic scale, under a unique mathematical formulation, the Schrödinger
equation.

It is only in 1964, thanks to the discovery of the Hohenberg-Kohn theorem and the formulation of
Kohn-Sham equations, that approximations to the many-body Schrödinger equations which were both
not too extreme to give faithful results and powerful enough to drastically reduce the computing time
were found. These two discoveries lead to the Density Functional Theory (DFT) method for materials.
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3.1. FROM QUANTUM PHYSICS TO MATERIALS MODELING

The general Schrödinger equation of a solid with N electrons of position vectors r1, ...rN reads:

[−
∑

i

∇2
i

2
+
∑

i

Vn(ri) +
1
2

∑
i ̸=j

1
|ri − rj|

]Ψ = EΨ (3.1)

where Vn is the attraction Coulomb potential between one electron and all the nuclei (considered
clamped), and where the notations were simplified by measuring energies in units of Hartrees EHa,
distances in units of the Bohr radius a0 and masses in units of the electron mass me defined as:

1Ha = 27.2114 eV

1 bohr = 0.529177 Å

1 a.u. of mass = 9.10938291× 10−31 kg

Note that in this manuscript we will sometimes use Rydberg units for energies, defined as follows:

1Ry = 0.5Ha

As the complexity and thus the computational time required to solve these N coupled equations grows
exponentially with the size of the system, several approximations have been implemented to allow the
study of solids on the atomic level.

3.1.1 Hartree potential: classical electronics

While purely neglecting the third energy term in 3.1 corresponding to the electron-electron interaction is
not reasonable, the mean-field approximation, developed by Hartree in 1928 [1], manages to both
transform the 3N-dimensional many-body Schrödinger equation into N three-dimensional equations and
take into account the electron-electron repulsion using the classical electrostatic potential:

[−∇2

2
+ Vn(r) + VH(r)]φi = εiφi (3.2)

where VH is the so-called Hartree potential which corresponds to the energy of the electrons immersed
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in the electrostatic potential created by the distribution of electronic charge n(r) itself:

∇2VH(r) = −4πn(r) (3.3)

n(r) =
∑

i

|φi(r)|
2 (3.4)

3.1.2 Hartree-Fock equations: exclusion principle

This simplified picture given by Hartree, using classical electrostatics and considering the electrons as
totally independent, neglects two main phenomena: the quantum nature of electrons and the fact that
they are fermions. In order to take into account the latter, Fock applied the Pauli exclusion principle and
used a variational approach, giving rise to a the so called Hartree-Fock equations (Eqs. 3.3, 3.4 and 3.5)
[2]:

[−∇2

2
+ Vn(r) + VH(r)]φi +

∫
dr′VX(r, r′)φi(r

′) = εiφi (3.5)

where the non-local potential VX, called the Fock-exchange potential, prevents two electrons from
occupying the same quantum state:

VX(r, r′) = −
∑

j

φ∗
j (r

′)φj(r)
|r − r′|

3.1.3 Kohn-Sham equations: including correlation

The only missing part of the picture is now the quantum correlations between electrons, and can be
included in a correlation potential term Vc to obtain the general Kohn-Sham equations:

[−∇2

2
+ Vn(r) + VH(r) + Vx(r) + Vc(r)]φi = εiφi (3.6)

where Vx is a simplified local version of the exchange potential VX. We do not give further details in this
manuscript about these equations, the curious reader can find more details in Ref. [3, 4]. In the following
sections, we will use the condensed notation Vxc for the term Vx + Vc.
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3.2 Density Functional Theory (DFT)

So far, we have seen that it is possible to simplify the 3N-dimensional many-body Schrödinger equation to
N three-dimensional equations with the electron-electron Coulomb repulsion being replaced by a
mean-field term (Hartree) plus exchange-correlation potentials. Although this substantially simplifies the
calculation of the energy eigenvalues of the system, the major breakthrough which lead to the formulation
of Density Functional Theory and made it possible to effectively and efficiently compute many
fundamental properties of materials starting from the first principles of quantum mechanics was the
Hohenberg-Kohn theorem.

3.2.1 Hohenberg-Kohn theorem

In 1964, Hohenberg and Kohn [5] observed and proved that for a given density of particles in the ground
state n0(r) there exists only one corresponding wave function of the ground state Ψ0(r1, ..., rN). This
means that the ground state energy E0 is a functional of the electron density only:

E0 = F[n0]

Thus, all the terms in the Kohn-Sham equations 3.6 can be rewritten in terms of functionals of the
electron density n. The variational problem of minimizing the total energy functional E[n] was then
solved by Kohn and Sham in 1965 [3], who showed that theremust be a functional Exc[n] which gives the
exact ground-state energy and density using equations 3.6, and which is associated to a potential:

Vxc(r) =
δExc[n]

δn

∣∣∣∣
n(r)

To summarize, the density functional theory, developed starting from 1964, together with Hartree and
Fock’s previous work from the late 1920’s on the simplification of the electron-electron interaction,
constitutes a very powerful, practical, and time-efficient tool in order to calculate the properties of the
ground state of any material, using only first-principles physics and taking as the only input the atomic
number of the constituents of the material to be studied. Its back stone equations are:

[−∇2

2
+ Vn(r) + VH(r) + Vxc(r)]φi = εiφi (3.7)
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∇2VH(r) = −4πn(r) (3.8)

n(r) =
∑

i

|φi(r)|
2 (3.9)

Vxc(r) =
δExc[n]

δn

∣∣∣∣
n(r)

(3.10)

There are two main types of DFT calculations one can run from this model: calculating the total energy
of a system, or trying to minimize this energy by changing the nuclei’s position (structure optimization).

3.2.2 Self-consistent total energy calculations

In order to calculate the total energy of the system, one should notice that the equation sets 3.7 to 3.10 are
self-consistent in the sense that the potential energy V depends itself on the unknown functions φi. This
means that an initial guess for the potential, or similarly for the density, is necessary in order to start the
convergence algorithm which will stop when self-consistency is obtained (up to a chosen convergence
threshold). This algorithm is summarized on figure 3.2.1.

3.2.3 Relaxation and structure optimization

The second type of DFT calculations consists of structure optimizations, also called relaxation
calculations. Here, the goal is to minimize the total energy of the system with respect to the positions of
the nuclei which had been assumed clamped so far. The equilibrium structure corresponds to the one
where the total forces acting on the nuclei go to zero.

Without going into too much detail, all DFT codes use the following three properties or
approximations in order to efficiently optimize the structure of a given system:

• The Born-Oppenheimer approximation [6], also called adiabatic approximation, which
decouples the dynamics of the electrons from that of the nuclei, thus assuming that the nuclei move
so slowly that electrons always have enough time to reach a new equilibrium state. Practically, this
means that for each new nuclei positions the code will use the self-consistency algorithm
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Figure 3.2.1: DFT self-consistency algorithm [4].
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schematized in figure 3.2.1 before changing the positions again (except for Car-Parinello molecular
dynamics, see section 3.5).

• Quantum mechanics is not necessary to describe the dynamics of the nuclei.

• The calculation of the forces for all the M atoms requires the knowledge of the electron density
only, instead of requiring 3M+1 total energy calculations corresponding to each degree of freedom
of the all the nuclei. This result, called the Hellmann-Feynman theorem [7, 8], is part of the more
general ”2n+1 theorem” [9] which states that calculating the derivative of order 2n+1 of the eigen
energy E (here the first order derivative, the force) only requires the knowledge of the derivative of
order n of the eigenfunction Ψ (here the eigenfunction itself).

To summarize, the relaxation algorithm proceeds as schematized in figure 3.2.2.
Even though DFT only gives access to the physical properties of the ground state of the system, several

approximations and methods have been developed since [10] in order to explore the physics of the
excited states. As for the other properties we studied for our perovskite materials (vibrations, Rashba
splitting in the electronic band structure, dielectric function), we will briefly come back to the methods
we used in sections 3.3 and 3.4.

Before doing so, we discuss in the next two subsections the practical methods that can be used to
describe the exchange-correlation functional.

3.2.4 The Local Density Approximation (LDA)

In this thesis work, we used two of the most common approximations for the exchange-correlation
functional : the Local Density Approximation (LDA) on one hand, and the PBE [11] (for Perdew, Burke,
Ernzerhof) xc-functional, which belongs to the class of Generalized Gradient Approximations (GGA), on
the other hand.

We explain only the LDA approximation, for which our physical intuition and some quantum theory
textbook notions will be enough to understand the method.

The LDA was developed in the 1980s [12, 13] using the homogeneous electron gas model as a local
approximation to evaluate the exchange-correlation of a real material. Indeed, the calculation of the
exchange energy of a homogeneous free electron gas contained in a volume V with a density n is a classic
textbook exercise (using stationary waves [14]):
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Figure 3.2.2: DFT geometry optimization algorithm [4]. A damping term is introduced to update
the nuclear position and navigate in the potential-energy surface towards the global energy minimum.
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EX = − 3
4
(
3
π
)

1
3 n

1
3V

However, deriving the correlation energy of such a system is not possible analytically. Ceperley and
Alder [12] used stochastic numerical methods to directly solve the many-body Schrödinger equation and
produced reference data which were later parametrized by Perdew and Zunger [13].

Now that we have both the exchange and the correlation energy for this toy model, the idea of the LDA
is to approximate the non local exchange-correlation energy density of a real material by the one
corresponding to an homogeneous electron gas (HEG) of density given by the local density n at the point
of interest:

ELDA
xc [n] =

∫
EHEG

xc [n(r)]n(r)dr

where EHEG
xc [n] is the exchange-correlation energy density of a homogeneous electron gas of density n.

The LDA, in spite of its simplicity, is a rather accurate and fast method to obtain the ground state
energy and structure of a solid. LDA usually underestimates the optimized lattice constants. [4].

Even more used nowadays than the LDA is the GeneralizedGradient Approximations (GGA), for
which the exchange-correlation energy density is a function not only of the local density n(r) but also of
its gradient ∇n(r). Contrary to LDA, GGA usually overestimates the optimized lattice constants [4].

In general, both LDA and GGA are not able to reproduce well the electronic properties of
semiconductors, in particular the band gap value which they both underestimate.

Last, we also used in this work hybrid functionals, but only at some very specific steps, in order to
check that our results were not affected by the choice of the exchange-correlation functional. Hybrid
functionals mix in general a portion of exact exchange from Hartree–Fock theory with local or semi-local
exchange-correlation terms, and give more accurate values for the band gap [15]. For our additional
calculations we used the so-called HSE (Heyd-Scuseria-Ernzerhof [16]) functional, which is a hybrid
functional based on PBE. A comprehensive review can be found in Ref. [10].

3.2.5 DFT for solids: plane waves, pseudopotentials and k-points

From now on, we restrict the scope of our discussion to solids. The periodic nature of atom arrangements
in solids makes it much more convenient (Bloch’s theorem) to:
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• define plane waves as basis functions for the Kohn-Sham wavefunctions (operators become
matrices, wavefunctions become vectors),

• define a primitive cell for the crystal lattice,

• use Fourier transforms in order to simplify calculations,

• define a reciprocal lattice and a Brillouin zone sampling in the reciprocal space in order to replace
integrals by discrete sums. The definition of Brillouin zones and the high-symmetry points for
different crystal structures (cubic, tetragonal, orthorhombic) is given in Appendix A.1.

While in theory the basis of plane waves should be of infinite size, in practice one sets a maximum value
for the basis’ wave vectors Kmax, or similarly for their energy :

Ecutoff =
K2

max

2
Given the variational principle, increasing the cutoff energy always decreases the converged ground

state energy.
One additional step to reduce the computing time of DFT is to divide electrons in two groups: valence

electrons and inner core electrons. Given that the core electrons do not participate in chemical bonds, are
strongly bound to the nucleus (inducing a screening effect), and converge very slowly with respect to the
plane wave basis, we can exclude the core electrons from the potential (”frozen-core approximation”) and
correct the resulting potential applied to the valence electrons. This corrected potential is called a
pseudopotential.

This is all the more judicious in our case where we study metals and semiconductors, since for this class
of materials the binding and electronic properties mainly come from the interaction of the valence
electrons. In some cases treating explicitly only the last shell of electrons (valence) is not sufficiently
accurate. In this case one or two further shells are included, labeled as semicore electrons.

A detailed review of the different kinds of pseudopotentials used in DFT calculations can be found in
Ref. [10, 17]. In this work we mostly used norm-conserving or ultrasoft pseudopotentials, and found the
use of scalar relativistic potentials necessary for lead. We took into account full relativistic effects only to
check that our conclusions were not affected by spin-orbit coupling or when required by the calculation
(for electronic band structures and the Rashba effect e.g.).
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Last, among the various DFT codes available, I chose to use Quantum-Espresso (PWSCF [18]) for all
the calculations on defect-less crystals - which constitutes the vast majority of my work - and the VASP
code (Vienna Abinitio Simulation Package [19]) for the defects calculations in supercells (section 5.5).

In general, we provide all the technical details for eachDFT calculation (number of valence
electrons and pseudopotentials, exchange-correlation functional, k-point grid, energy cutoffs,
convergence thresholds and relativistic effects) in the corresponding sections of themanuscript.

In the remaining sections of this chapter, we briefly describe the numerical methods we used in
conjunction with DFT in order to go further than the basic properties of the ground state (energy and
equilibrium structure) and get a physical understanding of the vibrational, electronic and dielectric
properties of our perovskite materials.
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3.3 Band structure: Rashba effect

Before doing so, we introduce and describe here the Rashba/Dresselhaus effect that affects the electronic
band structures of materials under specific conditions.

The Rashba effect is a spin degeneracy lift originating from spin–orbit coupling (SOC) under inversion
symmetry breaking. Dresselhaus and Rashba were the first to explain how SOC affects
non-centrosymmetric zincblende [20] and wurtzite [21] structures using group theory. It was shown a
few decades later that this also holds true for 2D systems [22]. A comprehensive and local explanation of
Rashba and Dresselhaus effects was published recently by Zunger et al. [23].

Spin splitting has various potential consequences on the structure of solid-state systems. In particular,
such effects are of high interest for spintronics [24, 25]. As for photovoltaics, spin splitting can have
strong impact on the absorption and transport properties of materials. For instance, the presence of spin
and momentum forbidden transitions can mitigate or even remove electron-hole recombination [26].
Last, for semiconductors such an effect can transform a direct band gap semiconductor into an indirect
band one.

We will come back to these effects in chapter 4.
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3.4 Vibrational and dielectric properties: linear-response approach (DFPT)

The vibrational properties of solids can be obtained using the linear response approach of DFT, also
known as DFPT (Density-Functional PerturbationTheory) [27]. This approach, based on DFT, gives
access in general to the second-order derivatives of the energy. In particular, the phonon dispersion
spectrum of a material along high-symmetry lines of the Brillouin zone and the corresponding phonon
density of states can be computed using DFPT.

As for the dielectric function, its ab initio calculation depends on the frequency range of study. As
schematized in figure 3.4.1, whereas the high-frequency regime is mostly dominated by the electronic
contributions, the dipolar contributions need to be taken into account in the static regime (low
frequency).

Figure 3.4.1: Schematic view of the dielectric function in its different frequency regimes. Source:
wikipedia.

When taking into account the coupling of phonons with a macroscopic electric field E , the potential
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energy surface is described as [28]:

E(u, E) = 1
2
Mω2

0u
2 − Ω

8π
ε∞E 2 − eZ∗u · E (3.11)

where u is the displacement along the potential energy surface, M the mass, ω0 the eigen frequency, Ω
the volume, Z∗ the Born effective charge.

The polarization P (contributing to the induction D = E + 4πP) is then composed of two terms: the
electronic polarization

Pel = χ∞E

where ε∞ = 4πχ∞ + 1; and the ionic polarization

Pion = eZ∗u

In the high frequency regime (visible range, electronic contributions only), the dielectric function can
be obtained within the Random Phase Approximation (RPA) from Kohn-Sham eigenvalues and
eigenvectors by calculating the proper coefficients of each allowed transition between states v in the
valence band and states c in the conduction band [4]:

ε′(ω) = 1+
∑
c,v

fc,v
ω2

p

ω2
c,v − ω2 (3.12a)

ε′′(ω) =
π
2

∑
c,v

fc,v
ω2

p

ω
δ(ω − ωc,v) (3.12b)

ωc,v being the transition’s oscillator frequency, and ωp the plasma frequency of the solid.
In particular, the high-frequency limit ε∞ can be directly obtained using the second derivative of the

total energy with respect to the electric field, thus using the DFPT method.
In order to obtain the dielectric constant in the static regime, ε0, one needs to take into account the

relaxation with dipolar contributions, as the term arising from the Born effective charges in the
susceptibility must be included [29]:

ε0αβ = ε∞αβ +
∑

m

Δεm,αβ
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with [30]:

Δεm,αβ =
4πe2

M0V
Z̃∗

mαZ̃∗
mβ

ω2
m

where ωm is the frequency of mode m.
The mode effective charges Z̃∗

mα are defined as the following sum over atoms i and directions γ [31]:

Z̃∗
mα =

∑
i,γ

Z∗
αγ(i)(

M0

Mi
)

1
2 ξm(iγ)

where ξm is the dynamical matrix eigenvector and Z∗ the Born effective charge tensor :

Z∗
iαβ = − ∂2E

∂diα∂Eβ

and diα is the uniform displacement of the atomic sublattice i in Cartesian direction α from its position
in the equilibrium unit cell, with derivatives taken in zero macroscopic field. This relationship means that
low values of mode frequencies imply large lattice contributions to the static dielectric permittivity tensor.

As a conclusion, one can use the linear response approach of DFT to calculate the dielectric constant in
the static regime from the Born effective charges and the high-frequency dielectric tensor.
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3.5 Molecular dynamics methods

The last calculation type we want to explain here is ab initio molecular dynamics. Indeed, in all DFT
calculations, and in particular when optimizing the geometry, the temperature effects are always
neglected: DFT is said to be a zero Kelvin method.

In molecular dynamics, temperature effects are taken into account via a random distribution of
velocities (such as a Maxwell–Boltzmann distribution) whose scale parameter is a function of
temperature. The forces are then computed (by using an empirical potential, or as it is the case with MD
based on DFT, using the DFT wave function) in order to calculate the new positions induced by thermal
agitation. The temperature is recalculated at each step and reset (for example to its initial value) after a
certain number x of steps. This general method is summarized in figure 3.5.1.

Figure 3.5.1: Schematic view of a molecular dynamics algorithm. The initial temperature and the
number x are inputs to the code.

There are two main methods of ab initio molecular dynamics :

• In the Born-Oppenheimer method [6], the electronic structure is solved directly within the
time-independent Schrödinger equation at each step,

• In the Car-Parinello method [32], the wave function parameters are propagated as classical degrees
of freedom.

In this thesis work we use exclusively Car-Parinello molecular dynamics (CPMD).
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Everything in life is vibration.

Albert Einstein

4
CesiumPerovskites: Anharmonicity and Instabilities

In this chapter, we use various ab-initio techniques, the majority of which are based on DFT, to
investigate the vibrational properties of halide perovskites. Here, even though we sometimes compare the
results to the case of the hybrid MAPbI3 perovskite material, we focus our study mainly on the case of
CsPbI3. This study is of crucial importance as we have seen in the previous chapter that according to
recent findings, the purely inorganic CsPbI3 perovskite could compete with its hybrid cousins to be the
absorber material for stable and highly efficient perovskite solar cells.
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4.1 Vibrational properties of halide perovskites

Before getting to the heart of the matter, I intend to give the reader a general idea of the phase landscape of
CsPbI3. More details and bibliography can be found in the body of publications 1 and 2 in sections 4.2 and
4.3.

Since it has not been fully elucidated yet, the best way to approach the phase landscape in this material
is to look at it through the study of its tin cousin, CsSnI3.

In general, for CsMI3 (M=Pb, Sn), four phases are expected [1, 2]: cubic (α), tetragonal (β), and two
orthorhombic phases (a black γ- and a non-perovskite yellow δ-phase), thus including transitions
between perovskite phases and non-perovskite polytypes (perovskitoids) [3] at low-temperature (see
figure 4.1.1). All the phases of CsSnI3 have been thoroughly characterized [2, 4] as well as the room
temperature δ-phase of CsPbI3 [1, 4, 5].

This means that the stable phase of CsPbI3 at room temperature is a non-perovskite yellow phase (the
δ-phase) which should be avoided for photovoltaics applications. The closest (in temperature) black
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phase that should be aimed at for PV is thus the orthorhombic γ-phase. At this point, it is also worth
noting that before our recent article published in ACS Nano [6], the existence of a tetragonal phase for
CsPbI3 had only been suggested but never experimentally evidenced.

Figure 4.1.1: Given the similarities with its tin cousin CsSnI3, four phases are expected for CsPbI3.
The red arrow represent the phase transformation upon heating from the room temperature δ-phase
while the blue ones represent the phases encountered while cooling. Figure taken from Ref [7]

.

This chapter will be structured as follows.
In section 4.2, which corresponds to the first publication during my PhD [8], we use the linear

response approach of DFT, density functional perturbation theory (DFPT) to investigate the energy
landscape of both the cubic α-phase and the orthorhombic δ-phase of CsPbI3. We use the frozen phonon
methods to further study the structural instabilities found in the phonon spectrum. In this section I also
include additional more recent calculations hypothesizing the possible ferroelastic behaviour of some of
the phases of CsPbI3.
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In section 4.3, corresponding to the second publication of my PhD [6], we use high resolution in-situ
synchrotron X-ray diffraction (XRD) measurements to reveal for the first time the existence of a
tetragonal phase for CsPbI3 and study in detail the structural phase transitions between its 4 phases. In
this article, we then apply similar ab-initio methods to the ones used in section 4.2 to the tetragonal
β-phase and the black orthorhombic γ-phase which is crucial for photovoltaics applications. Using total
energy and vibrational entropy calculations, we highlight the strong competition between all the
low-temperature phases of CsPbI3 (γ, δ, β). We also study in detail the electronic properties of the 4
phases using a symmetry-based tight-binding model, further validated by self-consistent GW calculations
including spin-orbit coupling.

In section 4.4, we post-process and analyze in detail Car-Parinello molecular dynamics (CPMD) data
in the light of our finding on the anharmonic potential energy surface of the cubic phase of CsPbI3. We
also perform electronic band calculations, including spin-orbit coupling, in order to investigate the space
and time dynamics of the Rashba effect found in these materials. Here, we show only preliminary results
of this ongoing study.
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4.2 [Publication 1] Structural instabilities related to highly anharmonic

phonons

4.2.1 Article and supplemental information

This paper, based on ab-initio calculations only, focuses primarily on the two phases of CsPbI3 that were
first historically evidenced and characterized: the α-cubic phase and the non-perovskite yellow δ-phase. I
performed myself all the calculations present in this work and wrote the entire article. Some supplemental
calculations (see Supporting Information) were computed by G. Roma.

It is worth noting that we were originally interested in the vibrational properties of MAPbI3 and CsPbI3
in order to derive, from ab-initio calculations, the static and high dielectric constants in these materials.
As a matter of fact, as of 2015 the PSC community had for some time had trouble agreeing on hybrid
MAPbI3’s exciton binding energy, and on whether it behaves more like organic compounds (high exciton
binding energy, low dielectric constant) or vice-versa like inorganic compounds. Looking in detail at the
dielectric constant ε is thus one way to answer this question. As explained in the DFT methods chapter
(section 3.4), while the high-frequency value of ε can be calculated using the second derivative of the
energy provided by DFPT, the calculation of the low-frequency (static) limit of ε requires to take into
account the dipolar contributions which can be computed by phonon calculations.

The phonon calculations presented in this chapter will be used and compared to ellipsometry
measurements in section 5.3 in order to answer this controversy.
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ABSTRACT: Hybrid perovskites have emerged over the past five years
as absorber layers for novel high-efficiency low-cost solar cells
combining the advantages of organic and inorganic semiconductors.
Unfortunately, electrical transport in these materials is still poorly
understood. Employing the linear response approach of density
functional theory, we reveal strong anharmonic effects and a double-
well phonon instability at the center of the Brillouin zone for both cubic
and orthorhombic phases of inorganic CsPbI3. Previously reported soft
phonon modes are stabilized at the actual lower-symmetry equilibrium
structure, which occurs in a very flat energy landscape, highlighting the
strong competition between the different phases of CsPbI3. Factoring
these low-energy phonons into electron−phonon interactions and band
gap calculations could help better understand the electrical transport
properties in these materials. Furthermore, the perovskite oscillations
through the corresponding energy barrier could explain the underlying ferroelectricity and the dynamical Rashba effect predicted
in halide perovskites for photovoltaics.

Hybrid perovskite solar cells (PSCs), a new generation of
solar cells that combine the advantages of organic and

inorganic semiconductors, were born only a few years ago after
perovskites were used as absorbing materials in dye-sensitized
solar cells (DSCs).1 After a mere 6 years of research, the
efficiency of PSCs has jumped from 4% in 2009 to certified
efficiencies over 20%2 in 2015 and a record efficiency of 22.1%3

in 2016, becoming the first truly low-cost and highly efficient
generation of solar cells.
Researchers started phonon calculations of hybrid MAPbI3

perovskites as early as 2013, when Quarti et al.4 measured its
Raman spectrum, assisted by density functional theory (DFT)
calculations, which showed the importance of the torsional
mode of the methylammonium cations as a marker of the
orientational disorder of the material. As shown by various
groups since then,5−7 this picture is further complicated by the
reorientational dynamics of the organic component similar to
what is usually observed in plastic crystals, since quasielastic
neutron scattering measurements showed that dipolar CH3NH3

+

ions reorientate between the faces quite rapidly. Very recently,
Whalley et al.8 and Beecher et al.9 found double-well
instabilities present at the Brillouin Zone (BZ) boundary of
MAPbI3, much like what we report here in the CsPbI3 case, as
well as short phonon quasiparticle lifetimes and mean free

paths. However, contrary to our findings for CsPbI3, they did
not find any instabilities at the center of the BZ for MAPbI3.
These structural effects in organohalide perovskites were
studied in detail by Amat et al.10 who showed that the
interplay of spin−orbit coupling (SOC) and octahedra tilting
can have a strong impact on their electronic and optical
properties, including the band gap.
It is only in the past two years that inorganic (mostly

cesium-based) perovskites for photovoltaics have attracted
more and more attention from the PSC community
after being incorporated into complex but more stable
mixed-halide mixed-cation perovskite structures (such as
[HC(NH2)2]0.83Cs0.17Pb(I0.6Br0.4)3) demonstrating the feasibil-
ity of achieving above 25% efficiency four-terminal tandem
cells11 at the beginning of 2016.
In particular, the vibrational properties of inorganic and lead-

free perovskite CsSnI3 have been studied in detail using ab
initio calculations. Lora da Silva et al. employed12 the
quasiharmonic approximation to study the temperature-
dependent lattice dynamics of the four different phases of
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cesium tin iodide. Patrick et al. reported13 strong anharmonic
effects in CsSnI3 (including soft phonon modes) using self-
consistent phonon theory and frozen phonons, and showed
that these soft modes were stabilized at experimental conditions
through anharmonic phonon−phonon interactions between the
Cs ions and their iodine cages. They further calculated the
renormalization of the band gap due to vibrations. These two
works demonstrate the important role of temperature in
accurately analyzing anharmonic perovskite materials like
CsSnI3.
The role of phonons in the phase transitions of perovskites

containing lead and cesium was recognized long ago (e.g.,
CsPbCl3

14). This suggests that vibrational properties could
control the structural transitions also for CsPbI3, which is
crucially important for most recent PSCs.
The vibrational properties of inorganic CsPbI3 perovskites

have not been extensively studied so far. Stoumpos et al.
studied the dependence of CsPbI3’s band gap on temperature
and the reversibility of its phase changes from nonperovskite
structures to perovskite structures at high temperature. They
showed15 that the room temperature stable δ-phase (yellow)
converts to the black perovskite α-phase upon heating above
360 °C. On cooling, the perovskite structure converts to the
black perovskite β- and γ-phases at 260 and 175 °C,
respectively. After a few days, a full recovery of the initial δ-
phase is observed. A prediction of possible structural
instabilities in CsPbI3 and RbPbI3 perovskite was made, on
the basis of relatively high values of the Born effective charges,
by Brgoch and co-workers;16 but to the best of our knowledge
it has remained a speculation until we present our results here.
In this paper, we study the vibrational properties of both the

high-temperature cubic α-phase and the orthorhombic δ-phase
of CsPbI3, and compare them to the phonons of MAPbI3’s
cubic phase. For both phases, phonon spectra, derived using the
linear response approach of density functional theory (density
functional perturbation theory or DFPT), showed the existence
of instabilities which we investigated in detail using total energy
calculations along the corresponding phonon eigenvectors
(frozen phonons framework). More information about the
DFT and DFPT calculations can be found in the Computa-
tional Methods section at the end of the paper. Additional
calculations on the influence of spin−orbit coupling on these
results are also detailed in the Supporting Information file.
The phonon dispersion relations of inorganic perovskite

CsPbI3 in the cubic high temperature α-phase, with commonly
accepted space group Pm3m,17 are reported in Figure 1a. The
presence of soft modes at different high-symmetry points in the
Brillouin zone can be explained by the fact that the α-phase is
stable only at high temperature, where both energetic and
entropic contributions determine the free energy F, and not at
the (zero) temperature of DFT calculations. In principle, these
modes are stabilized by taking into account temperature, i.e.,
the vibrational entropy and its contribution to the free energy.
What is more surprising is the presence of imaginary modes

at the Γ-point (one triply degenerated mode at −15 cm−1),
where one expects to find acoustic modes, linearly going to zero
at Γ, as the lowest frequency modes. These instabilities and in
particular this anomaly at Γ for the cubic phase of CsPbI3 have
already been reported by Kawai et al.18 (see Figure 1b), but
they were offered no explanation or further analysis.
As circled in red on Figure 1a, the acoustic sum rule (ASR)

was imposed in our calculations through postprocessing of the
dynamical matrix to ensure translational invariance. The ASR

did bring back to zero the 3-fold degenerated acoustic branches
at the Γ-point but did not affect the soft mode, confirming its
nature as an optical mode. We analyzed the dynamical matrix’s
eigenvector corresponding to this soft mode, and its antisym-
metrical characteristics (see Figure 2) are consistent with the
irreducible representations of the Pm3m symmetry group as
reported by Even et al.7

The soft modes obtained here are coherent with previous
neutron scattering measurements, clearly indicating that the
energy of the whole acoustic phonon density of states is
remarkably low at 80 °C.7 In particular, it was shown for
CsPbCl3 that the transverse acoustic (TA) branches always stay

Figure 1. Phonon modes of cubic CsPbI3.

Figure 2. Displacement eigenvector corresponding to the soft phonon
mode found at Γ for cubic CsPbI3. Its irreducible representation is the
infrared-active Γ4

− representation. The blue, purple, and green atoms
respectively denote Cs, Pb, and I.
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under 2 meV (16 cm−1)14 and that the optical phonons close to
the R and M points also lie in the same energy range (<2 meV).
Here, our calculations show instabilities of the same order of
magnitude (around 20 cm−1) coming from optical modes close
to the M point (see Figure 1a). Similar conclusions were drawn
more recently for CH3NH3PbI3

9 and CH3NH3PbBr3.
19

We think that these instabilities indicate strong anharmonic
effects (also confirmed by the unusually large Debye−Waller
factors measured previously for MAPbX3 compounds7,20) and a
very flat energy profile around equilibrium in CsPbI3. This very
flat profile could affect the reported low-to-negative frequency
values in two ways: (i) by affecting the evaluation of the
frequency values itself (due to numerical noise), and (ii) by
preventing the structural relaxation algorithm to find the
ground state structure. In order to assess these two hypotheses,
we first (i) used smaller and smaller convergence thresholds
and second (ii) performed frozen phonon calculations to
investigate anharmonicity up to the fourth order.
The use of very tight thresholds for total energy convergence,

forces during relaxations, and self-consistency of the linear
response calculations (see Computational Methods section)
reduced the number of imaginary phonons at Γ, but one triply
degenerated soft mode remained (see Figure 1a), compared to
five as published by Kawai et al.18 (Figure 1b).
Unfortunately the most widely used approach to go further

than the harmonic approximation and to calculate the free
energy F by adding a volume (thus temperature) dependent
vibrational free energy, the quasi-harmonic approximation,21

cannot be straightforwardly applied12 due to the presence of
these unstable phonon modes. Another technique is to guess
the unstable directions using phonon eigenvectors obtained
with the linear response approach of DFT. Here, we computed
frozen phonon-perturbed total energies for the soft optical
mode at Γ. A displacement of the form

η η= ·κ κν ΓΓ
u x q( ) ( ) (1)

was imposed on each ion κ, starting from the relaxed positions,
and for various values of the unitless displacement parameter η,
where x is the chosen soft mode eigenvector obtained from
harmonic DFPT phonon calculations.
Using Laudau theory22 and the adiabatic approximation,

which assumes the electronic system instantaneously changes
after new ionic positions are reached, the anharmonic
energy14,23 as a function of displacement is given by

η η ω η η= + ℏ + Φ +ν νΓΓ Γ
U U Oq( )

4
( )

24
( )0

2 4

4,
6

(2)

The results, shown in Figure 3, fit well with this fourth-order
model, confirming anharmonic effects in cubic CsPbI3 and the
hypothesis (ii) that we were not at the equilibrium structure.
Given the very small height of the barrier (7.3 meV), we can
assume that the perovskite structure actually oscillates between
both equilibrium positions. To get an idea of the order of
magnitude of these oscillations, one can write

τ τ= eE k T
0

/ B (3)

where kB is the Boltzmann constant and E the energy barrier.
Even if we consider, for τ0, the period of the lowest frequency
optical phonon (ω ≈ 17 cm−1), this gives an oscillation time
scale at room temperature of around 0.7 × 10−12 s. These
frozen phonon calculations are performed following the soft
phonon mode and thus the new minimum here is not relaxed in

volume. After volume relaxation, the energy barrier reads 8.4
meV.
The soft mode (infrared-active Γ4

− representation, Figure 2)
that corresponds to the high-symmetry high-energy structure is
a polar soft mode induced by the displacement of positively
charged cesium ions in one direction, and the displacement of
negatively charged iodine ions in the opposite direction. The
oscillations of the perovskite along this polar soft mode and
between the two low-symmetry equilibrium structures could
explain why ferroelectricity has not been observed at a
macroscopic scale in these perovskites, considering that a
ferroelectric behavior is more likely induced at the scale of these
fast fluctuations. Similarly, it was shown recently that for hybrid
methylamonium-based perovskites, the coupled inorganic−
organic degrees of freedom give rise to a spatially local and
dynamical Rashba effect which fluctuates on the subpicosecond
time scale typical of the methylammonium cation dynamics.24

We think that the oscillations predicted here in the cubic and
orthorhombic phases of CsPbI3 could also be at the origin of a
similar dynamical Rashba effect. Additional calculations on the
dynamical Rashba effect induced by this symmetry breaking can
be found in the Supporting Information file.
Performing new phonon calculations at the new (volume

relaxed) equilibrium positions definitively removed the
remaining soft mode (see Figure 4). In conclusion, both (i)
using smaller convergence thresholds and (ii) finding the actual
minimum using frozen phonon calculations allowed us to
investigate and abolish the soft modes at Γ for the cubic phase
of CsPbI3. Similar phonon dispersions are obtained when
taking into account SOC, as shown in the Supporting
Information file, although caution must be observed due to
the reduced band gap.
This means that this strongly anharmonic mode at Γ will not

condensate at lower temperatures; it does not correspond to
the transition to the yellow phase. On the contrary, the
remaining phonon instabilities at the M and R points at the
edge of the Brillouin zone are related to soft modes which
condensate at lower temperatures to yield the β tetragonal and
γ orthorhombic black phases of CsPbI3.

7,15

Figure 3. Potential energy surface from frozen phonon calculations of
cubic CsPbI3 along the eigenvector of the unstable optical phonon at Γ
as a function of displacement parameter η. The 3N-dimensional
displacement needed to reach the new minimum corresponds to
around 0.43 Å. ωfrozen phonons and Φ4 are obtained by fitting eq 2. As
expected, the results show good agreement between frozen phonon
and DFPT estimations of the second order coefficient (ω).
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The orthorhombic, yellow, low-temperature, δ-phase of
CsPbI3 was studied experimentally quite a long time ago by
Moeller25 in 1959, who proposed a structure with the Pnma
space group. A similar Pnma orthorhombic structure was
obtained recently by Trots et al.17 in 2008 by powder
diffraction studies. This structure is referred to as the yellow
δ-phase and does not correspond to a simple distortion of the
reference cubic perovskite lattice.26 We relaxed the two
structures and found a slightly lower energy for the second
structure. As the difference in energy was very small, we
interpolated a few configurations between them to check for a
barrier, and, to our surprise, we found an even lower minimum
(see Figure 5), with a relatively flat energy landscape. The
conclusions are the same when taking into account spin−orbit
coupling and lead semicore electrons.

This is another signature of a possible anharmonic behavior
in CsPbI3. A further confirmation of this fact is that, even for
the lowest energy structure of Figure 5, we again found a few
soft modes at the Γ-point, as shown in Figure 6.
This phase being the stable phase at low temperature, we did

not find any soft modes at other high symmetry points. Similar
to our work with the cubic phase, we followed the eigenvectors
of the soft modes in order to explore the energy landscape. As
with the cubic phase, frozen phonon calculations around the
lowest energy structure of Figure 5 were fitted up to the fourth
order and showed (see Figure 7) a similar double-well

instability with a higher potential barrier (124 meV, meaning
an oscillation time of around 0.6 × 10−10 s at room
temperature), and once more a good agreement between
frozen calculations and DFPT on the second order coefficient.
We recall that these frozen phonon calculations are performed
following a soft phonon mode and thus that the new minimum
here is not relaxed in volume. After volume relaxation, the
energy barrier reads the much higher value of 2.39 eV. We
think that this very significant difference could be the sign of a
strong ferroelasticity in the δ-phase of CsPbI3.
As in the cubic case, phonons were recalculated at the

(volume-relaxed) new equilibrium positions, and all the soft
modes at Γ were eliminated (see Figure 8). This stable
structure has a lower symmetry than the Pnma space group and,
as such, does not match with the black γ-phase described by
Stoumpos,15 nor with the structure of the γ-phase of CsSnI3.

27

We then compared the vibrational properties of the inorganic
CsPbI3 to those of MAPbI3. The phonon spectrum of the
pseudocubic phase of the hybrid perovskite MAPbI3, obtained

Figure 4. Phonon modes of cubic CsPbI3 at the new equilibrium
position determined in Figure 3 after volume relaxation. Using both
tight convergence thresholds and the results of our frozen phonon
calculations allowed us to remove the soft modes at Γ.

Figure 5. Equilibrium energy of CsPbI3’s orthorhombic δ-phase
(T < 530 K). The five intermediate position sets are linearly
interpolated between sets 1 (“Moeller”)25 and 7 (“Trots”),17 which are
equilibrium positions relaxed from experimental initial structures. The
distance is given in 3N dimensions.

Figure 6. Phonon modes of orthorhombic δ-CsPbI3 in the lowest
energy structure of Figure 5.

Figure 7. Potential energy surface from frozen phonon energy
calculations of orthorhombic δ-CsPbI3 along the eigenvector of the
lowest soft phonon at Γ as a function of displacement parameter η.
The 3N-dimensional displacement needed to reach the new minimum
corresponds to around 2.2 Å. ωfrozen phonons and Φ4 are obtained by
fitting eq 2. The results show good agreement between frozen
calculations and DFPT on the second order coefficient (ω).
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similarly using DFPT calculations, did not show any soft modes
at Γ (Figure 9). This spectrum also differs significantly as it
contains high-frequency optical modes around 3000 cm−1,
which are the signature of the MA+ organic molecule vibrations.
This could suggest that MAPbI3 behaves noticeably more

harmonically than CsPbI3. However, as shown very recently,8,9

this is due to the fact that symmetry breaking is facilitated by
the presence of the organic molecule, but a similar behavior,
with a double well potential around the most symmetric
structure, is also present in MAPbI3. This double-well instability
was found at the edge of the BZ (M and R points) and not at
the Γ point. The barrier was reported to be somewhat higher,
between 0.02 and 0.04 eV. Furthermore, we think that our
simulation here is not able to capture the dynamical translation-
rotation coupling (recently experimentally observed19), which
may yield further contribution to the anharmonicity of the
phonon modes in MAPbI3.
To summarize, through energy landscape and phonon

calculations for the inorganic perovskite CsPbI3 we reveal
that the assumed equilibrium structure of the high-temperature
α-phase, of space group Pm3m, results from a dynamical
average between lower symmetry configurations in a very flat
energy landscape.
For the orthorhombic low-temperature phase, similarly, we

find a rather flat energy landscape between the two
experimentally proposed variants of the yellow δ-phase, a

lower symmetry equilibrium configuration and double-well
potentials with energy barriers on the order of a tenth of an
electronvolt around it.
As for the hybrid MAPbI3 perovskite, translation−rotation

coupling of the organic molecule needs to be considered in
order to fully investigate its anharmonicity.
These findings highlight the strong competition between the

yellow δ-phase and the black α/β/γ-phases, and suggest that
the cation network suffers from dynamical disorder even at
relatively low temperature. The unrealized ferroelectricity in
these perovskites could be replaced by the polar structural
fluctuations we report here, also leading to a dynamical Rashba
effect as previously proposed for similar perovskite struc-
tures.24,28,29 Since SOC almost closes the electronic band gap
for the α-phase, the calculation of phonon frequencies close to
the metallic transition might well be affected by numerical
instabilities (see Supporting Information). The effect of spin
orbit coupling on the vibrational properties of halide perov-
skites, both organic and inorganic, will certainly be of high
interest in future studies.
Further work is needed to take into account these low-energy

highly occupied phonon states in order to give new theoretical
estimates of electronic and optical properties (e.g., the band gap
or the exciton binding energy30). It could also help improve
electron−phonon coupling calculations, as it was shown that
this coupling can deeply impact the charge-carrier mobi-
lities31,32 in these perovskites. Mixing Cs with other cations, like
the organic ones used in most recent versions of hybrid PSCs,
affects the coupling in the double-well network, which could
help explain the mechanisms through which mixed-cation PSCs
have shown interesting improvements in efficiency and stability
with respect to MAPbI3-based perovskite solar cells.

■ COMPUTATIONAL METHODS

Electronic-structure calculations were performed within the
DFT33,34 framework, as implemented in the Quantum Espresso
code.35

All total energy and force calculations in this work were
performed with the local density approximation (LDA),
expanding the wave functions in a plane-wave basis set. Unless
otherwise specified, nonrelativistic (scalar-relativistic for Pb)
and norm-conserving pseudopotentials were used, with the Cs
[5s25p66s1], I [5s25p5], and Pb [5d106s26p2] electrons treated as
valence states. We also performed additional calculations with

Figure 8. Phonon modes of orthorhombic δ-CsPbI3 at the new
equilibrium position determined in Figure 7 after volume relaxation.
Using both tight convergence thresholds and the results of our frozen
phonon calculations allowed us to remove the soft modes at Γ.

Figure 9. Phonon frequencies of pseudocubic MAPbI3.
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fully relativistic US pseudopotentials (for Pb) and PAW (Cs
and I) data sets (with the same number of valence electrons as
in the scalar or nonrelativistic case) in order to check the
influence of spin−orbit coupling (see results in the Supporting
Information file). These relativistic pseudopotentials were
generated using the PS Library 0.2.2.36

Plane-wave cutoffs of 70 Ry (CsPbI3) and 80 Ry (MAPbI3)
were used. The Brillouin zone (BZ) was sampled with Γ-
centered Monkhorst−Pack meshes37 with subdivisions of α-
CsPbI3: 8 × 8 × 8; δ-CsPbI3: 10 × 5 × 3, and MAPbI3: 8 × 8 ×
8.
Phonon calculations were performed using the linear

response approach of DFT, as known as DFPT ,21 as
implemented in the Quantum Espresso code.35 High-frequency
dielectric tensors and Born effective charges were calculated
with the linear response and used to calculate long-range
contributions to the dynamical matrices at Γ. All phonon
dispersions were performed using at least 5 q-points/Å−1 in
each Cartesian direction.
In order to eliminate some of the soft phonon modes, very

tight convergence thresholds of 10−4 Ry/bohr for the force
calculations and 10−14 for the phonon self-consistent algorithm
were used.
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This supporting information file is devoted to presenting some checks we made in order

to show that the approximations used in this paper do not affect its conclusions. In partic-

ular, most of the results presented in the paper have been obtained by neglecting spin-orbit

coupling.

Spin Orbit Coupling

Energy landscape

Spin-Orbit Coupling (SOC) is known to significantly affect the electronic band structure of

lead halide perovskites. However our calculations suggest that its influence on the complex

energy landscape of CsPbI3, which is the subject of this paper, is not crucial. We have

performed calculations with SOC using the PWSCF code of the QE package, with fully

relativistic pseudopotentials obtained with the earlier 0.2.2 version of the pseudopotential

library.1 The relativistic pseudopotentials used have the same number of valence electrons

as the scalar relativistic ones used for calculations without SOC (i.e., 9 for Cs, 7 for I, and

14 valence electrons for Pb).

First, as we have shown in the main paper, the energy landscape between the two pro-

posed structures of the orthorhombic δ-phase, as shown in figure 5 of the article, is hardly

affected by SOC. Furthermore, we present here below the comparison of the energy profiles

of figures 3 and 7 with and without SOC.

The profiles shown in figures 3 and 7 of the main text, as well as in figure 1 here, are

obtained from the equilibrium lattice parameter of the symmetric structure, for which the

soft phonon eigenmode was calculated. As such, the non-symmetric structures have non-zero

pressure. In order to check the pressure when taking into account SOC, we show in figure 2

the comparison of calculated pressures along the phonon profile for the orthorhombic struc-

ture. We noticed that the pressure is much lower in the cubic phase than in the orthorhombic

one, which could be ferroelastic.
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(a) α-phase (cubic) (b) δ-phase (orthorhombic)

Figure 1: Energy profiles along soft phonon modes described in the main text as obtained
with and without SOC. The abscissa is the distance in 3N dimensions (N=number of atoms).
Lines are splines interpolations.

Rashba splitting

As predicted for MAPbI3, SOC induces Rashba splitting, making the band gap indirect.2–5

This is a consequence of the pseudocubic symmetry, associated to the presence of the organic

molecule, as well as the strong spin-orbit coupling due to the Pb 6p states. The α-phase of

CsPbI3 is supposed to be cubic, with space group Pm3m, and as such no Rashba splitting

is expected. However, as a consequence of the instability that we have unveiled by following

a soft mode eigenvector, the actual minimum indeed breaks the symmetry and allows for a

dynamical Rashba splitting. We show in figure 3 that a significant Rashba splitting occurs at

the true minimum of the now pseudocubic structure (corresponding to the minima of figure

3 from the main article), not only in the conduction band (as predicted for MAPbI3) but

also in the valence band.

Phonon frequencies

In this section we present some results for phonon modes calculated with spin orbit coupling.

In figure 4 the dispersion relations for the cubic α-phase in the fully relaxed structure ob-
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Figure 2: Pressure of calculated structures along the soft phonon eigenmode of the or-
thorhombic δ-phase with and without SOC.

Figure 3: Band structure of distorted α-CsPbI3 (the minimum of the energy profile in figure
3 of the main paper) along the M-R-Γ path in the Brillouin zone with SOC. Rashba splitting
at the R-point occurs both in the valence and conduction bands.
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tained from the minimum of figure 1a are presented. The branches are quite close to those

obtained without SOC, with the exception that we still have a slightly negative eigenvalue

at the Γ-point. We think that this might be an artifact coming from the electronic structure.

Figure 4: Phonon dispersions of the cubic α-phase of CsPbI3 obtained with calculations
including SOC.

The reader might have remarked, in the previous section, that taking into account SOC al-

most closes the electronic band gap for the α-phase. This known fact2,6 is probably affecting

the phonons at Γ, where the enforcement of the acoustic sum rule is crucially dependent

on the dielectric tensor and the Born effective charges. Close to the metallic transition, the

calculation of these second derivatives of the energy might well be affected by numerical

instabilities.

The effect of spin orbit coupling on the vibrational properties of halide perovskites, both

organic and inorganic, will certainly be of high interest in future studies.
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4.2. [PUBLICATION 1] STRUCTURAL INSTABILITIES RELATED TO HIGHLY ANHARMONIC
PHONONS

4.2.2 Short ferroelasticity study

In the study of the previous section (Publication 1), the frozen phonon method was first computed with a
constant volume (only displacing the individual atoms along the soft phonon eigenvector), and we
noticed that in the orthorhombic δ-phase the energy barrier of the double well drastically increases from
124 meV to 2.39 eV after volume relaxation from the minimum of the double well. We would like now to
give insight into how the potential energy landscape is changed when the volume can vary as well. Figures
4.2.1 and 4.2.2 both show (with different energy scales) the comparison between the fixed-volume frozen
phonon energy profile and the energy of various points obtained by an interpolation of both atomic
positions and volume between the maximum and the volume-relaxed minimum structures.

The data show that the volume relaxed points form a double well similar to the frozen phonon
trajectory. However, when zooming around the maximum one can see that the local maximum is in fact a
local minimum in this energy landscape. This could be another explanation for why the DFT relaxation
algorithm had trouble finding the true global minimum and was doomed to fall onto this local maximum
structure instead.
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Figure 4.2.1: Potential energy surface of the orthorhombic δ-phase of CsPbI3.

Figure 4.2.2: Zoom from figure 4.2.1.

Even though to the best of our knowledge nanoscale periodic domains have never been predicted nor
experimentally observed for CsPbI3, distinct domains were reported [9] in the piezoresponse of
MAPbI3(Cl) grains, indicating the presence of ferroelasticity in these materials. Later, in 2017, Strelcov et
al. [10] evidenced ferroelastic domains in both CH3NH3PbI3 polycrystalline films and single crystals
both with and without applied stress.

These ferroelasticity features should be considered in relation to the underlying ferroelectricity in these
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4.2. [PUBLICATION 1] STRUCTURAL INSTABILITIES RELATED TO HIGHLY ANHARMONIC
PHONONS

materials. As we saw in the previous section, since the soft modes used for the frozen phonons method are
polar, the double-well profiles could explain the ferroelectricity previously observed in halide perovskites
[11–14]. We performed few complementary calculations along the frozen phonon path on the
polarization versus the reaction coordinate η as well as versus the electric field. We have not yet made
enough progress in this direction for us to include the first results in this manuscript.
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4.3 [Publication2]Anharmonicityanddisorder intheblackphasesofcesium

lead iodide

The work published in this second article [6] is both experimental and theoretical. We analyze in detail
the structural phase transitions between the 4 phases of CsPbI3 and apply the ab-initio methods we used
in the previous paper on the new experimentally characterized phases. We discuss the consequences of
the revealed structural instabilities and symmetry breaking on the electronic properties.

This work made possible through a three-party collaboration between our group at Saclay, INSA
Rennes (FOTON team, France), and Prof. Kanatzidis’s group in Northwestern University, which has
extensive experience in the experimental study of perovskite structures’ phase transitions. My personal
work encompasses the components on the vibrational properties and the phase competition, while the
experimental part, as well as the tight-binding and many-body DFT calculations were performed by the
other contributors of this article.

To be precise, my contribution includes :

• writing and revising the article

• performing the major part of the phonon calculations and the eigenmode analysis,

• the entirety total energy calculations, including spin-orbit coupling calculations,

• the vibrational entropy calculations.
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ABSTRACT: Hybrid organic−inorganic perovskites emerged
as a new generation of absorber materials for high-efficiency
low-cost solar cells in 2009. Very recently, fully inorganic
perovskite quantum dots also led to promising efficiencies,
making them a potentially stable and efficient alternative to
their hybrid cousins. Currently, the record efficiency is
obtained with CsPbI3, whose crystallographical character-
ization is still limited. Here, we show through high-resolution
in situ synchrotron XRD measurements that CsPbI3 can be
undercooled below its transition temperature and temporarily maintained in its perovskite structure down to room
temperature, stabilizing a metastable perovskite polytype (black γ-phase) crucial for photovoltaic applications. Our analysis
of the structural phase transitions reveals a highly anisotropic evolution of the individual lattice parameters versus
temperature. Structural, vibrational, and electronic properties of all the experimentally observed black phases are further
inspected based on several theoretical approaches. Whereas the black γ-phase is shown to behave harmonically around
equilibrium, for the tetragonal phase, density functional theory reveals the same anharmonic behavior, with a Brillouin
zone-centered double-well instability, as for the cubic phase. Using total energy and vibrational entropy calculations, we
highlight the competition between all the low-temperature phases of CsPbI3 (γ, δ, β) and show that avoiding the order−
disorder entropy term arising from double-well instabilities is key to preventing the formation of the yellow perovskitoid
phase. A symmetry-based tight-binding model, validated by self-consistent GW calculations including spin−orbit coupling,
affords further insight into their electronic properties, with evidence of Rashba effect for both cubic and tetragonal phases
when using the symmetry-breaking structures obtained through frozen phonon calculations.

KEYWORDS: inorganic perovskite solar cells, anharmonicity, cesium, phonons, DFT, SXRD, Rashba

The interest of the photovoltaics community for hybrid
perovskite solar cells (PSCs) has been growing rapidly
since the first demonstration in 2009,1 mainly because

PSCs combine ease and low-cost fabrication of organic
electronics with efficiencies which compete with those of
traditional sectors, considering the highest certified efficiency of
22.7%.2 In the race to commercialization, the methylamonium-
based perovskite CH3NH3PbI3 (MAPbI3 or “MAPI”) will
probably be outpaced by more stable perovskite structures
because of its poor stability.3 Several strategies are currently

being explored, such as mixed cation recipes,4 layered
perovskites,5 and nanostructures such as quantum dots.6 In
fact, after Eperon et al. found in 2015 a new experimental
method to maintain CsPbI3 stability in its black phase at room
temperature and realized the first working cesium lead iodide
solar cell,7 a cell exceeding 10% efficiency was reported in
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2016.8 It was also shown9 that adding a small quantity of
EDAPbI4 (EDA = ethylenediamine) prevents the formation of
the non-perovskite yellow phase of CsPbI3 and leads to a
reproducible efficiency of 11.8%. The recent report of a 13.4%
efficient cesium lead iodide perovskite quantum dot solar cell6

demonstrated that purely inorganic perovskite solar cells have
definitively become a stable and efficient alternative to their
hybrid cousins. A four-terminal tandem cell using the
formamidinium organic cation along with a small fraction of
cesium as well as halogen alloying, in order to be able to tune
the band gap, has reached more than 25% efficiency.10

It is currently well-known that the crystal structure has a
direct impact on device performance, and it is thus of crucial
importance to have high-quality crystallographic data to obtain
valuable references for structural characterization of thin films
or quantum dots used in those devices. So far, the structure of
CsPbI3 has mainly been studied through its similarities with the
lead-free perovskite CsSnI3. In fact, the structure of the black
orthorhombic γ-phase of CsSnI3 was experimentally measured
in 1991,11 and 20 years later, all its crystallographic phases have
reached a comprehensive understanding (experimental and
theoretical).1,12−16 For CsMI3 (M = Pb, Sn), four phases are
expected:12,17 cubic (α), tetragonal (β), and two orthorhombic
phases (a black γ and a non-perovskite yellow δ-phase), thus
including transitions between perovskite phases and non-
perovskite polytypes (perovskitoids)18 at low temperature. All

the phases of CsSnI3 have been thoroughly characterized,12,19

as well as the room temperature δ-phase of CsPbI3.
17,19,20 More

recently, some of us investigated the temperature dependence
of CsPbI3’s band gap and how reversible the non-perovskite to
perovskite structural transformations at high temperature21 can
be. It was shown that, after heating the samples above 360 °C,
the room temperature δ-phase (yellow) converts to the black
perovskite α-phase. At variance, during the cooling step, the
perovskite structure converts at 260 °C to the β-phase and at
175 °C to the γ-phase; both of these phases are black. Only
after a few days the yellow δ-phase is obtained again. This work
was the first report on the black orthorhombic γ-phase that is
crucial in the context of photovoltaics applications.
In addition, vibrational properties of cesium halide perov-

skites have proven to be a key factor in determining the stability
of phases with temperature. In CsPbCl3, the role of phonons in
phase transitions was pointed out already in the 1970s.22

Recently, first-principles calculations on CsSnI3 revealed soft
phonon modes and strong anharmonicity.23,24 Conversely, in
the case of CsPbI3 (and RbPbI3), the role of vibrational
properties in determining the phase stability is still under-
studied, although large values of Born effective charges hinted
toward possible structural instabilities.25 Very recently, some of
us evidenced unexpected anharmonic features in the form of
Brillouin zone (BZ)-centered double-well instability for both
the cubic α-phase and the yellow orthorhombic δ-phase of

Figure 1. Temperature-dependent synchrotron X-ray diffraction (SXRD). (a) SXRD spectra for CsPbI3. The original yellow phase converts to
the black phase upon heating but does not return to the original structure upon cooling. (b,c) Experimental setup used for the in situ SXRD
measurement of CsPbI3 before and during the experiments. Photos (b) and (c) are courtesy of 11BM of Advanced Photon Source at Argonne
National Laboratory.
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CsPbI3,
26 but due to a lack of experimental data on the other

phases, our understanding remained incomplete. For hybrid
perovskites, several groups27,28 revealed small lifetimes for the
phonons, a consequence of double-well potential energy
profiles at M and R points in the BZ of cubic CH3NH3PbI3.
These structural effects in hybrid organic−inorganic perov-
skites, complicated by the rotational motion of the cation, have
an influence on the optoelectronic properties. For instance,
octahedral tilting has been shown to have a direct impact on the
continuum band gap.29,30 This was further investigated by Yang
et al.,31 who considered the influence of temperature on the
electronic band structure as well as on the optical absorption
threshold of cubic MAPbI3. However, from this and other
works,27,32 it seems that the influence of soft phonon modes on
the absorption threshold in MAPbI3 can be neglected.
In this paper, we report the detailed experimental structures

of the crucial black γ-phase of CsPbI3 at 325 K, along with the
structures of the α-phase (645 K) and β-phase (510 K), using
synchrotron X-ray powder diffraction (SXRD). The temper-
ature distortion of these three phases is studied. Using DFPT
(density functional perturbation theory) methods similar to our
previous work,26 we investigate the vibrational properties and
the energy landscape of both the low-temperature ortho-
rhombic γ-phase and the tetragonal β-phase of CsPbI3. For the
tetragonal phase, the instabilities at the Γ point are further
studied by performing total energy calculations on a path
following the soft phonon eigenvectors (frozen phonons
method). The energy competition between the low-temper-
ature phases of CsPbI3 is studied using total energy and
vibrational entropy calculations. Finally, we used symmetry-
based tight-binding modeling and the self-consistent many-
body (scGW) approximation to derive the electronic band
structure, using our experimental data on the different phases of
CsPbI3 and a previously developed tight-binding model for
hybrid perovskite MAPbI3.

33 We explore the Rashba effect for
both cubic and tetragonal phases using the new symmetry-
breaking structures revealed by our frozen phonon calculations.

RESULTS AND DISCUSSION
Structural Distortion of the Black Phases of CsPbI3.

CsPbI3 is one of the earliest known ternary plumbohalides,
originally discovered by Møller,20 having the distinctive
characteristic that it adopts a different “perovskitoid”18

structure compared to its well-known congeners CsPbBr3 and
CsPbCl3 that adopt a regular perovskite structure.34 Later
studies have, in fact, shown that CsPbI3 can become a
perovskite at elevated temperatures (around 310 °C),17 but its
structural reconfiguration as it cools back to room temperature
is unknown. We show here that CsPbI3 can be undercooled
below its transition temperature and temporarily retain its
perovskite structure down to room temperature, as shown by
high-resolution synchrotron X-ray diffraction (Figure 1a), using
an in situ experimental setup (Figure 1b,c). The structural
analysis confirms the change of the yellow phase (δ-phase) to
its black polytype (α-phase) on heating, but upon cooling, the
perovskite does not return to its original yellow phase
immediately. Instead, CsPbI3 adopts the metastable perovskite
polytype on cooling back to room temperature, revealing a
phase transition pathway reminiscent of CsPbBr3,

35,36

CsSnBr3,
37,38 and CsSnI3,

12,39 where the high-symmetry cubic
phase (α-phase) distorts initially to a tetragonal phase (β-
phase) followed by a further change to the orthorhombic (γ-
phase), which persists down to room temperature (Figure 2).

The conversion of the δ-CsPbI3 to the α-CsPbI3 involves a
dramatic change in the unit cell volume (Figure 3a,b), which is
compensated by a large increase in the thermal parameters of
the iodide ions, signaling a very large increase in the dynamic
motion of the corner-connected [PbI6/2]

− octahedra. The
dynamic motion, which is corroborated by the emergence of
stereochemical activity at higher temperature, known as
“emphanisis”,40,41 progressively relaxes to less dynamic states
(β-CsPbI3, γ-CsPbI3) as the perovskite cools. Quite remarkably,
whereas the overall thermal expansion coefficient is positive, the
evolution of the individual lattice parameters is highly
anisotropic involving a combination of negative and positive
thermal expansion coefficients (Figure 3c). Initially, the
crystallographic c-axis expands on cooling in the tetragonal
phase regime, followed by a large expansion of the crystallo-
graphic b-axis in the orthorhombic phase, which is largely
compensated by the enormous decrease in the crystallographic
a-axis. The competing thermal expansion leads to a crossing of
the increasing b-axis and the decreasing c-axis, which become
equivalent slightly above room temperature. The complex
phase transitions in CsPbI3 have also been confirmed by
differential thermal analysis (DTA), which supports all the
phase changes observed experimentally by XRD.

Vibrational Properties and Phase Competition. In
order to get further insight into these black perovskite phases,
we used DFT for structural optimization, which is mandatory
to allow inspection of vibrational properties (phonons). We
start from the above experimental crystal structures (Figure S4)
for the α-phase (645 K), β-phase (510 K), and γ-phase (325 K)
having, respectively, Pm3m, P4/mbm, and Pbnm space groups.
Relaxing the structure from these experimental data sets, we
obtain a good agreement on the lattice constants between our
XRD experiments (Table 1) and our DFT calculations (Table
2), with the latter corresponding to a temperature of 0 K. For

Figure 2. Structural phase transitions in CsPbI3 versus temperature.
(a) Initial yellow perovskitoid phase (δ-CsPbI3, NH4CdCl3-type)
converts to (b) black perovskite phase (α-CsPbI3, CaTiO3-type) as
the temperature exceeds the transition temperature. (c) Upon
cooling, the black perovskite phase is retained and can be
undercooled below the transition temperature, where the typical
perovskite distortions (tetragonal β-CsPbI3, orthorhombic γ-
CsPbI3) can be observed all the way to room temperature. These
phases are metastable and transform to the thermodynamic δ-
CsPbI3 upon standing.
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instance, the normalized volume at 0 K can be extrapolated
from Figure 3b, and we found 227 Å3, which is in good
agreement with the DFT value obtained for the δ-phase (215
Å3). We also report in Tables 1 and 2 the octahedral tilting with
angles β (in-plane) and δ (out-of-plane) calculated as in ref 42,
as increased octahedral tilting can be directly traced back to an
increase of the continuum band gap in addition to the direct
impact of the expansion/contraction of the unit cell parameters.
Note that for the orthorhombic phase in the DFT calculations
(and later in the phonon calculations), we use the Pnam
convention, which is equivalent to Pbnm by a permutation of
axes.

The orthorhombic, low-temperature, γ-phase of CsPbI3
matches the corresponding phase studied experimentally for
similar perovskite CsSnI3 in 1991 by Yamada et al.,11 who
identified it with the Pbnm space group symmetry. This is a
totally different phase compared to the Pnma orthorhombic
structure (yellow δ-phase) obtained by Trots17 and whose
phonon spectrum was already investigated using first-principles
calculations.26 The γ-phase’s structure corresponds to a
antiferro distortion of the Pm3m perovskite structure, as
shown previously.19 Contrary to our previous findings for the

Figure 3. Temperature evolution of CsPbI3. (a) δ-CsPbI3 (Pnma) expands linearly on heating to the transition temperature at around 600 K,
where the phase transition to α-CsPbI3 (Pm3m) produces a large increase in the cell volume. (b) On cooling, α-CsPbI3 undergoes successive
phase transitions to β-CsPbI3 (P4/mbm) and γ-CsPbI3 (Pbnm) without converting back to the original δ-CsPbI3 phase. (c) Anisotropic
temperature evolution of the CsPbI3 perovskite revealing competitive negative and positive thermal expansion trends among the individual
lattice parameters of the low-temperature phases. (d) Differential thermal analysis (DTA) is in good agreement with XRD experiments. Tmelt =
melting point, Tcryst = crystallization point, Ttrans = δ- to α-CsPbI3 transition, Ttetra = α- to β-CsPbI3 transition, Tortho = β- to γ-CsPbI3
transition, T* = Cs4PbI6 formation.

Table 1. Normalized Lattice Constants (Å) and Octahedral
Tilting Angles42 of the Three Black Phases of CsPbI3 from
SXRD

Pbnm exp.
(324.6 K)

P4/mbm exp.
(511.7 K)

Pm3m exp.
(646.5 K)

a 6.095 6.241 6.297
b 6.259 6.241 6.297
c 6.250 6.299 6.297
angle β 11°5 8°6 0
angle δ 9°9 0 0

Table 2. Normalized Lattice Constants (Å) and Octahedral
Tilting Angles42 of the Three Black Phases of CsPbI3 As
Derived from DFT Calculations (at 0 K)a

Pnam
P4/mbm
(η = 0)

P4/mbm
(η ≠0)

Pm3m
(η = 0)

Pm3m (η
≠0)

a 6.335 5.973 5.717 6.14926 6.18326

b 5.606 5.973 6.222 6.14926 6.18326

c 6.112 6.273 6.248 6.14926 6.18326

angle β 0 16°5 10°3−22°8 0 2°9−3°3
angle δ 0 0 3°7 0 3°6

aWe give both the symmetric structures (η = 0 in Figure 4b) and the
new equilibrium structures (η ≠ 0 in Figure 4b) of the double well
found for the P4/mbm and Pm3m phases.
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α- and δ-phases,26 the phonon dispersion of the orthorhombic
γ-phase of CsPbI3, calculated with DFPT, does not present any
imaginary modes at the Γ point (see Figure 4d). Furthermore,
there are no unstable phonons at the other high-symmetry
points. This was expected because, at low temperature, this
phase is the most stable perovskite phase.
The phonon dispersions of CsPbI3 in the tetragonal phase

(space group P4/mbm), with the structure (denoted as “η = 0”
in Table 2) optimized starting from our experimental data, are
shown in Figure 4a. The imaginary modes that can be found at
different high-symmetry points in the Brillouin zone arise from

the instabilities of the tetragonal phase in this 0 K DFT
calculation. These modes should be stabilized when including
temperature effects via vibrational entropy.
The presence of soft modes is less expected at the Γ point

(one doubly degenerated phonon at −23 cm−1, circled in red),
where only acoustic modes should be found. Consistent with
earlier findings on the α- and δ-phases,26 these instabilities
correspond to previous neutron scattering experiments showing
very low acoustic phonon density of states at 80 °C.43 Similar
results were obtained more recently for CH3NH3PbI3

28 and
CH3NH3PbBr3.

44 These instabilities, especially the one at Γ,
were previously reported and analyzed by some of us26 for both
the δ-phase and the α-phase in inorganic CsPbI3. In order to
solve this anomaly and to further explore the energy landscape
around equilibrium, we use here a similar method of frozen
phonons, which we do not detail further in this paper.
Using Laudau theory45 and the adiabatic approximation, the

anharmonic energy22,46 as a function of displacement is given
by

η η ω η η= + ℏ + Φ +ν νΓΓ Γ
U U Oq( )

4
( )

24
( )0

2 4

4,
6

(1)

This model fits well with the results shown in Figure 4. This
means that the previous structure was not the proper
equilibrium state and that the tetragonal phase of CsPbI3
behaves anharmonically around equilibrium. The structure
will thus oscillate between the two minima and through this
very weak energy barrier (3.1 meV). In order to estimate the
frequency of these oscillations, one can write

τ τ= eE k T
0

/ B (2)

for an energy barrier E (and the Boltzmann constant kB).
Assuming for τ0 the lowest optical phonon frequency (ω ≈ 23
cm−1), one finds a typical oscillation time of 0.4 × 10−12 s at
room temperature. After relaxation from the minimum
structure obtained by fitting the fourth-order model, the energy
barrier increases to 8.1 meV. This leads to the new equilibrium
structure denoted as “η ≠ 0”.
After the atomic positions were relaxed in the new

symmetry-breaking structure (η ≠ 0), we could totally
eliminate the soft modes at Γ (see Figure 4c). To conclude,
for the tetragonal phase of CsPbI3, the imaginary modes at Γ
were eliminated due to both tight convergence thresholds and
the frozen phonon method. As a result, this anharmonic
phonon at Γ will not condense at low temperatures and will not
yield one of the orthorhombic phases, whereas the remaining
instabilities at the R point correspond to phonon modes that
condense at lower temperatures to transition to the
orthorhombic black γ-phase.21,43

To summarize our comprehensive vibrational study, we have
shown here and in ref 26 that CsPbI3 presents this anharmonic
feature in three out of four phases, at variance with MAPbI3 for
which instabilities at the center of the BZ were not found.
Next, we briefly investigate the phase competition and

vibrational entropy of the low-temperature phases. Table 3
summarizes the total energies of the two different ortho-
rhombic phases of CsPbI3 along with that computed for the
tetragonal β-phase. For each phase, we report here the lowest
energy obtained by DFT optimization, which means using the
symmetry-breaking structures for the δ- and β-phases (η ≠ 0).
We find that the γ-phase has a total energy lower than that of
the δ-phase, contrary to what one would expect given their

Figure 4. Phonon modes in CsPbI3. (a) Phonon modes of the
tetragonal β-phase of CsPbI3 in the structure optimized from our
experimental data (denoted as “η = 0” in Table 2). Given that the
tetragonal structure relaxes to a slightly orthorhombic one when
breaking the symmetry (c), we use for this figure the same
orthorhombic convention for the high-symmetry points of the
Brillouin zone as the one used in (c,d). (b) Potential energy surface
for tetragonal CsPbI3 on a path following the most unstable optical
phonon’s eigenvector at Γ versus displacement parameter η. A 0.38
Å 3 N dimensional displacement is required to attain the new
minimum. ωfrozen phonons and Φ4 are obtained by fitting eq 1. (c)
Phonon modes of tetragonal CsPbI3 at the true equilibrium
structure (slightly orthorhombic) obtained through geometry
optimization of the symmetry-broken structure (denoted as “η ≠
0” in Table 2). The imaginary modes at Γ were eliminated due to
tight convergence thresholds and the frozen phonon method. (d)
Phonon modes of the orthorhombic γ-phase of CsPbI3 in the
structure optimized from our experimental data (see Table 2).
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respective temperature of stability. We carefully checked that
this conclusion is not changed when using PBE or even HSE
exchange-correlation instead of local density approximation
(LDA) or when spin−orbit coupling is taken into account (see
Supporting Information). Given the structural instabilities of
these structures, especially for the δ-phase,26 one can anticipate
relatively high values for the vibrational entropies, potentially
reversing this order for the free energy F = U − TS. We
calculated the free energy F by including the −TSvib term
(quasiharmonic approximation47). This method, using the
phonon density of states, cannot be straightforwardly applied23

when unstable phonon modes are present and can thus be used
only for low-temperature orthorhombic phases once their
unstable modes at Γ have been removed (see the Methods
section for technical details).
The results show that taking into account the vibrational

entropy does not change the conclusion: the γ-phase is
calculated to have a lower energy than the δ-phase (Table 3).
This might be due to the fact the δ-phase could actually be
further stabilized through an additional order−disorder ΔS
stochastic entropy term48 associated with the structural
instabilities (and related to the fourth-order term in eq 1 that
we reported for this phase). This term naturally does not apply
to the more stable γ-phase.
We think that avoiding the disorder of the non-perovskite

phase is key to keeping CsPbI3 in its stable black phases. In a
very recent paper,9 Zhang et al. noticed that the stabilization of
α-CsPbI3 is accompanied by a significant reduction in grain
size. In light of our findings on the ferroelectric disorder of the
δ-phase,26 the reduced grain size could prevent the perovskite
from forming very small ferroelectric domains and allow it to
remain in its ordered black phases.
Electronic Properties of the Black Perovskite Phases.

We further use the aforementioned XRD and DFT-optimized
structures for the different perovskite phases of CsPbI3 to
investigate their electronic properties. To this end, we employ
both semiempirical and state-of-the-art many-body DFT
techniques (see the Methods section for details). To model
noncubic phases of CsPbI3, we customized the sp

3 tight-binding
(TB) model recently developed for the cubic phase of
MAPbI3,

33 considering a simple d−2 Harrison law49 to handle
bond length variations, along with the matrix elements as given
by Slater and Koster.50 Given the very limited experimental
data available for the black phases of CsPbI3, we used the TB
parameters reported previously and optimized for MAPbI3.

33

The electronic band structures computed with the TB model
using the experimental crystallographic data recorded for the α-
phase (645 K), β-phase (510 K), and γ-phase (325 K) of
CsPbI3 are shown in Figure 5a−c, respectively. All electronic
band gaps are direct, and corresponding values are summarized
in Table 4. For the cubic α-phase, the computed band gap (1.6
eV) agrees nicely with the experimental one (1.7 eV).7,51 As
expected, because of band folding,52 the band gap of CsPbI3
shifts from the R point of the Brillouin zone in the cubic α-
phase to Z and Γ for the β- and γ-phases, respectively. The

electronic band gap undergoes a progressive increase when
going from the cubic phase to the more distorted β- and γ-
phases. This increase is a direct consequence of the lead iodide
octahedra rotations that stabilize the top of the valence band
maximum and destabilizes the bottom of the conduction band
minimum due to, respectively, antibonding and bonding
character of the orbital overlaps.52

Given the limited experimental data, we also performed
calculations at a relevant level of theory required to assess band
gaps, namely, using the quasiparticle self-consistent GW theory
(scGW) along with spin−orbit coupling (SOC).53,54 The
agreement with the TB model is fairly good (Table 4 and
Figure 5a−c), particularly because the parameters of our TB
model have not been refined to match any experimental data
nor those computed at the scGW+SOC level. The latter
confirm the progressive decrease of the band gap from the γ-
phase to the α-phase. These predictions clearly prompt further

Table 3. Total Energies (U) and Free Energies (F) of CsPbI3
Phases, Given Per Formula Unit of 5 Atoms

phase experimental temperature (K) U (meV) F at 400 K (meV)

δ 325 3426 88.5
γ 450 0 0
β 510 54

Figure 5. Electronic band structures. (a−c) Computed electronic
band structures using the TB model (solid lines) and at the scGW
+SOC level of theory (symbols) for the experimentally determined
crystal structures (Figure 2c). (d,e) Electronic band structures
calculated from the TB method for the DFT-optimized structures:
(d) cubic α-phase and (e) tetragonal β-phase. Dashed lines
correspond to the symmetric structures (η = 0), whereas straight
lines correspond to the new equilibrium structures (η ≠ 0).

Table 4. Comparison of Electronic Band Gaps Obtained
within the TB Model and from scGW Calculations Including
SOC for the Experimentally Determined Crystal Structures
(Figure 2c)

EG (eV)

phase TB scGW+SOC exp.

γ 2.25 2.53
β 1.83 1.89
α 1.61 1.48 1.737,51
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detailed experimental investigation of all three perovskite black
phases.
Next, we further use our TB model to investigate the

electronic properties of the DFT-optimized crystal structures of
CsPbI3 (Table 2). Corresponding electronic band structures are
shown in Figure 5d,e, and band gaps are summarized in Table
5. Overall, for the high-symmetry structures (η = 0), the

computed band structures reveal the very same features as
those obtained for the experimental crystal structures (Figure
5). The band gap of the cubic Pm3m structure is significantly
reduced as a result of the smaller unit cell parameter (Table 5).
For the low-symmetry structures (η ≠ 0), band gaps of both the
cubic and tetragonal structures undergo a significant increase
consistent with octahedral distortions (vide supra). In addition,
the energy minima are shifted away from the high-symmetry
points of the Brillouin zone (R and Z for the α- and β-phases,
respectively) due to the Rashba effect that lifts the spin
degeneracy.53

Thus, these results strongly support the hypothesis of
dynamical Rashba effect in CsPbI3. They also demonstrate that
it is an intrinsic property of the inorganic lattice, even though
its strength might be influenced by the nature of the organic
cations such as MA or FA.

CONCLUDING REMARKS
Using high-resolution synchrotron XRD measurements, we
showed that CsPbI3 can be undercooled below its transition
temperature and temporarily retain its perovskite structure
down to room temperature, stabilizing a metastable perovskite
polytype (black γ-phase). Our detailed study of the temperature
distortion revealed complex phase transitions with a highly
anistropic evolution of the individual lattice parameters and
even a crossing of the b-axis and c-axis in the Pbnm phase. Our
ab initio vibrational calculations have shown that out of the
three black phases of CsPbI3, the only phase that presents a
harmonic energy landscape around equilibrium is the
orthorhombic γ-phase. Avoiding the anharmonic order−
disorder entropy term of the non-perovskite δ-phase is key to
keeping CsPbI3 in its black phase at room temperature. For the
new tetragonal β-phase, we evidenced unexpected anharmonic
effects in the form of a Brillouin zone-centered double well.
This instability could affect, in particular, the static dielectric
constant through the coupling between phonons and the
electric field in these materials.55 In addition, the perovskite
oscillations through the double well could be at the origin of
the dynamical Rashba effect and the ferroelectricity foreseen in
halide perovskites.53 In fact, we evidenced this Rashba effect for
the cubic and tetragonal phase and studied the electronic

structure of all three black phases of CsPbI3 combining tight-
binding modeling and self-consistent GW calculations in the
framework of many-body perturbation theory.

METHODS
Synthesis. PbO (100 mmol, 22.32 g) was dissolved in 100 mL of

57% aqueous HI. Cs2CO3 (50 mmol, 16.29 g) was dissolved in 100
mL of 57% aqueous HI. A yellow solid was obtained from the mixture
of CsI and PbO solutions, leaving an essentially colorless supernatant
liquid (usually pale yellow because of the presence of dissolved I2;
colorless starting HI should give a practically colorless supernatant).
The addition was done slowly, under constant stirring at the initial
steps to avoid local concentration of CsI. The mixture was left to cool
to ambient temperature and immediately filtered through a fritted dish
funnel under vacuum. The solid was washed with 5% aqueous HI (five
parts water/one part concentrated HI) followed by methanol and left
for overnight drying. The solid was further dried in an oven at about
70 °C in air. The yield was 72 g (around 100%).

An amount of 36 mg (0.05 mmol) of CsPbI3 was mixed with 57 mg
(0.95 mmol) of fused SiO2 and transferred into a mortar, which were
thoroughly ground into a homogeneous pale yellow powder. The
resulting powder was transferred in a 0.5 mm o.d. fused SiO2 capillary,
filling it to around 2/3 of its length. Neat fused SiO2 was added on top
to facilitate sealing. The capillary was transferred into a vacuum line
and flame-sealed through the neat SiO2 at 10

−4 mbar. For measuring,
the capillary was placed into a brass pin sample holder base, held in
place by fast drying epoxy, mounted on the goniometer, and measured
under the following conditions.

High-Resolution Temperature-Dependent X-ray Diffraction.
High-resolution synchrotron powder diffraction experiments were
performed at the beamline 11BM of the Advanced Photon Source
(APS), Argonne National Laboratory. An average wavelength of λ =
0.413906 Å was used.56

A homemade resistive heater device was used to control the
temperature of the samples over the range of 300−650 K (see Figure
1b). The temperature was ramped at a rate of 2.5 K/min, and
diffraction patterns were recorded every 4 min, covering a temperature
window of around 10 K/pattern. A thermocouple, protected by a fused
SiO2 sheath, was used to measure the temperature close to the bottom
of the sample capillary, from were the data were collected (see Figure
1c). The diffractometer was controlled using the EPICS code.57

Powder Pattern Refinements. The powdered patterns were
refined using the cyclic refinement function of Jana2006.58 The initial
room temperature pattern was refined using a pseudo-Voigt peak
shape model with 20 Legendre polynomial terms used to model the
background. The atomic coordinates of the known structure of δ-
CsPbI3 were used to initiate the Rietveld refinement with all atoms
being refined anisotropically. The higher temperature patterns were
refined in an automated manner, with the initial guesses for each
pattern being provided by the preceding one. Upon each phase
transition, where the fitting quality decreased significantly, a new initial
structural refinement was made manually, and the cyclic refinement
was repeated until the next phase transition. The initial guesses for the
space groups and the atomic positions of α-CsPbI3, β-CsPbI3, and γ-
CsPbI3 were found based on screening through the most common
perovskite tilting modes.59 The detailed refinement data are given in
the Supporting Information.

Density Functional Theory for Vibrational Properties Study.
Electronic structure calculations were performed within the DFT60,61

framework, as implemented in the Quantum Espresso code.62 The
vibrational properties were studied using the LDA and plane waves
with a cutoff of 70 Ry. The details of the pseudopotentials that we
used here, both the scalar relativistic ones and the fully relativistic used
to check the influence of spin−orbit coupling, are described in ref 26.
Additional calculations to test the effect of the exchange correlation
functionals, using PBE and HSE, are described in the Supporting
Information. The following Monkhorst−Pack meshes63 (centered on
Γ) were used to describe the various phases: δ-CsPbI3, 10 × 5 × 3; α-
CsPbI3, 8 × 8 × 8; β-CsPbI3, 7 × 5 × 5; and γ-CsPbI3, 6 × 6 × 4.

Table 5. Data Relevant to the Rashba Effect: Band Gap
Energies for the DFT-Optimized Structures of the Cubic α-
and Tetragonal β-Phasesa

EG (eV)

phase η = 0 η ≠ 0 kminCB (π/a, π/b, π/c) ΔEC (eV)

β 2.15 2.38 (0.166, 0, 1) 0.05
α 1.47 1.75 0.963 (1, 1, 1) 0.06

aη = 0 and η ≠ 0 (Figure 4b) correspond to the symmetric and new
equilibrium structures, respectively. kminCB indicates the position in
reciprocal space of the conduction band minimum. ΔEC is the energy
shift between R point for the α-phase (Z point for the β-phase) and
the new conduction band minimum.
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We used DFPT47 to compute the phonon spectra, as implemented
in the Quantum Espresso code.62 Born effective charges and high-
frequency dielectric tensors were computed with linear response
theory and gave us access to the long-range contributions to the
dynamical matrices. A resolution of 5 q-points/Å−1 was chosen for the
phonon spectra. To remove spurious phonon modes, we used strict
convergence thresholds of 10−4 Ry/bohr (forces) and 10−14 (phonon
self-consistency).
The vibrational entropy was estimated for the δ- and γ-phases by

adding a temperature-dependent term to the free energy (quasihar-
monic approximation47). The phonon density of states was calculated
from the dynamical matrices obtained by DFPT. We neglect thermal
expansion; that is, the phonon frequencies used for the calculation of
the vibrational entropy are computed once for all at the zero
temperature ground state. The densities of states are shown in Figure
S6, and the corresponding vibrational entropies used for the free
energies for the two phases are shown in Figure S7. The free energy of
the γ-phase is always lower than that of the δ-phase.
Many-Body Perturbation Theory for Electronic Properties

(scGW). DFT calculations, as a starting point for perturbation theory,
were performed using the plane-wave projector-augmented wave
(PAW) implementation available in the VASP software.64−66 The
generalized gradient approximation (GGA-PBE) was used for the
exchange-correlation functional.67,68 The spin−orbit coupling, man-
datory for achieving relevant electronic structure calculations on lead-
based perovskites,52−54 was used as implemented in the VASP code
and detailed in ref 69. To avoid the underestimation of the electronic
band gaps of semilocal DFT with SOC,52−54 we used quasiparticle self-
consistent GW theory70,71 (scGW) as implemented in the VASP
code.72−74 We used the GGA-PBE relativistic pseudopotentials
available in VASP with Cs [5s25p66s1], Pb [6s26p25d10], and I
[5s25p5]. A plane-wave basis set with an energy cutoff of 500 eV was
used to expand the electronic wave functions. The reciprocal space
integration is performed over a 2 × 2 × 2, 2 × 2 × 2, and 4 × 4 × 4
Monkhorst−Pack grid75 for the γ-, β-, and α-phases, respectively. To
reach energy convergence, we imposed a tolerance factor of 5 × 10−7

eV on the residual potential.
Tight-Binding Model. The sp3 TB model presented here has been

adapted from the one recently developed for the hybrid organic
perovskites MAPbI3 in its cubic phase.33 It is based on a set of 16 basis
functions when SOC is disregarded and 32 basis functions when SOC
is included. For a cubic AMX3 halide perovskite, it consists of one s
and three p orbitals for the M atom, and the same holds for X atoms.
No basis function is needed for the A cation, and the model includes
nearest neighbor interactions between M and X atoms. The nine
parameters to consider (without SOC) are (i) four matrix elements
related to M and X atoms, EsM, EpM, EsX, and EpX, and (ii) five matrix
elements referring to the atomic overlap integrals, Vss, VsMpX, VpMsX,
Vppσ, and Vppπ. With SOC, the degenerate p states split into J = 1/2
and 3/2 bands, and this splitting is taken into account for both the
metal (ΔsoM) and halogens (ΔsoX). To model the perovskite black
phases of CsPbI3, we used the parameters determined for MAPbI3

33

without further refinement. To address the noncubic structures having
different metal−halogen bond lengths, we adapted this TB model
considering the expression for the matrix elements reported in the
seminal work by Slater and Koster50 and an additionnal d−2 Harrison
law,49 without the need for any additional parameter (for instance, no
adjustable prefactor).
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High-resolution Temperature-dependent X-ray Diffraction

Figure S1: Refined patterns of the black phases of CsPbI3.

Figure S2: Refined patterns of mixed phases in the Cs-Pb-I system. (a) The diffrac-
tion pattern during the conversion of δ to α-CsPbI3 spanning a 30K range where the two
phases coexist. (b) Formation of an additional non-perovskitic phase upon cooling, identified
as Cs4PbI6 using the lattice parameters of the known Cs4PbBr6 compound as a starting
point.

The black phase can be undercooled to room temperature as reported by Møller1 who

claimed that it could be maintained for several days. The present experiment deals with
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Figure S3: Influence of the cooling rate on the phase composition of the final pattern. For
the slow-cooling experiment, the yellow phase was heated to 750 K and the furnace was shut
down to allow natural cooling of the sample (without collecting data during cooling). The
result for slow cooling is consistent with Møller’s report of a second phase1 (left unidentified
by Møller; identified here as Cs4PbI6). The fast cooling experiment corresponds to the main
one described in the manuscript.

the correct determination of the structural parameters which were not reported confidently

by Ref.1 due to poor data quality. Therefore, the phase transition occurs irrespective of the

cooling rate. In a different experiment, which was performed before the acquisition of data

reported in the manuscript, the yellow phase was heated to 750 K and the furnace was shut

down to allow natural cooling of the sample (without collecting data during cooling). A final

pattern collected at room temperature after cooling revealed only the presence of the black

γ-phase of CsPbI3. The only difference between the slow cooled sample (presented in the

paper) and the fast cooled one was the amount of second phase which was substantially larger

for the slow cooled sample (≈ 5%) vs the fast cooled one (≈ 1%), see figure S3. This result

is consistent with Møller’s report of a second phase (left unidentified by Møller; identified

here as Cs4PbI6) evolution on prolonged heating.
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Experimental structures

The detailed experimental crystal structures of phases α (645K), β (510K) and γ (325K), of

respectively space groups Pm3m, P4/mbm and Pbnm are shown figures S4.

Influence of spin-orbit coupling on the double well

Spin-Orbit Coupling (SOC) is known to significantly affect the electronic band structure of

lead halide perovskites.2,3 Regarding structural parameters, it has been shown earlier that the

impact of SOC is much lower.4 In order to verify that this also holds true for the tetragonal

phase presented in this work, we have performed calculations with SOC using the PWSCF

code of the QE package, using fully relativistic pseudopotentials obtained with the earlier

0.2.2 version of the pseudopotential library.5 The relativistic pseudopotentials used have the

same number of valence electrons as the scalar relativistic ones used for calculations without

SOC (i.e., 9 for Cs, 7 for I, and 14 valence electrons for Pb). Our calculations suggest that

its influence on the complex energy landscape of CsPbI3, which is the subject of this paper,

is not crucial. Figure S5 shows that the energy landscape computed for the tetragonal phase

of CsPbI3 undergoes minor changes (barrier of 2.7 meV instead of 3.1) when taking SOC

into account. We further checked that the energy difference between the δ- and the γ-phases

is not influenced by SOC (see next section).

Phase competition between the δ and γ-phases

In the main manuscript, we found out that, surprisingly, the γ-phase has a lower total energy

than the δ-phase. Here we give proof that this conclusion is not altered by the level of theory,

considering alternative exchange-correlation functionals (PBE or HSE instead of LDA) and

SOC. Computed energies are reported in table S1). PBE and HSE energies were obtained

with the VASP code. HSE results were obtained with reduced k-point sampling (4×4×4
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(a) α-phase of CsPbI3.
(b) β-phase of CsPbI3 with 2 perovskite struc-
tures per unit cell.

(c) γ-phase of CsPbI3 with 4 perovskite struc-
tures per unit cell.

Figure S4: Crystal structures of CsPbI3 obtained from XRD. The green, gray and
purple atoms respectively denote Cs, Pb and I.
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Figure S5: Energy profile for the tetragonal phase of CsPbI3 along soft phonon modes
computed with and without SOC.

Monkhorst-Pack mesh for the α-phase and equivalent k-point density in the BZ for the

other phases). We checked with PBE that this reduced sampling has negligible effects on

these energy differences.

Table S1: Energies of ground state CsPbI3 phases (meV per formula unit of
5 atoms), as calculated for different exchange-correlation functionals and with
or without SOC. The experimental temperature at which they appear during
cooling is given for comparison.

Phase Experimental Temperature (K) LDA LDA+SOC PBE HSE
δ 325 34 44 28 56
γ 450 0 0 0 0
β 510 54 47 24 30
α 645 220 190 108 76
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Vibrational Entropies

(a) (b)

Figure S6: Vibrational density of states for the orthorhombic δ-phase (a) and γ-
phase (b) used to compute the vibrational entropies. We have checked that removing
the small remaining density at negative frequencies (truncated DOS) has negligible influence
on the vibrational entropy.

Figure S7: Comparison of the free energies of the orthorhombic δ- and γ-phases.
The zero temperature value includes the total (LDA) energy and the vibrational zero-point
energy. Lines are guides for the eye.
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CHAPTER 4. CESIUM PEROVSKITES: ANHARMONICITY AND INSTABILITIES

4.4 Rashba effect andmolecular dynamics study

In this section, we aim to further analyze the Rashba effect induced by the anharmonic double well and
the symmetry breaking for the cubic phase of CsPbI3. To summarize, in the previous two sections we have
shown, using the frozen phonon method, that the highly symmetric cubic phase can be distorted to form
two lower-symmetry structures with a slightly lower total energy (by a few meV). These two structures,
that we will call in the following sections A and B (or ”minimum” and ”minimum_sym”), correspond to
the two minimum structures of the double well-instability recalled on figure 4.4.1.

Figure 4.4.1: Potential energy surface from frozen phonon calculations of cubic CsPbI3 along the
eigenvector of the unstable optical phonon at Γ as a function of displacement parameter η. The 3N
dimensional displacement needed to reach the new minimum corresponds to around 0.43̊A, including a
0.36̊A displacement for the cesium atom.

Structure A (resp. B) corresponds to the distorted structure obtained by applying a displacement
positively (resp. negatively) proportional, corresponding to η > 0 on figure 4.4.1 (resp. < 0), to the
eigenmode represented on figure 4.4.2. Note that with rotational symmetry similar studies could be done
on the two other eigenmodes corresponding to distortions along the two remaining Cartesian axes (y and
z given our labeling).

The first aim of the study here is to look at the possible formation of ”A domains” and ”B domains”,
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Figure 4.4.2: Displacement eigenvector corresponding to one of the 3 triply degenerated soft phonon
modes found at Γ for cubic CsPbI3. Its irreducible representation is the infrared-active Γ−4 representa-
tion. The blue, purple and green atoms respectively denote Cs, Pb and I. We chose to label as ”x”
the axis parallel to which this chosen distortion mostly occurs.

both in space (supercells, subsection 4.4.2) and in time (Car-Parinello molecular dynamics ”CPMD”,
subsection 4.4.3).

Then, we analyze in detail in subsection 4.4.4 the dynamical Rashba effect induced by the time
dynamics of the oscillations between structure A and structure B through the highly symmetric structure
(η = 0). This study is done on CPMD trajectories obtained from Ref [15] in the framework of a
collaboration with M. Carignano and C. Katan on the one hand, and E. Mosconi and F. De Angelis on the
other hand. Here we show only preliminary results of this ongoing study.

4.4.1 Methods

To be more precise, we will use in the following calculations for structures A and B the structures after
relaxation performed with LDA (cutoff of 70 Ry) letting both the lattice parameters and the atomic
positions relax (see table 4.1), keeping the cell’s angles fixed. These structures are thus slightly
orthorhombic (0.1 and 0.3 % distortion, see matrix 4.1). The total energy of these relaxed structures is
11.3meV under themaximum, high-symmetry cubic structure. (If the angles are not constrained,
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the energy difference reads 12.1meV).0.9999 0 0
0 0.9988 0
0 0 0.9969

 (4.1)

The deformation between the highly symmetric cubic structure and structure A (relaxed, non cubic,
angles unchanged) is illustrated on figure 4.4.3b.

Figure 4.4.3: a. Displacement eigenvector corresponding to the soft phonon mode found at Γ for
cubic CsPbI3. Its irreducible representation is the infrared-active Γ−4 representation. b. Displacement
vectors to reach, from the maximum structure, the relaxed non-cubic minimum structure. The blue,
purple and green atoms respectively denote Cs, Pb and I.

It is worth noticing that displacement b on figure 4.4.3 seems to correspond mainly to the vectorial sum
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Mode number (i) Frequency (cm−1) a2i
1 -22.16 0.87
2 -22.16 0.05
3 -22..16 0.26
4 0.00 0.01
5 0.00 0.00
6 0.00 0.06
7 18.43 0.02
8 18.43 0.16
9 18.43 0.38

10 33.76 0.00
11 33.76 0.00
12 33.76 0.03
13 102.25 0.02
14 102.25 0.00
15 102.25 0.02

Table 4.4.1: Projection of the displacement vector of figure 4.4.3.b onto the basis of the phonon
eigenmodes vi at the maximum structure : b =

∑15
i=1 aivi.

of a displacement along the soft mode (antisymmetric and optical displacement a, mostly along the x
axis) and a displacement along the equivalent soft mode for the y axis. In order to further investigate this
point, I computed the projection of displacement b on the basis of the 15 phonon eigenmodes at the
maximum structure. The results (table 4.4.1) show that the displacement vector is composed mostly of
76% of the softmode along x (optical, i=1), 7% of the equivalent soft mode along y (optical, i=3), and 17%
of two other optical modes.

As for the ab initio methods, electronic-structure calculations were performed within the
Density-Functional Theory (DFT) [16, 17] framework, as implemented in the Quantum Espresso code
[18].

As mentioned earlier, in a first step, geometry optimizations and force calculations were performed
with the Local Density Approximation (LDA). Non-relativistic (scalar-relativistic for Pb) and
norm-conserving pseudopotentials were used, with the Cs [5s25p66s1], I [5s25p5] and Pb [5d106s26p2]
electrons treated as valence states. The choice of 14 electrons for Pb and 9 for Cs was made after testing
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the influence of semi-core electrons on the potential energy surface (see an example in figure 5 of
publication 1 [8]).

In a second step:

• as for the study of the spatial domains, the band structure calculations of the constructed 2×1×1
and 1×1×2 supercells were performed with fully relativistic pseudopotentials (for Pb and I) with
LDA.

• in order to study the time-dynamical Rashba effect from CPMD, the band structure calculations
were performed with fully relativistic US pseudopotentials (for Pb, I and Cs) datasets using the
PBE xc functional (with the same number of valence electrons as in the scalar or non-relativistic
case). This was done in order to be coherent with the CPMD calculations taken from [15] which
were done using PBE as well (with the CP2K code). We carefully checked that symmetry breaking
is present even when using PBE, see publication 2 [6].

For all the calculations of this section, the Brillouin zone was sampled with Γ-centered
Monkhorst-Pack meshes [19] with subdivisions of 8×8×8 k-points.

4.4.2 Spatial domains

Here, the aim is to investigate the influence of spatial A/B domains on the electronic band structure, in
particular in terms of Rashba effect. Given that the eigenvector under study mostly corresponds to a
distortion along one axis (x as labeled in figure 4.4.2), we built supercells by doubling the single cell both
in the x direction, and in the z direction. These 2×1×1 and 1×1×2 supercells are built putting together 2
single cells: 1 single cell in configuration A (or x up), and one configuration in configuration B (or x
down). These supercells are represented in a simplified way in figure 4.4.4.

The Rashba splitting obtained for a single cubic cell at the R point is recalled in figure 4.4.5. When
doubling the cell along z (resp. x), the R point folds on the S point (resp. T point), using the
orthorhombic convention.

The results are shown in figures 4.4.6 and 4.4.7. Whereas no Rashba effect is found in the case of an
extension orthogonal to the direction of symmetry breaking, a band splitting around the valence band
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Figure 4.4.4: Simplified representations of the supercells used to study the influence of spatial do-
mains A/B or ”x up”/”x down” on the electronic band structure.

Figure 4.4.5: Electronic band structure (including SOC) of the unit cell of cubic CsPbI3.

maximum and the conduction band minimum is found for an extension parallel to the direction of
symmetry breaking.

In general, the Rashba splitting in the band structure of a two-dimensional system results from the
combined effect of atomic spin-orbit coupling and asymmetry of the potential in the direction (here x)
perpendicular to the two-dimensional plane, causing a loss of inversion symmetry. In the case of an
extension orthogonal to the direction of symmetry breaking (1×1×2 supercell), the symmetry along x is
respected on average: the inversion symmetry is kept and the Rashba splitting is quenched.
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Figure 4.4.6: Electronic band structure (including SOC) of the 1×1×2 supercell. As the cell is
slightly orthorhombic (see the Methods subsection 4.4.1), we use here the orthorhombic q-point con-
vention.

4.4.3 Time dynamics: CPMD

In this part, we analyze in detail CPMD trajectories of cubic CsPbI3 in the light of our findings on the
double well potential energy surface. The trajectories were computed by Carignano et al. in the framework
of a study [15] of the anharmonic motion of the iodine atoms in CsPbI3 and MAPbI3, where they showed
that, at variance with FAPbI3, these two perovskite structures are expected to have a deviation from the
perfect cubic unit cell at any time of the MD, with a probability very close to 1. This hints towards the
interpretation that the Pm3m symmetry can be seen as a time average, including for CsPbI3. This
phenomenon had already been reported for MAPbI3 in earlier studies [20], when it was evidenced that
the system strongly deviates from the perfectly cubic structure in the sub-picosecond time scale.

The molecular dynamics simulation were performed at 370 and 450 K under NPT−F conditions, which
allow volume fluctuations by changing the supercell edges and angles. The temperature was controlled by
a Nose−Hoover thermostat with three chains, and the pressure was controlled by the Martyna’s
barostat [21]. The time constant for both, the thermostat and barostat, was set at 50 fs. The system they
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Figure 4.4.7: Electronic band structure (including SOC) of the 2×1×1 supercell. As the cell is
slightly orthorhombic (see the Methods subsection 4.4.1), we use here the orthorhombic q-point con-
vention.

Figure 4.4.8: Volume fluctuations along the CPMD trajectories at 370 K and 450 K.

used for CsPbI3 has 320 atoms (4×4×4 supercells). In my study I chose to focus on the 370 K trajectory.
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Figure 4.4.9: Lattice parameters fluctuations along the CPMD trajectory at 370 K.

In Angstroms 370 K 450 K
a 6.358 6.372
b 6.338 6.391
c 6.358 6.361

Table 4.4.2: Average lattice parameters (in Angstroms) along the CPMD trajectories at 370 K and
450 K.

In figures 4.4.8 and 4.4.9 I show the volume and lattice parameters fluctuations versus time. In
particular, from this first simple analysis we can infer that the structure fluctuates a lot in a non cubic way:
the difference between lattice parameters can be as high as 3%. Moreover, we do not find a cubic structure
on average (see table 4.4.2). The fluctuations can be better seen in figure 4.4.10 where we plot the distance
to the average pseudocubic lattice structure. This distance d is obtained as:

d(t) = (

3∑
i=1

(xi(t)− x̄i)
2)

1
2 (4.2)

where xi are the 3 lattice parameters and x̄i their time average over the whole trajectory.
On figure 4.4.11 we show how the structure explores the potential energy landscape during the 40 ps of
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Figure 4.4.10: Fluctuations of the distance to the average pseudocubic structure, as defined in Eq.
4.2.

the simulation. This evidences one peak centered on the average and two side peaks at around + 0.15 eV
and - 0.25 eV with respect to the average (approximate values given the size of the histogram boxes).

The left peak, located 0.25 eV lower than the average (thus 3.9meV per unit cell), could correspond to a
symmetry breaking structure equivalent to the one found in our double-well potential for which we recall
that the barrier was 7 to 12 meV with LDA (depending on which parameter is let free in the geometry
optimization) and precisely 3.0meV for PBE all-relaxed structures. Even though in the MD simulation
the system has a higher number of degrees of freedom (angles, axis, atomic positions) than in our frozen
phonon plus relaxation DFT method, the energy barrier is found to be of the same order of magnitude.

In order to analyze the MD trajectories in the light of the double well instability we evidenced in the
previous two articles, our general goal is to project these trajectories onto our two structures: the
perfectly cubic symmetric structure (”maximum”) and the symmetry breaking structure (”minimum”).
The chosen approach is to study the radial distribution function of the cesium-lead pairs during the MD
simulation and to compare it to our two reference structures (”maximum” and ”minimum”).

Figure 4.4.12 shows this distribution functions over the 40 ps of the 370 K trajectory, both in 3D and
projected on the x or y axis. The spikes represent the Pb-Cs distance in the reference maximum structure
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Figure 4.4.11: Energy histogram of the 40 ps trajectory at 370 K. The boxes size is 0.05 eV.

we calculated with DFT (0 Kelvin). We obtain overall a good agreement on this time average, even
though for the 3D distance the peak does not correspond exactly to the maximum of the MD
distribution. This can be easily understood as the average pseudocubic lattice parameters (see table 4.4.2)
do not correspond to the parameters of the maximum structure (see table 4.4.3).

A better correspondence can be found for the 3D average of the Pb/Cs distance by correcting the

In Angstroms
a 6.15
b 6.15
c 6.15

Table 4.4.3: Lattice parameters (in Angstroms) of the maximum (cubic and symmetric) structure
obtained by DFT.
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Figure 4.4.12: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
The narrow, Dirac-like peaks correspond to our 0 Kelvin DFT reference distances in the maximum
perfectly symmetric structure. The vertical axis is arbitrary and chosen for better visibility.

”maximum” structure’s Pb/Cs reference distance proportionally to the ratio of the average MD lattice
parameters to the maximum structure’s. The result can be seen in figure 4.4.13. Overall this means that for
the following study we have to take great care when comparing the MD to our references and keep in
mind that for any time interval of the MD the lattice parameters’ matrix can differ quite a lot from the
DFT references ones.

Before focusing on specific interval’s time lengths, let us consider figure 4.4.14 where we show the
Pb/Cs distance for random intervals of 1, 5, 10, and 40 ps. This gives the general picture : the oscillations
between between the two minima structures seem to occur at the sub pico-second time scale. On figure
4.4.15 one can see that for most 1 ps intervals of interest the movement is averaged around the maximum.

Figure 4.4.16 focuses on averages over 0.5 ps intervals. At this time scale, our double well references
seem to explain very well how the system explores the energy landscape. Whereas some intervals show a
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Figure 4.4.13: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
Here the references (narrow peaks) correspond to the distances for the maximum structure, weighted
by the ratio of the average lattice parameters of the trajectory over the ones of the 0 Kelvin DFT
reference.

distance peak corresponding to the distance in the average pseudocubic structure (”maximum”), for
instance the [11-11.5 ps] interval show two peaks centered on both minimum structures (”minimum” and
”minimum_sym”). This means that at in 0.5 ps the structure has enough time to explore the whole double
well. We think that this is the most relevant time-scale to evidence the double well instabilities.

However, it is worth studying 0.1 ps intervals as well (figure 4.4.17). At this timescale, the first
observation we can make is that, for most of the studied 0.1 intervals, the oscillations are too strong to
draw any conclusion. The [10-10.1 ps] seems to be the exception, with two very clear peaks. Whereas
with the corrected DFT references (figure 4.4.17) the right peak seems to correspond to the average
pseudocubic structure and the left peak is not identified, if we analyze this interval in the light of our
non-corrected DFT structures (figure 4.4.18), the structure seems to exactly oscillate between the two
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Figure 4.4.14: Distribution function of the cesium-lead pairs’ distances along the MD trajectory,
for intervals’ lengths of 1, 5, 10 and 40 ps. Here the references (narrow peaks) correspond to the
distances for the maximum structure, weighted by the ratio of the average lattice parameters of the
trajectory over the ones of the DFT reference.

minima within this specific 0.1 ps interval.
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Figure 4.4.15: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
Here the references (narrow peaks) correspond to the distances for the maximum structure, weighted
by the ratio of the average lattice parameters of the trajectory over the ones of the DFT reference.

Figure 4.4.16: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
Here the references (narrow peaks) correspond to the distances for the maximum structure, weighted
by the ratio between the lattice parameters.
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Figure 4.4.17: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
Here the references (narrow peaks) correspond to the distances for the maximum structure, weighted
by the ratio between the lattice parameters.

Figure 4.4.18: Distribution function of the cesium-lead pairs’ distances along the MD trajectory.
Here the references (narrow peaks) correspond to the distances for the maximum structure.
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4.4.4 Dynamical Rashba effect

Now that we have carefully analyzed the MD trajectories in terms of Pb-Cs distance and its oscillations
between the symmetric structures’ values and the broken symmetry ones, the idea here is to focus on the
dynamical Rashba effect. We expect to find in CsPbI3 an effect similar to what was evidenced for MAPbI3
for which the spatially local Rashba splitting was found to fluctuate on the subpicosecond time scale
typical of the methylammonium cation dynamics [22].

To investigate this effect, we calculate the electronic band structure, including spin-orbit coupling, at
different snapshots along the trajectory. Given the previous results, we chose to focus these calculations
on the [10-15 ps] interval in which we chose 50 regularly distributed snapshots (hence separated by 100
fs from each other) in order to better capture the sub pico-second dynamics. For each snapshot, we used
the MD structure of the 4×4×4 supercells (we remind the reader that the cell’s atomic positions, lattice
parameters and angles vary) and derived its electronic band structure (see the Methods subsection 4.4.1).
These heavy calculations for 4×4×4 supercells are very similar to what was previously done for MAPbI3
[20]. Here, we show only preliminary results of this ongoing study.

The electronic band structure calculations are done at 7 q points of the Brillouin zone (table 4.4.4).

Point number x y z
1 0.1 0 0
2 0.05 0 0

3 (Γ) 0 0 0
4 0 0.05 0
5 0 0.1 0
6 0 0 0.05
7 0 0 0.1

Table 4.4.4: q points of the Brillouin zone used in the 50 band structure calculations.

In figure 4.4.19 we plot for each snapshot i of the 50 structures chosen in the MD trajectory and for
each q point the normalized energy difference :

ΔEi
gap(q) = [CBMi(q)− VBTi(q)]− [(CBMi(Γ)− VBTi(Γ))]

where CBM is the conduction band minimum and VBT the valence band top. This is necessary as the
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cell is variable along the trajectory: the fluctuations on the gap value, which are large with respect to the
Rashba splitting, would mask it otherwise.

This result shows that 100 fs is a good estimate of the timescale of the Rashba effect dynamics.
Moreover, on average we see a band gap shift to the Y direction, the band gap being reduced of about 1.3
meV. Taking the extremum case, we can infer that the amplitude of the oscillations in the 5 ps timescale is
around 10 meV.

Figures 4.4.20 and 4.4.21 show that this is mostly due to a Rashba splitting happening at the CBM
rather than at the VBT. This is coherent with the fact that the most relativistic atom, Pb, is mostly
contributing to the conduction band as we recalled in our introductory chapter (see section 2.3). This is
also coherent with what was previously reported for MAPI [20].

Figure 4.4.19: Energy difference between the CBM and the VBT for the 50 points chosen in the MD
trajectory. For each of the 50 snapshots, this difference is set to 0 at Γ to allow better comparison.
The figures in blue represent the average values over the 50 points of the trajectory.

As a conclusion, using molecular dynamics and frozen phonons, we have evidenced sub-picosecond
anharmonic fluctuations in the fully inorganic CsPbI3 perovskite. We revealed the effect of these
fluctuations, combined with spin-orbit coupling, on the electronic band structure, evidencing a
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Figure 4.4.20: Conduction band minimum energy. For each of the 50 time steps, this energy is set
to 0 at Γ to allow better comparison. The figures in blue represent the average values over the 50
points of the trajectory.

dynamical Rashba effect which could reduce recombination rates in these materials. Our study show that
under certain conditions space disorder can quench the Rashba effect. As for time disorder, we evidence a
dynamical Rashba effect which is similar to what was found for MAPbI3 and which is still sizable despite
temperature disorder, the large investigated supercell, and the absence of the organic cations’ motion.
Further work is needed in this ongoing study to correlate the Rashba dynamics with the structural
distortions along the molecular dynamics trajectory.
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Figure 4.4.21: Valence band top energy. For each of the 50 time steps, this energy is set to 0 at Γ
to allow better comparison. The figures in blue represent the average values over the 50 points of the
trajectory.
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La vraie valeur d’un enseignement est en raison inverse de son
utilité immédiate.

Paul Valéry

5
Environmental Instabilities inHalide Perovskites

Beyond the issue of the structural instabilities of halide perovskites, whether it be those
arising from the inorganic lattice’s octahedral tilting, studied in detailed in the previous chapter, or from
the organic molecule’s translation-rotation coupling, the issue of their thermodynamical stability in the
ambient environment (temperature, oxygen, humidity, light) is probably the greatest challenge this new
generation of solar cells faces. Even though this has been so far one of the major topic of study for the PSC
community, along with the efficiency race, much more work is needed in order to better understand the
degradation mechanisms of perovskite solar cells.
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5.1 Stability issues: from ab-initio calculations to experiments

This chapter encompasses both ab-initio calculations and experimental characterization. It will be
structured as follows.

In section 5.2, we use DFT total energy calculations for the hybrid perovskite structure MAPbI3 and
for its constitutive elements in order to draw its stability diagram and identify the size of the stability
region in terms of chemical potentials.

In section 5.3, corresponding to the third publication of my PhD [1], we compare the optical and the
electrical light-induced degradation of CH3NH3PbI3 (”MAPI”)-based solar cells using real-time
ellipsometry measurements, electrical measurements and X-Ray Diffraction (XRD) techniques. The goal
is threefold. First, we aim at comparing the light-induced degradation timescale of the electrical
(current-voltage studies) and optical (ellipsometry, optical indexes) properties of these materials. The
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5.1. STABILITY ISSUES: FROM AB-INITIO CALCULATIONS TO EXPERIMENTS

second motivation of this study is to better understand the chemical decomposition of MAPI into its two
precursors: methylammonium and lead iodides. Last, we use the results of our optical constant study,
completed by ab initio calculations, to answer the controversy on whether the hybrid perovskite structure
MAPbI3 behaves more like inorganic compounds (high dielectric constant, low exciton binding energy)
or like organic materials (low dielectric constant, high exciton binding energy).

Section 5.4 is a follow-up on our study of the dielectric properties. In this part, we analyze the impact
of the anharmonicity features evidenced in chapter 4, in particular for CsPbI3, on the values of the
dielectric tensor both in the high frequency and in the static regime.

Apart from light-induced degradation, one of the main causes of the environmental instability of halide
perovskites that has been identified so far is oxygen [2]. In Section 5.5 we use supercells DFT
calculations in order to derive the formation enthalpies of various interstitial and substitutional oxygen
defects in MAPbI3.

Finally, in section 5.6 we provide the reader with a brief analysis and a few comments around the
fourth article [3] published during my PhD about the experimental evidence of halide ionic migration in
MAPI-based solar cells. As I was not one of the primary contributors to this experimental work, my part
being limited to the result analysis, I chose not to include the publication itself in this manuscript.
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5.2 Ab initio perspective: stability diagrams

As we will see in the next section, most of the environmental stability issues (temperature, oxygen,
humidity, light) of halide perovskites involve, one way or another, the issue of the chemical and
thermodynamical stability of the perovskite structure itself.

Here, we would like to give the reader a first insight into the thermodynamical instability of MAPbI3
from a first-principle perspective.

5.2.1 Methods

The total energy of the various structures are calculated with DFT within the LDA approximation.
Norm-conserving and non-relativistic pseudopotentials were used. At variance with what we found for
cesium, taking into account the semi-core electrons of lead did not appear to be crucial for total energy
calculations of the lead-based compounds of interest here (metallic Pb, PbI2 and MAPbI3).

After cautious cutoff and k-point energy convergence tests (see for instance figures 5.2.1 and 5.2.2 for
PbI2), a cutoff of 70 Ry and k-point grids of 5x5x4 (PbI2), 7x7x4 (MAI), 8x8x8 (MAPbI3) and 6x6x6 (CsI)
were used.

Figure 5.2.1: Convergence tests for PbI2 on the plane waves’ energy cutoff parameter.
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Figure 5.2.2: Convergence tests for PbI2 on the number of k points used to sample the Brillouin
zone.

The formation enthalpies of the various species were obtained directly by calculating the difference of
total energy between the composed structures and its individual components.

We then draw a stability diagram using Euler identity for free enthalpy:

G =
N∑
i=1

ni.μi

where N is the number of species, ni the stoichiometry coefficient and μi the chemical potential of
species i.

Thus, the stability zone of MAPI is defined by constraints 5.1a to 5.1c.

μCH3NH3
+ μPb + 3μI = ΔH(CH3NH3PbI3) (5.1a)

μCH3NH3
+ μI < ΔH(CH3NH3I) (5.1b)

μPb + 2μI < ΔH(PbI2) (5.1c)
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The quantity μI was calculated as 1
2μI2 .

5.2.2 Results

In table 5.2.1 I report the formation enthalpies per atom for PbI2, MAI and cubic MAPbI3 and compare of
results to previous DFT calculations as well as to experimental data when available. We find a negative
formation enthalpy of -14 meV/atom for MAPI, which means that it is slightly favorable at room
temperature (kT ≈ 25 meV)) and that the reverse reaction is almost thermodynamically favorable. This is
a first hint towards the understanding of the chemical instability of methylammonium lead compounds.
This very narrow stability window also means that MAPI will be extremely sensitive to external
parameters (temperature, oxygen, humidity) and that kinetic aspects (such as the influence of light) can
play a crucial role in understanding its instability.

Formation enthalpy (eV/atom) DFT-GGA Ref [4] Our DFT results Experimental
Pb + I2 = PbI2 -2.09 -1.841 -1.811 (T < 200K) [5]

MA + 1
2 I2 = MAI -2.87 -3.053 -2.08 (300K) [6]

MAI + PbI2 = MAPbI3 -0.27 -0.014

Table 5.2.1

The stability diagram of cubic MAPbI3 is shown in figure 5.2.3. We find a narrower stability zone
compared to what was reported earlier in the literature. This difference could be due to the usual
discrepancies between LDA (used here) and GGA (used in the cited works).

Even though our aim in this chapter is to focus on hybrid perovskite MAPbI3’s stability, we performed
similar calculations for CsPbI3 (see figure 5.2.4).

We thus find CsPbI3 to be much more thermodynamically stable that its hybrid cousin.
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Figure 5.2.3: Stability diagrams of cubic MAPbI3 obtained by DFT calculations. The diagram on the
left is taken from Ref. [4]

.

Figure 5.2.4: Stability diagram of cubic CsPbI3 obtained by DFT calculations.
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5.3 [Publication 3] Light-induced degradation of perovskite thin films

After this first thermodynamical insight on the instability of MAPI, obtained by ab-initio calculations, in
this section we study in detail, from an experimental perspective, the light-induced degradation of MAPI
thin films.

In this work [1], we perform real-time ellipsometry measurements, in a nitrogen atmosphere, in order
to study the degradation of the optical constants of perovskite thin films deposited on top of the usual
Glass/ITO/PEDOT:PSS stack used to built ”inverted perovskite” solar cells. We compare this change in
the optical constants to the electrical degradation of complete solar cells, and use X-ray diffraction to
confirm the chemical decomposition suggested by the other techniques. Last, we use the results of our
optical constant study, completed by ab initio calculations, to answer the controversy on whether the
hybrid perovskite structure MAPbI3 behaves more like inorganic compounds (high dielectric constant,
low exciton binding energy) or like organic materials (low dielectric constant, high exciton binding
energy).

This article is the result of a collaboration with 3 students who prepared the samples and performed
XRD measurements. My personal work encompasses the ellipsometry and electrical measurements, their
interpretation and exploitation, the first principles calculations of the dielectric functions, and the lead of
the scientific project (scientific approach, article writing, etc).
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A B S T R A C T

Hybrid perovskites have emerged over the past five years as absorber layers for novel high-efficiency low-cost
solar cells which combine the advantages of organic and inorganic semiconductors. One of the main obstacles to
their commercialization is their poor stability under light, humidity, oxygen, and high temperatures. In this
work, we compare the optical and the electrical light-induced degradation of CH NH PbI3 3 3 (“MAPI”)-based solar
cells using real-time ellipsometry measurements, electrical measurements and X-Ray Diffraction (XRD) techni-
ques. We evidence that while the electrical degradation takes place on a short time scale (2–3 days of exposure to
ambient light conditions in a nitrogen atmosphere), no optical degradation is observed before 10 days when the
dissociation reaction of methylammonium lead iodide starts acting. We find a very good agreement between
XRD and ellipsometry measurements; both show the appearance of PbI2 after 1 week of exposure. We also
confirm that the main mechanism at play is a light-induced degradation affecting the edges of the stack and the
interfaces between the perovskite and the neighbouring layers. Last, a very good match is obtained on the optical
constants of MAPI between our ellipsometry measurements and density functional theory calculations we per-
formed, and we confirm the behavior of MAPI as an inorganic semiconductor.

1. Introduction

Even though the efficiency of hybrid perovskite solar cells (PSCs)
has jumped from 4% in 2009 to certified efficiencies over 20% [1] in
2015 and a record efficiency of 22.7% [2] in 2017, the mechanisms
behind their fast degradation have yet to be fully understood. Long-
term stability, in particular in terms of efficiency, is a crucial point for
any photovoltaics technology to reach the market.

Niu et al. [3] gave a first general understanding of the possible
pathways of the chemical decomposition of the perovskite layer in
2015. This fast degradation has been attributed to different factors,
among them: humidity, temperature, oxygen, and light [4]. While
many studies focused on the role played by H 02 molecules in air [5], the
mechanism behind ambient light-induced degradation remains unclear.
Ito and co-workers [6] used UV–Vis absorption and X-Ray Diffraction
(XRD) to show that after 12 h of light exposure, CH NH PbI3 3 3 (“MAPI” or
MAPbI3) transformed into PbI2, evidenced by the decreased UV–Vis
absorption and XRD patterns. A possible mechanism to explain this

degradation process is [6]:= +− −I I e2 22 (1a)= ↑ ++ +CH NH CH NH H3 3 33 3 3 2 (1b)+ + + = ↑− + −I I H e HI3 2 32 (1c)

The evolution of the optical properties of hybrid perovskite thin
films with time can be followed using real-time spectroscopic ellipso-
metry techniques [7]. Shirayama et al. [8] used this method, together
with Density Functional Theory (DFT) calculations, to investigate the
degradation of CH NH PbI3 3 3 upon exposure to humid air.

In this paper, we compare the optical and the electrical light-in-
duced degradation of CH NH PbI3 3 3-based solar cells using real-time el-
lipsometry measurements, electrical measurements and X-Ray
Diffraction (XRD) techniques. Electrical characterization is performed
on devices with a full solar cell structure using PEDOT-PSS as a hole
transporting layer, and PCBM (Phenyl-C61-Butyric acid Methyl ester) as
an electron transporting layer (see Section 2.1 for details). Ellipsometry
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and XRD are performed on a stack consisting of all the layers up to the
perovskite layer. We followed the degradation with ellipsometry for 17
days and 2–3 measurements per day.

In order to focus on light-induced degradation, the first measure-
ments were made while keeping the cells in a nitrogen atmosphere,
even during the ellipsometry characterization (see Section 2.1). We also
performed complementary ellipsometry measurements both in the dark
and in air, to check if the degradation measured here could result from
other factors than ambient light. We found out that keeping the cell in a
nitrogen atmosphere does not seem necessary in order to study the
light-induced degradation. Unless otherwise specified, the degradation
studies reported here are made on layers prepared by evaporation.
Additional studies on solution-processed samples are shown for com-
parison.

We also perform Density Functional Theory (DFT) calculations to
get ab-initio values for the optical constants of MAPI. In particular, we
study in detail in Section 3.3 its dielectric properties. The dielectric
constant in the high-frequency regime (taking into account only elec-
tronic contribution) is obtained as a second derivative of energy with
respect to electric fields. The dielectric function in the visible range is
computed in the Random Phase Approximation (RPA) from KS eigen-
values and eigenvectors and compared to ellipsometry measurements
we performed under a nitrogen atmosphere (see Section 2.2 for com-
putational details).

As for the static dielectric constant (low frequency regime), ionic
contributions are taken into account through the coupling of phonons
with the electric field. The phonons are obtained by using the linear
response approach of DFT, as known as DFPT (Density-Functional
Perturbation Theory), see Section 2.2. Given the structural instability
and the anharmonicity behavior previously reported for halide per-
ovskites [9–12], we made sure to properly relax the structure to avoid
soft phonon modes.

The PSC community has for some time had trouble agreeing on
MAPI's exciton binding energy, and on whether it behaves more like
organic compounds (high exciton binding energy, low dielectric con-
stant) or vice-versa like inorganic compounds. We use here the phonon
spectrum obtained for the pseudocubic phase of MAPbI3 to confirm that
it behaves as an inorganic semiconductor.

2. Experimental and computational methods

2.1. Experimental

For solution process, the analyzed samples consist of layers of (from
bottom to top) glass, ITO, PEDOT: PSS and −MAPbI Clx x1 , the latter two
made under a nitrogen atmosphere. The ITO coated glass is patterned
using a wet etching process with zinc powder and HCl, cleaned with
deionized H O2 (DI water), acetone and isopropanol. A PEDOT: PSS
(40 nm thick) hole transport layer is deposited on the ITO substrate
using a spin-coating process and heated at °120 C for 20min in N2
conditions. A perovskite solution (in DMF) composed of PbI2, PbCl2 and
MAI with a 1:1:4 molar ratio is spun at 6000 r.p.m onto the PEDOT: PSS
layer and heated at °80 C for 2 h in N2 conditions. The thickness of the
obtained perovskite film is estimated to be 350–400 nm. We then de-
posited a filtered PCBM solution by spin coating (1-step process:
3000 rpm for 35 s) in the glove box (N2 condition), and, without an-
nealing, we deposited the Ag cathode using thermal evaporation.

For evaporation process, the analyzed samples also consist of layers
of (from bottom to top) glass, ITO, PEDOT: PSS and MAPbI3, the latter
two made under a nitrogen atmosphere. ITO and PEDOT: PSS are
prepared in the same way as for solution-processed cells. Then, the
perovskite layer (around 250 nm) is deposited by thermal co-evapora-
tion of MAI and PbI2 with a 3:1 ratio on the PEDOT: PSS films. The
evaporation rate is controlled by temperature through different para-
meters (current, voltage). In order to avoid a penetration of MAI inside
the PEDOT: PSS layer, a thin layer (around 10–30 nm) of pure PbI2 is

deposited prior to co-evaporation. After breaking the vacuum and
cooling, we annealed the perovskite thin films at °80 C for 1 h under a
nitrogen atmosphere. PCBM and Ag were deposited the same way as in
the solution process.

The samples are scanned by a UVISEL, a phase-modulated spectro-
scopic ellipsometer (HORIBA) with an incidence angle of °60 C and a
wavelength range of 0.6–4.6 eV (270–2100 nm). As MAPI is a direct
transition semiconductor (in the first order approximation), the Tauc-
Lorentz [13] formula is used to extract the optical constants of the
perovskite layer, after having extracted PEDOT: PSS and ITO optical
constants with Glass/ITO/PEDOT: PSS samples beforehand. The ellip-
sometry fitting parameter χ2 is kept under 15, as it is usually the case in
order to have a good match between our model and the actual optical
parameters [13]. The study of the bottom layers allows to concentrate
our efforts only on the perovskite. Thanks to a sealed box, the samples
are kept in a N2 atmosphere during the first ellipsometry measurements,
but this seemed to be unnecessary as it did not influence the optical
light-induced degradation.

For <t 6 days, the perovskite film is modeled using three layers to
take into account the variation of index in the depth and a surface
roughness layer (see Fig. 1). These 3 layers are described using the
Bruggeman Effective Medium Approximation, which consists of a mix
of MAPbI3 and void, whose volume fraction varies for the bulk per-
ovskite and the bottom layer. The surface roughness is described with
50% of MAPbI3 and 50% of void as introduced by Aspnes et al. [14].
The volume fraction of MAPbI3 decreases day by day for both layers and
more importantly for the bottom layer.

For >t 6 days, the perovskite film is still modeled using 3 layers
with variation of the different volume fractions for each layer from the
bottom to the top. In addition, we included a fraction of PbI2 in these
layers (see Fig. 2).

The optical transitions of the perovskite thin film are reported in the
Supporting Information file and are coherent with the literature [7].

The absorbance is measured using a UV–Vis spectrophotometer.
Given the wavelength range where the signal is not saturated
(500–800 nm), the only optical transition which can be followed day
after day is the band gap one around 1.57 eV.

The XRD measurements were carried out on samples exposed to
ambient light and done at regular times from right after fabrication to
after 6 weeks of exposure. The incident angle was increased from °5 to°75 by steps of °0.03 .

Fig. 1. Model used to fit the optical constants during the first 6 days of ageing. Layers are
numbered starting from glass (L1) to the top (L6).
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2.2. Computational methods

Electronic-structure calculations were performed within the
Density-Functional Theory (DFT) [15,16] framework, as implemented
in the Quantum Espresso (QE) code [17].

All total energy and force calculations in this work were performed
with the Local Density Approximation (LDA), expanding the wave
functions in a plane-wave basis set. Unless specified differently, non-
relativistic (scalar-relativistic for Pb) and norm-conserving pseudopo-
tentials were used, with the Cs s p s[5 5 6 ]2 6 1 , I s p[5 5 ]2 5 and Pb

d s p[5 6 6 ]10 2 2 electrons treated as valence states.
Plane-wave cutoffs of 80 Ry were used. The Brillouin zone (BZ) was

sampled with Γ -centered Monkhorst-Pack meshes [18] with a sub-
division of 8 × 8 × 8. Dielectric functions were calculated with the
epsilon.x tool of the post-processing suite of QE, in the framework of the
RPA, neglecting local field effects.

Phonon calculations were performed using the linear response ap-
proach of DFT, as known as DFPT (Density-Functional Perturbation
Theory) [19], as implemented in the Quantum Espresso code [17].
High-frequency dielectric tensors and Born effective charges were cal-
culated with linear response and used to calculate long range con-
tributions to the dynamical matrices at Γ .

In order to eliminate some of the soft phonon modes, very tight
convergence thresholds of − Ry bohr10 /4 for the force calculations and−10 14 for the phonon self-consistent algorithm were used, similar to our
previous work [9].

3. Results and discussion

3.1. The first 6 days: Electrical degradation

In order to optimize the optical parameters obtained by ellipsometry
during the first 6 days, we propose a model where we increase the void
ratio in the MAPI layer so that the fitting parameter χ2 is kept under 15
(see Section 2.1 for details). The results (Fig. 3) show that light-induced
degradation manifests through a void ratio increasing from 0% to 30%
within 3 days in the MAPI layer. The fact that such a model with only
void taken into account fits the experimental optical constants means
that no PbI2 is expected to be formed during the first 6 days of exposure
to light.

In parallel, we studied the electrical degradation of complete solar
cells by measuring their IV characteristics over time when exposed to
ambient light and nitrogen atmosphere (see Figs. 4 and 5). The elec-
trical degradation acts very fast since the Power Conversion Efficiency
(PCE) drops from 7.4% to around 4% after only 2 days for the cells
made by co-evaporation. The major degradation occurs for the short
circuit current (JSC) and the series resistance (Rseries). We think that the
abrupt drop of series resistance (see detailed data in the Supporting

Information file) could be the sign of a degradation occurring mostly at
the interfaces with other layers, as opposed to modifications in the bulk
of the perovskite layer. We show in Fig. 4 (b), for comparison, the
electrical degradation which occurs when the samples are exposed to
both ambient light and air. The degradation in air occurs at an even
higher rate than in nitrogen.

In contrast, Fig. 5 shows the electrical degradation of cells prepared
using solution process instead. For such cells, the initial substantial
drop in performance occurs after only 2 days, but they show better
stability as JSC only slightly decreases during the following 10 days.

In order to confirm the ellipsometry results showing no appearance
of PbI2 during the first 6 days of exposure, we also performed UV–Vis
spectroscopy measurements. No change was observed in the optical
absorption transitions. Moreover, the color of the samples did not turn
to yellow, but rather remain dark brown during the first 6 days of de-
gradation (see Fig. 6).

All these results show that whereas no optical degradation is ob-
served for 6 days, the electrical degradation due to ambient light is very
fast and the cells lose their electrical properties after only 2 days.

3.2. From day 6 to day 12: Lead iodide formation

Starting from day 6, we had to use a different ellipsometry model
and include a fraction of PbI2 in the MAPI layer in order to maintain a
faithful model of the optical parameters (see Section 2.1). The results
(Fig. 7 for >t 120 h) show that this fraction increases rapidly to more
than 80% after 9–10 days. This results from the dissociation reaction of
MAPI into its precursor elements lead iodide and methylammonium, as
previously reported [6]. The ratio of PbI2 reaches a limit value of ap-
proximately 88% and does not increase anymore from day 10 to day 17.

This is further confirmed by XRD measurements we performed (see
Fig. 8), clearly showing the appearance of a PbI2 peak after 1 week of
exposure.

Last, the real part of the dielectric constant ϵ of the MAPI layer
extracted from ellipsometry is shown in Fig. 9. Noteworthy, this data
reveals that the degradation mechanism which is at play here is much
faster during the day (ambient light) than during the night. This can be
seen as the major changes for ϵ are observed for measurement points
close to each other, which correspond to daylight conditions (see
Section 2.1). This further strengthens our study and validate our ap-
proach of studying the degradation of perovskite stacks caused by
ambient light. Similarly, no degradation was observed after keeping
one of the samples wrapped in aluminum foil for 15 days.

Fig. 2. Model used to fit the optical constants after the first 6 days of ageing. Layers are
numbered starting from glass (L1) to the top (L6).

Fig. 3. Study over time of the ratio of MAPI (in %) under ambient light and nitrogen
atmosphere conditions, after introducing a MAPI/void mixed layer in the ellipsometry
model.
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3.3. DFT analysis

The aim of our DFT analysis was to obtain the dielectric properties
of MAPbI3 (using its phonon spetra) and compare them to the dielectric
function measured by ellipsometry.

As we previously reported [9], contrary to CsPbI3, the phonon
spectrum of the pseudocubic phase of the hybrid perovskite MAPbI3,
obtained using DFPT calculations, does not have any soft modes at the

Γ point of the Brillouin zone. This means that, provided that we use a
very tight convergence threshold for the DFT relaxation, we can reach
the proper equilibrium structure without the use of frozen phonon
calculations.

From this phonon spectrum free of soft modes, we could derive the
static dielectric constant ϵ0. The frequency dependent dielectric func-
tion is obtained within the RPA by calculating the proper coefficients of
each allowed transition between states v in the valence band and states
c in the conduction band [20]:

∑= + −ω f
ω

ω ω
ϵ ( ) 1

c v
c v

p

c v
1

,
,

2

,
2 2

(2a)

∑= −ω π f
ω
ω

δ ω ωϵ ( )
2

( )
c v

c v
p

c v2
,

,

2

,
(2b)

ωc v, being the transition's oscillator frequency, and ωp the plasma
frequency of the solid.

The static and high frequency dielectric constants of pseudocubic
MAPbI3 obtained with DFPT are:

Fig. 4. Study over time of the electric properties of MAPI-based perovskite solar cells prepared by evaporation, under ambient light and nitrogen atmosphere conditions for (a) and
exposed to air for (b).

Fig. 5. Study over time of the electric properties of MAPI-based perovskite solar cells,
prepared by solution process, under ambient light and nitrogen atmosphere conditions.

Fig. 6. MAPI-based perovskite solar cells (without the top electrodes), exposed to am-
bient light and kept in a nitrogen atmosphere, after 6 days (left) and 8 days (right) of
degradation.

Fig. 7. Study over time of the ratio of PbI2 (in %) in the MAPI layer under ambient light
and nitrogen atmosphere conditions. The different model used for <t 120 hours sets x =
0 by definition (see Section 2.1) and is shown here for comparison.
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= ⎡⎣⎢
−−− ⎤⎦⎥ = ⎡⎣⎢

−
− ⎤⎦⎥∞ϵ

14.49 0.06 0.59
0.06 17.64 0.04
0.59 0.04 18.70

ϵ
6.19 0.00 0.22
0.00 6.30 0.00

0.22 0.00 6.44
0

(3)

The results obtained (static ϵ around 18) are coherent with low
exciton binding energies, but go against the possibility of a giant di-
electric constant for these hybrid perovskites, which had been reported
at very low frequencies (<1 Hz) ( ≈ϵ 1000 in the dark [21]). They are
also reasonably close to the previously reported experimental value of
30.5 [22].

The dielectric function (ϵ versus energy, Fig. 10a), calculated in the
visible range, shows good concordance with the ellipsometry mea-
surements (Fig. 10b). The real part of the dielectric function measured
by ellipsometry has the same order of magnitude before the transition
(5–6) as the calculated values shown in Eq. (3). The calculated ima-
ginary part, representing the absorption of the perovskite layer, is
slightly shifted to lower energies compared to ellipsometry measure-
ments, showing an optical band gap of around 1.2 eV compared to
1.56 eV for ellipsometry. This is actually highly dependent on the
smearing value chosen to calculate the different fcv oscillation strength
factors (see Eqs. (2a) and (2b)).

In the Supporting Information file we show that one can play with
this smearing value: the lower the smearing, the closer the band gap is
to the experimental value, but also the more noise there is in the di-
electric function. Check-up ab initio calculations were performed (see
Supporting Information) to make sure our relaxed structure has the
expected band gap, and we found a value 1.57 eV with ultrasoft pseu-
dopotentials, this value being close to experimental values only because
of a now well-known for these perovskites [23] error cancellation be-
tween the underestimation of DFT and the effect of spin orbit coupling
which we do not take into account here.

In general, we think that the differences observed between Fig. 10a
and 10b can be explained by several reasons. One of them is the
roughness of the perovskite layer. Shirayama et al. [7] showed that
ultrasmooth perovskite layers (prepared using a laser evaporation
technique) can produce artifact-free measurements of MAPbI3 optical
constants, with an almost perfect agreement with DFT. Another reason
can be the fact that our calculations are performed on the pseudocubic
phase, of MAPbI3 whereas the stable phase at room temperature is the
tetragonal phase.

Fig. 8. X-ray diffraction spectrum of MAPI stacks kept under a nitrogen atmosphere in ambient light.

Fig. 9. Study over time of real part of the dielectric constant of
the MAPI layer, as modeled from ellipsometry measurements.
Close points corresponds to measures during the day, while dis-
tant points are separated by at least one night of exposure. See
Section 2.1 for a detailed explanation about the layers labelling
(L1 to L6).
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4. Concluding remarks

To summarize, we can draw two main conclusions from our de-
gradation study under nitrogen and ambient light conditions.

First, the electrical degradation occurs on a very fast time scale:
after only 2 or 3 days, the perovskite cells are almost not generating
power anymore, whereas their optical absorption properties are stable
at this time scale (both the optical transitions measured by UV–Vis
spectroscopy and the optical constants n and ϵ obtained by ellipso-
metry).

Second, the dissociation reaction leading to the formation of lead
iodide can be probed by fitting the optical constants obtained by el-
lipsometry with models including a growing ratio of PbI2 in the MAPI
layer. This model shows that the formation of lead iodide does not start
before day 6, which is coherent with the stack turning yellow only after
the first 6 days of exposure to light, and that the fraction of lead iodide
in the MAPI layer increases until reaching a saturation value of around
90% after 9–10 days.

Using additional DFT calculations on the dielectric constants, which
are in good agreement with the optical constants measured by ellip-
sometry, we are able to confirm the behavior of MAPI as an inorganic
semiconductor with a high static dielectric constant and thus low values
for the exciton binding energies.

These findings highlight the crucial importance of inhibiting the
mechanisms responsible for light degradation, in addition to protecting
them from oxygen, humidity and temperature, since even under a ni-
trogen atmosphere, the light-induced degradation is crippling for the
solar cell's performance.

Further work is needed to investigate in detail the dynamics of such
degradation, and especially the different mechanisms at play for the
very fast electrical degradation on one hand and the slower optical
degradation on the other hand.
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Appendix A. Supporting information

SI.pdf: this supporting information file is devoted to presenting
some checks we made in order to show that the main differences be-
tween the DFT calculated dielectric function of MAPI and the one
measured by ellipsometry measurements (see Figs. 10a and 10b) are
linked to numerical artifacts and do not affect the conclusions of the
paper.

We also provide detailed data about the electrical degradation and
show a comparison between the dielectric properties of solution-pro-
cessed and co-evaporated perovskite thin films.

Appendix B. Supplementary data

Supplementary data associated with this article can be found in the
online version at http://dx.doi.org/10.1016/j.solmat.2018.01.020.
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This supporting information file is devoted to presenting some checks we made in order

to show that the main differences between the DFT calculated dielectric function of MAPI

and the one measured by ellipsometry measurements (see figure 1) are linked to numerical

artifacts and do not affect the conclusions of the paper.

We also provide detailed data about the electrical degradation and show a comparison

between the dielectric properties of solution-processed and co-evaporated perovskite thin

films.

Influence of the smearing parameters on the absorption

offset

(a) DFT calculations. (b) Ellipsometry measurements.

Figure 1: Dielectric function of MAPbI3

The main difference is a left-shift of the calculated imaginary part of the dielectric con-

stant (absorption) compared to the one measured by ellipsometry, which shows a good value

for the band gap around 1.57 eV, whereas a band gap of around 1.2-1.3 eV can be seen on

figure 1a. On figures 2 and 3 we can check that our DFT calculations give a band gap in

good agreement with experiments (1.50 eV, or 1.57 if we use ultrasoft pseudopotentials).

This value is very close to the experimental optical band gap only because of a (now well-

known for these perovskites1) error cancellation between the underestimation of DFT and

the effect of spin orbit coupling which we do not take into account here.
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Figure 2: Energy bands of the pseudo-cubic phase of MAPI using norm-conserving pseu-
dopotentials.

Figure 3: Energy bands of the pseudo-cubic phase of MAPI using ultra-soft pseudopotentials.

Now, in order to better understand why we have this left shift for the imaginary part

of the dielectric function, we changed the smearing value chosen to calculate the oscillator

strength fcv for each transition (see equation 1a). The results (figure 4) show that there is
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a tradeoff between the accuracy of the dielectric constant and the shift in the band gap.

ε1(ω) = 1 +
∑
c,v

fc,v
ω2
p

ω2
c,v − ω2

(1a)

ε2(ω) =
π

2

∑
c,v

fc,v
ω2
p

ω
δ(ω − ωc,v) (1b)

(a) Smearing of 13.6 meV (b) Smearing of 5 meV.

Figure 4: Imaginary part of the dielectric function ofMAPbI3 calculated by DFT for different
smearing values of the fcv parameter in equation 1b.
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Electrical degradation

Table 5 shows detailed data about the electrical degradation of our samples prepared by

evaporation.

(a)

(b)

Table 5: Study over time of the electric properties of MAPI-based perovskite solar cells
prepared by evaporation, under ambient light and nitrogen atmosphere conditions for (a)
and exposed to air for (b).

Impact of the synthesis method

Figure 6 shows a comparison between the dielectric properties of solution-processed and

co-evaporated perovskite thin films.

Two observations can be made.

First of all, the optical transitions (1.55 eV, 2. eV, 3. eV) are coherent with the literature.2

Then, while the optical band gap is the same in both cases, there is a left shift on the

second transition for the solution processed film: the peak is less sharp and occurs around
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2.5 eV

Figure 6: Imaginary part of the dielectric constant measured by ellipsometry for samples
made by solution process or co-evaporation.
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CHAPTER 5. ENVIRONMENTAL INSTABILITIES IN HALIDE PEROVSKITES

5.4 Hybrid Perovskites: organic or inorganic semiconductors?

In this short section, we report additional calculations we performed to complete the results on the
structural instabilities of section 4.2 and the discussion on the dielectric constant of hybrid perovskites
(previous section).

The general aim here is to study how our findings on the structural instabilities in CsPbI3 can impact
the dielectric properties of this material.

The DFPT method used to obtain the dielectric tensor both in the high frequency and in the static
regime were detailed in section 3.4.

On figures 5.4.1 and 5.4.2 we summarize all the dielectric tensors for the 4 phases of CsPbI3 as well as
for the pseudocubic phase of MAPbI3 in both frequency regimes. The symmetric (η = 0) and broken
symmetry structures (η ̸= 0) correspond to relaxed structures optimized starting from respectively the
maximum and the minimum of the double-well energy surface. For the cubic phase we used the volume
relaxed structures (the lattice is kept perfectly cubic) and in the orthorhombic case we did a full relaxation
(atomic positions and all three lattice parameters) with the lattice angles kept fixed.

In the previous section we already discussed how the results for hybrid perovskite MAPbI3 allow us to
confirm the behavior of MAPI as an inorganic semiconductor with a relatively high - yet not giant - static
dielectric constant and thus low values for the exciton binding energies, coherently with what was
experimentally evidenced with the use of high magnetic fields [7].

As for CsPbI3, the dielectric matrices for the orthorhombic δ-phase show that it is only when taking
into account the anharmonic potential and using the broken symmetry structure that we find a high static
dielectric constant, coherent with the inorganic nature of this perovskite. The reader should recall that
this increase in the static dielectric constant when breaking the symmetry is accompanied by an increase
in the band gap (see Publication 2). In the cubic and tetragonal phases, the impact of the structural
instabilities is reduced.

This means that our findings on the double-well energy surface are crucial to have a comprehensive
understanding not only of the band structures but also in general of the dielectric and optical properties
of CsPbI3.
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Figure 5.4.1: Dielectric matrices of CsPbI3 in the high-frequency (ε∞) and static (ε0) regimes ob-
tained from DFPT.

Figure 5.4.2: Dielectric matrices of MAPbI3 in the high-frequency (ε∞) and static (ε0) regimes ob-
tained from DFPT.
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5.5 Oxygen defects inMAPI

As explained in chapter 2, Yin et al. published in 2014 a precious and comprehensive study of all the
possible intrinsic defects in MAPI [4]. In particular, they showed that the intrinsic defects that create
deep levels in the band gap and could in theory largely reduce the open circuit voltage and trigger carrier
recombinations, such as IPb, IMA, Pbi and PbI, all have high formation energies and are thus very unlikely to
be present in the material at room temperature. In 2016, Mosconi et al. could rationalize the annihilation
of the numerous V+

I / I−i Frenkel pairs with light irradiation thanks to DFT calculations and
photoluminescence measurements. They also showed that V+

I and I−i are the fastest migrating defects,
consistently with previous studies [8–11].

Very recently, Meggiolaro et al. [12] provided a model to explain the high defect tolerance of MAPI
and the deactivation of electron traps using the specificities of iodine redox chemistry in these materials.
They also showed that an O2-rich environment can lock down the remaining hole traps. These results
further understanding of the role played by oxygen in the interaction between hybrid perovskites and
their environment.

In this section, we aim at obtaining, from ab-initio calculations, an insight on the thermodynamical
stability of oxygen defects in the pseudocubic phase of MAPbI3, as well as their consequence on the
electronic band structure. We first focus on neutral oxygen defects (both interstitial and substitutional) in
the perovskite lattice. Then, we study the case of charged defects for nitrogen and hydrogen substitutions.

5.5.1 Methods

Geometry optimization, total energy calculations and electronic band structures were performed using
the plane-wave projector augmented wave (PAW) implementation with the PBE method available in the
VASP software[13–15], in particular with the I [5s25p5] and Pb [6s26p2] electrons treated as valence states.

We constructed 2× 2× 2 supercells from the optimized single cells (see table 5.5.1).
A Γ-centered 6× 6× 6 (resp. 3× 3× 3) k points grid is used for the single (resp. super) cell.
As for the electronic band structures, we did not take into account spin-orbit coupling. The obtained

band gaps are reasonably close to the experimental values due to an error cancellation between the
general underestimation of the band gap in DFT ground state calculations and the giant spin-orbit
coupling (SOC) that was found for the conduction band [16].
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In Angstroms Relaxed single cell Relaxed 2× 2× 2 supercell
a 6.364 12.717
b 6.219 12.433
c 6.285 12.546

Table 5.5.1: Lattice parameters (in Angstroms).

5.5.2 Interstitial and substitutional oxygen defects

There are two possible interstitial sites in the cubic perovskite structure :

• 8 tetrahedral sites (figure 5.5.1)

• 1 octahedral sites already occupied by the organic molecule (figure 5.5.2)

Figure 5.5.1: Tetrahedral sites (in blue) in the cubic perovskite structure.

As for substitutional oxygen defects, we explore the thermodynamics of (Kröger–Vink notation) OI,
ON, OH and O2H.
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5.5. OXYGEN DEFECTS IN MAPI

Figure 5.5.2: The octahedral site is occupied by the organic molecule. The red, purple, green, yel-
low, grey and blue atoms respectively denote O, Pb, I, C, N and H.

5.5.3 Formation enthalpies of neutral defects

In order to derive the formation enthalpies Hdefect
f of these neutral defects, we use the following traditional

approach [17]:

Hdefect
f (OX) = H(OX)− Hperfect

tot − μO + nXμX (5.2)

for the substitution of nX elements X by an atom of oxygen, where μ is the chemical potential of the
corresponding atom. We derived μO as 1

2μO2
, μH as 1

2μOH
, μI as 1

2μI2 and μN as 1
2μN2

.

In table 5.5.2, we summarize the formation enthalpies of these various oxygen defects (constant
pressure calculations). Among them, the interstitial and 2H substitutional defects appear to be the most
favorable ones with a positive enthalpy close to 0.

Interstitial OI ON OH O2H

0.30 0.95 1.06 5.77 0.08

Table 5.5.2: Formation enthalpies (eV).
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In particular this was expected for O2H as this defect corresponds to the formation of a carbonyl group
(see figure 5.5.3), similar to what was found in Ref [18] for polyethylene and small alkane molecules.

Figure 5.5.3: Carbonyl group (aldehyde).

The C=O double bond cannot be formed in the case of the OH defects, whose formation energy is
much higher: in this case the geometry optimization (figure 5.5.4) of the defective cell resulted in a
migration of the inserted oxygen atom from the substitutional hydrogen site to what seems to be an
interstitial site inside the inorganic octahedra PbI6.

The substitution of two hydrogen atoms by one oxygen leads to the formation (figure 5.5.5) of a C=O
double bond, whose length, 1.19 Angstroms, is typical of double carbon-oxygen bonds (1.12 Å in CO2)
and in close agreement with the C=O double bond of a carbonyl group in polyethylene.

5.5.4 Electronic properties and charged defects

For reference, we show on figures 5.5.6 and 5.5.7 the electronic band structures of respectively the pristine
pseudocubic MAPbI3 single cell and 2× 2× 2 supercell. As expected, the band gap folds from the R point
of the single cell to the Γ point of the supercell. The 2× 2× 2 supercell has an even number of electrons:
320 electrons and thus 160 filled valence bands.

On figures 5.5.8 to 5.5.11 we report the electronic band structures of the structure with interstitial
oxygen and OI, ON and OH defects. Noteworthily, it is only in the nitrogen and hydrogen case that the

166



5.5. OXYGEN DEFECTS IN MAPI

Figure 5.5.4: Migration of the inserted oxygen atom from the substitutional hydrogen site to what
seems to be an interstitial site inside the inorganic octahedra PbI6 after geometry optimization. The
red, dark grey, purple, brown, light grey and white atoms respectively denote O, Pb, I, C, N and H.

oxygen defect creates a flat band, located inside the band gap, that clearly comes from the oxygen
contribution as seen when projected on the oxygen states (density of states). These half-filled states (odd
number of electrons in the system) constitute thus a possible trap states for electrons (ON case) or holes
(OH case). These can act as recombination centers under the photovoltaic operation of the material. For
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Figure 5.5.5: Substitution of 2 hydrogen atoms by 1 oxygen, structure after geometry optimization.
The red, dark grey, purple, brown, light grey and white atoms respectively denote O, Pb, I, C, N and
H.

Figure 5.5.6: Electronic band structure of the pristine MAPbI3 single cell.

the OI defects, the defect creates states under the band gap that are rather deep. As for the interstitial
defect, it creates rather shallow valence states.

From this electronic structure analysis, and given the presence of these trap states in the nitrogen and
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Figure 5.5.7: Electronic band structure of the pristine MAPbI3 2 × 2 × 2 supercell. Fully occupied
bands are shown in blue.

Figure 5.5.8: Electronic band structure and oxygen projected density of states (DOS) of the struc-
ture with an interstitial oxygen atom.

hydrogen substitutions, it is interesting to consider charged defects. We thus calculated the formation
enthalpy (table 5.5.3) of O+

H , O−
H , O+

N and O−
N .

It is known that for charged defects the convergence of the long-ranged Coulomb interaction between
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Figure 5.5.9: Electronic band structure and oxygen projected density of states (DOS) of the struc-
ture with the OI defect.

Figure 5.5.10: Electronic band structure and oxygen projected density of states (DOS) of the struc-
ture with the ON defect.

the localized charge distributions is very slow. Instead of using very large supercells, we corrected a
posteriori the calculated formation energies considering the model proposed by Makov and Payne [19]:
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Figure 5.5.11: Electronic band structure and oxygen projected density of states (DOS) of the struc-
ture with the OH defect.

E = E0 +
q2α
2Lε

+
2πqQ
3L3ε

+ O(L−5)

where E0 is the non-corrected ground state energy, Q the quadrupole moment, q the electrostatic
charge, L the lattice parameter and α the Madelung constant.

The first term of the equation, the monopole term (also called Madelung correction) was applied in the
charged defect formation enthalpy calculations.

Taking into account the electrostatic potential linked to the Fermi level, the charged defect’s formation
enthalpy then reads:

Hdefect
f (Oq

X) = qEabs
Fermi + H0 +

q2α
2Lε

+ O(L−3) (5.3)

where the Fermi energy is defined with respect to the valence band top energy EVBT as:

Eabs
Fermi = Erel

Fermi + EVBT (5.4)

All the formation enthalpies of charged defects shown in table 5.5.3 are calculated for Eabs
Fermi = EVBT.

In the nitrogen substitution case, we find a negative formation enthalpy for the +1 charged defect: the
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oxygen defect acts as an electron donor close to the conduction band, this corresponds to a p-like doping.
On the opposite, the -1 charged defect is less favorable than its neutral equivalent. In the hydrogen
substitution case, we find a lower formation enthalpy for both the +1 and -1 charged defects: the oxygen
defect could act as an electron donor or acceptor but is strongly unfavorable.

ON O+
N O−

N OH O+
H O−

H
1.06 - 1.22 3.95 5.77 2.31 4.04

Table 5.5.3: Formation enthalpies of charged defects (in eV). The corresponding neutral defects’
formation enthalpy are recalled for reference. The Fermi level is taken at the valence band top.
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5.6 [Publication 4] Hysteresis and ionic migration

Apart from their environmental stability, which is the main topic of this chapter, one of the most
detrimental features in perovskite solar cells is the so-called ”anomalous hysteresis” phenomenon
observed mostly for inverted structures. In chapter 2 we explained how the efficiency value can be
overestimated if the voltage scanning rate is too high for the cell to reach its electronic steady-state
equilibrium. We also detailed the several possible explanations for this phenomenon that have been
reported in the literature: ferroelectric domains, giant dielectric constant, trap states and ion migration.

In this manuscript we have already encountered and studied some aspects of the first three phenomena.
Indeed, in section 4.2 I showed how the structural instabilities revealed by the soft phonon polar mode
can be at the origin of ferroelectricity in CsPbI3. In sections 5.3 and 5.4 we investigated the dielectric
properties of both MAPI and CsPbI3 showing results that go against the possibility of a giant dielectric
constant. Last, oxygen trap states were studied in detail in the previous section.

Here, we provide the reader with a brief analysis and a few comments around the forth article
published during my PhD (by H. Lee et al. [3]) about the experimental evidence of halide ionic
migration in MAPI-based solar cells. As I did not bring the major contribution to this experimental work,
my part being limited to the result analysis, I chose not to include the publication itself in this manuscript.

In this work, we used glow discharge optical emission spectrometry (GD-OES) to evidence the ionic
migration of halogen components in CH3NH3PbI3−xClx thin films under an electrical bias. In particular,
we show that while no migration is observed for lead and nitrogen for a polarization applied for 2 minutes,
chloride and iodide ions migrate over 120 nm, which corresponds to approximately one third of the
perovskite layer’s thickness.

If ferroelectricity was already excluded as a possible significant factor contributing to the photocurrent
hysteresis in 2014 when Xiao et al. [20] discovered a giant switchable photovoltaic effect and showed that
ion migration could drastically impact the electric performance, much more work was needed in order to
clearly and directly evidence the migrating species and the migration range. The link between ion
migration and hysteresis has been formally established in a comprehensive work in 2015 [21] where it
was shown that the build-up of space charge at the contact can be at the origin of the photocurrent
hysteresis. This work evidenced that this phenomenon does not depend on the illumination. This is one
of the reasons why we focused in our work on migration under an electrical bias.

The direct observation of ion migration within the halide perovskite layer was also evidenced by other
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experimental methods, for MA+ [22] as well as for I− [23]. As discussed in our article [3], the activation
energies for ionic migration in MAPI were derived from first principles calculations [11] which allowed to
identify vacancy-assisted migration of iodide as the most likely channel of ionic conduction (activation
energy of 0.6 eV). This suggests that hybrid halide perovskites behave as ionic–electronic conductors.
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I do not know what I may appear to the world, but to myself I
seem to have been only like a boy playing on the seashore, and
diverting myself in now and then finding a smoother pebble or
a prettier shell than ordinary, whilst the great ocean of truth
lay all undiscovered before me.

Isaac Newton

6
Conclusion&Perspectives

Throughout this manuscript, we have used several ab-initio and experimental methods to
investigate the structural and environmental instabilities of hybrid and inorganic perovskites as well as the
possible phenomena behind the hysteretic behavior of perovskite solar cells.

In regards to structural instabilities, I revealed (Publications 1 & 2) a very flat energy landscape and
double well features on three of the four phases of CsPbI3 (including the tetragonal phase that we
evidenced for the first time in Publication 2). We have shown that taking into account the instabilities of
the inorganic sublattice is crucial in order to better understand the electronic structure, the dielectric
properties and the phase competition of CsPbI3 in particular and halide perovskite materials in general.

Further work is needed to understand the link between these inorganic lattice fluctuations and the
instability of MAPbI3, in particular by taking into consideration the translation-rotation coupling of the
organic molecule. The underlying ferroelectricity in these perovskites could be linked to the polar
structural fluctuations we report here, also leading to a dynamical Rashba effect as previously proposed
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for similar perovskite structures. Even though we gave some hints on this topic, a more detailed
ferroelasticity study is needed for CsPbI3. The low-energy highly occupied phonon states we found will
also need to be taken into account in order to give new theoretical estimates of electronic and optical
properties (e.g., the band gap or the exciton binding energy). It could also help improve electron−phonon
coupling calculations and help better understand the electronic properties, as it was shown that this
coupling can deeply impact the charge-carrier mobilities in these perovskites. Mixing Cs with other
cations, like the organic ones used in most recent versions of hybrid PSCs, affects the coupling in the
double-well network, which could help explain the mechanisms through which mixed-cation PSCs have
shown promising improvements in efficiency and stability with respect to MAPbI3-based perovskite solar
cells. Further calculations are also needed in order to estimate and possibly avoid the anharmonic entropy
term associated to the order−disorder or displacive transition to the non-perovskite δ-phase and be able
to keep CsPbI3 in its black phase at room temperature. This point is crucial in the quest for stable and
highly efficient perovskite solar cells.

As for the sensitivity of hybrid perovskites to the environmental parameters (temperature, humidity,
oxygen, light), we have evidenced (Publication 3) the light-induced degradation timescales of the
electrical (current-voltage studies) and optical (ellipsometry, optical indexes) properties of these
materials. Our study brings better understanding of the chemical decomposition of MAPI into its two
precursors, methylammonium and lead iodides, which we predicted using DFT stability diagram
calculations. Last, we used the results of our optical constant study, completed by ab initio calculations, to
answer the controversy and prove that hybrid perovskite structure MAPbI3 behaves more like inorganic
compounds (high dielectric constant, low exciton binding energy) than like organic materials (low
dielectric constant, high exciton binding energy).

These findings highlight the crucial importance of inhibiting the mechanisms responsible for light
degradation, in addition to protecting cells from oxygen, humidity and temperature, since even under a
nitrogen atmosphere, the light-induced degradation is crippling for the solar cell’s performance. Further
work is needed to investigate in detail the dynamics of such degradation, and especially the different
mechanisms at play for the very fast electrical degradation on one hand and the slower optical
degradation on the other hand.

We also analyzed the formation enthalpy and the consequences on the electronic band structures of
oxygen interstitial and substitutional defects in MAPbI3. Throughout this study, we have shown in
particular that substitutional defects O2H and O+

N (possible p-type doping) are the most

180



thermodynamically favorable defects in this material. Further work is needed to investigate the
thermodynamics of such oxygen defects at the surface of the material, as it was shown that interface
recombination could be the limiting factor for the cells’ efficiency.

The work I contributed to regarding halide migration under an electrical bias (Publication 4) must be
furthered investigated in parallel with a detailed study on the I-V curves’ hysteresis under dark conditions.
In particular, our next goal is to study the evolution of the dark current with temperature and analyze it in
terms of activation and migration energies of possible defects, which should mostly consist of iodine
vacancies according to theoretical predictions.

I am confident that this thesis work will further understanding of the electronic properties and both the
structural and environmental instabilities of halide perovskites, a necessary step towards the realization of
fully stable and highly efficient perovskite solar cells, that can be used in various situations thanks to their
flexibility and easy fabrication processes (windows, flexible surfaces, ”solar paint”...) as well as to
complement silicon solar cells in tandem structures.
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7
Publications, Collaborations&Awards

Several parts of the work presented in this thesis were done in collaboration with other
research groups, in particular :

• The perovskite group in Rennes, France who has a precious expertise on ab-initio studies on
perovskite materials ( Jacky Even, Laurent Pedesseau, Claudine Katan and Soline Boyer-Richard).

• Prof. M. Kanatzidis and Dr. C. Stoumpos from Northwestern University, USA, for their expertise
in crystal synthesis and synchrotron XRD.

• Prof. P. De Angelis and Dr. E. Mosconi from Perugia University, Italy (CNR - CHLYO) for their
expertise in molecular dynamics in perovskites.
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A
Appendix

A.1 Brillouin zone conventions

Figures A.1.1, A.1.2 and A.1.3 show the classic definitions of the high-symmetry points of the Brillouin
zone for respectively the cubic, tetragonal and orthorhombic lattices [1]:
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Figure A.1.1: Cubic lattice

Figure A.1.2: Tetragonal lattice
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Figure A.1.3: Orthorhombic lattice
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Titre : Anharmonicité et instabilités dans les perovskites halogénées pour les cellules solaires de dernière génération 
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Résumé : Les pérovskites hybrides halogénées (ABX3) sont 
utilisées depuis cinq ans comme couches absorbantes pour de 
nouvelles cellules solaires à bas coût combinant les avantages 
des matériaux organiques (molécule A) et inorganiques (métal B 
et halogène X). Très récemment, des cellules solaires à boîtes 
quantiques à bases de pérovskites purement inorganiques ont 
également montré des efficacités prometteuses, ce qui en fait une 
alternative potentiellement stable et efficace à leurs cousins 
hybrides. 
Le but de cette thèse de doctorat est d'étudier et de mieux 
comprendre les instabilités structurelles et thermodynamiques 
de ces pérovskites halogénées, avec un focus sur la pérovskite 
purement inorganique CsPbI3. 
Dans un premier temps les propriétés vibrationnelles et 
électroniques des différentes phases de CsPbI3 sont étudiées 
grâce à différentes techniques ab-initio, dont la plupart sont 
basées sur la théorie de la fonctionnelle de la densité (DFT) et 
son approche en réponse linéaire (DFPT). Alors que la phase γ 
noire, cruciale pour les applications photovoltaïques, se 
comporte de manière harmonique autour de l'équilibre, pour les  

trois autres phases nos calculs de phonons froids révèlent une 
instabilité de double puits au centre de la zone de Brillouin. Nos 
calculs montrent également que le terme d'entropie d'ordre-
désordre lié à ce double puits est crucial pour empêcher la 
formation de la phase pérovskitoïde jaune. Nous analysons 
ensuite en détail les changements structurels et l’effet Rashba 
dynamique le long de trajectoires de dynamique moléculaire à la 
lumière de ces résultats. 
La seconde partie de la thèse porte sur la stabilité 
thermodynamique de la pérovskite hybride MAPbI3. Notre étude 
expérimentale par ellipsométrie apporte une meilleure 
compréhension de la décomposition chimique de MAPbI3 en ses 
deux précurseurs, l’iodure de méthylamonium et l'iodure de 
plomb, que nous avons prédite grâce à des calculs de 
diagrammes de stabilité DFT et que nous confirmons par 
diffraction des rayons X. Enfin, nous démontrons que la 
pérovskite hybride MAPbI3 se comporte davantage comme les 
composés inorganiques (grande constante diélectrique, faible 
énergie de liaison des excitons) que comme les matériaux 
organiques (faible constante diélectrique, forte énergie de liaison 
d'exciton). 

Title : Anharmonicity and Instabilities in Halide Perovskites for Last Generation Solar Cells 

Keywords: perovskite solar cells, anharmonicity, phonons, aging, instability, DFT 

Abstract : Hybrid halide perovskites (ABX3) have emerged 
over the past five years as absorber layers for novel high-
efficiency low-cost solar cells combining the advantages of 
organic (molecule A) and inorganic (metal B, halogen X) 
materials. Very recently, fully inorganic perovskite quantum 
dots also led to promising efficiencies, making them a 
potentially stable and efficient alternative to their hybrid 
cousins. 
The aim of this PhD thesis is to study and better understand both 
the structural and thermodynamic instabilities of these halide 
perovskites, with a specific focus on purely inorganic CsPbI3 
structures.  
We first use various ab-initio techniques, the majority of which 
are based on Density Functional Theory (DFT) and its linear-
response approach (DFPT), to investigate the vibrational and 
electronic properties of the different phases of CsPbI3. While the 
black γ-phase, crucial for photovoltaic applications, is shown to 
behave harmonically around equilibrium, for the other three 
phases frozen phonon calculations reveal a Brillouin zone center 

double-well instability. We also show that avoiding the order-
disorder entropy term arising from these double-well 
instabilities is key in order to prevent the formation of the yellow 
perovskitoid phase, and evidence a Rashba effect when using the 
symmetry breaking structures obtained through frozen phonon 
calculations. We then analyze the structural changes and the 
dynamical Rashba splitting along molecular dynamics 
trajectories in the light of our findings.  
In a second phase, we investigate the thermodynamical stability 
of hybrid perovskite MAPbI3. Our experimental ellipsometry-
based study brings better understanding of the chemical 
decomposition of MAPbI3 into its two precursors, 
methylammonium and lead iodides, which we predicted using 
DFT stability diagram calculations and which we confirm by X-
Ray diffraction. Last, we prove that hybrid perovskite structure 
MAPbI3 behaves more like inorganic compounds (high 
dielectric constant, low exciton binding energy) than like 
organic materials (low dielectric constant, high exciton binding 
energy). 
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