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Investigation of Plasma Surface
Interactions using Mueller
Polarimetry

Summary

In this thesis, a new diagnostic method called Mueller Polarimetry is examined for
the investigation of plasma-surface interactions. This imaging technique allows
the time-resolved optical characterization of targets under plasma exposure. The
measured Mueller matrices are analyzed by using the logarithmic decomposition
providing polarimetric data on diattenuation, depolarization, and birefringence.
The latter is used by examining materials that possess optically active behavior to
identify specific aspects of the plasma interaction, e.g. electric fields or tempera-
ture.

This work focusses on electro-optic targets, which primarily enables the detec-
tion of electric fields induced by surface charge deposited during the interaction.
The birefringence is coupled to the externally induced electric field by analyti-
cally relating the phase retardance for the probing polarized light beam to the
perturbed index ellipsoid, according to the Pockels effect. Through this analytical
approach, materials with specific electro-optic properties can be chosen in such
a way - together with the orientation of the Mueller polarimeter itself — that all
the individual electric field components (axial and radial) induced inside the sam-
ple are imaged separately. This has never been done before and allows to better
understand the plasma dynamics in the vicinity of a dielectric surface.

It is used to investigate the surface impact by guided ionization waves gen-
erated by a kHz-driven atmospheric pressure plasma jet. These non-thermal fil-
amentary discharges are generally applied to various samples for e.g. surface



functionalization of polymers or biomedical treatment of organic tissues. How-
ever, available diagnostic tools are limited to study these interactions. Imaging
Mueller polarimetry applied to electro-optic targets examines the axial and radial
field patterns in terms of amplitude (3-6 kV/cm), spatial scales (< 1mm axial and
<lcm radial), and timescales (< 1us pulsed and < 10us AC) for various operating
parameters of the jet, for example voltage amplitude and surrounding gas.

Simultaneous with the transient birefringence induced by the electric field, a
constant background pattern is also observed. This results from strain induced
by temperature gradients inside the targeted material. An analytical relation is
obtained following the photo-elastic effect, which allowed a fitting procedure to
be designed to retrieve the temperature pattern. This procedure is used after cal-
ibration to show that the temperature of the sample can vary up to 25 degrees
relative to room conditions — while changes in the electric field are seen as well
— depending on the operating frequency of the AC driven plasma jet. The accu-
rate determination of the temperature is important since most applications involve
temperature sensitive samples.

Lastly, this work shows how complex samples (in terms of surface geometry
and/or chemical composition) can be examined during a plasma-surface interac-
tion. This is done by combining them with the electro-optic targets. Due to the ad-
dition of a (thin) complex sample, depolarization is added to the system through
scattering of the polarized light beam. In-situ observed changes of depolariza-
tion relate to the evolution of the complex sample during the plasma treatment.
This, coupled with the simultaneously monitored electric field patterns, provides a
unique diagnostic tool to examine the plasma-surface interactions. This has been
applied for a test case where a single layer of onion cells is exposed to the ioniza-
tion waves generated by the non-thermal plasma jet.
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L’Etude des Interactions
Plasma-Surface en utilisant la
Polarimetrie de Mueller

Résumé

Cette thése examine une nouvelle méthode de diagnostic, appelée Polarimeétrie de
Mueller, pour I'étude des interactions plasma-surface. Cette technique d’imagerie
permet la caractérisation optique résolue en temps des cibles exposées au plasma.
Les matrices de Mueller mesurées sont analysées en utilisant la décomposition
logarithmique donnant des informations polarimétriques sur la diattenuation, la
dépo-larisation et la biréfringence. Cette derniére est exploitée en examinant des
maté-riaux optiquement actifs afin d’identifier des aspects spécifiques de I'interaction
avec le plasma, tels que les champs électriques ou la température de surface.

Ce travail se concentre sur les cibles électro-optiques, qui permettent prin-
cipalement la détection de champs électriques induits par la charge de surface
déposée lors de linteraction. La biréfringence est couplée analytiquement au
champ électrique induit extérieurement, en rapportant le retard de phase du fais-
ceau sonde de lumiére polarisée, a I'ellipsoide d’index perturbé suivant I'effet Pock-
els. Grace a cette approche analytique, les matériaux ayant des propriétés électro-
optiques spécifiques peuvent étre choisis de telle maniére — selon I'orientation du
polarimetre de Mueller lui-méme — que toutes les composantes individuelles de
champ électrique (axiales et radiales) induites a l'intérieur de I'échantillon soient
imagées séparément. Pour la premiére fois les composantes du champ électriques
peuvent étre découplées permettant de mieux comprendre la dynamique du plasma
proche d’une surface diélectrique.
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Cette technique est utilisée pour étudier 'impact d’ondes d’ionisation sur des
surfaces. Ces décharges, générées par un jet de plasma a pression atmosphérique
dans la gamme kHz, sont des plasmas froids filamentaires généralement utilisés
pour des applications diverses telles que la fonctionnalisation de surface de poly-
meéres ou des traitements biomédicaux, mais les méthodes de diagnostic disponibles
pour étudier les effets induits sur les surfaces sont limités. I’imagerie de po-
larimeétrie Mueller appliquée aux cibles électro-optiques permet d’examiner les
champs axiaux et radiaux en termes d’amplitude (3-6 kV/cm), d’échelles spatiales
(< Imm axiales and <lcm radiales) et d’échelles temporelles (< 1us pulsée and
< 10us CA) pour divers parametres de fonctionnement du jet, e.g. amplitude de
tension et gaz environnant.

Simultanément a la biréfringence transitoire induite par le champ électrique,
un signal de fond constant est également observé. Il est induit par la contrainte
résultante du gradient de température induit a 'intérieur du matériau ciblé. Une
relation analytique est obtenue en utilisant ’effet photo-élastique, permettant de
développer une procédure de fitting pour retrouver la distribution de température.
Cette procédure est utilisée, apres calibration, pour montrer que la température de
I’échantillon peut varier jusqu’a 25 degrés par rapport aux conditions ambiantes
— tandis que les changements dans le champ électrique sont également mesurés —
et dépend de la fréquence de la tension d’alimentation AC du jet de plasma. La
détermination précise de la température induite dans les cibles est importante car
la plupart des applications visent des échantillons thermo-sensibles.

Enfin, ce travail montre comment des échantillons complexes (aussi bien en
terme d’état de surface que de composition chimique) peuvent étre examinés
lors d’'une interaction plasma-surface, en les combinant avec une cible électro-
optique. En raison de I'ajout d’'un échantillon complexe (mince), une composante
de dépola-risation est ajoutée due a la diffusion du faisceau lumineux polarisé. Les
changements de dépolarisation sont liés a 'évolution de 1’échantillon complexe au
cours du traitement par plasma. Ceux-ci, couplés aux champs électriques mesurés
simultanément, fournissent un outil de diagnostic unique pour examiner les inter-
actions plasma-surface. Cela a été appliqué a un cas test o une seule couche de
cellules d’oignon est exposée aux ondes d’ionisation générées par le jet de plasma
froid.
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Onderzoek naar
Plasma-Oppervlakte Interacties

met behulp van Mueller Polarimetrie

Samenvatting

In dit proefschrift wordt een nieuwe diagnostische methode, genaamd Mueller
polarimetrie, bestudeerd voor het onderzoek naar plasma-oppervlakte-interacties.
Deze visualisatietechniek maakt tijdsopgeloste optische karakterisatie van mate-
riaaloppervlakken onder plasmablootstelling mogelijk. De gemeten Mueller-matri-
ces worden geanalyseerd door gebruik te maken van de logaritmische decom-
positie, waardoor polarimetrische informatie verkregen wordt over dichroisme,
depolarisatie en dubbelbreking. Laatstgenoemde is van belang voor materialen die
optisch actief gedrag vertonen waardoor deze gebruikt kunnen worden om speci-
fieke aspecten, zoals elektrische velden en temperatuur, van een plasma-interactie
te onderzoeken.

Dit werk richt zich op elektro-optische materialen die in de eerste plaats de
mogelijkheid bieden elektrische velden te detecteren. Deze zijn veroorzaakt door
gedeponeerde oppervlakteladingen tijdens de interactie. De dubbelbreking kan
worden gerelateerd aan het extern geinduceerde elektrische veld, door de fase-
vertraging van de uitgezonden gepolariseerde lichtbundel volgens het Pockels
effect te koppelen aan de verstoorde index-ellipsoide. Via deze analytische be-
nadering zijn materialen met specifieke elektro-optische eigenschappen en de orién-
tatie van de Mueller polarimeter gekozen zodat alle individuele componenten (ax-
iaal en radi€el) van het geinduceerd elektrische veld apart gevisualiseerd worden.
Dit is nog nooit eerder gedaan en biedt de mogelijkheid om de dynamiek van
plasma’s in de nabijheid van diélektrische matererialen te bestuderen.
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Deze methode is toegepast om de oppervlakte-inslag van aangestuurde ioni-
satiegolven te onderzoeken, gegenereerd door een met kHz aangedreven plasma
jet op atmosferische druk. Deze koude filamentaire ontladingen worden in het
algemeen toegepast op verschillende monsters, voor bijvoorbeeld oppervlakte-
functionalisatie van polymeren of biomedische behandeling van organische weef-
sels. Beschikbare diagnostische hulpmiddelen zijn echter beperkt beschikbaar voor
de bestudering hiervan. Met beeldvormings Mueller polarimetrie toegepast op
elektro-optische doelen worden de axiale en radiéle elektische velden onderzocht
met betrekking tot amplitude (3-6 kV/cm), lengteschalen (< 1mm axiaal en <lcm
radiéel) en tijdschalen (< 1us gepulseerd en < 10us AC) voor verschillende opera-
tionele parameters van de jet, zoals spanningsamplitude en omgevingsgas.

Tegelijkertijd met de kortstondige dubbelbreking als gevolg van het elektrische
veld is er ook een constant achtergrond patroon geobserveerd. Dit wordt ver-
oorzaakt door mechanische spanning binnen het blootgestelde materiaal door
geinduceerde temperatuursgradiénten vanwege een inhomogene temperatuurs-
verdeling. Een analytische relatie is verkregen via het foto-elastisch effect, dat
het mogelijk maakt om via een numeriek algoritme de temperatuursverdeling
te verkrijgen. Dit algoritme is gebruikt, na kalibratie, om aan te tonen dat de
temperatuur van het monster tot 25 graden kan variéren ten opzichte van de
kameromstandigheden afhankelijk van de frequentie waarop de AC-aangestuurde
plasma jet aangedreven wordt. Ook veranderingen in het geinduceerde elek-
trische veld zijn tegelijk zichtbaar. Een nauwkeurige bepaling van de temperatuur
is belangrijk omdat de meeste toepassingen betrekking hebben op temperatuurs-
gevoelige monsters.

Ten slotte laat dit werk zien hoe complexe monsters kunnen worden onder-
zocht tijdens een plasma-oppervlakte interactie. Dit wordt gedaan door ze aan
te brengen op de elektro-optische materialen. Vanwege de toevoeging van een
(dunne) complexe interactie wordt depolarisatie aan het systeem toegevoegd door
verstrooiing van de gepolariseerde lichtbundel. In-situ waargenomen verander-
ingen van depolarisatie hebben betrekking op de toestandsevolutie van het bloot-
gestelde complexe materiaal tijdens de plasmabehandeling. Dit, gekoppeld aan de
gelijktijdig geobserveerde elektrische velden, biedt een uniek diagnostisch hulp-
middel voor het onderzoek naar plasma-oppervlakte interacties. Deze diagnostiek
is toegepast voor een testcase waarbij een enkele cellaag van een ui is blootgesteld
aan de ionisatiegolven die worden gegenereerd door de plasma jet.
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CHAPTER 1. GLOBAL INTRODUCTION

1.1 Plasma Surface Interaction

From the title of this thesis, “Investigation of Plasma Surface Interactions using
Mueller Polarimetry”, the two main subjects cannot be missed. However, despite
being the obvious themes throughout this work, both plasma surface interactions
and Mueller polarimetry are vast topics that need further clarification and specifica-
tion. This introduction starts with a global picture of plasma surface interactions.
Then it focuses on Mueller polarimetry and finally on the plasma that is investi-
gated throughout the work. The last part of this chapter will give an outline of
this thesis.

In general, the main goal of this thesis is to introduce a new optical diagnostic
method (Mueller polarimetry) and examine how it can be used to study plasmas
interacting with surfaces. It therefore brings together optics and plasma physics.
The various subjects of this thesis show how to apply Mueller polarimetry to inves-
tigate plasma surface interactions, gain information about plasma processes at the
surface and couple this to surface effects observed in the materials that are under
plasma exposure.

1.1.1 Introduction

The framework of this thesis follows the question of how plasma surface inter-
actions can be studied in a new way. This is not a new research topic, nor is it
something that had no relevance in the past. In fact, one could say that plasma
surface interactions as a theme is one of the most recurring areas within plasma
research. This is simply because every plasma or gas discharge created in a labo-
ratory will eventually interact with a surface on its path. The type of interaction
can be classified depending on whether this surface is present to act as one of the
electrodes, it is confining the discharge within a chamber or it is a sample that
is interacting towards a specific goal for a certain application. In any case, the
resulting interaction cannot be overlooked. The scope of interest for this work lies
with the latter type of interaction and not the first two. The classification will be
further elaborated depending on the application.

The application of the plasma is further divided depending on the desired goal
of the surface interaction, which can either be to design, modify, treat or assist in
any way. This will be further discussed below. The division is naturally not very
strict and meant more to indicate the vast variety of applications that exist for
which the investigation of plasma surface interactions are important.

The simple reason why plasma surface interactions have been studied fre-
quently in the past and remain an important item today is because both the plas-
mas that are generated and the surfaces that they encounter change continuously.
In the past, the type of interactions that were studied was determined greatly by
the semiconductor industry and their interest in chip manufacturing. Industrial
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size plasmas were and are applied to surfaces to recreate and design simple met-
alloids like silicon into comprehensive devices at a nanoscale! Etching processes?
and atomic layer deposition; applied for thin film growth, are perhaps the most
investigated interactions between any plasma and any surface up to this day.*

However, the interaction between a plasma and a target exceeds the interest
of the semiconductor industry alone. Industrial size plasmas have been applied
to e.g. glasses or plastics as well>° In this case, the goal of the interaction is not
to design a comprehensive device through etching or deposition, but rather to
change or modify surface properties e.g. wettability or adsorption.

These temperature sensitive surface modifications, for coating or surface func-
tionalization, can be done at reduced pressure, but due to cost-saving develop-
ments the focus lies more with atmospheric pressure plasmas/ This deviates from
the plasmas that are used for etching and atomic layer depositions which are
mostly generated at low pressures. At lower pressure the plasma sheath is stable
and not very collisional. This allows for stable control of the desired processes. At
elevated or atmospheric pressure this is not the case since in general smaller plas-
mas are generated that consequently have a more heterogeneous and filamentary
nature. Still a predefined goal is present but the necessary interactions are dif-
ferent. Etching processes and atomic layer deposition are less controllable, while
e.g. charge transfer, species transport and electric field generation are of more
interest®? The use of a dielectric barrier or pulsing to generate these discharges
prevents them from becoming a thermal discharge. The interaction of thermal
discharges with materials, e.g. welding applications or fusion wall interactions, is
outside the scope of this work.

At atmospheric pressure the relatively small sized non-thermal discharges have
been used for a third category of applications in which the purpose is to treat a
surface, instead of designing or modifying a material. This is because the non-
thermal behavior of these plasmas allows for the interaction with e.g. living tissues

for biomedical applications'®'? or bacteria and viruses for decontamination!>~1°
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Consequently, the interaction is not only restricted to solid materials but to liquids
as well. Lastly, a surface can be introduced to interact with the discharge to assist
and amplify certain plasma processes, e.g. with powders for catalytic purposes?-'°
This is not just to enhance or amplify a process, but can also be applied to influence

or change the chemistry (pathways) in the plasma.

1.1.2 Approaches to Study Plasma Surface Interactions

The simplest way to investigate the plasma surface interactions occurring for these
applications is to examine whether the desired goal for the material has been met
after the interaction. In other words, did the plasma manage to decontaminate the
food packaging for unwanted bacteria and viruses? Did the vitality or mortality
of the treated cells change due to the plasma interaction? Or, has the wettability
of the surface been altered? However, unfortunately this approach does not give
more than a confirmation and some indication of how “strong” the interaction has
been. When more detailed information about the specific interaction is required,
more challenging diagnostics have to be used.

In general, three global strategies can be followed to investigate plasma surface
interactions: plasma diagnostics applied to the discharge with a surface present;
diagnosing the surface under plasma exposure; or using a numerical approach
focusing again either more in detail on the discharge or on the target.

To study the discharge to which the surface is exposed to — in terms of fluxes,
densities, and temperatures of species, electric fields that are generated and gas
flow dynamics — plasma diagnostics are necessary. It goes without saying that
certain goals for target treatment, modification or design cannot be met when
the plasma does not have the proper “ingredients” with regard to energy levels,
production of species and transport capabilities. A specific diagnostic can be de-
signed to focus on an individual aspect of the plasma surface interaction. Ex-
amples for non-thermal plasma jet applications are the determination of electric
field using Stark spectroscopy,’ the helium metastable densities through laser ab-
sorption spectroscopy'® or OH radical densities using laser-induced fluorescence!®
Numerical approaches have the capabilities to examine, monitor and predict sev-
eral aspects of the interaction. However, naturally, they rely on experiments for
both input and validation.

The last approach is not to diagnose the plasma, but rather the surface that
is under exposure. This can focus on e.g. surface analyses, global examina-
tion of the targeted material or chemical changes in liquid targets. Examples

160, GUAITELLA et al. J. Phys. D. Appl. Phys. 2006 39: 2964-2972
17G. B. SRETENOVIC et al. Appl. Phys. Lett. 2011 99: 161502

18T DARNY et al. Plasma Sources Sci. Technol. 2017 26: 045008
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related again for non-thermal jets focus on etch rates on polymers?° changes in
materials’ surface energy / wettability?! and induced cellular changes or bacterial
decontamination??

Usually, only information on half of the problem relating plasma surface inter-
actions is obtained when one of the experimental approaches is chosen and used.
It is often not possible to simultaneously examine the discharge and the material
using a combination of two diagnostics, because of the usual size and complex-
ity of those diagnostics. Consequently, the most difficult thing is to couple the
obtained plasma parameters from the plasma diagnostics to the observed material
changes extracted from the surface examination. The two previous approaches are
lacking essential information to really understand the total interaction mechanism,
which only in-situ surface diagnostics can provide. These diagnostics are however
very limited due to both the complexity of the samples and the discharges that
are interacting with them. An example of an in-situ diagnostic to examine surface
charge and electric fields experienced by the sample uses a series of capacitive
probes coupled to segmented electrodes applied for surface dielectric barrier dis-
charges (DBDs)?3>2*. Our approach presented in this thesis could also be used to
investigate in-situ the electric field that samples experience under plasma exposure
but is not limited to surface DBDs. In addition, the optical diagnostic technique
opens a wide variety of examinations that can be done, not only limited to electric
field or surface charge.

1.1.3 Our Approach: Optically Active Targets

This work investigates Mueller polarimetry as a diagnostic for plasma surface in-
teractions, as the title announced. In general, what Mueller polarimetry allows is
the optical investigation of materials by measuring their Mueller matrix using po-
larized light. From the Mueller matrix, materials can be analyzed regarding their
optical properties in terms of diattenuation, birefringence and depolarization.?®
As a result, the approach taken to investigate plasma surface interactions seems to
have the focus on the material side.

However, the materials under investigation will be specifically chosen because
of their dependence on external exposure. In other words, materials that for in-
stance change due to external electric field or temperature are examined to iden-
tify exactly which electric fields and temperatures are obtained inside a target
under a certain plasma exposure. Although this means that the examined materi-
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als are not the ones used for applications, it does allow to bridge the gap between
exclusive diagnostics that focus on only the discharge or on the material.

The targets that are chosen for our approach are used because of their depen-
dence on external exposure. Their refractive index can be influenced, creating
a birefringence (also called anisotropy) that can be detected with Mueller po-
larimetry. This is ideal for the investigation of plasma surface interactions since
the changes in the (refractive index of the) materials are directly coupled to the
plasma to which they are exposed. The type of interaction that is studied can be
chosen depending on which optical effect is exploited.

The refractive index of a material can be altered by many different factors.?
The photoelastic effect (also called elasto-optic effect) describes changes in the
refractive index due to external mechanical strain or stress. This is easily observed
in plastics that are deformed but occurs in many other materials as well. When the
index of refraction is influenced by a temperature field the effect is named thermo-
optic. Similarly, magnetic fields can cause anisotropies inside a material, according
to the magneto-optic effect (also called the Cotton-Mouton effect or Voigt Effect
depending on the type of material). The photorefractive effect describes changes
in refractive index and absorption coefficient due to light exposure on materials.

For the purpose of this thesis to show the use of Mueller polarimetry to inves-
tigate plasma surface interactions, the electro-optic effect is mostly focused upon
since it describes changes in a material due to surface charges and induced electric
fields. Electric fields inside a plasma are relevant for numerous other plasma pa-
rameters regarding the discharge propagation and production, temperature, and
fluxes of species. The surface charging of a material is as important since it in-
fluences the surface dynamics of the discharge and as such the plasma surface
interactions. The knowledge of the electric field to which targets are exposed to is
essential for the coupling of the observed changes in treated samples to the plasma
that has caused them. Electric fields (generated without a plasma) influence cellu-
lar tissues through electroporation®”-*® and induce transport of dispersed particles
through dielectrophoresis??-3°

The electro-optic effect occurs in all materials as a second-order influence of
the electric field to the refractive index, scaling quadratically according to the Kerr
effect®! For some materials, i.e. crystals that lack an inversion symmetry, there is
also a first-order linear dependence on the electric field, called the Pockels effect,>?
which is generally much stronger than the Kerr effect. When electro-optic targets
are exposed to electric fields (e.g. induced during a plasma surface interaction)
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they become birefringent, which can be investigated with Mueller polarimetry.

The goal of the work presented in this thesis is to show how Mueller polarime-
try can be used as a diagnostic to examine plasma surface interactions. Targets are
investigated optically by measuring their Mueller matrix and analyzing their opti-
cal properties, as will be introduced below. This opens a wide range of possibilities
since different optically active target can be used to examine the effect of exposure
- of e.g. electric fields, temperature, mechanical stress, magnetic fields, radiation
— induced during the interaction inside the targeted material. In addition, since
depolarization is part of the optical investigation, it offers ways to examine the
surface state of the targeted materials since polarized light is scattered as it prop-
agates through it. This offers the possibility to do a unique investigation where
surface changes are monitored (captured within depolarization) simultaneously
with the external factors causing it, e.g. electric field induced inside the electro-
optic materials (captured within the birefringence).

One of the main challenges for the use of Mueller polarimetry as a plasma
diagnostic is to make measurements in a dynamic environment. Normally, only
static samples are optically examined using the technique, but this will not offer
the in-situ demands needed to investigate the transient plasma surface interaction.
Therefore, a unique imaging Mueller polarimetry setup is built which allows for
the time-resolved measurement of the Mueller matrix of a sample.

In the first place, this work focuses on examining electro-optic targets under
plasma exposure. This allows for the detection of electric fields experienced during
the interaction. The experimental procedure and method of analyses are crucial
for these new examinations and are therefore highlighted in the thesis. Differ-
ent approaches are examined to measure and identify all the individual electric
field components separately. This offers new ways to examine surface discharge
dynamics. The research is extended afterwards to simultaneously investigate also
the temperature induced in the targeted materials.

Lastly, the thesis will show how “complete” in-situ investigations are performed
using Mueller polarimetry by simultaneously investigating depolarization and bire-
fringence. This allows seeing changes in a complex targeted sample while the
optically active material (to which the sample is attached to) allows for the deter-
mination of the parameters that has possibly caused the changes of the sample.

The examples that will be shown for the application of Mueller polarimetry as a
plasma surface diagnostic are only the start of the possibilities offered by the tech-
nique, which has never been used for this purpose before. The explanation of the
build / design of the setup, analysis of the measurements, analytical description
of optically active targets and the resulting investigated examples, allow others
to follow our approach to investigate plasma surface interactions using Mueller
polarimetry. An introduction will be given first of the optical technique and of
polarized light.
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1.2 Introduction of Polarized Light and Mueller Po-
larimetry

Mueller polarimetry is an optical examination of materials by measuring the Mueller
matrix using polarized light. By using polarized light the characteristics of the
electro-magnetic behavior of light are exploited. Described by Maxwell’s equa-
tions, the propagation of light can be represented as a transverse electro-magnetic
wave where the wave vector k gives the propagation direction of the light, see
figure 1.1(a). Both the electric and the magnetic field components (rel. E and
B) are oscillating in a plane normal to this wave vector, governed by the wave
equations which are derived directly from Maxwell’s equations:

o O*E
2 _
VE = 50#0@ (11)
= 0°B
2
VB = 50#0@ (12)

(a) (b)

Figure 1.1: The propagation of light in direction & is described by the oscillations
of the electric (green) and magnetic (blue) field components in the plane normal
to k, see e.g. in figure 1.1(a). For the polarization of the beam the direction and
relative phase of the electric field components (red) is considered, referred to as
linearly polarized (figure 1.1(b)) or circularly polarized (figure 1.1(c)).

The Poynting vector II is parallel to the propagation direction of the light,
described by the wave vector k, and its magnitude relates to the energy flux
transported by the light. It can therefore be related to the intensity of the light.
The magnetic field component is always perpendicular to the electric field and
consequently its behavior can be described using the electric field, by following
Maxwell’s equations. Thereby it is appropriate and sufficient to focus solely on the
electric field components to describe the polarization of light, since interaction of
light with magnetic materials or with nanostructures is not included.

8
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fi=LFxp (13)
Ho

When the electric field component of a radiation beam oscillates in a defined
way within the plane normal to the propagation direction, the beam is said to
be fully polarized. For polarized light where the orientation of the electric field
oscillations does not change along the propagation, the polarization is specified
as linear. In cases where the orientation rotates in time it is called elliptical, see
figures 1.1(b) and 1.1(c).

The general solution to the electro-magnetic wave equations is given by equa-
tions (1.4) and (1.5), describing the electric and magnetic field components as a
function of space, 7 = (z,y, z) in Cartesian coordinates, and time ¢. The axis of
propagation of the light is chosen as the z-axis and therefore E and B oscillate
in the XY -plane. The scalar £ is the wavenumber defined as the frequency w
devided by the speed of light ¢. Both the magnitude of the individual vector com-
ponents, i.e. E, and F,, and the relative phase, ¢, and ¢,, determine the state of
polarization of the electric field component of the light.

5  [(Epexp(i(kz — wt) + @)
Lo [ Byexp(i(kz — wt) + 0, +7/2)
B(r,t) = (By exp(i(kzwt)Jrgperﬂ'/Q)) (15

As light interacts with materials — i.e. with solids, liquids or particles in gases
— its polarization state or its degree of polarization can change. Mathematically
the polarization of light can either be described using Jones calculus or Stokes
calculus. These will be introduced below. While the Jones formalism is adequate
to treat fully polarized beams, the Stokes formalism is more general and can be
used to describe beams which can be either fully or partially polarized. As a result
there are two different diagnostics using polarized light to investigate materials,
called ellipsometry and Mueller polarimetry. An introduction will be given of both
with a comparison and reasoning why in this work the latter is researched for new
applications to investigate plasma surface interactions.

1.2.1 Description of Polarization

The state of polarization is defined by the orientation of the electric field oscilla-
tions within the propagation of the light, as shown with two examples in figure 1.1.
The most general state of polarization of light is the elliptical one. The rotation
of oscillations of E follow an elliptical path seen from the moving frame / plane
perpendicular to k, see figure 1.2. This ellipse is characterized by its eccentricity

9



CHAPTER 1. GLOBAL INTRODUCTION

and angle ¥, which can describe any polarization state, including the linear and
circular ones. These are considered as particular cases of elliptical polarization,
with an eccentricity of respectively 1 and 0.

y —
Eyexpig

Figure 1.2: Visualization of a polarzation state (red) using an ellipse. This shows
the rotating orientation of the oscillations (green) for the electric wave compo-
nents of the propagating light in the moving plane dependicular to the propaga-
tion direction. Jp describes the state of polarization following the Jones calculus.

The shape of the ellipse is a secondary representation of the polarization state,
visualizing the primary and fundamental representation as defined by equations
(1.4) and (1.5). When one of the semi-axes of the ellipse is zero the light is
linearly polarized and when they are equal it is circular. Any state of polarization
in between these two extremes is called elliptical. The inclination angle of the
ellipse ¥ is determined by the amplitude of the horizontal and vertical components
of the oscillations, i.e. E, and E,. The ellipticity depends on the relative phase
of the oscillation components. Linearly polarized light can only occur when the x
and y component of the electric field travel with the same phase component, i.e.
vz = ¢y In any other polarization state there is a phase difference, which is +7 /2
for circularly polarized light.

When a representation of the polarization state describes the entire intensity of
the propagating light wave, the light is called fully polarized. Naturally, this does
not have to be the case, since light can be either randomly polarized or partially
polarized as well. This is the basis for the division of Jones and Stokes calculus.

The Jones representation of fully polarized light originates directly from the
fundamental representation, focusing on the magnitude and relative phase of the
individual vector components., indicated by Jones vector .Jp 33

- (Eyexp(ip,)
5= (o omtion) 0

33R. C. JONES J. Opt. Soc. Am. 1941 31: 488
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The Stokes representation is not related directly to the magnitude and rela-
tive phase, but to the combination of polarization states in terms of linearly and
circularly polarized light>* Any elliptical state of polarization can be described as
a combination of linearly polarized light along the 2 and y-axis F/99, combined
with linearly polarized light along the diagonal axis P,5/135 and circularly polar-
ized light P;,,. These quantities range from -1 to 1 due to normalization. The
interpretation of the sign determines the axis of polarization, e.g. for P9 posi-
tive values indicate polarization along the x-axis, while negative values are used
for polarization along the y-axis. As a result the Stokes vector Sp consists of four
elements and it can represent any state and degree of polarization. The degree of
polarization is given by pp, see equation (1.7).

So pp
= St | Poseo . _ 2 2 2
Sp = Sy | | Pasjiss with  pp = \/PO/QO  Pisjuas T Py a7
S3 P)l/r

The Jones vector J} can be transformed into a Stokes vector S} but when the
degree of polarization is not unity not the other way around.

1.2.2 Polarization Interaction with Materials

A change of polarization state can occur when light interacts with a material. This
can either change the type of polarization or the degree of polarization. The math-
ematical description of one Jones or Stokes vector into another Jones or Stokes
vector implies the usage of matrices to account for the change induced by the
material.>> These contain the optical characterization of the material. In general,
the change in polarization state and degree of polarization after interaction with
a material can be described in terms of three fundamental polarimetric proper-
ties, namely dichroism, birefringence and depolarization.>® The first two describe
a change in type of polarization, e.g. a transition from linearly to circularly polar-
ized light. The latter describes a change in degree of polarization.

Dichroism is the material property describing the dependence of the transmit-
tance with the type of polarization. Dichroism is closely related to diattenuation,
but they differ slightly in definition?” This means that for materials with dichro-
ism properties some states of polarized light are able to propagate through the
material while others are blocked. This property can be related to the internal

34G. G. STOKES Trans. Cambridge Philos. Soc. 1851 9: 399

S5E. HECHT 2002 ISBN: 9780805385663

36E. GARCIA-CAUREL et al. 2013 1SBN: 978-3-642-33956-1
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molecular structure inside the material. The occurrence of linear dichroism is
generally detected in solid materials, related to the buildup structure and orien-
tation of the molecules3® Circular dichroism occurs less often in solid materials,
but rather in liquids, caused by the chirality of the aqueous species®® Materials
with dichroism are usually referred to as polarizers, since they are often used to
go from unpolarized light to a known polarized light state.

Birefringence occurs in absorbing and transparent materials and expresses the
difference in refractive index experienced by light polarized in a specific way de-
pending on the material orientation. In general, when the refractive index of a
material is non-uniform some components of the light will travel faster than oth-
ers, creating a phase difference when exiting the material. This means that e.g.
linearly polarized light can be turned into a circular polarization state by using a
quarter wave plate. This phase retardance is coupled directly to the birefringence
and consequently to a change in the (experienced) refractive index. It occurs of-
ten in materials that lack certain symmetries (e.g. the mineral Calcite), i.e. most
non-cubic structures.*® Also, birefringence can be induced externally by applying
stress to the materials.

Depolarization is a global property of materials that relates to a loss in de-
gree of polarization during the interaction. This can be induced by e.g. internal
scattering or surface roughness. Contrary to the diattenuation and birefringent
properties, the depolarization can only be described using Stokes calculus and not
with Jones calculus. This is because Jones calculus only describes fully polarized
light.

The way these optical properties are included in the description of the mate-
rials initiates with the definition of the Jones and Stokes vectors, see respectively
equations (1.6) and (1.7). Consequently, the Jones matrices are of size 2 x 2, while
the “Stokes” matrices are 4 x 4. Since the Jones vectors have an imaginary part,
consisting of their relative phase, the matrix can also be imaginary. For Stokes
calculus this is not the case since the relative phase is included by describing the
light as a combination of P99, Ps5/135 and Fj/,.. These 4 x 4 matrices are always
called the Mueller matrices (instead of Stokes matrices).

To illustrate the meaning of the mathematical matrices two examples are used.
Firstly, as stated, materials with birefringent properties can induce a change of
linearly polarized light to circularly polarized light. Light polarized linearly along
the +45° axis only becomes circularly polarized when it interacts with a material
that causes the horizontal component to travel faster / slower than the vertical
component. Hence a quarter wave plate can be used when it is oriented with
its fast axis at 0° (horizontal), but not when it is oriented at 45° (diagonally).
This is described mathematically by a change of an initial Jones vector J; into a

38y, MATSUOKA and B. NORDEN J. Phys. Chem. 1982 86: 1378-1386
39T, B. FREEDMAN et al. Chirality 2003 15: 743-758
40C. MALGRANGE et al. 2014 I1SBN: 978-94-017-8992-9
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secondary Jones vector J», when Jones calculus is followed, or respectively S; and
Ss when Stokes calculus is used. Since the initial and outgoing vectors are fixed,
as defined by equations (1.6) and (1.7), specific mathematical matrices M ; and
Mg are necessary to describe this change in polarization, as shown in table 1.1 for
case 1.

A second case is shown where right handed circularly polarized light encoun-
ters a linear polarizer with its axis vertical. Consequently, the resulting outgoing
state of polarization is vertically linear as well, since the horizontal component of
the circular polarization is not transmitted. The intensity of the light has thereby
decreased. Again the Jones and Mueller matrices are mathematically fixed as a
result to describe this change in polarization. The two cases shown in table 1.1
illustrate that the mathematical matrix of a material directly relates to the opti-
cal properties it possesses (e.g. birefringence or dichroism). By examining the
mathematical matrix, the material is optically characterized.

Table 1.1: Two examples of the application of Jones and Stokes calculus to de-
scribe the interaction of linearly polarized light with a quarter wave plate (case 1,
relating to birefringence) and of circularly polarized light with a linear polarizer
(case 2, relating dichroism). The resulting Jones and Stokes vectors, i.e. Jo and
S, show the outgoing state of polarization after interaction with the material.

= =

Jones I M; J2
1 1 . 1 0 exp(—im/4) 1
case 1 v AC exp(—im/4) 0 i 7\
1 0 0 0
oo a0 69 ()
V2 \ — 0 1 ﬁ
Stokes ﬂ Mg SZ
1 1 0 0 O 1
case 1 0 01 0 O 0
1 0O 0 0 1 0
0 0 0 -1 0 -1
1 1 -1 0 0 1
0 =1 1 00 -1
case 2 0 2l o 0 0 0 2| o
1 0 0O 0 O 0

1.2.3 Polarization Diagnostics

Since the polarization of light can change when interacting with a material, it can
be used as a diagnostic tool. This can either focus specifically on one of the opti-
cal properties or on the entire optical matrix of the material that is investigated.

13
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The latter is done using either ellipsometry or Mueller polarimetry, depending on
whether Jones or Stokes calculus is followed respectively.

Generally, when the interest of the material lies with a specific optical property
instead of the total optical matrix, a simpler setup can be used. For instance
the Sénarmont setup can be used to detect only linear retardance of a material
along a chosen axis. The downside of this approach is that no information is
obtained about any other optical property and assumptions have to be made for
the observed effect, i.e. that other optical properties play no role. All the effects
are taken into account when the total optical matrix is examined. This, however,
complicates both the experimental setup and the data treatment.

Ellipsometry and Mueller polarimetry follow the same principle of measure-
ment. A known state of polarized light is sent to the material, which changes it.
The new state is examined by using a known analyzer and collecting the light be-
hind it. The intensity of the light is analyzed and modeled since both the initial
state of polarization and the optical properties of the analyzer are known. This
allows for the acquisition of the optical properties of the material >

With ellipsometry, by following the Jones representation, the material proper-
ties are examined as a change of polarization p in terms of a change in amplitude
U and phase retardance A, see equation (1.8). The main restriction of this tech-
nique is that, since it is based on Jones formalism, it required light to be fully
polarized.

p = tan(¥) exp(iA) (1.8)

Ellipsometry has been applied mostly in reflection allowing for the investiga-
tion of thin films, in terms of e.g. refractive index, dielectric properties, surface
roughness and sample homogeneity. It has been used for the investigation of
plasma surface interactions with these thin films.*' =** The examined surface has
to be ideally flat, homogeneous and thin, since depolarization has to be prevented.

Mueller polarimetry investigates materials following the Stokes formalism. In
this case the measurement of the polarization state and eventually the polarization
degree is represented in terms of a Mueller matrix. The Mueller matrix has to be
analyzed to retrieve the optical properties of the material. The experimental setup,
called the polarimeter which is an instrument used to measure Mueller matrices,
will be introduced and explained more thoroughly in the next chapter.

The Mueller matrix that is obtained contains, due to the followed formalism,
the diattenuation, birefringence and depolarization properties. The main adven-
tage of Mueller polarimetry over ellipsometry is the addition of depolarization.
This means that the examined sample does not have to be homogeneous, thin and

41H. G. ToMPKINS and E. A. IRENE 2005 ISBN: 978-3-540-22293-4
42H. FUJIWARA 2007 ISBN: 9780470060193
43M. LosurDO and K. HINGERL 2013 ISBN: 978-3-642-33955-4
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ideally flat. Additionally, the optical properties are further represented inside the
Mueller matrix to circular contributions and the two linear ones, along the 0/90
axis and along the 45/135 axis, as introduced above. This representation of the
optical properties in different coordinate systems is beneficial to describe materi-
als in a more detailed way. For instance, birefringent properties of electro-optic
materials induced by external electric field can be explicitly contributed to a spe-
cific linear coordinate system of polarization, as will be often used throughout this
thesis.

Since the measured Mueller matrices that are obtained include all these op-
tical properties, they offer an ideal tool to characterize a whole variety of sam-
ples, e.g. ranging from the cuticles of different beetles;**> to human tissue for
dermatology “° or even cancer detection?” The most difficult part of Mueller po-
larimetry is that physical meaning has to be given to a mathematical 4 x 4 matrix.
This is because all the optical information is entangled within the matrix. The opti-
cal properties can be separated through modeling or by applying a decomposition®
Both methods will be introduced in the next chapter.

Next chapter will also include the design of the experimental setup, as well as
the measurement procedure of acquisition and the data treatment that has to be
done to obtain the changes induced by the plasma-target interaction. However
first, the plasma which is used throughout this work is introduced.

1.3 Non-Thermal Atmospheric Pressure Plasmas

In section 1.1 an introduction is given for plasma surface interactions and the
various applications that exist in which a plasma interacts with a targeted material.
This section will provide more background in the types of plasmas that are used
during these non-thermal exposures and how they are generated.

Generally a plasma, also referred to as ionized gas or simply a (gas) discharge,
describes a gaseous mixture in which electrons, ions, radicals and other excited
species are present. A plasma can be generated from a neutral gas by externally
adding energy to the system. How the energy gets distributed into the ionized
gas depends on the pressure and greatly influences the type of plasma which is
induced. The type of plasma can be categorized based upon various parameters,
e.g. degree of ionization, densities of species or energy of the species (i.e. temper-
ature).

The most common way to generate a plasma is by applying high electric fields
in between two electrodes. Initial seed electrons in the vicinity of the electrode get

441. HODGKINSON et al. Appl. Opt. 2010 49: 4558
4SH. ARWIN et al. Opt. Express 2013 21: 22645
46M. H. SMITH et al. 2000 1SBN: 0277-786X

47A. PIERANGELO et al. Opt. Express 2011 19: 1582
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accelerated to higher energies and if they gain enough energy their impact with
neutrals can induce new electrons and consequently also ions. The new electrons
get accelerated on their turn which could initiate an electron avalanche. This
electron avalanche is crucial for the generation of a plasma.

For a plasma that is generated at low / reduced pressures, the mean free path
of the particles is relatively large. This means the seed electrons are “easily” accel-
erated to the point in which an avalanche occurs and the plasma ignites. This is
described by the Townsend mechanism.*® At atmospheric pressure the mean free
path of the particles is relatively small, compared to low pressure systems. As
a result, the streamer mechanism often describes the generation of the plasma?’
This is because the collision frequency of electrons with the background gas is
much higher, meaning the effective time to accelerate the electrons is reduced.
Consequently high electric fields are needed for ignition.

High applied electric fields lead to a high localized charge density. The elec-
tric field created by the localized charge density assists in inducing new electron
avalanches in that direct vicinity. This initiates a propagation of the location of en-
hanced ionization® called the ionization front. The total discharge corresponding
to the propagating ionization front is called an ionization wave.

A difference can be made between ionization waves that have a random /
arbitrary direction and those that are repetitive and follow the same path. Intrin-
sically, ionization waves create their path arbitrarily due to branching®'->?> These
discharges are called streamers. A reproducible motion of these discharge can re-
sult from different causes. Firstly, pre-ionization (e.g. induced by a laser or by
previous discharges) can assist the avalanche dynamics of the discharge. This can
guide the streamer along a preferred path. Secondly a non-homogeneous gas mix-
ing can have the same effect, as will be introduced later for gas mixing which is
crucial for plasma jets. When the ionization waves travel along the same path, they
are referred to as guided ionization waves (previously also named plasma bullets
or guided streamers).

At atmospheric pressure, due to the high collision frequency, there is an in-
creased energy transfer from the electrons to the heavy species. This means that
the temperature of the heavy species is increased. When it becomes equal to the
temperature (i.e. energy) of the electrons, the discharge is categorized as ther-
mal. This can be prevented in two ways, necessary for applications regarding the
treatment of temperature sensitive targets. The first is to reduce the interaction
time of the discharge by applying pulsed voltages. The second way is to limit
the current transfer, which is done by applying dielectric barriers in between the

48Y. P. RAIZER 1991 ISBN: 978-3-642-64760-4

49J. M. MEEK Phys. Rev. 1940 57: 722-728

50A. LUQUE et al. J. Phys. D. Appl. Phys. 2008 41: 234005

SIM. ARRAYAS et al. Phys. Rev. Lett. 2002 88: 174502

52E. M. VAN VELDHUIZEN and W. R. RUTGERS J. Phys. D. Appl. Phys. 2002 35: 313
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electrodes. Dielectric barrier discharges (DBD) with different configurations and
operating parameters can be used to generate a non-thermal atmospheric pressure
plasma>3°4

These types of plasmas are beneficial for the treatment of temperature sensi-
tive targets. This is because reactive species are produced, charges are deposited,
electric fields are generated and heat is limited. The control of the plasma allows
for a controlled treatment of the surface. However, this ‘control’ is often complex
and consequently limited. The conditions of the generation of a plasma can be
optimized as well as the configuration of the electrodes.

Often plasmas used for surface treatment are generated between two parallel
plates and as a result (e.g. with etching applications) the exposed sample can act
as one of the electrodes. Atmospheric pressure plasma jets have been developed
to remove this restriction”>°° Due to the design of the electrode configuration, as
will be explained below, the plasma is partially generated outside of the electrodes,
creating a plasma plume. Still a dielectric barrier is in between the electrodes and
the timescales of the applied voltage ensure these plasmas remain non-thermal.
Hence, plasma jets are still a particular case of a DBD. Hence, the gas temperature
is low, while the electrons have high energies. This allows spatial treatment /
modification of temperature sensitive targets.

Both for (surface) DBDs and plasma jets the applications have been numerous
for the treatment at atmospheric pressure and of temperature sensitive materials’
Besides modification of polymers>® and treatment for biomedical applications, °-'?
non-thermal atmopsheric pressure discharges have been used for the investigation
relating plasma catalysis; flow actuators®”-°® and nitrification of liquids and the
treatment in agriculture>’

Challenges to investigate these plasmas come from the transient behavior of
the individual ionization events (below us timescales), the small dimensions in
which the characteric events take place (100 um upto a few mm), the strong
spatial gradients of species densities and electric fields that are induced and the
complex surfaces that are used as targets.

The plasma jet is the chosen discharge used throughout this work, to show
the way Mueller polarimetry can be applied as a plasma diagnostic for surface
interactions, for two main reasons. Firstly, the guided ionization waves generated
by the plasma jet are very repetitive with a very low jitter (ns range). Secondly,
the plasma jet can be positioned at a 45 degree impact angle towards the targeted
surface in order to leave space to examine the surface by Mueller polarimetry, as

53H.-E. WAGNER et al. Vacuum 2003 71: 417-436

54R. BRANDENBURG Plasma Sources Sci. Technol. 2017 26: 053001

55A SCHUTZE et al. IEEE Trans. Plasma Sci. 1998 26: 1685-1694

56X Lu et al. Plasma Sources Sci. Technol. 2012 21: 034005

57D. M. ORLOV et al. AIAA J. 2008 46: 3142-3148

58T, UNFER and J. P. BOEUF J. Phys. D. Appl. Phys. 2009 42: 194017
59A. LINDSAY et al. Plasma Chem. Plasma Process. 2014 34: 1271-1290
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will be shown later in the experimental setup. Mueller polarimetry will be able to
address the identified challenges because it will be designed as an imaging system
capable of examining time-resolved the changes of a target during the repetitive
interaction with the discharges.

1.3.1 Plasma Jet Design and Basic Operation

The plasma examined in this work is generated using a kHz-driven plasma jet op-
erated at atmospheric pressure. A coaxial dielectric barrier configuration is used
to maintain the plasma at non-thermal conditions. As a result, only the electrons
are able to reach elevated temperatures / energies, while the heavy particles re-
main at low temperature. This section will elaborate on the design of the jet and
the operating conditions.

plasma plume

5 mm
3 mm
20 mm

Figure 1.3: The configuration of the plasma jet, consisting of a stainless steel
powered electrode (inner diameter 0.8 mm and outer 1.6 mm) through which
helium flows into a dielectric Pyrex capillary (inner 2.5 mm and outer 4.0 mm). A
grounded ring shaped electrode is placed 5 mm downstream from the powered
electrode, leaving 20 mm remaining to the end of the capillary tube. A high
voltage probe is used to measure the applied voltage, while the voltage measured
over a 1 kQ resitor is used to capture the displacement current at the grounded
electrode.

The design of the plasma jet is shown in figure 1.3. Helium flows through a
stainless steel tube (inner diameter 0.8 mm and outer 1.6 mm) into a Pyrex cap-
illary (inner 2.5 mm and outer 4.0 mm) before mixing with the air environment.
The stainless steel tube acts as powered electrode and a grounded ring (width of
3 mm) is placed around the Pyrex capillary at 5 mm downstream from the end
of the electrode. The remaining distance from the ground towards the end of the
capillary is maintained at 20 mm.

Two different voltage types are applied throughout this work to generate the
plasma, either 30 kHz AC sine waves or 5 kHz square-wave pulses of 1 us length
(50 ns risetime). Because of the differences in frequency and profile shape of the
applied voltage, the plasma is generated at different voltage amplitudes. The AC
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case usually operates around 2 kV, while when applying the 5 kHz pulses of 1 us
a higher voltage is required, i.e. between 3 and 6 kV.

The guided ionization waves can be generated with this jet design using both
the voltage types. The coaxial configuration used in this work differs from other
jet designs where e.g. two outer rings are used or there is no ring at all®® In
general, it is possible to operate plasma jets using short nanosecond pulses or
radiofrequency signals, in addition to the us / kHz generation used in this work.
Also, different operating carrier gasses can be used instead of pure Helium and the
dimensions of a jet differs often between different designs / configurations. These
differences in jet design and operating parameters make it non-trivial to compare
results obtained for different jets. The overall description of the guided ionization
waves however does show similar behaviors.

The ionization wave initiates from the inner powered electrode propagating
towards the outer grounded electrode. When the dielectric facing the ground is
charged enough to shield the applied field, the ionization wave starts propagating
further than the grounded electrode inside the capillary tube. Then after exiting
the capillary, the ionization wave propagates in the area referred to as the plasma
plume. A sample or material can be placed in this region for treatment appli-
cations. A preferential / repetitive path for the ionization waves is created due
to left-over charges from previous cycles and the in-homogeneous (helium-in-air)
gas mixing which is induced. The latter is important because each species has a
different required electron impact energy to ionize. Additionally with the pres-
ence of molecular species (e.g. nitrogen or oxygen) the plasma dynamics become
more complex due to vibrational and rotational excitation together with dissocia-
tive reactions. Lastly, when oxygen is present there will be regions, due to the jet
induced gas mixing, where electron attachment is more important than in other
regions.

All these effects depend on the local gas mixing, which as a result could create
a preferential path for the ionization wave to take. Left-over charge distributions
and / or metastable states of noble gases remaining from the previous discharge
(often referred to as “memory effect”) enforce this. Consequently the arbitrary
nature of the discharge disappears, which is why they are referred to as guided
ionization waves.

1.3.2 Investigation of Guided Ionization Waves

Initial research of the discharges generated with a plasma jet at atmospheric pres-
sure was done through imaging of the plasma plume, i.e. the region outside
the capillary where the ionization waves propagate, and characterization of the
voltage-current wave forms.

It was observed that the ionization wave initially propagates in a toroidal
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(“donut”) shape®® after exiting the capillary. Then along the axis of propagation
the discharge shape reduces in size until the donut shape has disappeared. The
total distance which the ionization wave is able to propagate, i.e. the length of the
plasma plume, depends on the operating parameters and jet design. Generally,
a larger plasma plume is observed when the plasma jet is operated with higher
voltages or (helium) gas flows. The effect of many other operating parameters
like pulse duration, inner electrode configuration or thickness of capillary have
been reported and discussed in reviews>®°! Additionally a lot of investigation has
been carried out on the type of reactive species produced by the plume of these
discharges (e.g. O atoms®* or OH densities'®). Less amount of research is done
towards the electric field and electron properties of these ionization waves®>-%°
but some of them have been obtained with the jet source in use for this work!7:%

An extensive optical and electrical characteristics of the plasma jet used in this
work has been published in the past as well when operating the jet with the 30
kHz AC sine waves®” The location and formation of the guided ionization wave is
coupled to the measured current over a 1 kS resistor added at the grounded ring,
see figure 1.4. One ionization wave is generated each cycle during the positive
half period of the sine wave indicated by a significant current peak measured
when the dielectric Pyrex capillary is charging underneath the grounded ring. A
characteristic dip in the current profile is observed when the ionization wave leaves
the capillary. The power dissipated when applying a 2 kV voltage amplitude is
estimated at 0.2 W5 Also the capacitive nature of the plasma jet is examined and
a change of capacitance of the system of 1.5 pF is observed when the plasma is
created.

1.3.3 Interaction with Dielectric Materials

The interest in these types of non-thermal plasma jets generated at atmospheric
pressure has always been strongly driven by application. There is no risk with
placing the guided ionization waves in direct contact with temperature sensitive
samples,? like polymers or biological tissues, since heavy species remain at low
temperatures and the current remains low due to the dielectric barrier.

For biomedical purposes a positive effect of the plasma has been reported in
terms of sterilization, wound healing, blood coagulation and even (assisted) can-
cer treatment!%!! The positive influence of the plasma has been attributed to the

60M. TESCHKE et al. IEEE Trans. Plasma Sci. 2005 33: 310-311
61X. Lu et al. Phys. Rep. 2014 540: 123-166

62N. KNAKE et al. Appl. Phys. Lett. 2008 93: 131503

63p OLSZEWSKI et al. Plasma Sources Sci. Technol. 2014 23: 015010
64E ROBERT et al. Phys. Plasmas 2015 22: 122007

65R WILD et al. J. Phys. D. Appl. Phys. 2014 47: 042001
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Voltage (kV)
Current (mA)

time (us)

Figure 1.4: The current (blue) measured at the grounded ring electrode when
applying the voltage (2 kV sine waves with 30 kHz frequency) to generate the
plasma jet. A significant increase of current is obsterved, indicating the ignition
around the electrodes, followed by a small dip (at 3 us) indicating the moment
when the ionization waves propagates in the plasma plume area.

reactive oxygen and nitrogen species that are generated®®-7° the charges and elec-
tric fields to which the target gets exposed to/»’? (UV)-radiation and heat de-
livered by the discharge!? Application of these discharges for the treatment of
polymers has focused on e.g. etching rates?® and the modification of the surface
energy / wettability?! caused by the same influences. As with all applications the
plasma surface interaction is crucial for the understanding of the occurring plasma
induced effect to the material.

The primary aspect of the plasma surface interactions is the propagation and
generation dynamics of the plasma and alteration in vicinity of a dielectric target.
This is important for all the aforementioned applications. The effects occurring in
the materials are caused by the plasma, but naturally the material has influenced
the plasma as well. For instance charge deposition on the surface will induced
fields that change the propagation along the surface. Additionally, the potential
lines are influenced by the presence of the dielectric material, although not as
much as when metallic targets are used.

The examination of the target influence on filamentery discharges initiated
with the investigation of streamers on dielectrics. Experimental observations and
numerical work showed that streamers prefer to propagate along a dielectric sur-

68D, B. GRAVES J. Phys. D. Appl. Phys. 2012 45: 263001

%9W. T1AN and M. J. KUSHNER J. Phys. D. Appl. Phys. 2014 47: 165201
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face placed tangential to the propagation direction, rather than through the gas
directly/>7°.

The dynamics are different when a dielectric target is present perpendicular to
the propagation of the discharge, since then axial motion is forced to turn radially.
The advantage of modelling to monitor the electric field has been exploited to
investigate the influence of the dielectric properties of the material for the propa-
gation of both streamers and guided ionization waves’®%7?

It is more difficult to know experimentally the electric field everywhere and in-
vestigate the plasma surface interaction in this way. Instead, changes induced by
the presence of a dielectric target are more easily observed through Schlieren vi-
sualization of the altered gas mixing®%®! In addition, the orientation of the impact
of the discharge relative to the dielectric material changes the observed dynamics
through observations of the light emission at the surface®.

A series of capacitively coupled probes to segmented electrodes have allowed
for the investigation of electric fields and surface charge for surface DBDs?32483
This approach cannot be used to examine the electric fields to which complex sam-
ples are exposed to when treated by a plasma jet. The electric field of a plasma jet
can be measured in the gas phase, however the field created by surface charges de-
posited during the interaction is not the same as generated by the volume charges
inside the ionization wave.

The only way (known today) to investigate to which fields targets are exposed
to is by using electro-optic crystals, by exploiting the Pockels effect. Materials that
have been used for this respond to electric fields generated only by surface charges
and are consequently an ideal tool to monitor the spatial and time-resolved sur-
face dynamics of the plasma impact. This has been applied for the investigation of
streamers on targets$*%> but also for plasma jets®>7%8%87 and DBDs’"-#%8 inter-
acting with materials.

In this work Mueller polarimetry will be used for the first time to investigate
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electro-optic targets under plasma exposure, not only for the “conventional” elec-
tric field examination, but to also broaden this and show how the technique opens
a whole new area of possibilities to examine the interaction occurring between
non-thermal atmospheric pressure plasmas and dielectric targets.
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1.4 Outline of this PhD Thesis

The thesis manuscript is divided as follows:

e This first chapter has given the introduction to the topics of this thesis,
namely plasma surface interactions and the diagnostic technique of Mueller
polarimetry. The approach to study the interactions is introduced, together
with the type of plasma that is used throughout this work, i.e. guided ion-
ization waves generated by a non-thermal atmospheric pressure plasma jet.

e The experimental setup, called the Mueller polarimeter, is shown and ex-
plained in detail in Chapter 2. In addition, the measurement procedure and
calibration is elaborated on and the necessary analyses (decomposition) of
the obtained Mueller matrix is introduced to retrieve the optical properties
in terms of diattenuation, birefringence and depolarization. The Mueller
polarimeter that is used throughout this work is specifically built for the
acquisition of time-resolved Mueller matrices to do in-situ investigations of
plasma surface interactions.

e Chapter 3 introduces the electro-optic Bi;»SiO5o materials (BSO) that are
used as a diagnostic tool for the examination of externally induced electric
fields in targets. The relation between the measured birefringence and the
electric field that has caused it is derived, after which stationary fields are
generated to verify the obtained relation and to show how the decomposition
is used.

e Plasma-induced anisotropies in the electro-optic targets are examined in
Chapter 4, for various cases to examine both the axial and radial electric
field components inside the targets under plasma exposure. This is done by
examining BSO and Fe:LiNbOj3 (Felinbo) at normal incidence with the po-
larimeter, while the plasma jet impacts at a 45 degree angle. The influence
of a controlled environment is examined for the AC driven plasma jet and
the applied voltage amplitude is varied for the pulsed plasma jet.

e The electric field induced by the pulsed plasma jet is further examined in
Chapter 5 where the ionization waves are impacting the target perpendicu-
larly, rather than at an inclined angle. This changes the measurement pro-
cedure and allows to detect simultaneously all the individual electric field
components inside a target. Again the influence of voltage amplitude is
examined but the surface dynamics are different due to the perpendicular
orientation of the jet. This also provides symmetry, which enables a phe-
nomenological comparison with a numerical 2D-fluid model.

e In Chapter 6 the dependence is investigated of the measured birefringence
(of the electro-optic target) on the internal temperature gradients caused by
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the plasma interaction. An analytically derived relation is used to construct
a fitting procedure to retrieve the inhomogeneous temperature distribution
from a birefringent pattern. After calibration, the fitting procedure allows a
unique simultaneous investigation of the electric field pattern and the tem-
perature pattern that are induced by the plasma jet in the targeted sample.
This is applied in Chapter 7 where the effect of operating frequency of the
plasma jet is examined. Additionally, the temperature in the plasma plume
is measured to identify the origin of the heating. Lastly, the fitting proce-
dure is applied to the background images obtained during the electric field
measurements of chapter 4.

Chapter 8 focuses on the examination of depolarization to do a more com-
plete investigation with Mueller polarimetry of plasma surface interactions
occurring when treating a sample for a certain application. A thin organic
layer is investigated under plasma exposure in combination with the electro-
optic crystals. This enables a unique investigation where surface modifica-
tions are captured, through depolarization, simultaneously with the electric
field which the sample experiences (through birefringence). This allows to
relate in-situ any material changes to the plasma that has induced them.
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This chapter focuses on the experimental setup, called the Mueller polarimeter.
The first part discusses the design of the polarimeter and how to build it. Then, the
measurement procedure is described including the calibration that has to be done.
Lastly, the analysis (decomposition) of the Mueller matrix, which is necessary in
order to retrieve the optical properties, is discussed.
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CHAPTER 2. EXPERIMENTAL SETUP AND MEASUREMENT PROCEDURE

2.1 The Mueller Polarimeter

The goal to build a Mueller polarimeter is to examine optically active targets un-
der plasma exposure to identify various effects occurring during a plasma surface
interaction. For this purpose, the Mueller matrix of those samples should be identi-
fied and analyzed. The main objective is to build a setup which can be used in-situ
to investigate plasma surface interactions. Therefore the Mueller matrices have to
be obtained time-resolved to follow changes during the transient interaction. This
means that the user of the polarimeter should be able to have control of the states
of the polarizing optics and the acquisition with the detector. This is normally not
the case since Mueller polarimetry is usually only applied to static samples.

2.1.1 Setup Design

Figure 2.1 shows the experimental setup designed for the study of plasma surface
interactions and used throughout this work, called the Mueller polarimeter. The
sample which is to be investigated is located in between the Polarizer State Gen-
erator (PSG) and Polarizer State Analyzer (PSA). Both PSG and PSA consist of a
linear polarizer and two ferroelectric liquid crystals’® The ferroelectric liquid crys-
tals make it possible to control the polarization state of the light beam which is
going through the system. The setup consists of one part related to the control
of the liquid crystals and a second part related to the configuration of the total
optical system.

The PSG is used to create a (known) polarization state of the light which is
sent to the sample. As it interacts with the sample the polarization state changes.
The transformed state is examined by sending the polarized light through the PSA
and collecting it with the iCCD camera. The obtained intensity I forms the first el-
ement of the 4 x 4 intensity matrix B. This matrix is needed to retrieve the Mueller
matrix M of the sample.?® To obtain the other elements and thus the full 4 x 4 in-
tensity matrix, different polarization states are generated that propagate through
the sample and are analyzed and collected afterwards. In total 16 intensity im-
ages I are obtained to build the intensity matrix B, according to equation (2.1).
Specifically chosen polarization states are generated by using the ferroelectric lig-
uid crystals. Their orientations can be switched between two states by applying
an external voltage. This changes the total polarization state of the polarized light
beam?! Two possible orientations can be chosen for each liquid crystal («,,s and
Qneg). By sequentially switching in a fixed order the states of each liquid crystal
between a negative and a positive state, different polarization states are generated
and analyzed. This means that different intensity images I are obtained at the de-

90A. DE MARTINO et al. Opt. Lett. 2003 28: 616-618
36E. GARCIA-CAUREL et al. 2013 1SBN: 978-3-642-33956-1
91A. DE MARTINO et al. Thin Solid Films 2004 455-456: 112-119
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Figure 2.1: The Mueller Polarimeter: the experimental setup used throughout
this work. The sample which is under investigation is placed in between the Po-
larizer State Generator (PSG) and Polarizer State Analyzer (PSA). By sequentially
switching the liquid crystals (QWP1, HWP1, HWP2 and QWP2) between their two
orientation states, 16 intensity images I are obtained with the iCCD camera that
form the 4 x 4 intensity matrix B. The control of the liquid crystals is done using
four ferroelectric LCD shutter drivers.

tector. For each liquid crystal the difference in orientation between the two states
is fixed by the crystal itself meaning that the initial orientation (negative state)
has to be chosen carefully. The different intensity images are used to construct the
intensity matrix B.

I(1)  1(2) I1(3) I(4)
1(5) I(6) I(7) I(3)
109) I(10) I(11) I(12)
I(13) I(14) I(15) I(16)

B = 2.1)

The chosen order of sequentially switching the liquid crystals is shown in fig-
ure 2.2, with two representations. The order itself is chosen arbitrarily, but it is
important that always the same order is used during calibration and measurement
of a sample. At the first acquisition step all the liquid crystals are in the negative
orientation state. Sequentially, they are switched to the positive state until step 16
when all of them are positive.

The liquid crystals indicated as HWP are driven with a +5 volt signal, while
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Figure 2.2: The sequence order of switching the liquid crystals from negative to
positive state. In the first acquisition step all the liquid crystals are in the negative
state, while at the last step (16) they are all positive. A different voltage is applied
to the liquid crystals labeled as QWP than to the ones labeled HWP.
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Figure 2.3: The retardance of the liquid crystals obtained spectroscopically us-
ing the commerically available MM16 Spectroscopic Ellipsometer from Horiba Jobin

Yvon.
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2.1. THE MUELLER POLARIMETER

the two liquid crystals indicated with QWP operate at a £3 volt signal. The re-
spective indications HWP and QWP are given because of their retardance at 500
nm matching a half-wave and quarter-wave plate, see figure 2.3. The spectroscopic
retardance of the liquid crystals is obtained using the MM16 Spectroscopic Ellip-
someter from Horiba Jobin Yvon. The orientation states of the liquid crystals are
irrelevant for the maximum retardance they can induce. The actual retardance
which is induced does depend on the orientation relative to the (vertical) orienta-
tion of the linear polarizers and the other optical elements.

The positive or negative voltage applied to each liquid crystal is generated by
a Ferroelectric LCD Shutter Driver. These are operated using a drive and gate sig-
nal, which are controlled through a Writing Terminal Board. With MATLAB the
acquisition of the 16 intensity images with the iCCD camera (Princeton Pi-Max4
“PM4-1024f-RB-PS-18-P43-FM”) is automated with the sequencing of the orienta-
tions of the liquid crystals. The polarimeter shown in figure 2.1 operates with a
green color filter, transmitting light with wavelength 530 & 10 nm. A collimated
LED light source is used emitting white light with a total beam power of 440 mW
(Thorlabs item number MCWHL5-C1). Since the control of the liquid crystals is
done through MATLAB is can easily be coupled to external (trigger) events to do
time-resolved examinations of the optical properties of a sample.

2.1.2 Choice of the Orientations of the Liquid Crystals

Ferroelectric liquid crystals are used for the Mueller polarimeter because they al-
low controlling the polarization state of the light beam used to examine samples
optically. The retardance of the liquid crystals is fixed, shown in figure 2.3, but
the orientation can be varied, by applying a small DC voltage. The switching se-
quence changes the orientations of the liquid crystals from a a; yeq t0 @ @; pos, With
i = 1,2, 3 or 4 for respectively QWP1, HWP1, HWP2 and QWP2. The orientation
depends on the polarity of the applied voltage to the liquid crystals. The change in
orientation is named Aq;. The choice of the initial orientations «; 4 of the liquid
crystals is the most important part of the design of the polarimeter since Aq; is
determined by the liquid crystals itself.

The combination of the orientations of the liquid crystals determines which
polarized states are generated by the PSG and analyzed with the PSA. The four
Stokes vectors that represent the states that are generated by the PSG form a 4 x 4
matrix, defined as W. This name is traditionally given. The vectors are used
as columns of this matrix. Similarly, the four Stokes vectors that represent the
states of the PSA form matrix A (more logically named after the Analyzer), using
the transposed vectors as rows. These Mueller matrices A and W are essential
to transform the intensity matrix B into the Mueller matrix of the sample M,
following equation (2.3).
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B A-M-W (2.2)
s M = At.B.w! (2.3)

The four states of both the PSG and PSA have to create a corresponding matrix
W and A that are well-conditioned to be able to measure all the optical properties
of a sample??°3 This is because the condition number of a matrix determines the
propagation of error when it is used in calculation. To minimize this, the condition
numbers of the matrices A and W have to be optimized. Through prediction of
the condition number using calculation of the generated polarization states, the
best initial orientations «; ., of the liquid crystals can be found. However, this
requires knowledge of the orientations of the liquid crystals within their mount
A;, i.e. the angle of the fast or slow axis when the rotation holder is placed at 0°.

Qi pos = Q4 neg + AO[Z' + Az with i=1, 2, 3, 4 (24)

The information of A«; and A; is retrieved by measuring the 16 elements of in-
tensity matrix B for various angles of o .4, While the other liquid crystals mounts
are at zero degree position, i.e. a; neq = 0 with ¢ = 2,3 or 4. No sample is placed
in between the PSG and PSA. The intensity images of matrix B are normalized us-
ing the maximum intensity and averaged to obtain the mean normalized intensity
value of each B element as a function of @ 4, as shown in figure 2.4 in blue.
Numerically Aa; and A; are found for all elements by calculating the intensity
reaching the detector, with the fitted result shown in the same figure in red. The
obtained results for Aq; and A; are shown in table 2.1.

Table 2.1: The numerically obtained fitted value for Aa; and A; to match the
measured mean normalized intensity value of each element of B as a function of
the rotation o y.eq-
‘ Al AO&I‘

i=1 QWP1 | 32.6° -23.6°

i=2 HWP1 | 449° -35.8°

1=3 HWP2 | 54.0° -40.4°

1=4 QWP2 | 5.0° +40.6°

A basic iterative fitting procedure has been followed. Initially, Ac«; and A;
are chosen randomly for all liquid crystals and the resulting intensity for each
combination of the liquid crystal states (i.e. element of B) is calculated for all
Q11 neg rotations and compared with the measurement. The average deviation of

92M. H. SMITH Appl. Opt. 2002 41: 2488-2493
93J. S. Tyo Appl. Opt. 2002 41: 619-630
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Figure 2.4: The mean normalized intensity value of each B element as a function
of the rotation «; ., with the others «; ., = 0. Each resulting graph represents
an element value of intensity matrix B as defined by equation (2.1) and the se-
quence shown in figure 2.2. The measured values are shown in blue, while the
numerical fitted result is given in red. Table 2.1 gives the final fitted values of Aq;
and A, that are used to obtain the fitted results.

the numerical values from the measurements is used as optimization factor. New
values of Aq; and A; are searched to minimize this deviation. The obtained final
results are shown in table 2.1 and account for an average 7% deviation between
the numerical calculation and measurement, see figure 2.4.

With the knowledge of Ac; and A; for all liquid crystals, the initial orientation
of all liquid crystal mounts can be found which optimizes the resulting condition
number of the PSA and PSG. Instead of optimizing the Mueller matrices A and W
also the resulting intensity matrix B can be optimized (with no sample present)
through its condition number since it is the product of the condition number of A
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and W.

This is done by applying a singular value decomposition on the intensity matrix
of B and taking the square root of the ratio between the smallest and the largest
(singular) value. The resulting value, i.e. the reciprocal condition number, has a
maximum value of 3-'/2 ~ 0.5777° Through modeling (trial and error) the best
combinations of «; ., can be found for which the condition number is closest to
this value. This minimizes the propagation of error in matrix multiplications. For
this calculation, the input is used from figure 2.3 to calculate the optimized angles
at different color filter wavelengths.

The resulting optimized angles are found in table 2.2, for the different color
filters cyan (490 + 5 nm), green (530 + 10 nm), orange (605 + 10 nm) and red
(650 + 10 nm). The (reciprocal) condition numbers are closest to the maximum
value for cyan and green. It is lower for orange and red because the retardance
of the liquid crystals decreases for higher wavelengths, as measured and shown
in figure 2.3. The possibility to be able to measure at a different wavelength is
interesting since it could offer some (limited) spectroscopic information in the
visible spectrum.

Table 2.2: The numerically found optimized angles of «; ., for all four liquid
crystals for different color filter wavelength and the resulting (reciprocal) condi-
tion number. Two combinations of orientations are shown per color filter that
result in the highest condition number.

Wavelength Condition | a1 peg Q2neg 3neg Mneg

(nm) number (deg) (deg) (deg) (deg)
490 £+ 5 (cyan) 0.513 159 8 67 108

490 £+ 5 (cyan) 0.511 77 141 157 4

530 + 10 (green) 0.494 76 145 159 10
530 + 10 (green) 0.493 76 141 154 14
605 £ 10 (orange) 0.405 71 14 20 10
605 + 10 (orange) 0.402 72 121 92 10
650 £ 10 (red) 0.382 73 128 140 30
650 & 10 (red) 0.377 163 38 51 122

Most of the work in this thesis is done using the green color filter transmitting
light at 530 4+ 10 nm. This is chosen because the reciprocal condition number is
higher than the orange and red filter and there is more light reaching the detector
than with the cyan filter. When it is desired that the samples are investigated at
a different wavelength, simply the color filter has to be changed and the initial
angles «; .4 have to be modified according to table 2.2.
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2.2 Measurement Procedure and Calibration

To measure the Mueller matrix of a sample the following general procedure has
to be done. First, the wavelength is chosen and the initial angles of the liquid
crystals are set. Then, the iCCD camera is properly focused on the target and the
acquisition settings are determined. The acquisition is coupled automatically to
the control of the liquid crystals to obtain all the 16 intensity elements of matrix
B. The region of interest can be selected and the gain of the camera has to be
set, together with the exposure time, the delay time and averaging settings. The
latter relates to the number of acquisitions on the iCCD chip and the number of
repetitions. All the acquisitions and repetitions are done per sequenced acquisition
step, as shown by figure 2.2, before changing the state of a liquid crystal to proceed
to the next step. In order to do time-resolved measurements, the control of the
liquid crystals and acquisition of the intensity images have to be synchronized to
an external trigger event. This will be used for the first time in chapter 4, where
it will be elaborated further. Before the intensity matrix of a sample is measured a
calibration of the entire system has to be done to retrieve A and W.

2.2.1 Calibration Procedure

Theoretically, the Mueller matrices W and A, representing the polarization states
generated by the PSG and analyzed with the PSA, can be modeled since both the
retardances and the orientations of the liquid crystals are now known. These ma-
trices are necessary to retrieve the Mueller matrix of the sample from the intensity
matrix B, according to equation (2.3). Instead of modeling A and W it is more
accurate to perform a calibration of the polarimeter in which the Mueller matrices
A and W are retrieved experimentally. While doing the calibration the sample is
removed, since 4 calibration samples have to be measured. This calibration proce-
dure follows the Eigenvalue Calibration Method (ECM);*°> in which the intensity
matrices are analyzed of air (By), a horizontal polarizer (B;), vertical polarizer
(B2) and a wave retarder at inclined orientation (Bs). This calibration procedure
has become the standard in Mueller polarimetry over other methods that have
been used in the past?6-%?

With these four intensity matrices (B; with j = 0, 1, 2, 3) the A and W ma-
trices are obtained by taking the following steps. Firstly, the intensity matrices
are multiplied with the inverse of By, defining 4 matrices C;. The eigenvalues of

94E. COMPAIN et al. Appl. Opt. 1999 38: 3490-3502

95C. Macfas-ROMERO and P. TOROK J. Eur. Opt. Soc. Rapid Publ. 2012 7: 12004
9%R. M. A. AzzAM et al. Rev. Sci. Instrum. 1988 59: 84-88

97R. M. A. Azzam and A. G. LOPEZ J. Opt. Soc. Am. A 1989 6: 1513-1521

98K. BRUDZEWSKI Journal of Modern Optics 1991 38: 889-896

99D. S. SABATKE et al. Conf Proc. SPIE 2000 75-81
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these matrices are the same as the corresponding calibration samples, i.e. respec-
tively air, twice a polarizer and a retarder. Thus, the eigenvalue matrices of C; are
taken (= D,) and used to build the numerical Mueller matrices of the calibration
samples.

C; = By' B (2.5)
D; = eig(C;) (2.6)
diag(Do)={1,1,1,1}
with D, = { Ge8(DU={r.0.0.0} 2.7)
diag(D2)={1,0,0,0}
diag(D3)={R1, R2,C_,C+}

The diagonal values of the eigenvalue matrices D; should resemble equation
(2.7), with 7 the transmission of the respective polarizers and for the retarder
two real (R; and R») and two imaginary eigenvalues (C_ and C,). In general,
the four eigenvalues of each D; matrix, called D;(1) to D;(4), are used to build
the numerical Mueller matrix N; of the calibration samples according to equation
(2.8) for j = 0, 1, 2, 3. This comes from the general model of a Mueller matrix
represented by the ellipsometric angles ¥ and A2°

tin =3 (D;(1) + D;(2))

tig= % , —tlj,2 8 8
IR | e
b = Di3D; () SNi=tal 0" o L .| @9
73 = D;(D+D;(2) Js s
D;(3)=D;(4) 0 0 —tj4 t;3

tia = -1 50+0,

Though the N; matrices resemble the calibration samples that are used, the
orientations of the samples are not included yet. These are obtained using the Null
Space Method as part of the ECM through vectorization. This is done by calculating
matrices H; according to equation (2.9), with I the 4 x 4 identity matrix, ® the
Kronecker product and R(y) the 4 x 4 rotation matrix depending on a rotation
;. The rotation angle of air and the first polarizer are set to zero, meaning only
@2 and 3 have to be found. The 16 x 16 H; matrices are summed to K., see
equation (2.10). The eigenvalues of K, are calculated for various ¢, and 3 to
find which orientations give the maximized ratio between the smallest and the
second-smallest eigenvalue of K.
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H; = I1&(R(—g;) Nj-R(+¢;)—C] @I (2.9)
4

Kiot(pa,03) = > HIHj (2.10)
j=1

The K, matrix associated to the obtained orientations ¢, and 3 is used
to retrieve the PSA and PSG Mueller matrix A and W. The 16 x 1 eigenvector
belonging to the lowest eigenvalue of K, is reshaped to a 4 x 4 matrix. This is
the Mueller matrix W. From By then easily A is obtained as well. If desired the
Mueller matrices of the calibration samples can be calculated. With the calibration
procedure completed the sample that is to be examined is placed back and the
intensity matrix B is obtained and transformed to the Mueller matrix of the sample
using equation (2.3).

2.3 Analyses of the Mueller Matrix

The Mueller matrix that is obtained from a sample using the measured intensity
matrix contains all the optical properties, in terms of diattenuation, birefringence
and depolarization, as introduced in chapter 1. Unfortunately, when a sample
exhibits multiple optical properties, they get entangled within the matrix. This
means a model or a decomposition is necessary to extract the information. Vari-
ous models and decompositions exist and the proper one has to be chosen based
on the experimental setup and the sample which is investigated®®'°° Nowadays,
there exist three types of decomposition, namely the product, the sum and the
differential decomposition. Each of them is applicable to a particular physical
scenario.

The product decomposition is used when a non-homogeneous or layered sam-
ple is measured. In this scenario, the obtained Mueller matrix is related to the
optical properties of a specific layer or a small part of the sample, instead of the
entire optical path. The product decomposition models the Mueller matrix of the
sample as the combined product of an individual retarder multiplied with a diat-
tenuator and a depolarizer. The product decomposition that is traditionally used in
this way is called the Lu and Chipman decomposition, which models the Mueller
matrix as the product of first the diattenuator, then the retarder and lastly the
depolarizer!®! However, different product orders can be used creating a different

100R . OsSIKOVSKI et al. Phys. status solidi 2008 205: 720-727
1015 y. Lu and R. A. CHIPMAN J. Opt. Soc. Am. A 1996 13: 1106-1113
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product decomposition!0%-104

The sum decomposition is applicable in cases when a combination of multiple
beams arise after passing through the material, propagating each in a particular
polarization state that combine incoherently as they reach the detector. This is the
typical case of scattering, where scattered light can combine with non-scattered
light!9°

Lastly, the differential decomposition (also referred to as the logarithmic de-
composition) should be used when homogeneous samples are examined and con-
sequently the optical changes induced for the propagating polarized light beam
are a cumulative effect along the path of propagation!°®-1% This is modeled as
a series of infinitesimal changes along the entire interaction as the light propa-
gates through the material. Hence, this decomposition requires measurements in
transmission, as is used in the setup throughout this work. This type of decompo-
sition is well suited for the investigation of optically active targets under plasma
exposure since the plasma induced changes of the material will create a change in
polarization along the entire medium.

2.3.1 Optically Active Targets

In chapter 1 the use of optically active targets is proposed to investigate plasma
surface interactions by focusing on specific optical effects some materials possess.
The electro-optic effect can be exploited to e.g. examine electric fields generated
inside materials by the plasma. Mueller polarimetry can be used for this since the
electric field induces changes in the refractive index (anisotropies), making them
birefringent. This optical property has to be retrieved from the measured Mueller
matrix.

The relation between the change in index of refraction and electric field de-
pends on the material that is used and the way it is diagnosed using the polarime-
ter. The relation will be derived for each case that is used in this work individually
in the respective chapters were they are presented. The way how the birefringence
is retrieved from the Mueller matrix is independent from the choice of materials
by using the logarithmic decomposition, which will be discussed here.

When materials are examined for which no depolarization and dichroism prop-
erties are present, the Mueller matrix of the sample can also be modeled directly
following the homogeneous elliptical retarder-model®® This model allows the ex-
traction of the birefringent properties directly by comparison of several of the

1025, Morio and F. GOUDAIL Opt. Lett. 2004 29: 2234-2236

103R. OSSIKOVSKI et al. Opt. Lett. 2007 32: 689-691

104R. OSSIKOVSKI J. Opt. Soc. Am. A 2009 26: 1109-1118

1055, CLOUDE and E. POTTIER IEEE Trans. Geosci. Remote Sens. 1996 34: 498-518
106R, M. A. AzzAM J. Opt. Soc. Am. 1978 68: 1756-1767

107R. OSSIKOVSKI Opt. Lett. 2011 36: 2330-2332

1080, ARTEAGA J. Opt. Soc. Am. A 2017 34: 410-414
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2.3. ANALYSES OF THE MUELLER MATRIX

Mueller matrix elements, as will be introduced later. This model will be used
in addition to the logarithmic decomposition to check the validity of the results.
Throughout this thesis, different examples have to be analyzed following the mea-
surements using different approaches to investigate optically active targets using
Mueller polarimetry. In some cases this means dichroism is observed and depolar-
ization is added, meaning that the homogeneous elliptical retarder-model is not
valid anymore. The logarithmic decomposition, however, stays applicable and is
therefore used in all cases throughout this thesis.

2.3.2 Logarithmic (Differential) Decomposition

The materials that will be used are homogeneous meaning that the total phase
retardance that the light experiences due to the birefringent properties is an ac-
cumulation along the entire path through the sample. This makes the logarithmic
decomposition the best choice for examining the Mueller matrices since the ob-
tained Mueller matrix M is modeled as an infinite series of differential matrices
m. This prompts the following differential equation, with z the optical axis of light
propagation'06-108;

dM(z)
dz
When the differential matrix m is considered as constant within the integration

domain, this leads to the following and simple definition of the matrix L, according
to (2.12).

—m . M(2) (2.11)

M = exp(md) = exp(L) (2.12)

By taking the logarithm of the measured Mueller matrix M, information is
obtained about the differential matrix m multiplied with thickness d. The differ-
ential matrix of an ideal sample, without absorption and depolarization, is defined
as shown in equation (2.13) with ¢ the diattenuation properties and - the birefrin-
gence. Indications are given for the contributions to linear polarization in 0/90°
coordinate system, linear 45/135° and circular //r (left and right handed), similar
as introduced with the Stokes formalism in chapter 1. When the exponential of the
differential matrix m is taken according to equation (2.12), it is easily observed
that all the optical properties are represented within the Mueller matrix M but in
an entangled manner.

0 Yos90  Yas/135 Yi/r

_— Yo/90 0 Yiyr —7V45/135 (2.13)
Yas/135  —Visr 0 Y0/90
Vi Yas/135  —7Y0/90 0
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A measurement is never ideal, having depolarization and / or absorption present.
Additionally, experimental errors cannot be fully prevented, which propagate through
the analyses via matrix multiplication. Consequently, the obtained L matrix does
not always show the symmetry as is expected from the definition of m in equation
(2.13). This can be dealt with by modeling the differential matrix as the sum of an
ideal matrix m.,, like equation (2.13), and a depolarizing one m,. Equivalently
the matrix logarithm L can be defined as the sum L,,, + L,,. The separation of the
two from L is done using the Minkowski metric G, with G = diag(1,-1,-1,-1),
according to equations (2.14) and (2.15) %7

L, = %(L—G~LTG) (2.14)

1
L, = 5(L +G-LTG) (2.15)
This means that the elements of L, represented by L;;, are compared to create

L,, and L, in the following way:

0 Lig+Lyy Lig+ L3y Lig+ Ly
1L L Los — L Loy — L
L, =< |t + Loy 0 23 — L3a  Loa — Lao (2.16)
2 | Liz+L31 Loz — L3 0 L3s — Ly3
Lis+ Ly Loy — Lyg L3g — Lys 0
2Ly Lig—Ly1 Lig— L3y Lig— Ly
1| Lio—L 2L L L L L
L, =~ 12 21 22 23 T L3z Loa+ Ly (2.17)
2 | L3 —La1 Loz + L3 2L33 L3s + Ly3
Ly — Lyt Log+ Lyg  Lag+ Ly 2L44

As a result, L, is always symmetrical, while L, contains the mismatching be-
tween the elements of L that should have been (anti) symmetrical. This means the
off-diagonal elements of L,, give an estimate of the uncertainty of the mean optical
properties given by the corresponding elements within the L,, matrix. They relate
to systematic deviations. More importantly, within the obtained matrix L,, the
optical properties are separated and are no longer entangled, as they are within
the Mueller matrix M. This is shown in equation (2.18) with ¥ and I the line in-
tegrated diattenuation and birefringence along the three polarization states. The
L, matrix contains the depolarization properties and (uncertainty) correlations
between all the optical properties. The off-diagonal elements have been linked to

the correlation function between two optical properties!?’

109R. Ossikovski and O. ARTEAGA Opt. Lett. 2014 39: 4470-4473
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0 Yo90 Wius/135 Ui/
Yo,90 0 Ty —Tus/iss
Lo = (2.18)
Uys/135  —Liyr 0 To/90
Uir Tasjizs —Tojoo 0

2.3.3 Homogeneous Elliptical Retarder Model

When the samples that are investigated lack dichroism and depolarization proper-
ties, a second option can be used to retrieve the birefringent properties by apply-
ing the homogeneous elliptical retarder model (HER). Then the Mueller matrix is
directly modeled as a function of the total circular birefringence C'B experienced
through the material, together with LB and LB’, respectively the linear birefrin-
gence in the 0/90 deg optical system and 45/135 deg system. No diattenuation or
depolarization is added, see equation (2.19) with the total birefringence given by
A.

Muer = E

0 LB-LB'-R1-CB-R2 LB?+(CB?*+LB*cosA CB-LB' -Rl1+LB-R2

A2 0 0 0
| 0 LB*+(CB*+LB"®?)cosA LB-LB'-Rl1+CB-R2 CB-LB-Rl1—LB'-R2
0 CB-LB-Rl1+LB'-R2 CB-LB'-Rl1—LB-R2 CB?+ (LB*>+LB"?)cosA

(2.19)
with A = +/LB2+ LB”?+ CB2
Rl = 1-—cosA (2.20)
R2 = AsinA

With this model, the birefringences can be immediately obtained from the
Mueller matrix through simple subtraction and addition of some of the elements.
This is shown in equation (2.22) with the brackets { , } indicating which element
of the Mueller matrix M has to be taken.

A = arccos (M{2’ 2+ M{3,23} + M4, 4}~ 1) (2.21)
LB = (M{3,4} — M{4,3}) ;5%
= (LB = (M{4,2} - M{2,4})52« (2.22)

CB = (M{273} _M{372})ﬁ
With this definition of Myrr a comparison between the two techniques for
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analysis can be made by taking the logarithm of My gr. The result shown by equa-
tion (2.23) indicates that the logarithmic decomposed matrix L does not have to
be separated in L,,, and L, when no depolarization is present and a measurement
is perfect. In that case, the I" and birefringent properties obtained from My gg are
identical.

0 0 0 0
0 0 CB -—-LB’

log (Mugr) = 0 CB 0 IB (2.23)
0 LB LB 0
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This chapter introduces the electro-optic Bi;2SiO5y (BSO) materials used for
the investigation of plasma surface interactions. The materials are used since their
refractive index depends on the externally induced electric field. The relation be-
tween the resulting anisotropies and the electric field is derived analytically using
the index ellipsoid. DC-induced electric fields inside the BSO material are ap-
plied to verify the theory and calibrate the material’s constants. The main method
of analysis, the logarithmic decomposition, is applied and also the homogeneous
elliptical retarder model for comparison and verification.
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CHAPTER 3. ELECTRO-OPTIC PROPERTIES OF Bi;3SiOg¢

3.1 Introduction of BSO

The Mueller polarimeter, as designed and built according to the description given
in the previous chapter, will be used to investigate plasma surface interactions by
exploiting optical effects in certain materials exposed to a plasma jet. The primary
focus lies with the electro-optic effect for reasons stated in Chapter 1. One of the
most generally used electro-optic materials is Bi;2SiO5g (BSO).

Bi12Si05y (BSO) is a body-centered cubic crystal with a rotational tetrahedral
symmetry point group. It was first discovered in Mexico by Swedish chemist Lars
Gunnar Sillén in the 1940s to whom the mineral is named “Sillénite”.!' Syn-
thesized in the laboratory the material was first investigated in the 60s and 70s
focusing on growth mechanisms'!!!12 and the optical properties it possesses! 3114
Because BSO lacks inversion symmetry it has noticeable electro-optic properties,
i.e. it develops a linear birefringence proportional to the intensity of an externally
applied electric field. This effect, known as the Pockels effect, comes in addition
to a second-order effect (scaling quadratically to the electric field) known as the
Kerr effect which occurs in all materials. Since the first order Pockels effect is
present, the second order effect can be neglected. Besides its electro-optic behav-
ior, the material also exhibits photo-refractive, elasto-optic, magneto-optic, and
thermo-optic effects.

BSO crystals have been used mostly because of their electro-optical properties.
By applying a homogeneous electric field a Pockels cell can be used as variable
optical (polarized) switchable modulator, called PROM (Pockels Readout Optical
Modulator) !'>!1¢ Other applications include phase conjugation, beam amplifica-
tion, and holographic storage!!”-18

Instead of exploiting the electro-optic behavior to control and manipulate the
(polarized) light which passes through the material, it can also be applied as a
sensor. By investigating the change in polarization state, a measure is obtained
that can be related to the intensity of an unknown electric field to which the
material is exposed. This sensor capability makes it ideal for the investigation
of plasma surface interactions. It was first applied in this way by the research
group lead by Prof. Takada,'® focusing on surface charge distributions induced

1I0R, A. BIDEAUX et al. 1995 1SBN: 0962209716

U115 BRICE et al. J. Cryst. Growth 1974 24-25: 429-431

H2A . TANGUAY et al. J. Cryst. Growth 1977 42: 431-434

HN3E, L. VENTURINI et al. J. Appl. Phys. 1969 40: 1622-1624

4R, E. ALDRICH et al. J. Appl. Phys. 1971 42: 493-494

1155, L. Hou and D. S. OLIVER Appl. Phys. Lett. 1971 18: 325-328

116p, NISENSON and S. IWASA Appl. Opt. 1972 11: 2760-2767

173, P. HUIGNARD and F. MICHERON Appl. Phys. Lett. 1976 29: 591-593

185, HUIGNARD and A. MARRAKCHI Opt. Commun. 1981 38: 249-254

9T, TAKADA 1999 Annu. Rep. Conf. Electr. Insul. Dielectr: Phenom. 1999 6: 1-14
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3.2. RELATION BETWEEN BIREFRINGENCE AND ELECTRIC FIELD

by streamer patterns®4®> Since then, the technique has also been used for plasma
jets6586.87,120 and DBDs7 8389

All reports published to date use a Sénarmont type setup to investigate either
electric field or surface charge, by coupling a change in total transmission of the
optical system to the (average) electric field inside the material. This experimental
setup uses an optical compensator to determine the linear retardance in an opti-
cal system, from which the electric field is retrieved following the Pockels effect.
The electric field is reported by some®*®7:120 while the other publications focus
on the surface charge distribution. This is obtained by applying a homogeneous
field approximation to the electric field inside the material. This approximation is
only valid when the discharge size is relatively large compared to the thickness of
the material, creating a homogeneous electric field pattern. When this is not the
case, a compensation procedure or algorithm is needed to gain information about
surface charge using the average electric field throughout the material®”-'?!

Throughout this work, the (average) electric field patterns induced by the
plasma inside the materials will be used for the investigation of plasma surface
interactions. The average electric field, throughout the 0.5 mm thick material,
gives the information about the fields to which materials are exposed to. Mueller
polarimetry is applied, rather than a simplified Sénarmont setup, to extend the
investigation of the materials towards all the optical properties and have the ca-
pability to not only measure a single retardance but to focus on both I'y /9, and
I'45/135- This will turn out to be a significant advantage that Mueller polarimetry
has over other techniques.

The relation between the different retardances and the external electric field is
derived in the next section for two cases. The first examines the BSO crystal at nor-
mal incidence, while the second uses an inclined angle of 45°. In the last section,
homogeneous constant electric fields are applied to investigate the measurement
technique that is used and the data analyses which has to be performed.

3.2 Relation between Birefringence and Electric Field

The birefringence that is experienced by the polarized light traveling through the
material depends on the difference in refractive index that is present between
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85Y. ZHU et al. J. Phys. D. Appl. Phys. 1995 28: 1468-1477
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the electro-magnetic wave components since this causes a different phase velocity
with which they travel. This is shown in equation (3.1), with I" the retardance
in a certain optical system, An the difference in refractive index in this system
(caused by the anisotropy), A the wavelength of the light in vacuum and d the
length of the optical path.'??> The relation between An and the external source
of the birefringence depends on the symmetry point group of the material, the
direction that the light is propagating in and the axes in which the components of
the light are oscillating (its polarization state).'?

_ 2md
Y

Since the linear retardance I" depends on the oscillation direction of the light,
two different linear retardances are used within Mueller polarimetry to account for
this, namely I'y 99 and I'y5,135. The first indicates that a phase retardance can be
induced when horizontal and vertical oscillation components travel with different
velocities through the material, see figure 3.1. The second occurs because the
diagonal components (along the 45° deg and 135° deg axes) travel at different
velocities. This occurs only when there is a difference between the refractive index
of those specific axes along which the light is oscillating, i.e. Ang gy for I'g /9o and

r An (3.1

Angs /135 for T'ys /135.

To/90 T45/135

Figure 3.1: The linear retardance which is induced when light propagates through
a birefringent material depends on the axes of oscillation of the light components
(i.e. the polarization state). A difference between refractive index for horizontal
and vertical components cause retardance I'y 99, while differences in the diagonal
system correspond to I's5135.

The location of I'y/9p and I'y5,135 within the Mueller matrix relates with the
L,, matrix shown by equation (2.18). This is because e.g. I'y/99 can only induce
a phase retardance when diagonally linearly polarized light is passing through the
material, since then the horizontal and vertical components are present. I'y/go

122M. BorN and E. WOLF 1999 1SBN: 9781139644181
123R. C. POWELL 2010 ISBN: 978-1-4419-7597-3
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3.2. RELATION BETWEEN BIREFRINGENCE AND ELECTRIC FIELD

cannot change vertically or horizontally polarized light into diagonally polarized
light since there is only one component present. For this, I';5 /135 is needed. Con-
sequently, these two linear retardances are not the same, since they depend on
relatively Ang g9 and Anys /135, see figure 3.1. These specific changes in the (ex-
perienced) index of refraction can be influenced externally, e.g. during a plasma-
surface interaction on electro-optic targets.

3.2.1 Index Ellipsoid

Changes induced by external electric field to the index of refraction are caused
by anisotropies. This can be described by deformations within the index ellipsoid.
The index ellipsoid is a visualization of the refractive index of the material in all
directions, given by equation (3.2) with n the refractive index along the optical
axes z, y and z. Important for this analytical derivation is the orientation of the
optical axes x, y and 2. This is chosen according to the growth of the crystal
and the way it is cut. The materials used in this work have been cut along the
(001) axis, meaning that the z-axis is defined perpendicular to the surface (normal
incident). The x and y axis are defined to relate respectively to the horizontal 0°
deg and vertical 90° deg axis. Consequently, the diagonal system is defined by
the 45° deg axis (z + y) and the 135° deg axis (y — ). Hypothetically, there is
no limitation for the crystal to be rotated causing that the optical z and y axis
corresponds to e.g. the diagonal axes instead of the horizontal / vertical axes.
This reverses the definition of I'y 99 and I'y5/135.

For cubic isotropic crystals the refractive indices along the optical axes are the
same n,, but externally they can be influenced due to anisotropies. This changes
the impermeability tensor A., described by the addition of six Ar; terms, shown
in equation (3.3).%4°

2 2 2
R (3.2)
nZ  nZ  n?

x
:>(a: y z)-As- y =1 (3.3)
z
n% + Ay Ang Ans
with A, = Ang % + Any Any
Ans Any n% + Ans

40C. MALGRANGE et al. 2014 1SBN: 978-94-017-8992-9
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3.2.2 Light Propagation

The addition of the Ar; terms describes how the entire index ellipsoid is deformed
by an external cause. The birefringence that the polarized light experiences as
it passes through the material depends on the way the light goes through the
material relative to the orientation of the material. The plane wave perpendicular
to the propagation direction, indicated by wave vector k, is used for this, see
equation (3.4) with z, y and z corresponding to the optical axes of the material.
It describes the plane in which the electro-magnetic components are oscillating.
It is necessary to know in which direction the oscillation is occurring, since then
the refractive index that is experienced can be examined, which determines the
retardance of I'y /9 o I'45/135.

T kpy+y-ky+z-k,=0 3.4

A phase retardance is only induced when the polarization components of the
light travel with different velocities through the material. The plane wave is sim-
ply intersected with the index ellipsoid to find the refractive index determining
the phase velocity that the different electro-magnetic wave components experi-
ence. This forms an ellipse and depending on the orientation of the polarization
within the plane wave the refractive indices can be obtained within this intersect-
ing ellipse determining the retardance!?* This will be illustrated for two cases,
where the light propagates through the material in different directions.

Case 1: Normal incidence

When light travels at normal incidence to the material the plane wave equation
is simplified to z = 0, since z is the principal axis. This simplifies the three-
dimensional index ellipsoid to a two-dimensional ellipse in the XY '-plane, see
equation (3.5). Only anisotropies An;, Any and Ang are causing any alteration in
this plane.

1 1
z? (2 + Am) +y° (2 + A772) + 2zyAng = 1. 3.5)
n n

o o
Two linear retardances (birefringence) are examined using Mueller polarime-
try, i.e. in the 0/90 deg coordinate system and the diagonal 45/135 deg system.
The experienced refractive indices are simply found by finding the radii of the el-
lipse at those axes. For the retardance experienced in the 0/90 deg system, this
is shown by equations (3.6) and (3.7). Since the anisotropies are assumed to be
small, a Taylor expansion is allowed of the form (1 + ) %% ~ 1 — a/2.

1241,. DUVILLARET et al. J. Opt. Soc. Am. B 2002 19: 2704-2715
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1
y—0 = mQ(nQJrAm)—l

o

& = 4An(l— %Amng) (3.6)

1
r—0 = y2(2+An2)1
n

o

1
S oy =d4n,(l— EAHQTLi) 3.7)

The difference is taken to obtain Ang g, i.e. the difference in the experienced
refractive index in the 0/90 deg system. This is shown in equation (3.8) and can
be used to calculate Iy /9g. The same derivation is followed to obtain Anys /135, as
is shown in equation (3.9), used to calculate I'y5/135.

1
Ano/go = MNg— Ngg = :|:§n2(A7]1 — AT)Q) (38)

Angsjizs = Nas —nigs = tniAng (3.9

Interestingly, since the material is investigated at normal incidence, the retar-
dances that are obtained with Mueller polarimetry depend on different external
anisotropies. The retardance in the 0/90 deg system depends on An; and A,
while polarization in the diagonal 45/135 deg system changes with anisotropy
Ang. All the induced anisotropies An; are coupled to the external cause through
tensors. When an electric field is the source the relation is described using the
electro-optic tensor of the material that is used. Other tensors have to be used to
describe other materials or other optically active effects, such as the thermo-optic
or elasto-optic effect. Almost all the elements of the 6 x 3 (reduced) electro-optic
tensor T are zero for cubic crystals, except 741 = rs3 = rg3, See equation (3.10)
with r;; the electro-optic constants in m/V:

0 0 0
0 0 0

— 0 0 0

T= 3.10
Ta1 0 0 ( )
0 Ta1 0
0 0 T41

Consequently, when the electro-optic tensor is multiplied with the electric field
vector E = (Es, Ey, E.) to obtain the anisotropy terms, An; and An, are zero.
Using equation (3.11) the final relation between the experienced retardance I
and the electric field is obtained in both linear polarization systems, see equation
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(3.12). The only electric field contribution in this configuration is due to E,, i.e.
the axial field perpendicular to the surface of the material. The relation includes
a =+ sign since analytically, following the derivation as shown above, it is arbitrary
whether a positive or negative phase retardance is induced depending on the ori-
entation of the axes of the material. This means that when the crystal is rotated
the sign changes and the linear retardances can be reversed.

Amny 0 0 0 0
Ang 0 0 0 > 0
Aps| = = o o o v 0
=T.-FE= E,| = 3.11
An4 T41 0 0 Ey 7’41E$ ( )
A?]g, 0 T41 0 i T41 Ey
Ang 0 0 r ra
Toj90 = 25%Ang/90 =0 (3.12)
Tusjizs = Z4Angs 135 = £ 9ndry B,

Case 2: Examination at oblique incidence (45° angle)

The dependence of the retardance with the electric field changes when the target
is examined at an oblique angle. The following case will be presented where
light travels through the material at a 45° angle. As a result, first a coordinate
transformation is performed according to equation (3.13), after which the three-
dimensional ellipsoid is simplified using 2’ = 0.

:E/+Z,
z Vel
y|— y' (3.13)
P —z'+2'
V2

Consequently, the intersecting two-dimensional ellipse that is formed is shown
by equation (3.14). The anisotropy terms Ay, are already substituted using equa-
tion (3.11).

/2
z'? (nlg — 7"41Ey> + 2:73 +Vorgz'y (B, — E,) =1 (3.14)
Similar as for the normal incidence case, the difference in experienced refrac-
tive index is found by examining the radii of this ellipse at the right coordinate
systems. For the refractive index in the 0/90 deg system, this is shown in equa-
tions (3.15) and (3.16).

58



3.2. RELATION BETWEEN BIREFRINGENCE AND ELECTRIC FIELD

1
Yy =0 = 2 (nQ—Eyhu) =1

o

1
& 2 24dn,(l+ §Ey7°41n5) (3.15)
2
¥ =0 = y—Q =1
nO
o o = +n, (3.16)

The resulting difference in index of refraction is shown in equation (3.17). A
birefringence is induced in this optical system depending on only the axial (verti-
cal) E, component along the path of propagation d* = v/2d, when electric field is
applied externally.

1
+Ang0 = no (1 + 2Eyr41ng) — Ny
1 3
= 5 yT41nO (3'17)
2wd*
1—‘0/90 = TAno/an
2rd* 1
= iT§Eyr41nf; (3.18)

For the diagonal 45/135 deg optical system a similar approach is taken to re-
trieve the dependence of the retardance with the applied electric field. In this
coordinate system the diagonal axes of the ellipse, given by equation (3.14),
are examined. This can simply be done using a coordinate transformation with
7' = (u+v)/v/2and y' = (u —v)/+/2 and calculating the radii respectively when
u — 0 and v — 0, see equations (3.19) and (3.20).

Lo o= (L E +1}2 V2 UQ(E Ep) =1
u B ng T41 1Ly 2n(2) T41 9 z z) =
&S v=4= - fo
T
ranEy o  ra(E, —Ey) 2)
>~ 4n, (14 g+ =—ng 3.19
< 4 2\@ ( )
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2 /1
v—0 = <n2—’/‘41Ey) —&-\[2 7‘41 (E E)
=+ o
\/1 - T412E” nZ + T“(EZ\/gE“)n?)
T41Ey ni N r41(Ez - Em)nz>
4 2¢/2

The resulting difference in refractive index, given by equation (3.21), depends

on a combination of the axial £, component with the radial (horizontal) E, com-

ponent of the applied electric field. The obtained linear retardance in this optical
system is given by equation (3.22).

—— (1 + (3.20)

E T (Ez — Ez) 7"41E 7"41(Ez — Em)
A — 43 T41 v, 41 _ vy
N45/135 no( 4 2\/5 4 2\/5
= 7107'41(E E ) (321)
\/7
2md*
Paspizs = \ Angs i35 =
27rd* 1 3

3.3 DC Electric Fields Applied to BSO

A test case is examined, before the technique is applied to investigate plasma-
surface interactions, to verify the analytically obtained relations between the phase
retardance I and the externally applied electric field. Homogeneous constant elec-
tric fields are applied to a 0.5 mm thick BSO crystal coated with a thin conductive
ITO layer on both sides. A mask is used during the coating procedure in order
to have a circularly shaped coating pattern with a diameter of approximately 15
mm. Through variation of the applied voltage V, different birefringence is in-
duced which is measured with the Mueller polarimeter setup. This allows for the
investigation of the electro-optic constant of r4; and the main method of analyses
which is used, i.e. the logarithmic decomposition. Additionally, the homogeneous
elliptical retarder model is applied for comparison and verification.

The measurements are performed at normal incidence and therefore the in-
duced birefringence relates to the applied potential difference V' according to
equation (3.12), with £ = (0,0,V/d). A calibration of the Mueller polarimeter
is done prior to any measurement as discussed before in 2.2.1. This calibration
provides the A and W matrices that allow to transform the measured intensity
matrix to the Mueller matrix.

Figure 3.2 shows the obtained Mueller matrix of BSO with the circular ITO
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coating, without an applied voltage. Figure 3.3 shows the Mueller matrix when
a constant potential difference of 1 kV is applied between the ITO coatings on
both sides. This clearly visualizes the location of the ITO-coated regions. Semi-
spherically shaped golden electrodes on a small spring are used to connect the
power supply to the material. These partially block the light, which is visible in all
the Mueller matrix elements. The matrices are normalized through division using
the {1,1} element. Throughout this work brackets {, } are used to indicate an
element within a matrix. Two different color scales are used, ranging from either
-0.2 to 0.2 or from -1.1 to 1.1. The border of each element (solid or dashed)
indicates which color scale is used. Element values are only shown where light
emission reaching the iCCD camera was high, meaning that the edge of the region
of interest is left out of the images that are shown. The average and standard
deviation of each element are taken in the center of the images and shown by
equations (3.23) and (3.24).

When the definition of the Mueller matrix is followed, as presented by equa-
tions (2.12) and (2.13), it is clear that the individual elements of a Mueller matrix
M can contain entangled information of the optical properties since the matrix ex-
ponential is used. Elements {1,2-4} and {2-4,1} (respectively the top row and left
column) of both matrices are small, with absolute maximum values smaller than
0.04 rad except for {1,4} of M, which is approximately 0.08 rad. The diagonal el-
ements are non-zero for both M; and Ms, together with the off-diagonal elements
{2,3} and {3,2}. The biggest changes due to the application of the potential dif-
ference of 1 kV are observed in elements {3-4,4} and {4,3-4}, which are close to
zero before applying the potential difference. The diagonal elements also change
slightly due to the application of the voltage difference to the ITO coatings. All
these changes are caused by the birefringences that are externally induced.

The Mueller matrices have to be analyzed to retrieve the optical characteristics
of the induced birefringence. This can be done using the logarithmic decomposi-
tion or by applying the homogeneous elliptical retarder model, as explained in the
previous chapter in 2.3.

3.3.1 Logarithmic Decomposition

The logarithmic (differential) decomposition consists of taking the logarithm of
the measured Mueller matrix to obtain matrix L. This matrix is separated using
the Minkowski metric G into the ideal, non-depolarizing matrix L,, and the de-
polarizing matrix L, (a broader introduction is given in 2.3.2). Figures 3.4 to
3.7 show the logarithmically decomposed and separated matrices L,, and L., for
both Mueller matrices M; and M,. The average and standard deviation are taken
within the region where the ITO coating is present, shown below each figure by
equations (3.25) to (3.28).

Notably, both the L,,, and L, matrices have symmetrical properties for the off-
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Solid Dashed

0.2

19 by 19 mm? images

Figure 3.2: The measured Mueller matrix M;0f a BSO crystal with circularly
shaped ITO coatings on both sides. A potential difference can be applied using
two small semi-spherical gold electrodes on a spring, which partially block the
light in all the elements. M is obtained with no applied voltage present, ren-
dering it difficult to observe the ITO region. The border of each element (solid
or dashed) indicates which color scale is applied and show a 19 x 19 mm? area.
The central average values and standard deviations of each elements are shown
by equation (3.23).

1 —0.0385  0.040 —0.008 0 0.006 0.004 0.004
M, = —0.013  0.742 0.550  —0.039 0.004 0.008 0.007 0.006
0.024 —0.74 0.736  —0.046 0.006 0.01 0.009 0.009
0.003 0.11 —0.0002  1.029 0.006 0.01 0.009 0.009
(3.23)
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Solid Dashed

0.2

19 by 19 mm? images

Figure 3.3: The second obtained Mueller matrix M>, measured with an applied
potential difference (over the 0.5 mm thick BSO) of 1000 volt between the ITO
coated circular regions. This makes them distinctively different and observable
from the uncoated BSO regions. Same remarks as given in figure 3.2 are valid.

M,

1
—0.001
0.026
—0.003

—0.036

0.79
—0.64
-0.23

—0.007

0.388
0.44
0.61

—0.080 0 0.007 0.004 0.005

—0.306 0.004 0.01 0.007 0.008

—0.81 0.007 0.01 0.01 0.01

0.70 0.006 0.01 0.01 0.01
(3.24)

63



CHAPTER 3. ELECTRO-OPTIC PROPERTIES OF Bi;3SiOg¢

Solid Dashed

0.2

015 08
0.6
0.1
0.4
0.05
0.2
0 0
-0.2
-0.05
0.4
-0.1
-0.6
0.15 -0.8
-1
-0.2
19 by 19 mm? images

Figure 3.4: The non-depolarizing part L,, ; of the logarithmically decomposed
matrix L, using Mueller matrix M;. Hence, no voltage difference is applied. The
diagonal elements are removed since they do not contain any information due
to the separation. The optical properties, diattenuation and birefringence, are

included as defined by equation (2.18). Similar remarks hold as discussed in
figure 3.2.

—0.020 0.034 -0.001 0.005 0.004 0.003
Ly 1= —0.020 0.716 —0.064 0.005 0.007 0.008
e 0.034 —0.716 —0.013 0.004 0.007 0.006
—0.001 0.064 0.013 0.003 0.008 0.006
(3.25)
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Figure 3.5: The obtained L,, » matrix using Mueller matrix M5, hence including
the effect of the applied 1 kV potential difference between the ITO coated regions.
Similar remarks hold as discussed in previous figures.

—0.020 0.028
—0.020 0.660
Lm 2 =
’ 0.028 —0.660
—0.045 0.061 0.884

—0.045 0.005 0.004 0.004
—0.061 0.005 0.007 0.010
—0.884 0.004 0.007 0.009
0.004 0.01 0.009
(3.26)
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Solid
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-0.2

19 by 19 mm? images

Figure 3.6: The separated depolarization part L, ; of the logarithmically decom-
posed matrix L, using measured Mueller matrix M;. No voltage difference is
applied and similar remarks hold as with the previous figures. Depolarization
properties are shown by the diagonal elements, while the off-diagonal elements
relate to the uncertainty of the diattenuation and birefringent properties.

—0.0007 —0.000 0.016 —0.005 0.0002 0.004 0.003 0.003

Loy = 0.000 —0.022 -0.101 0.040 0.004 0.013 0.008 0.008
“ -0.016 —0.101 —-0.031 —0.047 0.003 0.008 0.007 0.005
0.005 0.040 —0.047 0.029 0.003 0.008 0.005 0.009

(3.27)
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Figure 3.7: The depolarizing L, > matrix, obtained using A, when applying a 1
kV potential difference, with similar remarks as indicated before.

—-0.0007 -0.012 0.006 —0.032 0.0003 0.004 0.003 0.004

Lo = 0.012 -0.03 -0.132 -0.02 0.004 0.01 0.008 0.01
“ —-0.006 —0.132 —-0.04 —0.142 0.003 0.008 0.01 0.009
0.032 —-0.02 —-0.142 0.04 0.004 0.01 0.009 0.01

(3.28)
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diagonal elements, due to their defined separation from L. The top row and left
column are identical, while the off-diagonal elements in the remaining sub 3 x 3
matrix are anti-symmetric. These properties are always valid for the separated
logarithmically decomposed matrices, but not necessarily true for the Mueller ma-
trices.

As explained in section 2.3.2 for the introduction of the logarithmic decompo-
sition, each element of L,, represents a specific optical property, relating to either
diattenuation ¥ or birefringence I', within a polarization direction (linear 0/90
deg, linear 45/135 deg and circular) see equation (2.18).

The first non-depolarizing L,, ; matrix, shown in figure 3.4, indicates the pres-
ence of only one optical property, namely circular birefringence I';;,. This is
shown by element {2,3} and {3,2}, with an absolute value of 0.72 + 0.01 rad.
The other elements are close to zero, with elements {2,4} and {4,2} the second
biggest element with value 0.06+0.01 rad. The diattenuation properties are below
0.05 4 0.005 rad in all the coordinate systems (elements {1,2-4}), independent of
the potential difference which is applied. This is because the transmission of the
BSO material (with the partial ITO coating) does not depend on the polarization
state and it is investigated at normal incidence.

Changes are observed in L,, » when a potential difference is applied of 1 kV
between the ITO coatings. Still, diattenuation properties are close to zero, but
a linear birefringence is induced. The absolute average value of Iy /g, (element
{3,4}) increases from 0.013 £ 0.006 rad to 0.884 + 0.009 rad. In the other optical
coordinate system the absolute average value of I'y5 135 (element {2,4}) remains
0.06 £ 0.01 rad. There is however an observed pattern present within I'y5/135
induced by the application of the potential difference. Additionally, a small dif-
ference has been induced for the circular birefringence, AT';;, = —0.06 & 0.01
rad.

The L, matrices shown in figures 3.6 and 3.7 contain the information of de-
polarization and covariances between the optical properties!?® Since BSO is non-
depolarizing, because it is transparent and has a polished smooth surface, most
elements are close to zero, as shown by the averaged values and the standard
deviation in equations (3.27) and (3.28). A small difference is observed in the re-
gion where the ITO coating is present. This could be due to the interface between
the coating and the crystal. Theoretically, all diagonal elements of L, should be
negative, which is not the case. This means that there is some non-physical be-
havior included. This can be removed by analyzing the eigenvalues of the related
coherency matrix, but since the (positive) values are small, i.e. smaller than 0.05
and close to the noise level, we consider that this is not a major problem.

The induced change in the linear retardance is due to the application of the
potential difference and the resulting homogeneous electric field between the

109R. Ossikovski and O. ARTEAGA Opt. Lett. 2014 39: 4470-4473

68


http://dx.doi.org/10.1364/OL.39.004470

3.3. DC ELECTRIC FIELDS APPLIED TO BSO

ITO coatings in the material. This dependency follows equation (3.12), however
changes in I' are observed in the 0/90 degree system rather than in the diagonal
system as was derived and shown by the equation. This is simply due to a rotation
variance resulting from the material. The derivation is done by finding the radii
of the intersecting ellipse of the plane wave and the index ellipsoid. A rotation
of the material changes the relative angle of the polarization axis to the principle
axis of the material. Thus, when the material is rotated this can shift the induced
retardance from I'g /9 to I'y5/135.

The difference of induced birefringences AT in the individual optical systems is
taken to only include effects induced by the application of the potential difference,
shown in figure 3.8(a). Clearly visible is the induced spatial pattern for Al'y5/135.
A similar pattern is present with AT’y /g9, but hardly visible due to the high offset
of the linear retardance, of approximately -0.88 rad.

The electric field which is applied can be retrieved by looking at the total linear
retardance I';,; of the system, regardless whether the changes of the linear bire-
fringence are induced in the 0/90 deg system or the diagonal system. This is sim-
ply obtained by quadratically adding AT'y,99 and ATl'y5,135 and taking the square
root. Equation (3.29) is then applied to obtain the electric field, with thickness
d = 0.5 mm, wavelength A = 530 nm, (unperturbed) refractive index n, = 2.54
and electro-optic constant r4; = 4.8 pm/V. The resulting electric field is shown
twice in figure 3.8(b) with different color scales.

(3.29)

The two different color scales are used to visualize that the obtained pattern is
not homogeneous, which is a surprise since conductive ITO coatings are used. The
average electric field value is 18.7 kV/cm with a standard deviation of 0.2 kV/cm.
This value is lower than the expected 20 kV/cm, assuming a homogeneous field
resulting from a 1 kV potential difference over a 0.5 mm distance.

The fact that a lower field is measured could indicate that the used (electro-
optic) constant value of r4; = 4.8 pV/m is inaccurate, but the material properties
n, and r4; are calibrated and reported by the supplier and other users in literature.
Another cause that can explain the difference between the expected and the mea-
sured values of the electric field, is that the potential difference of a 1000 volt is
actually not reached, because of the way the voltage is applied. The semi-spherical
golden electrodes on a spring are gently pushed to the ITO coated surface to cre-
ate a contact. When this contact is not perfect, due to the shape of the electrodes,
an equivalent series resistance is added to the system. In that case the resistor
lowers the potential difference applied to the surface and the resulting measured
electric field is lower. In addition, this could provide a possible explanation for
the inhomogeneous pattern that is observed. The resistor created by the non-ideal
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Figure 3.8: The difference in linear retardance due to the application of the volt-
age potential for both coordinate systems, Al'y 99 and AT'y5/135 shown in 3.8(a).
These are used to calculate the electric field, using equation (3.29), shown twice
with difference color scales in 3.8(b).

contact is causing a local temperature increase, originating from the point of con-
tact. BSO materials are not only sensitive to external electric field according to the
Pockels effect, but they are also sensitive for other external effects of anisotropy,
e.g. thermal or pressure effects. This is the topic of chapters 6 and 7.

The inhomogeneous pattern is only observed within the birefringent proper-
ties. Since it is not present in the other elements, the pattern is surely due to
an induced birefringence (although the origin is not certain). It would not have
been possible to make this conclusion when a simpler setup, like the Sénarmont
setup, would have been used to examine the birefringence, since no information
would have been obtained about diattenuation and / or depolarization. This is a
significant advantage that Mueller polarimetry offers over other techniques.

The hypothesis that the non-ideal contact lowers the applied potential is sup-
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Figure 3.9: The obtained electric field for different applied voltages (sample thick-
ness = 0.5 mm). The color scale is adapted to visualize the possible appearance of
the inhomogeneous pattern, which becomes more significant with higher applied
voltages.

ported when the electric field is examined for different applied voltages, see fig-
ure 3.9. With low voltages the measured electric field matches the expected value
(F = AV/d) indicating that the correct value of r4; is used. Only with higher ap-
plied voltages the electric field deviates slightly. This decrease is accompanied with
the appearance of the inhomogeneous pattern. If this pattern is indeed caused by
local heating, it is understandable why it emerges with higher applied voltages.

The appearance of the inhomogeneous pattern means that the electric field
shown is possibly not the electric field to which the crystal is exposed to. A combi-
nation of the electric field is observed with another (small) anisotropy, now falsely
interpreted as electric field. Because a constant electric field is applied, the differ-
ent causes of the anisotropies cannot be separated from each other. This would
be possible if a time varying electric field is applied while the other source of
anisotropy, e.g temperature of pressure, are constant. In any case, the value of the
observed electric field is close enough to the expected value to trust the electro-
optic constant given by the supplier.

3.3.2 Homogeneous Elliptical Retarder Model

The second way to analyze the measured Mueller matrices M; and M, is by apply-
ing the homogeneous elliptical retarder model (HER model). Within this model
only retardance is included along the different polarization directions, called C'B,
LB and LB’. Different names are used compared to the logarithmic decomposi-
tion, i.e. T/, To/90 and I'y5/135, to indicate the use of a different method and
show the resulting differences that arise.

In the previous chapter in section 2.3.3 the model is explained, showing the re-
lation between M and C'B, LB and LB’. Since no diattenuation or depolarization
properties are included in the model, the analyses is straightforward following
equations (2.22). The birefringent properties can simply be obtained through sub-
traction and addition of some of the Mueller matrix elements.
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Resultingly, the obtained birefringent properties are shown in figure 3.10. The
difference is taken to see the changes, i.e. ACB, ALB and ALB’, induced
by the applied potential difference. The circular birefringence has decreased
with 0.07 £ 0.01 rad, while LB changed with —0.849 + 0.009 rad and LB’ with
—0.03 4 0.01 rad. These values correspond well with the values observed when
applying the logarithmic decomposition. The correspondence is only present since
the measured samples do not posses diattenuation or depolarization, as is shown
by the low value elements of L,,.

CB (rad), 0 V LB (rad), 0V LB (rad), 0 V

,,,,,,,,,,,,,

CB (rad), 1 kV LB (rad), 1 kV

- M
A8 N

ALB (rad)

0.2

0.1

-0.1

-0.2

Figure 3.10: The linear and circular retardances (LB, LB’ and CB) obtained by

applying the homogeneous elliptical retarder model to the measured Mueller ma-
trices, M, and M.
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A similar non-homogeneous pattern is observed in the linear birefringences. If
only the HER-model would have been applied, without the logarithmic decompo-
sition, it would have been impossible to say whether this pattern is a real bire-
fringent property or if it is actually either diattenuation or depolarization which
was not included in the model. This is an important advantage of the logarithmic
decomposition where all the optical parameters are part of the examination.

The difference in linear retardance can be used similarly as with the logarith-
mically decomposed obtained quantities to retrieve the electric field pattern, as

shown in figure 3.11. The average value, 18.2 + 0.2 kV/cm, corresponds with the
earlier found value.

|E.| (kV/cm)

|E.| (kV/cm)

‘
4

0 5 10 15

o

distance (mm)
distance (mm)
5

Figure 3.11: The electric field calculated using the linear retardances obtained
from the applied homogeneous elliptical retarder model, shown twice with differ-
ent color scales, which matches the results shown in figure 3.8(b).
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3.4 Summary and Perspectives

e The relation between the induced retardance / birefringence in BSO with the
externally applied electric field is derived using the index ellipsoid. This re-
lation depends on the orientation of the material, the propagation direction
of the light and the polarization axis.

e Electric fields induced using a constant potential difference applied to cir-
cularly, ITO coated patterns on both sides of the BSO crystals are exam-
ined with the Mueller polarimeter. The measured Mueller matrices are an-
alyzed using the logarithmic decomposition and the homogeneous ellipti-
cal retarder (HER) model. Both analyses show similar results in terms of
changes in (circular and linear) birefringence and electric field, induced by
the applied potential difference. This means that the derived relation and
the electro-optic constant of BSO are verified.

e A lower electric field than expected is measured for relatively high voltages,
most probably due to a loss in applied potential by the addition of a resistor
because a non-ideal contact has been used. This also resulted in an addi-
tional non-homogeneous birefringent pattern, due to heat delivered through
the resistor / contact point. This is inseparable from the birefringence re-
lated to the induced (constant) electric fields.

e The unexpected (and for this case undesirable) non-homogeneous pattern
is identified as a real birefringence since diattenuation and depolarization
properties are also examined with Mueller polarimetry. This is not possible
for simpler techniques where not all the optical properties are monitored,
making the interpretation of such a pattern difficult. This creates an advan-
tage for Mueller polarimetry over these other techniques. When an unex-
pected pattern is attributed to a real birefringence, it relates to a change in
index of refraction. Therefore it can be analyzed to examine the external
cause that has induced it. This can provide new information of the interac-
tion that has taken place (e.g. for a plasma surface interaction) as will be
shown in chapter 6 and 7.

e When time-dependent electric fields are applied instead of constant fields,
the background patterns can be separated, since birefringence induced by
temperature or pressure will still be constant or averaged over time. This is
perfect for the use of these materials for the investigation of plasma surface
interactions since the electric fields that are generated are almost always
transient. The Mueller polarimeter will allow for the time-resolved acquisi-
tion of the Mueller matrix of the samples as will be shown in next chapters.
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This chapter shows various ways to investigate the transient electric fields
induced in electro-optic targets during a repetitive plasma surface interaction.
Electro-optic BSO is examined under normal incidence with the polarimeter to
investigate the axial £, component. Complementary, Fe:LiNbOj is used as a tar-
geted surface to measure the radial field components (£, and E,) inside the ma-
terial under exposure of a plasma jet which is oriented at 45°. The electric field
patterns are used to examine the plasma surface interaction. First, the influence
of the surrounding gas with the AC-driven plasma jet in a controlled environment
is examined this way. Then, the dependence on voltage amplitude is investigated

for ionization waves generated with 1 us mono-polar positive voltage pulses.
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4.1 Investigating Electric Fields Induced by Plasma

The investigation of the electric field induced in targets under plasma exposure is
important for controlling the treatment of the targeted material and for the un-
derstanding of the applied plasma surface interaction. Electro-optic targets allow
for the investigation of electric fields induced inside the material due to surface
charges deposited during the interaction, by exploiting the Pockels effect. The
purpose of this chapter is to show how Mueller polarimetry is able to measure the
electric field using different approaches, leading to the determination of both the
radial (parallel) and axial (normal) components of the induced field.

For the investigation of electric fields generated during a plasma impact, time-
dependent fields are expected. The Mueller polarimeter can be used to investigate
time-resolved an electro-optic target under plasma exposure to capture the tran-
sient electric field patterns induced during the interaction. This offers a unique
way to investigate the conditions to which targets are exposed to when they are
treated for a certain application in a plasma environment. Additionally, it allows
for the examination of the deposition of surface charge, which influences the sur-
face propagation of the discharges.

These aspects of plasma surface interactions are generally difficult to investi-
gate, due to the transient behavior of these non-thermal plasmas, as well as their
apparent size and simply due to an absence of diagnostic tools. Available methods
to determine in the gas phase the electric field (and estimation of volume charge),
like Stark shift spectroscopy or four-wave mixing, are suitable for the investigation
of the dynamics occurring inside the plasma volume, e.g. the plume of a plasma
jet, however extrapolation of these values towards a targeted surface is difficult
and not straightforward. Electro-optic crystals do allow for this, as has been shown
in the previous chapter for constant DC fields.

Surface charges deposited during the plasma interaction induce electric fields
that change the refractive index of the crystals according to the Pockels effect,
which can be detected optically. When a BSO crystal is investigated at normal
incidence, as was done in the previous chapter, only the electric field component
perpendicular to the surface is obtained, i.e. the axial £, component. In literature,
this component has been used to estimate the surface density of the deposited
charges by applying a homogeneous field approximation.

However, inhomogeneous electric field patterns are usually present due to the
relatively small discharge size. Average fields are always obtained throughout
the thickness of the targeted material (0.5 mm). A better way to still investigate
the charging of the material while not applying incorrectly a homogeneous field
approximation is by obtaining a complete overview of the induced electric field
components by also acquiring the radial patterns. In this chapter, it will be shown
that by applying Mueller polarimetry to a different electro-optic crystal the radial
components of the field (parallel to the target surface) are obtained for the first
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time.

These techniques are applied to investigate the influence of the environmental
surrounding gas for the guided ionization waves produced by a plasma jet to illus-
trate the benefits these techniques have for the examination of a plasma surface
interaction. Additionally, the field is investigated when a pulsed plasma jet is used
instead of the AC driven jet and the dependence with the voltage amplitude of the
1 us constant voltage pulses is studied.

4.2 Measuring Axial Electric Fields

4.2.1 BSO examined at Normal Incidence

The easiest way to investigate the electro-optic BSO material with the Mueller po-
larimeter is by examining it at normal incidence. This means the polarized light
coming from the Polarizer State Generator (PSG) passes perpendicularly through
the material before going to the Polarizer State Analyzer (PSA). Since the exami-
nation is done at normal incidence refraction and internal reflection of the light is
prevented.

The acquisition of the intensity matrix, needed to calculate the Mueller matrix
of the sample, is done similarly as described in chapter 2. However, as stated, time-
resolved measurements have to be done in order to see optical changes caused by
charge deposition during the transient plasma interaction occurring at nanosec-
ond to microsecond timescale. The input voltage used to generate the plasma is
also used to initiate a trigger signal. A time delay relative to this trigger and ex-
posure time is chosen together with the number of frames that are captured for
each element of the intensity matrix. The time delay can be varied to measure
the Mueller matrix of the sample at different time instances within the repetitive
voltage period. This allows to investigate the changes induced during the plasma
impact. This is only possible since repetitive behavior is expected. Every frame at
every liquid crystal state combination is obtained during a different voltage period.

Figure 1.4 shown in chapter 1 visualizes a typical voltage-current waveform
obtained when operating the plasma jet with 30 kHz AC sine waves. One ioniza-
tion wave is generated per cycle, during the positive half period. This is indicated
by the characteristic current dip after the observed current peak. The Mueller ma-
trix can be measured before and after this dip to investigate the charging of the
surface by the plasma interaction. Time-resolved measurements done in previ-
ous works with a simpler setup®® show that constant electric fields are obtained
after impact of the ionization wave at the surface for almost 10 us, until the neg-
ative half period of the voltage cycle initiates a weak discharge at the surface and
resultingly the removal of the surface charges.

86E. SLIKBOER et al. Plasma Sources Sci. Technol. 2016 25: 03LT04
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The time-resolved Mueller matrix is calculated from the measured intensity
matrix by using the A and W matrices of the PSG and PSA that are obtained
through the eigenvalue calibration method. The logarithmic decomposition is ap-
plied to retrieve the optical properties of the examined electro-optic target for the
chosen time delays. The obtained linear birefringent patterns in the two examined
coordinate systems (0/90 and 45/135 deg) relate to the externally applied elec-
tric field according to equation (3.12), as derived in chapter 3. By comparing the
time-resolved birefringent patterns before and after the impact of the ionization
waves any background is removed and only the influence of electric field induced
by temporally deposited surface charge is examined.

r = 2md A =0
{ 0/90 x —To/90 W (3.12 revisited)

_ 2nd _ 2rnd, 3
Lusjizs = S5 Anys 135 = Xnora k.

Since an optical response is expected in only one of the coordinate systems, a
Sénarmont setup could be used as well!?° This intensity based measurement setup
is much simpler in operation than the Mueller polarimeter and has been used to
investigate electric fields’>%%%7 and surface charge® 7848889 during a plasma-
target interaction. However, assumptions have to be made about the presumed
absence of other optical properties when using an optical compensator for the
determination of the linear birefringence, which is not the case with Mueller po-
larimetry. Additionally, the ability to detect linear birefringence simultaneously in
both coordinate systems using Mueller polarimetry will become important when
investigating the electric fields using different approaches (shown later in this
chapter for measuring radial fields and in chapters 5-7) as well as examining par-
tially depolarizing samples (chapter 8).

4.2.2 Measurement Example with the AC Jet at 45°

The plasma jet, as introduced in section 1.3.1, is used to investigate plasma surface
interactions for two clear reasons. Firstly, this jet is similar to a wide range of jets
that are used directly for applications ranging from surface functionalization and
modification to biomedical treatment. Secondly, the jet is a very reproducible
plasma source which is well characterized and has already been used for previous
studies.

125H. G. JERRARD J. Opt. Soc. Am. 1948 38: 35-39

727 SOBOTA et al. J. Phys. D. Appl. Phys. 2013 46: 372001

87E. SLIKBOER et al. Plasma Sources Sci. Technol. 2017 26: 035002
65R WILD et al. J. Phys. D. Appl. Phys. 2014 47: 042001

71L. STOLLENWERK et al. Phys. Rev. Lett. 2007 98: 255001

84T, KAWASAKI et al. Jpn. J. Appl. Phys. 1991 30: 1262-1265

88M BoGACZYK et al. J. Phys. D. Appl. Phys. 2012 45: 465202
89R. TSCHIERSCH et al. J. Phys. D. Appl. Phys. 2014 47: 365204
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Figure 4.1: The polarimeter used to examine the electro-optic BSO material at
normal incidence while the plasma jet impacts at a 45 degree angle, shown in (a).
The time-resolved acquisition of the Mueller matrix can be done at a time delay
tq relative to an external trigger related to the rise of the voltage potential, shown
in (b) for two examples in purple (1 us exposure time) where the Mueller matrix
is measured before impact (at t; = 1 us) and after at t; = 8 us. The impact is
characterized by the current dip at approximately 3.5 us.

The jet is mounted horizontally at a 45 degree impact angle (see figure 4.1(a))
to minimize blockage of the polarized light beam from the polarimeter by the
capillary tube of the jet, which is at 7 mm away from the target. The plasma jet
is operated using a 1 slm helium flow and a 2.0 kV amplitude sine wave with a
frequency of 30 kHz. As shown with the characteristic voltage-current waveform
in figure 4.1(b), in these conditions there is one ionization event occurring during
each voltage period, during the positive half cycle after approximately 3.5 us.
Mueller Polarimetry will be applied to examine the optical state of the electro-
optic BSO material before and after the impact event, occurring every voltage
cycle indicated in purple in figure 4.1(b). The acquisition of the Mueller matrices
follows the same procedure as introduced in Chapter 2 and shown for DC applied
fields in Chapter 3, with the addition of the trigger signal as explained above.

Figure 4.2 shows the two imaging Mueller matrices that are obtained when
either a time delay is set of 1 us (top image) or 8 us, relative to the start of the
positive half period of the high voltage sine wave. The exposure time of every
acquired frame is set to 1 us and each element of the intensity matrix is obtained
through averaging of 200 frames. The time delays are chosen specifically to exam-
ine the optical properties of the electro-optic crystal before and after the impact of
the ionization wave. Consequently, the first Mueller matrix represents the state of
the electro-optic crystal without the external influence due to temporally deposited
surface charges and induced electric field, while the second one does incorporate
these.

The respective time delays are chosen around the appearance of the character-
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Figure 4.2: The obtained Mueller matrices of the electro-optic BSO examined at
normal incidence under exposure of guided ionization waves produced with a
plasma jet driven by a 30 kHz AC sine wave with 2.0 kV amplitude at 1 slm helium,
shown before impact t; = 1 us (top matrix) and after t; = 8.0 us (bottom). The
border (solid or dashed) of each 16 x 16 mm? element indicates which colorscale
is used. The end of the 4 mm wide capillary tube is clearly visible in all elements
blocking partially the polarized light on the left side of the images.
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istic current dip in the current waveform as shown in purple in figure 4.1(b). Due
to the impact event, indicated by the current dip, charge has been deposited by
the ionization wave on the surface of the targeted material. It has been shown that
these charges remain stable until the start of the negative voltage half period (re-
versal of the applied potential), approximately 10 yus after the dip®® That is why a
time delay of 8 us relative to the start of the positive half period represents well the
optical state of the material with the surface charges included and 1 us exposure
times can be taken without problems in order to capture more light and improve
the measurement quality (signal to noise ratio). Aa weak afterglow is initiated
when the polarity of the sine wave changes, which is related to a back discharge
causing removal / recombination of the charged species at the targeted surface.
This has been observed through imaging®? as well as electric field measurements
in an electro-optic target®® The latter was done using a simpler Sénarmont setup
instead of the Mueller polarimeter as is used in this work.

The measured matrices shown in figure 4.2 will be discussed per element of the
4 x 4 imaging matrix, similar as was done in the previous chapter. Throughout this
work brackets “{, }” are used to indicate an element (pattern) within an obtained
matrix. The only elements that are close to zero are the top row and first column
without the primary image, i.e. elements {1,2—4} and {2—4, 1} respectively. This
is because the electro-optic crystals do not contain any diattenuation properties
and they are examined at normal incidence, as stated in chapter 3.

After the ionization waves have impacted (Mueller matrix at t; = 8us), only a
small change is observable for elements {4,2 — 3} and {2 — 3,4}, additional to a
constant background pattern which is a also observable before impact. This non-
uniform background pattern is constant in time and only present when the plasma
jet is turned on. It shows resemblance with the non-uniform birefringent patterns
observed when applying (relatively high potential) constant DC fields, shown in
the previous chapter in figure 3.8. But as was shown in figure 3.8, without an
external influence (e.g. a DC voltage of plasma jet exposure) elements {2 — 3,4}
are zero.

A similar stationary background structure has been reported in previous works
but no valid explanation has been given. This will be the subject of chapter 6 and
7, where the influence of temperature gradients is examined. As stated, the back-
ground pattern does not seem to change due to the plasma-target interaction, nor
do the non-zero diagonal elements and the off-diagonal elements {2, 3} and {3, 2}.
The only change is induced by the deposition of charge and the resulting electric
field, which creates a small additional pattern in the center of the images.

The elements of the Mueller matrices containing a stationary background pat-
tern are not anti-symmetrical, see e.g. {2,4} # —{4,2}. This is an indication that
the underlying optical properties are entangled within the Mueller matrix. This

86,87
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means that a decomposition of the original Mueller matrix has to be performed in
order to retrieve them, as was shown in the previous chapter. The logarithmic de-
composition is applied to separate the individual optical properties since they are
a result from the accumulative path of the polarized light through the electro-optic
material.

Figure 4.3 shows the logarithmically decomposed L,, matrices before and af-
ter impact using the Mueller matrices that were measured at t; = 1 us (top ma-
trix) and ty = 8 us relative to the start of the positive half period of the applied
sine wave. Only the diattenuation and birefringent properties are shown, leaving
empty diagonal elements (see the introduction given in section 2.3.2). The de-
polarization properties are separated and shown in the L, matrices in figure 4.4,
which also contains the uncertainty images of the diattenuation and birefringent
properties.

Naturally, the L,, matrices before and after impact share great similarities with
the measured Mueller matrices, but also some differences are observed. The sta-
tionary background patterns are still present, but elements {2,4} and {4,2} are
now anti-symmetric and relate to the linear birefringence in the diagonal coordi-
nate system, i.e. I'y5/135. Also the elements {3,4} and {4,3} are anti-symmetric
and represent I'ygo. After impact, the induced internal anisotropy due to electric
fields generated externally by surface charges change the I'y 9, pattern.

The diattenuation properties, shown in the first column and top row, remain
close to zero during the plasma interaction, i.e smaller than 0.02 4+ 0.01 rad. The
circular retardance / birefringence I';/,. is non-zero but not influenced by the sur-
face charges, as indicated by the anti-symmetrical constant patterns shown by
elements {2,3} and {3,2} with an average value of 0.72 £ 0.11 rad. The uncer-
tainty of each optical property is obtained from the corresponding element in the
L, matrices.

The L, matrix contains the depolarization properties, shown in the diagonal
elements, and the uncertainty of the diattenuation and birefringent properties,
shown in the off-diagonal elements. The three depolarization (diagonal) elements
are smaller than -0.05 rad. The uncertainties for the other optical properties re-
main small as well. The largest uncertainty is observed for I';,. in element {2,3}
and {3,2}.

The electric field induced by surface charges deposited during the plasma-
target interaction can easily be examined using the linear birefringent patterns
since time-resolved imaging is performed before and after impact. Simple sub-
traction of the birefringent patterns obtained before and after impact removes
the stationary background patterns and allows examination of the electric field,
according to equation (3.29). For this purpose, first I';,; is calculated by quadrati-
cally adding I'y /99 and I'y5/135 and taking the square root.
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introduced in section 2.3.2. Similar as for the shown Mueller matrices the border
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Figure 4.3: Logarithmically decomposed matrices L,, for the electro-optic BSO
under exposure of the AC-driven plasma jet, shown before charge deposition has
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Figure 4.4: Logarithmically decomposed matrices L, for the electro-optic BSO
under exposure of the AC-driven plasma jet, shown before and after impact of
the ionization waves, respectively in the top and bottom matrix. The diagonal
elements represent the depolarization properties, while the off-diagonal elements
are related to the uncertainties of the optical property elements of the L,, matrix.
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The obtained electric field pattern will be shown later in section 4.4. This ap-
proach to examine the electro-optic BSO material under normal incidence allows
for the imaging of the axial electric field patterns. The axial field pattern relates
to the location of the charge deposition and therefore is key to understand the
surface dynamics. However, a complete view is only obtained when all electric
field components are examined including the radial components. This requires a
different approach which is shown in the next section.

4.3 Measuring Radial Electric Fields

The main reason why BSO can only be used to study the axial electric field com-
ponents when it is examined under normal incidence is because of its symmetry
point group. The relation as it is derived in the previous chapter follows the inter-
section of the plane wave and the index ellipsoid. The index ellipsoid is perturbed
under external influence by the addition of induced anisotropies An;. The relation
between the anisotropies and the external influence, i.e. electric field, is deter-
mined by the electro-optic tensor. This is dependent only on the symmetry point
group of the sample which, at normal incidence, restricts BSO from being able to
show any relation to the radial electric field components.

Two things can be done to be able to detect the radial electric field components.
The first option is to change the intersecting ellipse to change the relation between
the birefringence and the induced anisotropies. This can be done by examining
the sample at an oblique angle of incidence with respect to its surface. The sec-
ond option is to use a different material with another symmetry point group to
still allow the examination of the sample to be done at normal incidence. This
second option will be exploited first, while measurements at an inclined angle are
investigated in the next chapter.

4.3.1 Electro-Optic Fe:LiNbO;

As stated, the final relation between the experienced birefringence and the exter-
nally induced electric field is greatly dependent upon the symmetry point group
of the material. To be able to measure the radial electric field component a dif-
ferent material point group than the cubic 23 of BSO has to be used. For this
purpose Fe:LiNbO3 (“iron-doped lithium niobate”, but named Felinbo throughout
this work) is chosen, which is a material with trigonal 3m symmetry.

In the past Felinbo has been used mostly for holographic storage of informa—
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tion'26-128 due to the photorefractive properties it possesses!?® The properties
have been investigated for different crystal compositions and dopant levels to
lithium niobate!3%!31

The Felinbo material will be examined in a similar way as was done with the
BSO, meaning the polarized light passes through at normal incidence. As a result,
the normal incidence ellipse that determines the birefringent properties remains

the same as was derived in chapter 3, see equation (3.5).

1 1 ..
z? <2 + Am) + 2 (2 + A’I]g) + 2zyAng = 1. (8.5 revisited)
nO nO
The quantities that change since a different material is chosen are the exter-
nally induced anisotropies Arn;. They are coupled to the electric field using the
electro-optic tensor, shown for Felinbo in equation (4.1).4°

A r11 0 73 riily +rizk,
Ay o -rin 0 73 o —rinE +r13E;
Ans | _ El _ |1 O 0 733 |. EL _ ra3sk;
A774 Ey 0 T42 0 Ey 7“42Ey
AU5 # T42 0 0 # T42El.
A776 0 —Tr11 0 *TllEy
4.1)

The added An; terms are changed since the electro-optic tensor T is different
compared to the one of BSO. The final relations between the birefringent proper-
ties in the different coordinate systems (I'y 99 and I'y5/135) and the electric field
components are derived by examining the respective axes of the normal incidence
ellipse. After substitution of equation (4.1), the following relations are obtained:

2md

Lo/90 = TnimEx
(4.2)
2wd
Lys/135 = TnimEy

The retardance obtained in the diagonal system scales with the vertical axial E,
component, while the horizontal axial F, component determines the retardance
obtained in the 0/90 deg optical system. The only relevant electro-optic constant
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128X, AN et al. Appl. Opt. 1999 38: 386-393
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in these relations is r;; which is 6.8-10~'2 m/V. This is provided by the same man-
ufacturer as the examined BSO materials ((© MolTech GmbH Berlin). It has been
shown that the electro-optic properties of Felinbo depend on the composition,*?
therefore it is best to rely on the manufacturer of the crystals for the value of the
electro-optic constants since they have controlled the dopant levels. A calibration
of the 25 x 25 x 0.5 mm? crystals is difficult since constant homogeneous radial
electric field should be applied. The ordinary index of refraction n, of Felinbo is
equal to 2.29. Felinbo is a biaxial crystal, meaning an extraordinary axis is present
with index of refraction n, # n, = n, equal to 2.20. It is important to notice
that the derivation is done assuming that a z-cut crystal is used. This means the
extraordinary axis is parallel to the axis of propagation of the light. Consequently,
the oscillations of the light only depend on the x and y-axis, which are the same
without external influence. Equation (4.2) changes when a z or y-cut crystal is
used.

4.3.2 Measurement Example using Felinbo

Felinbo is examined using imaging Mueller Polarimetry under continuous expo-
sure of guided ionization waves generated by the plasma jet in a similar way as
was done for BSO in section 4.2.2. The material is examined under normal inci-
dence while the plasma jet is oriented horizontally at a 45 degree impact angle
with a 7 mm gap between the end of the capillary and the target. A 1 slm he-
lium flow is used while the plasma jet operates using the 2.0 kV sine waves with a
frequency of 30 kHz.

Even though the plasma jet is operated in the same way as in section 4.2.2, the
examined interaction could be altered since a different target is used. The impor-
tance of the target’s dielectric constant (relative permittivity) has been stressed
in numerical work”® and both BSO and Felinbo have a relatively high constant,
respectively 56 for BSO and 85 (e11) and 30 (e33) for Felinbo. Imaging of the ion-
ization wave propagation and the characteristics of the voltage-current waveforms
show similar plasma propagation for both the different targets, closely related to
when a glass target is used. Additionally, the targets are always polished to have
no surface roughness effects. The potential merits of using Felinbo, to obtain the
unknown radial electric field patterns that have never been measured before, out-
weigh the possible alteration of the interaction. Both materials are therefore used
and the final field patterns will be compared a posteriori in section 4.4.

The obtained Mueller matrices for Felinbo under exposure of the AC plasma jet
are shown in figure 4.5, while the logarithmically decomposed matrices L,,, and
L, are shown in figures 4.6 and 4.7. Again two matrices are shown in each figure
representing the optical state before and after the impact of the ionization wave,

132K CHAH et al. Opt. Commun. 2000 176: 261-265
79S. A. NORBERG et al. J. Appl. Phys. 2015 118: 013301
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by setting the time delay ¢, relative to the start of the positive half period of the
sine wave. The first (top) 4 x 4 imaging matrix shows the state of the material
before impact, hence without the influence of electric field, measured at t; = 1
us. The second (bottom) imaging matrix shows the material after the impact of
discharge which has caused deposition of surface charge, hence includes the effect
of electric field, measured at t; = 8 us.

Diattenuation properties are again not present since the material is still exam-
ined at normal incidence. This is observed in all matrices by images with values
close to zero for the top row {2 —4, 1} and first column {1, 2 —4}. Felinbo does not
have any circular retardance, unlike BSO, since there is no optical activity (optical
rotatory power). Hence elements {2,3} and {3,2} are close to zero as well. The
only optical properties that are included are the linear retardances in both optical
systems. Since these are the only observed optical properties, there is not much
information entangled. This means that the Mueller matrices are already (anti)
symmetric and very similar to the logarithmically decomposed L,, matrices. Con-
sequently, the elements of the imaging L, matrices are all close to zero.

The linear birefringent patterns, shown by elements {2 — 3,4} and {4,2 — 3},
change slightly due to the impact of the ionization waves. A stationary background
pattern is observed before and after impact but an additional pattern is present due
to the deposition of surface charge and the generated electric field.

The background patterns show similarities with the stationary images observed
within the optical properties of BSO, but they are not identical. Inhomogeneity of
the iron doping in the material could play a role in this!*® The background patterns
can be simply disregarded from the investigation by subtraction since they are the
same before and after impact, to focus solely on the change in birefringent patterns
induced by the electric field.

The relations given by equation (4.2) can be used to transform the changes in
the birefringent patterns to the electric fields that have caused them. This gives a
complementary view of the total electric field patterns induced by the impact of the
guided ionization waves, since F, can be obtained using BSO and the examination
of Felinbo allows for the imaging of F, and E,, as is shown in the next section.

4.4 Electric Field Patterns

4.4.1 AC Plasma Jet

The electric field patterns obtained from the change in the birefringent patterns of
BSO and Felinbo during a plasma surface interaction are shown in figure 4.8. All
the individual components of the electric field are obtained separately, using the
examination of both BSO and Felinbo that are subjected to a plasma exposure in

133F. JERMANN et al. J. Opt. Soc. Am. B 1995 12: 2066-2070
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Figure 4.5: The obtained Mueller matrices (16 x 16 mm? images) of the electro-
optic Felinbo examined under normal incidence under exposure of guided ioniza-
tion waves produced using a plasma jet driven by 30 kHz AC sine waves with 2.0
kV amplitude at 1 slm helium, shown before (top matrix, t; = 1 us) and after

(bottom matrix, t; = 8.0 us) impact of the ionization waves. The colorscale is
indicated by the border of the images.
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Figure 4.6: Logarithmically decomposed matrices L,,, of the electro-optic Felinbo
under exposure of the AC-driven plasma jet, shown before (top) and after (bot-
tom) impact of the ionization waves. Same remarks hold as with the previous
figures of L,,, which only includes the diattenuation and birefringent properties.
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Figure 4.7: Logarithmically decomposed matrices L,, of the electro-optic Felinbo
under exposure of the AC-driven plasma jet, shown before (top) and after impact
(bottom). The diagonal elements represent the depolarization properties, while
the off-diagonal elements relate to the uncertainty of the diattenuation and bire-
fringent properties.
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similar conditions, as described in previous sections. Equations (3.29) and (4.2)
are used to calculate the electric field patterns from the measured birefringent
patterns. The (total) radial electric field pattern E, is obtained from E, and E,.

E_(kVicm) E_(kVicm)
X y
4 P 4
2 2
% &’ ) 0
2 -2
3mm 3mm .
— P 2
-4 Wy,
|EZ| (kVicm) |Er| (kVv/cm)
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B —

.. 'y ' 2

|

impact point

Figure 4.8: The axial F, and FE, electric field components (top images, with
the end of the capillary in white), obtained using the change in the birefringent
patterns in the two coordinate systems induced by charge deposition during the
plasma surface interaction with Felinbo. The resulting absolute radial electric field
|E,| is shown as well, together with the axial | E. | field obtained from the examina-
tion of BSO under plasma exposure in similar conditions, namely a 1 slm helium
flow and 30 kHz sine waves with 2.0 kV voltage amplitude. The capillary is located
on the left hand side at a 45 degree impact angle 7 mm away from the surface.
The electric field patterns are an average throughout the 0.5 mm thickness of the
targeted samples. Red lines indicate the location of the vertical cross-sections that
are taken and shown in figure 4.9.

The difference between the axial E, and radial E,. profile of the induced elec-
tric field is clearly visible. The axial field is highest at the center of the charge de-
position, while the radial field has the maximum at the edges of the impact region.
A tail structure is present behind the impact point in the direction of the helium
flow towards the right side. This means a surface discharge has propagated on the
material after the ionization wave has impacted. An estimation of the uncertainty

94



4.4. ELECTRIC FIELD PATTERNS

is obtained by examining the maximum level of noise around the axial pattern
where the electric field is zero, resulting in an uncertainty of approximately +0.23
kv/cm.

The (axial) electric field decreases along the path of the surface discharge indi-
cating that the charge deposition is diminishing along the discharge propagation
on the dielectric. The pattern and values of the axial electric field matches with
previous measurements done using the simpler Sénarmont setup®

The axial electric field indicates the location of the charge deposition, which
matches with the light emission from the impacting ionization waves at the target.
Positive charges are deposited that are removed when the polarity of the applied
potential changes. The polarity of the deposited charge is obtained from the sign
of the induced changes for the measured retardance. The light emission pattern
of the discharge at the surface changes when the plasma jet is interacting with the
surface in a different manner, for instance when changing the impact angle®?

The radial fields induced inside a targeted material under exposure of impact-
ing guided ionization waves have never been measured before. The maximum
values indicate the contour of the area where the surface charge has been de-
posited, which by eye fits reasonably well with the pattern shown for the axial
electric field. This is highlighted in figure 4.9, where the vertical cross section
lines are shown going through the impact point (indicated in figure 4.8 with red
lines). The decrease in 