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Introduction

Introduction

The first generation of French nuclear power plants of the Uranium Naturel Graphite
Gaz (UNGG) type were developed after the second world war in a collaboration
between the Commissariat à l’énergie atomique et aux énergies alternatives (CEA)
and the enterprise Électricité De France (EDF) to produce plutonium for military
purposes as well as electricity for civil use. In France, nine reactors of this type
were constructed between 1954 and 1972, three by CEA and six by EDF. All re-
actors were shut down in the 1980’s and 1990’s mostly due to economical reasons.

These reactors used graphite as neutron moderator and reflector. Their dis-
mantlement will lead to 23000 tons of graphite waste. During reactor operation
graphite has been subjected to the joint effects of temperature, neutron flux and its
chemical environment. Impurities which were present at the trace level in graphite
have been activated. Irradiated graphite is a nuclear waste classified as low-level
waste (LW) and contains some long-lived radionuclides (VL) such as 36Cl and 14C.

In order to find an optimal solution for the waste management of irradiated
graphite, a good knowledge of the properties of this waste and the radionuclides
it contains is needed. Together with the French national radioactive waste man-
agement agency (ANDRA), the producers of these wastes (EDF, CEA) have con-
ducted several experimental studies on the behavior of graphite waste in the frame-
work of the Groupe de Travail ”GT Graphite”, co-funded by EDF, CEA, and
ANDRA, which involves these organisms, academic partners, and research insti-
tutes. Within the GT Graphite, the focus was laid on studying the behavior of
14C, 36Cl, and 3H in irradiated graphite. 14C and 3H are among the radionuclides
contributing the most to the radiological inventory of graphites (about 104 Bq/g).

Concerning 36Cl, even though it has a very low concentration in graphite (less
than 20 Bq/g), the interest is due to its long half-life of 301000 years. It can
be very mobile in clay which is the surrounding environment of the disposal sites
and thus could impact their safety. To date, mainly experimental work has been
performed, however, certain phenomena observed at the macroscopic scale are dif-
ficult to measure and interpret due to the low concentration of radionuclides. It
has therefore been decided to launch a project which models these radionuclides
in graphite. This theoretical approach can then provide additional information
in order to understand the phenomena observed at the macroscopic scale. This
modeling approach is a shared project between the CEA and EDF. The CEA fo-
cuses on 14C and the evolution of the microstructure of graphite under irradiation,
whereas EDF investigates the physico-chemical properties and the diffusion of 3H
and 36Cl in graphite and at the grain boundaries.

This thesis is carried out within the framework of said modeling project. By
conducting a multi-scale approach, properties that involve different length- and
time scales can be investigated. On the smallest scale, accurate ab initio methods
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can be applied to study the stability of 3H and 36Cl in bulk graphite as well as
on different graphite surfaces. In a next step, these results can be used to develop
an approximate interaction potential which is computationally more efficient than
ab initio methods. This step is important in order to link the two length scales
of graphite models. Then, in a third step the insertion of 3H and 36Cl at high
energies (> 1 keV) and their diffusion can be studied in large complex structures
of UNGG graphite while locally reproducing the ab initio results. Different model
structures of nuclear graphite such as crystallite surfaces, grain boundaries, and
nanoporous graphite will be investigated. These models represent different en-
vironments that exist in UNGG graphite; studying them could help to possibly
identify preferential trapping sites. The effects of temperature and irradiation on
micro- and macroscopically observable phenomena will be studied. Finally, a link
between the theoretical data and experimental results will be established in order
to provide helpful complementary information to the existing knowledge on the
behavior of 3H and 36Cl in irradiated UNGG graphite.
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Chapter 1

General Context

In the following chapter the context of this study is presented. First, the history
of the French reactors of the UNGG (Uranium-Naturel-Graphite-Gaz) type is dis-
cussed. This is followed by an explanation of the functioning of these reactors.
Finally, the strategies for the dismantlement as well as the waste management are
presented.

1.1 History of UNGG Reactors [BB06]

After the second world war France decided to independently develop a nuclear
generating capability for military and civil use of nuclear energy. Due to the
well-established graphite industry in France as well as the lack of heavy water or
enrichment facilities, graphite was chosen as the moderator. This allowed the use
of natural unenriched uranium metal as nuclear fuel, since graphite absorbs few
neutrons.

In total 9 UNGG reactors were built in France, in Table 1.1 the location and
duration of operation of these reactors are given. The first 3 were operated by
the CEA (Commissariat à l’énergie atomique et aux énergies alternatives), Mar-
coule G1, G2, and G3. They were used for production of weapons-grade pluto-
nium. Marcoule G1 was the only air cooled reactor, all other UNGG reactors
used CO2. 6 were operated by EDF (Électricité de France), Chinon A1, A2, A3,
called CHA1/2/3, St. Laurent A1 and A2, called SLA1/2, and Bugey 1, called
BUA1. A reactor with SLA1’s design was exported to Spain and operated by
the French-Spanish company Hifrensa, Vandellos 1. All of these were used for
electricity generation. Only G2/G3 and SLA1/2, respectively were duplicated, all
other reactors were first generation prototypes [Bas89], the different designs will
be explained later on.

In 1968 the planning of a UNGG reactor in Fessenheim was stopped and the

3



Chapter 1. General Context 1.2. Functioning of UNGG Reactors

Table 1.1: List of French UNGG reactors [Bas93].

Site Reactor Start of operation Shutdown

Marcoule
G1 1956 1958
G2 1959 1980
G3 1960 1984

Chinon
CHA1 1963 1973
CHA2 1965 1985
CHA3 1966 1990

St. Laurent-des-Eaux
SLA1 1969 1990
SLA2 1971 1992

Bugey BUA1 1972 1994

UNGG reactor design was finally abandoned. Instead, the pressurized water reac-
tor (PWR) design was adopted which constituted the second generation of nuclear
reactors. This design was preferred due to an increased power output of over 500
MW. All UNGG reactors of EDF were shut down due to economical reasons, the
others due to technical reasons [Bas96].

1.2 Functioning of UNGG Reactors [Bas93, BB06]

In Figure 1.1, the design of the power plant SLA2 is shown. In short, nuclear power
plants convert heat generated by nuclear fission to electricity via steam generation
which drives a turbine connected to a generator.

The three principal constituents of a nuclear reactor are the nuclear fuel, the
moderator, and the coolant which are explained in detail further down. For the
design of SLA1/SLA2/BUA1, the nuclear reactor is surrounded by a concrete
vessel which protects the outside from radiation and fission products but also
protects the inside from external impacts. Another layer of security are the two
separated heat exchange circuits. For UNGG reactors, the reactor core is cooled by
CO2 in the primary circuit which is contained within the core. Via heat exchangers
the heat is transferred to a second circuit where water is converted to steam which
then drives the turbine and is condensed again to water in a condenser. The
turbine is connected to a electricity-producing generator.

Since the UNGG reactors were first generation reactors, some design details
changed and were optimized as the experience in construction and operation of
the reactors increased. The evolution of the reactor design will be presented later
on.

4



Chapter 1. General Context 1.2. Functioning of UNGG Reactors

Figure 1.1: Design of a UNGG reactor of the type SLA2 [Pet09].

1.2.1 Nuclear Fuel [Ner79, BB06]

The underlying principle of energy generation in nuclear reactors is the induced
fission of 235U by neutron bombardment. This isotope’s natural abundance is
0.72%. It is the only fissile U isotope which means that it is able to sustain a chain
reaction. The nuclear cross section of 235U (probability of fission) is 584.994 barns
for slow thermal neutrons which have an energy of 0.025 eV and about 1 barn for
fast neutrons which have an energy on the order of 1 MeV. When 235U is hit by a
neutron and fission occurs, the reaction is as following:

235U+ 1n −→ 236U −→ X+Y+ z 1n + E. (1.1)

For only about 18% of neutron captures of 235U, 236U is the product. The
large majority of neutron captures (82 %) results in fission which releases a large
amount of energy on the order of 200 MeV. This high energy release is a major
advantage of nuclear reactors; one gram of 235U can yield the same amount of
energy as several tons of coal.

5
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In addition, fission products X and Y are generated such as 85Kr, 90Sr, 99Tc,
129I, or 137Cs. These products are not stable either and decay via different types
of decay which also releases energy.

Finally, depending on the fission products, z neutron are created; as long as one
neutron again induces fission of 235U the chain reaction is sustained (a moderator
is needed for this, see section 1.2.2). On average 2.48 neutrons are released by
fission of 235U. Their kinetic energies are in the range of 0-10 MeV, the average
energy is about 2 MeV.

Figure 1.2 shows the assembly of a fuel element with graphite sleeve of SLA1/2
(and Vandellos) [IAE06]. All UNGG reactors used natural uranium metal as nu-
clear fuel in the form of an alloy to improve mechanical properties [Bas89]. The
metallic form was needed since the uranium was not enriched. The nuclear fuel
was placed in a cladding made of an MgZr alloy (0.6 % Zr). The cladding’s purpose
was to prevent release of fission products and avoid direct contact of the uranium
metal and the gas phase [Bas89, Bas93]. Together, they were put inside a graphite
sleeve. A graphite support fixed in the center by stainless steel wires assured their
stability inside the block. The gas passed through the void between the sleeve and
the cladding; the cladding had fins to improve the heat exchange.

Figure 1.2: Fuel assembly of the type SLA1/2 (and Vandellos) [IAE06].
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Chapter 1. General Context 1.2. Functioning of UNGG Reactors

Since natural uranium contains less fissile 235U compared to enriched uranium,
much more nuclear fuel was used compared to more recent reactors to achieve an
acceptable power output (430 t U for SLA2 vs. 114 t U for British AGR reactor
Hinkley Point B) [BB06]. The choice of cladding material also imposed restrictions
on the operating temperature (its melting temperature is 660 ◦C [Bas89]) which
limited the net efficiency to about 29%.

About 2-3 channels containing fuel elements were replaced per day while the
reactor was operating. This was performed with a sophisticated handling system
which was placed above the reactor core.

1.2.2 Graphite Moderator [BB06]

Since 235U has a much higher fission cross section for slow neutrons, a moderator is
needed which reduces the speed of neutrons to ensure the continuity of the fission
chain reaction. In order for the neutrons to slow down, they must collide with the
moderator material. Thus a high neutron scattering cross section is preferable.
However, materials can also absorb neutrons by neutron capture which is indicated
by a high neutron absorption cross section. This is an undesired effect in nuclear
reactors since they remove neutrons from the chain reaction. The scattering and
absorption cross sections of 12C are shown in Figure 1.3 [END]. Scattering is more
likely by several orders of magnitude over the whole range of neutron energies in
the reactor which makes graphite a suitable moderator. Other moderators in use
are light water (H2O) and heavy water (D2O) which both have a higher scattering
and absorption cross section. As stated in section 1.1, graphite was mostly used
due to availability but also due to the use of unenriched uranium which makes
a low neutron absorption necessary. Nowadays however, the majority of reactors
uses H2O as moderator [MS08] since uranium is enriched.

The lower scattering cross section compared to hydrogen lead to a rather large
size of the moderator blocks. This together with the higher number of fuel rods
was the reason for the very large reactor core. The power density was only about
1 MWm−3 which on one hand increased reactor safety but on the other hand
reduced the economic efficiency of the power plant [BB06].

Pictures of a graphite pile and a graphite block are shown in Figure 1.4. Each
graphite block had a cylindrical hole where the fuel was placed. The moderator
was formed of hexagonal graphite blocks forming a cylindrical pile. For example
in SLA2, the diameter of the pile was 15.7 m and its height was 10.2 m, its total
mass amounted to 2680 t [BB06].
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Figure 1.3: Total neutron cross section (black full line), scattering cross section
(red dashed line), and absorption cross section (blue line) of 12C with respect to
the neutron energy [END].

(a) (b)

Figure 1.4: a) Brick element of the graphite pile and b) construction of the graphite
pile of Chinon A3 - Photothèque EDF [Pet09, PCP+15].

1.2.3 Coolant [BB06]

In UNGG reactors, CO2 was chosen as cooling gas. The same choice was made
for British MAGNOX and AGR reactors. It was used due to to its low cost, avail-
ability and well known properties in industry applications. For a gas, its heat
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transfer properties are also rather good and neutron capture is very low. It also is
compatible with the other components of the reactor. However, at temperatures >
650◦C CO2 can oxidize both, metals and graphite. When CO2 is exposed to irradi-
ation, radiolytic oxidation of other materials also plays an important role. These
two processes are important with respect to the limits of the reactor operation
conditions.

The majority of the cooling gas was CO2, however several other species were
also present in low concentrations. The composition of the gas is given in Table
1.2.

Table 1.2: Concentrations of different compounds in the cooling gas in
vol.%.[Bla84] Note that the concentration of CH4 is relatively high compared to
other species due to its deliberate injection to reduce radiolytic oxidation (see
section 2.3.5).

Compound CO2 CO CH4 O2 H2O H2

Concentration / vol% 97.43 2.50 5× 10−4 10−4 10−4 5-100×10−6

Since a gas has a significantly lower heat capacity than a liquid, the reactor
operated at a high pressure (29 bar for SLA2) and a CO2 flow rate of 8.6 t/s
in order to transport the heat fast enough from the core to the heat exchangers
[BB06]. This was achieved with four high performance turbo-blowers. In the case
of SLA1/SLA2/BUA1, the reactor core was surrounded by a pre-stressed concrete
vessel which was lined with 25 mm thick steel on the inside to prevent gas leakage
from the reactor core due to the high pressure. In the coldest zones of the reactor
(before passing the core) the gas had a temperature of about 200◦, after passing
the core its temperature increased to about 400◦.

The heat was then transferred from the primary to the secondary cooling circuit
via four CO2-steam heat exchangers. The steam flow rate was about 0.6 t/s.

The gas was continuously analyzed for the presence of fission gases to detect
failures of the cladding [BB06].

1.2.4 Evolution and Optimization of the Reactor Design

Since UNGG reactors were first generation reactors, most of them were prototypes
with different designs (except G2/3 and SLA1/2). They were used to increase
the experience and learn about the advantages and disadvantages of the different
technologies. In Table 1.3, the different key characteristics of the reactors are
given.

G1/2/3 used a vertical pile, all other reactors switched to a horizontal posi-
tioning [Bas93]. In order to increase the power output several changes were made.
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Table 1.3: Key characteristics of the UNGG reactors. Net power output P in
MW, Pile orientation (Orient.), total mass (mtot) of graphite pile in tons, graphite
temperature T in ◦C, type of coolant, its pressure p in bar, the direction of gas
flow (gas fl.), heat exchanger (Heat ex.) location (integrated into the core or not),
and nuclear fuel design [Bas89, Bas93, IAE06, Ven12].

Reactor P Graphite pile Coolant Fuel
Orient. mtot T Type p Gas fl. Heat ex.

G1 2 horizontal 1200 30-230 Air 1 longitudinal Not integr. Slug
G2 38 horizontal 1300 140-400 CO2 15 longitudinal Not integr. Slug
G3 38 horizontal 1300 140-400 CO2 15 longitudinal Not integr. Slug
CHA1 70 vertical 1120 150-360 CO2 25 ascending Not integr. Tube
CHA2 210 vertical 1650 190-390 CO2 26.5 ascending Not integr. Tube
CHA3 480 vertical 2350 240-410 CO2 26.5 ascending Not integr. Tube
SLA1 480 vertical 2572 230-430 CO2 26.5 descending Integr. Tube
SLA2 515 vertical 2440 240-440 CO2 28.5 descending Integr. Tube
BUA1 540 vertical 2039 220-450 CO2 40 descending Integr. Ring

The number of fuel rods was increased which made an increase of the graphite
pile size necessary. The operation temperature was increased to improve the heat
exchange rate, the highest temperature of the graphite pile was 450◦C. Due to
this the gas pressure was also increased to a maximum of about 40 bar for BUA1
[Bas93]. For the horizontal piles the gas flowed in two directions, upwards for the
earlier reactors G2/3 and CHA1-3 and downwards for the other three reactors.

The design of the fuel also changed in order to improve the power output and
safety of the reactors [Bas89]. The type of alloy differed among the reactors, for
G2/G3, SLA1, and BUA1 Sicral F1 was used which contains 700 ppm Al, 300
ppm Cr, and 100 ppm Si. For CHA1, an U-Mo 0.5 (0.5 % Mo) alloy and for
CHA2/CHA3 and SLA 1 an U-Mo 1.1 (1.1 % Mo) alloy was used. The form of the
fuel changed from a slug form (G2/G3) to tubes (CHA1-3, SLA1/2) and finally a
ring (BUA1). The use of tubes increased the specific power, the ring form allowed
cooling from two sides. Starting from SLA2 a graphite core was placed in the
center of the nuclear fuel to increase the resistance to compression.

These improvements also lead to unwanted consequences. The high CO2 pres-
sure in BUA1 caused high amounts of radiolytic oxidation [PPB93]. This effect
was minimized by adding CH4 to the cooling gas, however a too high CH4 concen-
tration caused carbon deposits.
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1.3 Dismantlement and Waste Management of

UNGG Reactors [PCP+15]

The dismantlement of the UNGG reactors will lead to 23000 t of irradiated graphite
waste. About 81 % of the waste stems from the graphite pile, the rest from the
graphite sleeves. The worldwide total amount of graphite waste is about 250000 t;
until today no country has found a long term solution for its waste management.
In France, the majority of the irradiated graphite is classified as low level long-lived
waste (LL-LW) which means that it has a low activity and contains radionuclides
with a long half-life. In French, it is called FA-VL waste. However, the majority
of the waste (in the form of the graphite pile) is still located inside the reactors as
the dismantlement is not yet fully completed. The sleeves, which are operational
waste are stored in silos. Currently two different options for permanent disposal are
investigated. The different aspects of the dismantlement and waste management
will be explained in detail in the following.

1.3.1 Low Level Long-lived Waste

Radioactive waste in France is classified with respect to two properties; the ra-
dioactivity and the half-life. In Figure 1.5 an overview of the different classes is
given.

The radioactivity is measured in Becquerel (Bq) per gram or kilogram. In
the case of graphite, the source of the radioactivity are radionuclides which were
activated during the operation of the reactor. Other types of waste can also be
radioactive due to contamination. The four different classification levels are high
activity (HA = haute activité), intermediate activity (MA = moyenne activité),
low activity (FA = faible activité) and very low activity (TFA = très faible ac-
tivité).

The half-life is measured in suitable time units (days or years) and describes
the time scale after which the radioactivity of the waste has halfed. In general
there are three different classes, very short half-life (VTC = vie très courte), short
half-life (VC = vie courte), and long half-life (VL= vie longue). However, only the
last two are relevant to the waste management.

Besides irradiated graphite, the second major contributor to LL-LW waste
is radiferous waste (containing radium) from mineral extraction processes of the
chemical industry. Other sources are bitumen which contains radioactive mud,
sealed radioactive sources from fire alarms or lightning rods, or various old ob-
jects containing radium (pharmaceuticals or radioluminescent materials), thorium
(aircraft landing gear or helicopter gear-boxes), or uranium (formerly used as a
pigment in ceramics).
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Figure 1.5: The different categories and waste management options of French
radioactive waste [PCP+15]

.

1.3.2 Strategy until 2016

Dismantlement of Reactors

The shutdown and dismantlement of nuclear power plants consists of three levels
[Ave05]. The complete dismantlement process spans over several decades. The
three different levels are:

• Level I - Shutdown under surveillance: The power plant is fully closed down
and nuclear fuel is unloaded and interimly stored in deactivation pools for
2-5 years. The circuits are drained and radioactive fluids are evacuated from
the reactor. The barriers separating the core from the outside are kept in
place. 99.9 % of the activity is removed.
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• Level II - Partial decommissioning: Decontamination of buildings and equip-
ment followed by the destruction of all buildings except for the reactor build-
ing. Material with medium or low activity is removed, the containment of
the reactor building is dismantled to a minimum.

• Level III - Complete decommissioning: Dismantlement of heat exchangers
and the reactor block followed by the destruction of the reactor building. All
reactor elements with a significant radioactive level are evacuated.

All six UNGG reactors of EDF are in the final phase or close to the final phase
of the second level [Pet09]. The reactor BUA1 was chosen as a pilot project for
level III decommissioning. Within this project, this reactor would be the first
to be fully dismantled and used to increase the experience and learn from the
dismantlement process for the dismantlement of the other five reactors [Val17].

The dismantlement of the heavily irradiated upper part of the reactor vessel was
planned under water and the lower part under air [Sil13]. The same dismantlement
process was conceived for SLA1/2. For CHA1-2, a full dismantlement under air was
needed since water could not be held back in the case of an accidental draining
due to the reactor design. For CHA3, a final plan was not yet developed since
dismantlement under water faced several problems due to its reactor design.

Waste Management Options for LL-LW Waste [PCP+15]

In the framework of the project FAVL all phases regarding the permanent disposal
of LL-LW-classified waste are studied; from the search of a disposal site to the
commissioning on the industrial scale. The project explicitly focuses on assuring
the long-term safety of such disposal sites.

In 1993 even before the shutdown of the last UNGG reactor the French national
radioactive waste management agency (ANDRA), which is responsible for the
management of all French nuclear waste, was instructed to find a disposal solution
for radiferous waste. Disposal strategies were developed which could show the
feasibility of sub-surface disposal until in 2001 it was decided to extend the scope
of this project to graphite waste. The total amount of waste (about 90000 m3

graphite [AND15] and 45000 m3 radiferous waste [AND15] in concrete packages)
called for a solution on the industrial scale.

On June 26th, 2006 a law was passed demanding a focusing on permanent
disposal solutions for radiferous and graphite waste in order to commission a suit-
able disposable site in 2013. Due to time constraints and difficulties in finding a
suitable site, the commissioning was delayed to 2030.

Two options of permanent disposal are considered [AND15] which differ by
their construction. After evaluating the geological features of the designated site
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in Soulaine, the waste will be stored at a depth of 20-30 m for both options. The
lower guard of clay is 20-30 m thick.

The first option would be a near-surface disposal (stockage avec terassement
depuis la surface) where the topmost layers would be removed to access the disposal
layer. After disposal of the waste, the previously extracted material would be used
to cover the disposal layer (see Figure 1.6). The different types of waste would be
separately disposed at adjacent disposal sites.

The second option would be a near-surface disposal (stockage en galerie souter-
raines) where excavated caves in the middle of the clay formation would serve as
storage cells. They would be accessible through two tunnels to transport the
waste. The waste packages would be disposed in longitudinal galleries (about 400
m length) which would be sealed when the site is fully exploited (see Figure 1.7).

Figure 1.6: Schematic representations of the near-surface disposal with restruc-
tured cover layer [AND15].

Due to the earlier mentioned delays, in 2010 the French Nuclear Safety Author-
ity ASN demanded ANDRA to re-evaluate other waste management options. In
2012, they presented some treatment scenarios before permanent disposal [AND12].
The first scenario would be sorting of graphite waste by its activity. Pile graphite
would be disposed at the near-surface disposal site whereas more active sleeves
would be disposed in a deep geological disposal facility [PCP+15]. In the sec-
ond scenario, radionuclides would be partially extracted by a heat or chemical
treatment of the waste before disposal in order to reduce the activity whenever
possible. The waste could then be disposed in near-surface disposal sites and the
extracted radionuclides would be handled accordingly depending on their proper-
ties [PCP+15]. The third option would be a complete destruction (gazification) of
the graphite waste after decontamination. The waste treatment residues would be
disposed in a deep geological disposal facility [AND12].
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Figure 1.7: Schematic top view of the near-surface disposal with storage in sub-
terranean galleries [AND15].

Radiological Inventory of Irradiated Graphite [PCP+15]

The management of graphite waste needs to be adapted not only to the global
activity and half-life, but also to the different radionuclides that contribute to
these two properties. This is important since the different radionuclides can have
a completely different behavior with respect to the interaction with water, the air
or the environment at a suitable site for permanent disposal.

Figure 1.8 shows the contributions of different radionuclides to the total activity
with respect to time. The three radionuclides which are relevant to this work are
3H, 14C, and 36Cl. For the other species, more information can be found in Ref.
[IAE98].

3H only contributes significantly to the total activity in the initial phase after
shutdown. After 100 years it has passed over 7 half-life periods and is a negligible
source. The high interest in its properties is due to the risk of its release dur-
ing decommissioning of the reactor and preparation of the waste for permanent
disposal.

14C is the most important source of graphite’s activity in the initial phase and
due to its long half-life of about 5700 years its properties also need to be considered
over a long period of time. Thus, it ultimately determines the size of an eventual
storage site.

The initial contribution of 36Cl is rather negligible, however its long half-life of
301000 years makes it the major contribution of radioactivity on the time scale of
100000s of years. In addition, its strong mobility in clay formations is an important
concern.
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Figure 1.8: Decrease of the total activity of the graphite waste and the activity
of specific radionuclides over time (starting from 2030). Note that this graph only
contains waste of EDF and CEA sites [PCP+15].

1.3.3 Revised Strategy [ASN]

In 2016, EDF decided to revise the dismantlement process of the reactor core in
order to conform to the new planning for the availability of a disposal for graphite
waste. Instead of a partial dismantling under water, all reactors are planned to
be dismantled exposed to air. This strategy change was proposed to the French
nuclear security agency ASN on March 29th, 2016. As a consequence the complete
decommissioning of several reactors would be postponed by several decades. In
the following, ASN requested complementary informations before making a final
decision regarding the new strategy. As of now the decision is still pending.

In the case of an approval, this would also have consequences for the issues con-
cerning LL-LW waste. The postponing of the decommissioning would naturally
also lead to a postponing of the permanent disposal of the waste. In particu-
lar, 3H would already have decayed for multiple half-life periods. Thus, the risk
of exposure to released 3H during preparation for permanent disposal could be
reduced.
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Chapter 2

Properties of 3H and 36Cl in
Nuclear Graphite - Literature
Review

In this chapter, the current state of knowledge is reviewed. In the following,
the differences of nuclear graphite with respect to a perfect monocrystal as well
as its industrial synthesis are explained. During reactor operation, graphite is
subjected to elevated temperatures and high energy radiation; both have an impact
on the properties of graphite which is presented and discussed in this chapter.
Furthermore, the origins and properties of 3H and 36Cl in nuclear graphite are
described. Finally, the state of knowledge is summarized.

2.1 Properties of Nuclear Graphite

Graphite is the thermodynamically most stable allotrope of carbon under standard
conditions [Lid91]. It is composed by a regular stacking of bidimensional hexagonal
layers (graphene planes). The most stable stacking of carbon layers corresponds to
the ABAB stacking shown in Figure 2.1. The corresponding crystal structure has
the space group symmetry of P63/mmc; the unit cell geometry is fully defined by
the a and c lattice parameters and the fractional coordinates of two non equivalent
carbons (0., 0., 1/4) and (1/3, 2/3, 1/4), respectively. Within the graphitic planes,
the carbons are covalently bound due to the sp2 hybridization. At 300 K, a is
2.461 Å and the C-C bond length 1.421 Å [Don74]. In the c-direction there is
only weak interlayer binding. This is supposed to arise from dispersion or van der
Waals (vdW) interactions. Thus, c is much larger than a, at 300 K, it is 6.706 Å
and the interlayer distance is 3.353 Å.

The semi-metallic character and highly anisotropic structure of graphite lead
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to very interesting properties. It is an electrical and thermal conductor similar to
a metal; however it is rather chemically inert. In addition, it has a melting point
of 3800 K and lubricity that resembles more closely the one of a non-metallic com-
pound. Highly oriented pyrolytic graphite (HOPG) is a material which resembles
monocrystalline graphite the most, however it is polycrystalline and thus contains
grain boundaries.

Figure 2.1: The structure of ABAB-stacked graphite with the hexagonal unit cell
and the crystal axes a and c.

2.1.1 Multi-scale Structure

Nuclear graphite differs quite substantially from the previously discussed structure
of a perfect monocrystal. It is a complex multi-scale material, a general scheme of
this multi-scale structure is shown in Figure 2.2.

Figure 2.2: Schematic representation of the multi-scale structure of nuclear
graphite.

On the largest scale, it consists of grains of graphitized coke, called filler par-
ticles, and a binder which is added to fill voids between coke grains. These two

18



Chapter 2. Literature Review 2.1. Properties of Nuclear Graphite

parts are called filler and binder phase, respectively. Two types of coke grains
are shown in Figure 2.3: needle coke with long coke grains (like needles) which
are mostly aligened parallel with respect to each other and spherical coke where
each grain has a structure resembling the layers of an onion. For UNGG graphite,
mostly needle coke was used [PCP+15].

Figure 2.3: Two different types of coke, needle coke (left) and spherical onion-like
coke (right) [Cor81].

Due to the two different phases, the material is also heterogeneous . In Fig-
ure 2.4 a polarised light micrograph of British ”pile grade A” graphite which is
similar to UNGG graphite is shown together with a schematic description of the
two phases. This heterogeneity has an important influence on the material prop-
erties as well as on the location of trapped extrinsic defects. Deviations from the
macroscopic average are found for both depending on the structural features of the
studied sample. As can be seen in this picture, pores and cracks are characteristic
macroscopic defects for nuclear graphite.

Figure 2.4: Polarised light micrograph of the heterogeneous structure of British
”pile grade A” graphite [MFB+15].

They are formed during the fabrication process when volatile compounds are
released by heating. In addition, the binder phase can not completely fill out
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the free space between filler particles. The open pores build a three-dimensional
network which is accessible to water or gaseous compounds. Closed pores also
exist which are isolated from this network. The ratio between these two types
depends on the used material for the production; for ”Pile Grade A” graphite,
which is similar in its properties to UNGG graphite, the open porosity accounts
for about 20 % and the closed porosity for about 2-5% of the total volume of the
material [PCP+15].

In Figure 2.5 an X-ray tomography of the porosity is shown for a graphite
sample of a British reactor.

Figure 2.5: 3D volume reconstructions of BEPO graphite obtained by X-ray to-
mography [McD11].

The porosity also leads to a decreased density of nuclear graphite compared
to a perfect monocrystal (ρ = 2.27 g/cm3). Depending on the fabrication (see
section 2.2), impregnation steps were performed to reduce the porosity and increase
the density; the density of UNGG graphite ranges from about 1.6 to 1.7 g/cm3

(see Table 2.1) [Cor81, BBP02]. However, this treatment is not homogeneous,
thus local densities can differ strongly from the macroscopic average density. The
heterogeneous distribution of pores can be seen in Figure 2.4.

On the smaller scale, both the binder and filler phase consist of grains of coke.
The grains are polycrystalline structures; they are built of clusters of more or less
aligned crystallites. These crystallites are built by stacking of graphene planes
similar as described before for the monocrystal and are called basic structural
units (BSU).

However, even on the scale of BSUs, nuclear graphite shows significant differ-
ences with respect to a perfect crystal. For example, complete ABAB stacking is
seldom observed, stacking failures are known to exist. Additionally, it contains a
large number of intrinsic and extrinsic defects, which will be discussed in detail
later on. Its micro- and macroscopic structure strongly depends on the coke and
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Table 2.1: Density ρ in g/cm3 of the graphite used in the different UNGG reactors.
The type of coke used for the filler and the number of impregnation steps (see
section 2.2) are also given [Cor81, BBP02].

Reactor Type of coke Nb. of impregnations ρ
G1 Spécial A 0 1.60
G2/G3 - Pile Spécial A 1 1.71
G2/G3 - Reflector Lockport L 1 1.68
CHA1 Lockport L 1 1.69
CHA2 Lockport L 1 1.67

CHA3
Lockport L 1 1.70
Lockport M 1 1.70

SLA1 Lockport M 1 1.68
SLA2 - Pile Lima 1 1.68
SLA2 - Sleeves Lima 2 1.72
BUA1 Lima 1 1.68

filler as well as on the conditions used during the manufacturing process. In the
case of UNGG graphite, its properties are anisotropic due to forming of blocks by
extrusion (see section 2.2).

On this length scale, microscopical defects are known to exist in addition to
the macroscopically observable imperfections of the crystalline structure.

One dimensional defects, called line defects or dislocations, can be subdivided
into four groups as first proposed by Fujitu and Izui [IF61]: basal, prismatic edge,
prismatic screw, and non-basal edge dislocations. Two vectors are sufficient to
describe these dislocations: the vector l lying in the line of dislocation propagation,
and the Burgers vector b which is a measure of the distortion of the perfect crystal
lattice by the dislocation. The four line defects differ in whether these two vectors
lie in or out of the basal plane, called basal and prismatic direction, respectively.
For the basal dislocation, both vectors are in basal direction, prismatic screw has
both in prismatic direction. For prismatic edge, b is in prismatic and l in basal
direction, whereas for non-basal edge it is the opposite. More detailed discussions
can be found in Refs [Ous98, TEEBH03, SMSH+07].

Two dimensional defects in a graphite crystallite can be divided into two
groups.

The first group includes misorientations of two basal planes next to each other
such as stacking faults or planes which are translated and rotated with respect to
each other. Since the interaction in between two basal planes is very weak, these
defects are rather common and the energy cost of creating such defects is lower
compared to other defects. Ref. [TEEBH03] could show that the energy increase
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caused by shearing of two planes is on the order of meV.
The second group contains surfaces and grain boundaries of the crystal. Both

are deviations of the perfect infinite crystal and are naturally occurring in any
polycrystalline material.

Three surfaces of graphite, that are more or less stable, are known. By cutting
the perfect crystal along a basal plane, the (001) surface is created. This surface
has no dangling bonds and is thus the most stable one. The other two, called
armchair or (110) and zig-zag or (100) surface, are obtained by cutting along
planes orthogonal to the basal plane (see Figure 2.6). They are less stable due to
the created dangling bonds. Reconstructions of these surfaces which increase their
stability were determined by experiments [RCG13]. An example is also shown in
Figure 2.6. Theoretical calculations determined edge reconstructions for graphene
[KMH08, WSS+08, KObuQF11], a link with surface reconstructions in graphite
was not yet established.

(a) (b) (c)

Figure 2.6: Side view of a) the (100) surface and b) the (110) surface of graphite
along the [001] direction. c) HRTEM image of reconstructed surfaces of graphitized
nanofibers [GDLK11].

Grain boundaries are two-dimensional defects, which are located at the bound-
ary of two graphite crystallites, which have different orientations. An example
which is also used in this work is shown in Figure 2.7. They are generally classi-
fied by the relative angle of the crystallites with respect to the grain boundary line
[SGT+02]. Little is known on the local structure of graphite at grain boundaries,
STM studies combined with modeling could show that in some cases, a succession
of five and seven-membered rings is built [icvF09, SGT+02]. Nevertheless, it is
clear that this restructuring depends on the angle between the two crystallites.

Experimentally, the intrinsic defects of graphite can be detected by direct tech-
niques, such as scanning tunneling microscopy (STM) [HK99, ČF09, HKSJ96,
BKK11a], transmission electron microscopy (TEM) [BKK11a], magnetic force
microscopy (MFM) [icvF09], or atomic force microscopy (AFM) [HKSJ96], and
by indirect techniques such as X-ray-absorption near-edge structure (XANES)
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Figure 2.7: Example of a grain boundary. The red and blue parts constitute the
two grains with different orientations, the orange part is the grain boundary.

[HYX+12] or Raman spectroscopy [RT04, ARV+10, AR12]. Here, only the fea-
tures of the Raman spectrum of nuclear graphite will be shortly reviewed. Raman
spectroscopy is of special interest in this project due to the fact that a lot of Raman
data of the CEA is available in the framework of GT Graphite. Having in mind
the symmetry of a perfect graphite crystal (P63/mmc or D6h, respectively), there
are six optical vibrational modes with the following irreducible representations at
the Γ point:

Γ = A2u + 2B2g + E1u + 2E2g

Only the two E2g modes at 42 cm−1 and 1582 cm−1, respectively are Raman-active
[NWS72, NS79] in the first order region. Any kind of polycrystalline graphite,
including nuclear graphite, has three additional peaks, called defect bands. In
Figure 2.8 the Raman spectra of HOPG and polycrystalline nuclear graphite are
shown. The G band belongs to the E2g mode at 1582 cm−1, the defect bands are
called D1, D2, and D3. D1 appears at around 1360 cm−1 and is attributed to a
breathing mode with A1g symmetry which does not exist for the perfect infinite
crystal. According to Ref. [TK70] the ratio of the intensities of D1 and G is
inversely proportional to the mean size of the crystallites which is obtained by
X-ray diffraction. The D2 band at around 1620 cm−1 is supposed to stem from
a lattice vibration due to a distribution of interlayer spacings on the surface of
the graphite crystallite. The D3 band at approximately 1500 cm−1 is very broad
and thought to be due to a decreased order within the crystallites. This decreased
order is generated by interstitial carbon atoms in the interlayer space as well as sp3

hybridized carbons. All three defect bands increase upon irradiation. However,
for graphite which was subjected to strong irradiation and therefore has a highly
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amorphous structure, the D3 band is overwhelmingly large and masks all other
bands [ARV+10].

Figure 2.8: Raman spectra of a) HOPG and b) nuclear graphite [ARV+10].

In addition to the large number of intrinsic defects, extrinsic defects exist in
graphite which are explained in the following section.

2.1.2 Impurities

Even though nuclear graphite is a high quality product with high purity (see
section 2.2), small amounts of extrinsic defects are still present. Knowledge of the
concentration and type of these impurities is important for two reasons: First,
they could increase the absorption neutron cross-section which would alter the
moderator properties of the graphite. Second, the impurities themselves can be
activated by neutron capture which increases the radiological inventory and thus
has consequences for the waste management. In Table 2.2 the concentrations
of several important impurities are given for different samples of virgin UNGG
graphite which were used in the nuclear power plants.

As can be seen, concentrations of many impurities show variations among dif-
ferent nuclear power plants as well as in the different parts of the nuclear power
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Table 2.2: Concentrations of impurities found in virgin UNGG graphite [BB00].

Reactor
Pile Sleeves

Element CHA1 CHA2 CHA3 SLA1 SLA2 BUA1 CHA2 CHA3 SLA1-2/BU1
H (ppm) - 20 - - 20 20 20 20 -
Li (ppm) 0.15 0.03 - 0.08 0.07 0.10 0.00 0.00 0.10
B (ppm) 0.137 0.118 0.110 0.091 0.110 0.110 0.130 0.120 0.176
Na (ppm) 14.0 2.0 - - - 11.0 0.90 0.8 -
Mg (ppm) - 0.0 - - - - 2.1 - -
Cl (ppm) 6 10 - - - - 12 - -
K (ppm) - - - - - 11.0 1.4 0.9 -
Ca (ppm) 23.00 0.63 - - - 5.00 5.20 4.00 -
Ti (ppm) 0.00 0.75 - - - - 0.20 - -
V (ppm) 30.0 26.6 30.0 - - - 17.6 7.6 -
Fe (ppm) 0.0 4.1 - - - 7.0 3.7 5.0 -
Co (ppm) 0.040 - 0.540 - 0.050 - 0.029 - 0.080
Sm (ppb) 25.20 5.20 - - 1.50 3.00 1.80 0.73 -
Eu (ppb) - 0.30 - - 0.50 0.62 0.12 0.80 -
Dy (ppb) 0.65 1.00 - - 0.75 0.45 0.85 0.22 -

plants (sleeves and pile). Metals such as Na, Ca, V, and Fe as well as H are the
most abundant impurities throughout the different graphites. It should be noted
that also Cl is found in several samples.

2.1.3 Mechanical, Thermal, and Electrical Properties

In Table 2.3 several mechanical, thermal, and electrical properties are given for nu-
clear graphite ”Pile Grade A” which was used in British Magnox reactors [IAE06].
This graphite was produced using mostly the same process as applied for UNGG
graphite. For both, the blocks were formed by extrusion (see section 2.2 for details).
During this process graphite crystallites which are randomly oriented are forced
into parallel alignment. This step preserves the anisotropy that is observed for
graphite monocrystals to some extent, although the differences are much smaller.

Concerning the mechanical properties, graphite shows increasing strength with
temperature and reaches a maximum around 2500◦C [Bak70]. Its strength is higher
parallel to the direction of extrusion due to the orientation of the crystallites and
the stronger covalent forces that arise along these directions. This is true for most
mechanical properties listed in Table 2.3.

Thermal properties show the same trend. Thermal conductivity describes the
heat transport which for graphite is mainly due to lattice vibrations of atoms.
Heat conduction is easier where atoms are covalently bound, which explains the
higher conductivity parallel to the direction of extrusion. Thermal expansion is
also a consequence of lattice vibrations of atoms. It is higher perpendicular to the
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direction of extrusion, since mainly weak van der Waals forces are acting in this
direction.

The electrical resistivity shows the same behavior as the thermal conductivity.
Parallel to the direction of extrusion, an electrical current can flow easier due to the
overlapping electron densities in the graphene plane. However, the resistivity only
differs by a factor of about 2 in the two directions which is significantly smaller
than for graphite monocrystals. This is a consequence of intrinsic defects. They
can decrease the conductivity by acting as scattering centers of electrons, but also
increase conductivity across two graphene planes by bond formation.

Table 2.3: Selected mechanical and thermal properties of ”Grade A” nuclear
graphite. ∥ and ⊥ denominate properties measured parallel and perpendicular
to the extrusion direction [IAE06].

Property Unit ∥ ⊥
Young’s modulus (20◦C) 109Nm−2 11.7 5.4

Tensile strength 106Nm−2 17 11

Bend strength 106Nm−2 19 12

Compression strength 106Nm−2 27 27

Thermal expansion coefficient (20-120◦C) 10−6 K−1 0.9 2.8

Thermal conductivity (20◦C) Wm−1K−1 200 109

Electrical resistivity 10−6Ωcm−1 620 1100
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2.2 Industrial Production of Nuclear Graphite [Bak70]

Nuclear graphite usually consists of two ingredients; a filler material on the basis
of petroleum coke or pitch coke and a tar pitch binder. A scheme of the industrial
production process is shown in Figure 2.10. In a first step the coke is calcined in
order to remove volatile hydrocarbons. Then the material is crushed and separated
by particle size into four fractions (the size of the sieves are 0.4, 0.8, and 1.6 mm).
The smallest particles, the fines, are milled and mixed with the larger particles (coke
blend). At 165◦C, the coke blend is mixed with the pitch binder. The forming of
blocks can either be performed by extrusion or molding. These blocks are called the
”green” article. This step is responsible for the anisotropy of properties of nuclear
graphite. When formed by extrusion, the filler coke particles are aligned with the
long dimension parallel to the direction of extrusion (see Figure 2.9). When formed
by molding, the alignment direction is orthogonal to the molding force. UNGG
graphite blocks were formed by extrusion.

Figure 2.9: Alignment of crystallites when blocks are formed by extrusion [Del00].

The material is then heated to about 800◦C in a period of 3 to 6 weeks, in
order to prevent the formation of cracks by the escaping gases. In this phase the
binder polymerizes and links are created at the filler-binder interface. A mass loss
of about 10% and volume shrinkage of about 3% is observed. Due to the release
of volatile compounds a large amount of open and closed pores are formed. In
the case of UNGG graphite production (and many other nuclear graphites), an
impregnation step with pitch is performed in order to increase the density and
reduce the porosity. The impregnation is conducted in an autoclave. First, a
vacuum is created to remove gases from the porosities. Then, pitch is added at
a pressure of about 10 bar to maximize the penetration and filling of pores. This
impregnation step was applied for most moderator/reflector graphites; only the pile
graphite of G1 and the reflector graphite of G2 and G3 were not impregnated. The
graphite sleeves were impregnated twice. In the graphitization step the material is
heated to 2500-3000◦C for about 21-27 days. In a final purification step compounds
such as NaF, MgF2, or Cl2 are added at temperatures of 2800-3000◦C in order to
remove impurities from the graphite.

During this process, the microstructure of the starting material changes signif-
icantly. As shown by Rouzaud and Oberlin for anthracene- and saccharose-based
carbons [RO89], four different stages can be defined. A schematic description can
be found in Figure 2.11. At low temperatures (before the baking step), the material
consists of basic structural units (BSU) which are small crystallites with a diameter
and thickness of less than 1 nm. During the first heating to 800-900◦C, the main
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process is the release of heteroatoms into the gas phase. In the second step up to
1500◦C, BSUs start to stack and form columns; the diameter of the BSUs remains
rather stable whereas the thickness increases significantly and interlayer defects are
released. From 1500 to 2000◦C, the crystallites start to grow. In-plane defects are
annealed and BSUs join to form larger distorted layers. In the final step above
2000◦C, these distortions are annealed and layers become perfect. This can be seen
from the decrease of the interlayer distance.

Figure 2.10: Flowchart
representation of the
synthesis of nuclear
graphite. Boxes in yel-
low describe materials,
boxes in green describe
the different steps of the
procedure.

Figure 2.11: Schematic
representation of mi-
crostructural changes of
the precursors of nuclear
graphite with respect to
temperature [RO89].
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2.3 Influence of Irradiation and Temperature on

the Properties of Nuclear Graphite

During its exploitation in the nuclear reactors, nuclear graphite is subjected to
irradiation as well as elevated temperatures. This leads to an increase of diffu-
sion inside the material which can have consequences for micro- and macroscopic
properties. The nuclear fission of 235U leads to the release of several high energy
neutrons per U atom ranging from 0-10 MeV (on average 2 MeV) which then can
interact with the surrounding graphite.

There are two different ways in which the neutrons can interact with the atoms
of graphite; elastic and inelastic collisions. Elastic collisions are defined as an
encounter of two bodies where kinetic energy is transferred from one body to the
other while the total kinetic energy is conserved. This is a ballistic effect and the
origin of the primary irradiation damage.

Inelastic collisions are encounters of two bodies where the total energy is con-
served, thus a transformation of kinetic energy to potential energy takes place. For
example, this is observed when a partially charged particle collides with an atom
and interacts with its electrons leading to electronic excitations or ionizations. An-
other possibility are vibrational excitations. Since neutrons are uncharged, they
interact with the atom core which reduces their kinetic energy and further ballistic
effects.

The primary damage induced by the radiation particles depends on their kinetic
energy. If it is higher than the energy needed to displace an atom of the matrix
(Ed), the collision partner will move out of its lattice position. This creates a
vacancy and an interstitial, which is called a Frenkel pair.

If the kinetic energy supersedes 2Ed, the collision partner becomes a projectile
called primary knock-on atom (PKA) which itself displaces other matrix atoms out
of their lattice position. Depending on the kinetic energy, those can become pro-
jectiles as well, leading to a cascade of atomic displacements. This is schematically
shown in Figure 2.12.

The constant exposure to irradiation leads to changes in the properties of the
nuclear graphite; over time damage caused on the microscopical level also leads to
observable changes of macroscopic properties. Additionally, the elevated tempera-
tures (150-450◦C depending on the reactor) and interaction of γ-radiation with the
gas phase can lead to corrosion of the material and a degradation of the mechanical
stability. These different processes will be explained in the following.
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Figure 2.12: Schematic representation of a cascade of atomic displacements [TH07].

2.3.1 Microstructural Irradiation Damage

The primary damage leads to an oversaturation of point defects; as a consequence
the diffusion of bulk atoms is accelerated due to the irradiation. Phase transitions
which are too slow to be observed at standard conditions can take place. Other
observed phenomena are for example agglomerations of point defects.

Different types of point defects are known to exist in irradiated graphite. One
of them is the Stone-Thrower-Wales defect where a bond which is shared by two
atoms is rotated by 90◦ (see Figure 2.13). When the kinetic energy of a particle is
high enough (> 30 eV), a Frenkel-pair is created (see Ref. [TH07] and references
therein). This interstitial-vacancy pair as well as other single interstitials have been
investigated theoretically [TEEBH03, LRR05, TOTS10]. In general, interstitials
are found to be more mobile than vacancies [ZZY+10]. This leads to a higher
concentration of monovacancies compared to single interstitials [TH07]. However,
diffusion of vacancies is possible as well either by thermal excitation or irradiation.
Theoretical predictions for the migration barrier of a single vacancy lie in the
range of 1.3-1.6 eV [KP88, KLFN06, ZZY+10] and are in agreement with the
activation energy of 1.8 eV obtained from Raman measurements [AKNK93]. The
height of this barrier allows for an accumulation of vacancies to occur which can
create divacancies or even extended vacancy lines (see Ref. [TH07] and references
therein). As pointed out in Ref. [ZZY+10] and also shown by molecular dynamics
simulations [LWY+05], coalescence of two monovacancies to form a divacancy has a
barrier of 2.2 eV. UNGG reactors operated with high temperature differences (150-
450 ◦C), however as shown in Ref. [YXQ+09] monovacancies are systematically
annealed from 200 ◦C onwards. Thus, both point defects might coexist under
reactor conditions. A more detailed discussion of point defects can be found in
Ref. [TH07].

The microstructural damage is indirectly observable by Raman spectroscopy
(see section 2.1.1). The D3 defect band increases with an increasing neutron flu-
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Figure 2.13: Visualization of the Stone-Thrower-Wales defect [TH07].

ence; at a fluence of 7.0×1020 n cm−2 (fast neutrons > 1 MeV) which is equivalent
to 0.1-1 dpa a an amorphization of the material was observed [NNST90]. Thus,
depending on the fluence and energy of neutrons the microstructural changes can
be much more extended than point defect creation.

The irradiation damage of the graphite matrix also affects macroscopic prop-
erties. The influence on the bulk dimensions, mechanical, and thermal properties
is presented in the following.

2.3.2 Dimensional Change

For an irradiated single crystal of graphite, an expansion along the direction per-
pendicular with respect to the basal plane and a contraction along the basal plane
is observed. This is shown in Figure 2.14. This trend affects the lattice con-
stants in the same way but is less pronounced, which was detected experimentally
[Got97, AMY+05, TH07]. These changes are due to the creation of extended
defects. Currently two different hypotheses on the nature of these defects exist.

Figure 2.14: Schematic description of
the fractional dimensional changes of
a graphite monocrystal with respect
to neutron dose parallel to c (solid
lines) and perpendicular to c (dashes
lines) [HSMDH11].

The first hypothesis is shown in Figure 2.15. According to Ref. [MH12], dis-
location loops are created in graphite. These are two dimensional defects, where

adpa: Displacements per atom. The number of times that an atom is displaced for a given
fluence.
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the dislocation line is closed within the crystal (see Ref. [TH07]). In graphite they
are thought to develop either by an interstitial or vacancy accumulation through
diffusion of point defects. Interstitials regroup to form a basal plane of finite size
and increase the interlayer distance by pushing the adjacent basal planes away.
Dangling bonds created by a vacancy accumulation along a line can be saturated
by a restructuring of the plane around the vacancy site. Bonds are created between
opposing carbons with dangling bonds. This leads to an overall contraction in the
a-direction. A vacancy accumulation forming an extended hole in a basal plane
leads to a collapse of the upper and lower planes.

Figure 2.15: Schematic representation of an interstitial accumulation (left) and a
vacancy accumulation (right) leading to the creation of dislocation loops [MH12].

The second hypothesis is shown in Figure 2.16. It explains the increase along
the c-axis by a buckling of basal planes [HSMDH11]. If adjacent basal planes are
locally connected by two interstitials and the planes have different lengths between
the two connection points, the longer plane will buckle. This leads to an expansion
in the c-direction. The buckling is thought to happen below 250 ◦C. At higher
temperatures a defect called ruck and tuck by the authors of Ref. [HSMDH11]
is supposed to be created. Schematically a basal plane is folded twice creating a
s-like shape.

The size of the crystallites is found to decrease for irradiated graphite compared
to virgin material [AIS96, ARV+10].

The dimensional change of nuclear graphite due to irradiation is more complex.
In Figure 2.17 a schematic description is shown. For low neutron doses shrinkage is
found (A-B curve). This is explained by a shrinkage in the a-direction as found for
single crystals, however the expansion in the c-direction is balanced by the closure
of pores and cracks. Thus a net shrinkage is observed. With a further increase
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(a) (b)

Figure 2.16: Schematic representation of a) the buckle and b) the ruck and tuck
defects [HSMDH11].

of the dose the dimensional change runs through a minimum, called turnaround
(B-C curve). In this phase, expansion in the c-direction is counterbalanced by
pores being generated due to radiolytic oxidation (see section 2.3.5) which delays
the turnaround. From this phase onward a steady expansion is observed. Here,
the c-axis expansion creates large internal stresses which lead to the formation of
cracks and pores [Nei00].

Figure 2.17: Schematic description of the dimensional change by irradiation in
AGR nuclear graphite [Nei00].
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2.3.3 Wigner Energy [BB06]

Defects which are created due to irradiation lead to an increase of the internal
energy of the graphite system. This increase in energy is called the Wigner energy.
This process is observed when graphite is irradiated at a temperature less than
115◦C and a neutron fluence higher than 1.6 ·1020 n cm−2ΦFGb (about 0.11 dpa).
If these conditions are satisfied, the Wigner energy increases rather quickly. In
Figure 2.18 a representative spectrum of the Wigner energy is shown. The stored
Wigner energy can be released when the temperature is raised so that created
defects are annealed. This creates the peak of the enthalpy differential dH

dΘ
at about

200◦C in the spectrum. Irradiated graphite is energetically stable if dH
dΘ

is lower
than the heat capacity Cp of unirradiated graphite for all temperatures. For the
example shown in Figure 2.18 this is not the case; starting from temperature ΘD

the temperature increases adiabatically and heat is released spontaneously. This
can lead to local temperature spikes of 1200◦C which could be a risk to the safety of
a nuclear power plant and was the underlying reason for the fire at the Windscale
Pile 1 reactor in UK in 1957 [Arn92]. For higher irradiation temperatures, the
peak of dH

dΘ
gets smaller and smaller and completely disappears at T > 300◦C since

the defects are sufficiently mobile to recombine.

Figure 2.18: Spectrum of the Wigner energy of graphite irradiated at 60◦C at a
neutron fluence of 1.74 ·1020 n cm−2ΦFG [BB06].

bΦFG: Equivalent fission fluence for graphite. 1021 n cm−2 ΦFG equals a fluence of 0.96×1021

n cm−2 (neutrons > 0.1 MeV)
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2.3.4 Mechanical and Thermal Properties [BB06]

Mechanical properties of nuclear graphite change due to the created irradiation
damage. The Young’s modulus increases when graphite is subjected to irradiation.
This is shown in Figure 2.19 for quasi-isotropic graphite. This increase can be
explained by the formation of defects which interconnect graphene planes and
block shear movement. It is already seen for a rather low neutron fluence and
is higher for lower irradiation temperatures. At higher temperatures, defects are
more mobile and are either annealed or form new graphene planes which facilitates
shear movement.

Thermal conductivity gets smaller when graphite is irradiated which is shown
in Figure 2.20. It is found to decrease monotonously until it saturates at a fluence
of about 4 ×1021 n.cm−2 (E > 0.1 MeV) for irradiation temperatures of 500-
1000◦C. The higher the irradiation temperature in this range is, the lower is the
decrease of the thermal conductivity. This decrease is due to the creation of defects
which lead to phonon scattering. For temperatures lower than 700◦C, the phonon
scatterers were identified as interstitial groups and vacancies [TGK69, TH07]. At
higher temperatures the scattering mechanism is different, the phonon scatterers
are thought to be uncollapsed vacancy loops [Kel81, TH07].

Figure 2.19: Relative change
of the Young’s modulus of
nuclear graphite with re-
spect to neutron fluence at
different irradiation tempera-
tures. The graphite sample is
quasi-isotropic polycrystalline
graphite from coal-tar pitch
[BB06].
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Figure 2.20: Change of
the thermal conductivity of
nuclear graphite with re-
spect to neutron fluence at
different irradiation tempera-
tures. The graphite sample is
quasi-isotropic polycrystalline
graphite from coal-tar pitch.
The thermal conductivity was
measured at the irradiation
temperature in the direction of
extrusion [BB06].

2.3.5 Corrosion

In addition to the changes of properties which are directly connected to the irra-
diation of the graphite matrix, the conditions in the reactor also cause corrosion
by thermal and radiolytic oxidation. These processes are solid-gas reactions that
occur on surfaces inside the porous system. The degradation of the material is
not only an important factor with respect to the reactor safety, but also creates
defective zones which may play a role in the trapping of radionuclides or reactions
with the gas phase.

Thermal Oxidation

Even though graphite is a rather inert material, it can in principle react with
compounds that are present in the gas phase. These reactions depend not only on
the temperature and partial pressure of the compounds, but also on macro- and
microscopic properties of the graphite such as crystal structure, pore structure,
particle size, or the presence of impurities. At low temperatures oxidation occurs
uniformly in a graphite block, however at elevated temperatures mainly the surface
is attacked. This is connected with a macroscopically observable degradation of
mechanical and thermal properties [Bak70, IAE00], which, in extreme cases, could
have an impact on the safety of the reactor.

The gaseous compounds which can act as an oxidizing agent are mainly O2,
CO2, and H2O. If no catalyst is present, classical reactions between solid state
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carbon and these compounds are the most likely to occur. However, products
created from these reactions could again react in the gas phase which increases the
complexity of the overall reaction processes.

In order for those solid-gas reaction to occur the gaseous compounds needs to
chemisorb on the surface. When carbon is transferred to the gas phase, this process
is intrinsically linked with a breaking of C-C bonds. The remaining dangling bonds
are highly reactive and can then further facilitate the chemisorption of the gaseous
compounds. Additionally, the atoms can undergo local rearrangements to form
new C-C bonds or, if no reaction partner is present, the dangling bonds remain.

In the following, the possible reactions with CO2, O2, and H2O are given to-
gether with the respective standard enthalphy of formation ∆H at 25◦C [IAE00].

C + CO2 ⇌ 2CO ∆H = +172.5 kJmol−1 (2.1)

1
2
O2 + C ⇌ CO ∆H = −110.5 kJmol−1 (2.2)

O2 + C ⇌ CO2 ∆H = −393.5 kJmol−1 (2.3)

C + H2O ⇌ CO+H2 ∆H = +131.3 kJmol−1 (2.4)

C + 2H2O ⇌ CO2 + 2H2 ∆H = −82.4 kJmol−1 (2.5)

C + 2H2 ⇌ CH4 ∆H = −74.8 kJmol−1 (2.6)

CO + H2O ⇌ CO2 +H2 ∆H = −213.7 kJmol−1 (2.7)

Equation 2.1 is the most relevant for UNGG reactors due to the omnipresence
of CO2 in the gas phase. All of these oxidation reactions share the same features
of temperature dependence. Three different zones are known to exist [LX04] for
graphite oxidation with O2.

The chemical regime (up to 600◦C) which is controlled by the reaction of O2

with graphite. This is a slow homogeneous process and little mass is lost.
The second zone (up to 900-1000◦C) is called the diffusion regime. Oxidation

increases due to the opening of meso- and macropores in graphite which are acces-
sible to the gas. This is a heterogeneous process limited by the diffusion through
pores.

The third zone (from 900-1000◦C onwards) is called the regime of gas phase
transfer. Here, the speed of oxidation is high and is limited by the transport of
the oxidizing compound to the material.
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Radiolytic Oxidation [IAE00]

Radiolytic oxidation of nuclear graphite differs substantially from thermal oxida-
tion. The underlying principle of this mechanism is the radiolysis of CO2 which
in this case is a dissociation caused by γ-radiation [IAE00]. While CO2 seems to
be stable with respect to ionizing radiation up to very high doses, it is in fact
a dynamic process of dissociation and recombination [IAE00]. The reaction is
[FNP80, BC80, IAE00]

CO2 ⇌ CO+O. (2.8)

The back reaction to reform CO2 occurs very quickly. If creation of the reactive
species occurs close to the graphite matrix, the active species might react with
graphite. In this case, carbon is removed from the bulk material.
This process is described very generally by the following reaction

O + C → CO, (2.9)

and the overall reaction reads

CO2 + C → 2 CO. (2.10)

Radiolysis of CO2 is increasing with the neutron flux [Gau86]. A higher porosity
and smaller pores both increase the oxidation rate of the surface [Gau86, MSW95].
This is due to the approximate lifetime of the active species of about 10−7 s.
For small pores the active species is close to the surface and can react before
recombining [MSW95]. For new cooling gas, the CO concentration is less than
1%; an increase up to 3% was detected for operating reactors [EDF67]. No firm
conclusion exists on the nature of the active species. However, there is evidence
which shows that different kinds of ionic species could contribute, such as [CO2]

+
n

[WBW77, Woo82, NSW83, IAE00] or CO3
− [MSW95, IAE00].

Two additional processes can happen other than recombination of CO2 or re-
action with a surface [IAE00]. First, the reactive species can collide and react
with another molecule of CO2. Second, it can collide and react with CO or other
molecules present in the gas phase. Both these processes deactivate the reactive
species and inhibit radiolytic oxidation of graphite [IAE00]. CH4 was added to the
gas phase as an inhibitor in French UNGG reactors (BUA1) [PPB93] as well as in
British gas-cooled reactors [MSW95].

The presence of CO and CH4 in the gas phase has another consequence: deposi-
tion of carbon species is observed on both, metal surfaces and graphite surfaces. On
metal surfaces, amorphous carbon, filaments, and structures close to graphite were
observed [Bak80]. Radiolysis of CO can form C3O2 which can polymerize and forms
deposits on graphite surfaces in colder zones of the pile [FNP80, DM82]. Larger
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hydrocarbons can be formed by reaction of CH4 and CO2 under γ-irradiation. Fur-
ther oxidation reactions create oxygen-containing compounds which tend to form
deposits on graphite surfaces in hotter zones of the pile [FNP80, PPB93].

These deposits influence the properties of graphite in several different ways.
By forming a protective layer on top of graphite, they can limit corrosion to some
extent [FNP80, DM82, PPB93]. However, these layers have much lower heat con-
ductivity than graphite. Thus, they lower the efficiency of heat exchange between
the solid phase and gas phase [PPB93]. Elevated concentrations of Ni, Fe, and Cl
were measured [Yva73]. Thus they could be potential traps for Cl; the presence of
metals is due to their catalytic activity in the creation of these deposits. Further-
more, thermal and radiolytic corrosion of these deposits as well as reactions with
Cl were detected adding to the complexity of the possible processes occurring in
graphite.

2.4 3H in Nuclear Graphite

Contrary to the two lighter isotopes hydrogen (1H) and deuterium (2H), tritium
(3H) is unstable and decays to 3

2He via β− decay. The relative abundances of 1H
and 2H are 99.985% and 0.015%; 3H’s abundance is at the trace level. 3H is rather
short lived, its half-life is about 12.3 years. However, it can be formed in several
ways during the operation of the reactor which will be discussed in the following.

2.4.1 Origins of 3H in Nuclear Graphite
3H is produced via two different processes in the reactor. First, it can be a product
of a ternary fission (three products are produced instead of two) of either 235U or
239Pu [MCP16]. Second, it can be created by neutron activation of impurities
present in different parts of the reactor: the cooling gas, concrete, control rods, or
the graphite moderator [MCP16].

The concentration of water steam in the cooling gas is very low (5-100 ppm).
Thus, tritium production by neutron activation of cooling gas compounds is neg-
ligible.

In practice, the production by neutron activation occurs via four major pro-
cesses:

6Li + 1n −→ 3H+ 4He (2.11)

10B + 1n −→ 3H+ 2 4He (2.12)

11B + 1n −→ 3H+ 9Be (2.13)

3He + 1n −→ 3H+ 1H (2.14)
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Both, lithium and boron are natural impurities in nuclear graphite (see Table
2.2), but they also stem from external sources. 6Li is found in concrete; here it
has the highest concentration relative to the other parts of the reactor [MCP16].
Boron is mainly used as a neutron absorber in the control rods which contain
boron carbide (B4C) [MCP16]. 3He is itself the product of the decay of 3H. Thus,
reaction 2.11 occurs in concrete as well as in graphite, whereas reactions 2.12-2.13
occur in the control rods and nuclear graphite.

The concentration of Li and B in UNGG graphite is very similar (about 0.1
ppm), however their respective cross sections differ substantially. For thermal
neutrons (E = 0.025 eV), the cross section for 6Li (reaction 2.11) is 5 orders of
magnitude higher than that for 10B. In this energy range, neutron capture of 10B
to give 6Li by α-decay is more efficient [END]. For fast neutrons up to about 3
MeV, the difference of cross sections decreases, but 3H production via equation
2.11 is still preferred [END]. A reaction via equation 2.13 occurs only for high
energy neutrons (> 10MeV) [END]. The neutron flux of thermal neutrons is
about 63 times higher than for fast neutrons (6.31×1014 n cm−2 vs. 1 ×1014n cm−2

maximum neutron flux of SLA2) [LG14]. Thus, 6Li is the main source of 3H in
the moderator [MCP16].

2.4.2 Diffusion and Trapping of 3H

Atsumi and coworkers [ATM88, AIS92, AIS96, AI00, Ats02, Ats03, AT03, ATS11,
ATM+13] have studied the diffusion and adsorption of hydrogen in graphite over
a time span of more than two decades and successively refined and expanded their
theory. Figure 2.21 shows a summary of all occurring processes.

Molecular hydrogen can freely diffuse through the open pores of graphite and
reach the filler grains. The diffusion along the grains is assumed to consist of a
sequence of dissociation and recombination reactions of hydrogen on the surfaces.
Hydrogen adsorption in graphite follows Sievert’s law c for hydrogen pressures up
to 10 kPa [AI00] indicating that hydrogen is adsorbed in its atomic form. Diffusion
measurements and thermal desorption spectroscopy could show that hydrogen is
trapped in two different traps with different adsorption enthalpies. Kanashenko
et al. [KGC+96] estimated the adsorption enthalpies theoretically. Following his
nomenclature, trap 1 with an adsorption enthalpy of about -4.4 eV per H2 was
attributed to zigzag edges of dislocation loops in the crystallite. Trap 2 was at-
tributed to the (100) or zigzag edge surface of the crystallite with an adsorption
enthalpy of about -2.3 eV per H2. Atsumi obtained −4.4 eV (trap 1) and -2.6

cLaw describing the solubility of diatomic gases in metals when the gas molecules dissociate
in the metal. cat =

√
Kpmol, where cat is the concentration of the dissolved atoms, K is the

equilibrium constant, and pmol is the partial pressure of the gas at the interface.

40



Chapter 2. Literature Review 2.4. 3H in Nuclear Graphite

Figure 2.21: The different processes occurring when hydrogen is absorbed (or
desorbed) in graphite [Ats03].

eV per H2 (trap 2) experimentally [ATS11]. The difference is explained by the
reconstruction of the (100) surface. Dislocation loops within the crystallite cannot
reconstruct and thus saturation of the dangling bonds with hydrogen stabilizes the
system to a higher extent compared to the surface. This part of the hypothesis
relies until today on very crude calculations from the 1960’s [CP64]. Thus, these
assumptions should be reviewed with modern ab initio methods to check the va-
lidity of this hypothesis.

In the thesis of Le Guillou [LG14], which was conducted in the framework of
the GT Graphite, the migration of deuterium in graphite was explored. Similar
conclusions as Atsumi’s were drawn for samples of HOPG and UNGG graphite.
The main migration mechanism of D in graphite is thermal release [GTP+14] which
occurs through the network of open porosities [GTP+15]. It is more easily released
in porous, less graphitized parts of the material compared to highly graphitized
zones [GTP+14]. In addition, release also occurs in two stages which is in line
with the observations of Atsumi [GTP+14]. The part of tritium released during
reactor operation was located close to the free surface; it should be lower than 30%
of the total amount of produced tritium [GTP+15]. The remaining part is likely
to be located in the coke filler grains [GTP+15]. A complete release of tritium is
observed at 1200-1300◦C [GMT+16]. Finally, deuterium shows the same behavior
as tritium [GTP+14].

Since graphite is also often considered as a potential material for hydrogen
storage, a vast number of theoretical studies have already been published. For
graphene, spin polarization of the edges [WSS+08, KN10, DP10, KObuQF11,
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BKK11b, NST+12] as well as the influence of edge reconstruction on hydrogen
adsorption [WSS+08, KN10, KMH08] have been studied. However, a link to phe-
nomena found in graphite has not yet been established. Considering graphite’s
literature, physisorption of atomic and molecular hydrogen on the (001) surface
was studied on a theoretical level in Refs. [JS99, SJ02, PTY+05, BMTP07, PF09,
FDC10, RKNB10, CSA12, DGHkAt15]. However, these interactions are far too
weak (≈ 0.05 eV) compared to the experimentally measured adsorption energies,
therefore they are not relevant to the experimentally observed phenomena. Both H
and H2 can also chemisorb on this surface [JS99, SJ02, ZGS+02, AFA+05, BKL08,
PF09, ŠRH+09, BJW+09, IZTB+10, LF11]. The chemisorption of these two species
on the (100) or zigzag surface and (110) or armchair surface of graphite was shown
by Yang et al. [YY02]; Diño et al. [DNK+04, DMN+04] and Sha et al. [SJ04]
studied the potential energy surface for H2 dissociation on these surfaces. In the
graphite literature, it is not completely clear which surface binds hydrogen more
strongly. Yang et al. [YY02] and Sha et al. [SJ04] found a stronger adsorption
on the (100) surface, whereas Diño et al. [DNK+04, DMN+04] found a stronger
adsorption on the (110) surface. Thus, this problem should be revisited with more
accurate models to solve this ambiguity.

2.5 36Cl in Nuclear Graphite

The behavior of chlorine in nuclear graphite is more complex compared to hy-
drogen due to its electronic structure. It is an element of the 7th main group
and has a high electron affinity. Thus, it likely reacts with any kind of species
which has a lower electronegativity. Since most elements of the periodic table
have a significantly lower electronegativity, covalent bonds will be polarized; i.e.
they will be partly ionic, partly covalent. Due to its rather large electron cloud,
chlorine is polarizable and non-covalent interactions should not be neglected. In
addition, due to its electron affinity also charge transfer may play an important
role. The bond strength of Cl2 is significantly lower than that of H2 (2.5 vs. 4.5
eV), therefore dissociation reactions are more likely. Three naturally occurring
isotopes of chlorine exist. 35Cl and 37Cl are stable, their abundance is 76 % and
24 %, respectively. The third is 36Cl, its natural abundance is only at the trace
level. However, its long half-life of 301000 years is the reason of its importance for
the waste management. It decays mostly via β− decay to give 36Ar (98.1%), β+

decay to 36S is also observed (1.9%).
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2.5.1 Origins of 36Cl in Nuclear Graphite
36Cl may be formed in the reactors via three main processes:

35Cl + 1n −→ 36Cl + γ (2.15)

39K+ 1n −→ 36Cl + 4He (2.16)

34S + 1n −→ 35S −→ 35Cl + e− (2.17)

The process described in equation 2.17 finally produces 36Cl via equation 2.15.
In UNGG graphite, the most important reaction is the neutron capture of 35Cl
[BPW99]. Since 35Cl is the principal source of 36Cl, this shows that a relevant
amount of Cl was already present in the unirradiated material. Several hypotheses
exist on its origin [Pet11]:

• Cl was already present in the materials used for the synthesis of nuclear
graphite

• Cl2 was used in some cases for purification of nuclear graphite (see section
2.2)

• During some maintenance operations graphite was exposed to air for the
purpose of cooling; Cl may have been present in the air

• Cl could have been an impurity of the CO2 used as cooling gas

The first hypothesis seems the most likely, since some data exists which shows
that Cl is present in virgin graphite. However, the other ones can not be completely
ruled out due to lack of data.

2.5.2 Diffusion and Trapping of 36Cl

Two theses by Vaudey [Vau10] and Blondel [Blo13] together constitute a large
portion of the known properties of chlorine in nuclear graphite. It was found that
chlorine is heterogeneously distributed across the nuclear graphite by studying
graphite samples from the SLA2 UNGG reactor. The measured content varied
by two orders of magnitude [VGT+11]. Figure 2.22 shows secondary ion mass
spectrometry (SIMS) measurements which created a 3D cartography for 35Cl in
graphite. They revealed that there are clusters of 35Cl on the scale of micrometers
[VGT+11]. A strong accumulation of chlorine on the surface of the sample was also
found. X-ray photoelectron spectroscopy (XPS) measurements yielded a specia-
tion of the Cl shown in a scheme in Figure 2.22. On the surface, it was shown to be
inorganic chlorine probably in the form of chlorites (ClO−

2 ) and chlorates (ClO−
3 )
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[VTMB10]. Organic chlorine (C-Cl) is also found; it forms bonds with the graphite
matrix, either to aromatic rings or to aliphatic chains [VTMB10, VGT+11]. The
ratio of these two species obtained with XPS is about 70/30 for organic vs. in-
organic chlorine [VTMB10]. Later on this was revised by XANES measurements
which have a larger penetration depth. With this method, they obtained a total
amount of inorganic chlorine of only 5-10 % [VGT+11]. These measurements also
showed that the inorganic chlorine is located close to the surface and organic chlo-
rine is found in bulk graphite [Vau10]. It should be noted that no evidence of Cl2,
intercalated Cl (between graphene layers), or metal chlorides (for example Fe, Ni,
or Zn) was found [VGT+11].

(a) (b)

Figure 2.22: a) 3D cartography of 35Cl [Pet11] and b) scheme of Cl speciation and
location [Vau10, Blo13] in virgin UNGG graphite.

Much alike for hydrogen in graphite, chlorine gets released in two steps as
was observed by thermodesorption spectrosopy. SIMS measurements showed that
there is no evidence of diffusion or transport following the insertion of Cl into
graphite [VTM+09]. For the first step the release is quasi athermic; the activation
energies for the release are as low as 0.1 eV [VTM+09]. The second step is 10
times slower than the first one and starts after heating for more than 8 hours;
from then on the release is quasi stable [BMT+14]. At 1450◦C all chlorine is
released. This is accompanied by a restructuring of the graphite matrix which
can be observed by a shrinking of the D3 band in the Raman spectrum. It was
hypothesized that the first step up to a heating of 1200◦C corresponds to the
release of chlorine which is located at crystallite edges [BMT+14]. Above 1200◦C
the chlorine which is located inside the crystallites becomes mobile and is then
subject to release. In graphite which was subject to much stronger irradiation,
the release of chlorine changes significantly. The release is observed between 500-

44



Chapter 2. Literature Review 2.6. Summary and Objectives of this Thesis

1300◦C, however the graphite matrix never completely restructures and remains
partially disordered. This is directly connected to the large irradiation damage
of the crystalline structure during the chlorine implantation [Blo13]. Chlorine is
released in the form of HCl [VTM+09], Cl2 was not detected [VTM+09].

Several theoretical papers were published on the interaction of graphene with
different chlorine species [WKL09, YZW+12, SC12, ZZY+13, LZX14, SSD+15].
The most stable state is molecular Cl2 adsorbed on top of graphene interacting
via weak van der Waals forces [YZW+12, SC12, LZX14]. Atomic chlorine forms a
charge-transfer complex with graphene with an interaction energy of -0.7 to -1.1
eV depending on the method used (LDA and GGAs obtain a stronger interaction
than hybrid functionals) [WKL09, YZW+12, SC12, ZZY+13, LZX14]. For high Cl
concentrations, additional metastable states are found: A non-bonding monolayer
of Cl atoms which is a precursor for Cl2 formation, and cluster formation on
graphene of covalently bonding Cl which is also found for hydrogen or fluorine
[YZW+12]. The possible adsorption sites of Cl are very similar in energy (∆ E ≈
0.02 eV) [SSD+15], in addition, the migration barrier is rather small (92 meV at
most). Thus the diffusion should be almost unhindered.

Xu et al. [XZL06] studied the interaction of dihalogenides, including Cl2, with
models of the (001), (100), and (110) surfaces. For the (100) surface the adsorption
energy is 2.09 eV and for the (110) 2.68 and 5.03 eV, depending on the adsorption
site. Thus, the (110) surface binds chlorine more strongly than the (100) surface
which is mainly due to the steric repulsion of the adjacent chlorines according to
their explanation. It should be noted that these results are very likely due to errors
in their calculations as shown in the Appendix E.

2.6 Summary and Objectives of this Thesis

Nuclear graphite is a heterogeneous multi-scale material with polycrystalline binder
and filler phases. Both, open and closed pores exist throughout the system, mak-
ing the material accessible to gaseous compounds and water. In the case of UNGG
graphite, the mechanical, thermal, and electrical properties are anisotropic due to
the fabrication process which preserves the anisotropy of graphite monocrystals.

The irradiation damage of the graphite matrix created during operation of the
nuclear reactor leads to several micro- and macroscopic changes of the proper-
ties. Displacement cascades initiated by neutrons produce point defects. Through
diffusion these point defects can accumulate and build larger structures such as
interstitial or vacancy loops. This microstructural damage is macroscopically ob-
servable by a contraction in the a-direction (due to vacancy lines) and expansion
in the c-direction (due to interstitial loops). The increase in energy due to these
point defects (Wigner energy) needs to be treated by their systematic annealing at
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elevated temperatures for a safe operation of the reactor. Mechanical and thermal
properties also change. Point defects increase the Young’s modulus as well as the
thermal conductivity in the c-direction, but also decrease thermal conductivity in
the a-direction by acting as phonon scatterers. Other than irradiation damage,
thermal oxidation as well as radiolytic oxidation of graphite by compounds of the
cooling gas play a role in the deterioration of properties.

While the macroscopic properties of graphite are mostly well-understood, very
often the link between microscopic deviations from the ideal state and the effect
on macroscopic observables is not. This thesis aims at providing insight and ex-
tending the knowledge of this link. In a multi-scale approach, the results obtained
with an accurate method on a small scale are applied to large systems by using
an approximative method which is able to describe these properties at a lower
cost. For some interaction types (C-C and C-H), such approximative interaction
potentials already exist, for C-Cl interaction it needs to be developed from scratch.
This multi-scale approach can be used to study the stability of different surfaces
and the relation of this property to surface reconstructions or grain boundaries of
graphite crystallites.

3H is mostly formed by neutron capture of 7Li which is found in the concrete
of reactors as well as in graphite. For 36Cl, the major source is neutron capture of
35Cl which is also found in virgin nuclear graphite.

The structural changes of nuclear graphite when subject to irradiation and the
behavior of 3H and 36Cl are closely related. For both radionuclides, evidence exists
that they are trapped at two different sites: one is supposed to be the edges of
crystallites, the other is located in the bulk and might be the edges of dislocation
loops. For both traps, the number of available sites increases by irradiation which
can be deduced from the decrease of the average crystallite size as well as the
expansion in the c-direction.

For 3H, the hypothesis regarding the traps is mostly supported by experimental
evidence. However, the assumptions concerning the exact location of the traps and
influence of surface reconstructions rely on very crude theoretical calculations from
the 1960s. These assumptions need to be revisited with modern methods to better
understand the interplay of the type of surface and 3H-trapping.

For 36Cl much less is known, but the similarities of obtained results to experi-
ments with H suggest an analogous mechanism. Almost all published theoretical
studies considered graphene, thus the influence of a 3D system on the interaction
properties needs to be explored. This aspect is very important since the size of
Cl could play an important role even though its chemical properties might seem
similar to H at a quick glance (both need one electron for a full outer shell). Thus,
a special focus needs to be laid on the insertion into bulk graphite as well as the
influence of its size on the stability of surface-trapped Cl. In addition, all different
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covalent and non-covalent interaction types need to be carefully studied since these
results are used for the potential development.

Except for thermal migration, no significant diffusion is observed following the
implantation of 3H and 36Cl into the material. This also shows a strong interaction
of the radionuclides and their environment. This is in line with the observations of
a reordering of the structure coupled to the thermal release of the radionuclides.

The hypothesis regarding the mechanism of thermal release is more complete
for H. Release from the two sites is observed, afterwards diffusion is controlled by a
successive adsorption and dissociation of H2 along the crystallite surfaces. Finally
it is released through open porosities in the form of H2.

For Cl, evidence for a similar process was found with respect to the initial
release from the trapping sites. This is followed by a process with a very low
activation energy (0.1 eV). This is on the order of the theoretically calculated
activation barrier of Cl diffusion on graphene. However, Cl is released in the form
of HCl. It is unclear if hydrogen plays a role in the initial release of Cl from the
trapping sites which would negate the existence of atomic Cl or if HCl is formed
in later steps.

Finally, the heterogeneous distribution of Cl in bulk graphite is not well under-
stood. While evidence exists that the preferential locations do not correlate with
aggregation sites of metals, other specific properties of the environment responsible
for the clustering of Cl are not known.

Using approximative potentials and molecular dynamics simulations allows to
study many of these aspects. Implantations can be studied theoretically by sim-
ulating surface irradiation using radionuclides as radiation particles. This allows
to explore several different aspects which are completely unknown until today:
the irradiation damage created by inserted radionuclides, the interaction of the
radionuclides with the damaged environment, and the diffusion properties follow-
ing the insertion. Since molecular dynamics give access to temperature, all these
properties can be explored with respect to temperature as well as with respect
to initial energies of the inserted species. With these results, a relation between
microstructural damage and macroscopic property changes can be established.

However, even though the use of potentials allows a much larger system size,
it is impossible to fully cover the complexity of nuclear graphite. Thus, several
different model system must be used which represent the different environments
found in the real material. With this approach the influence of the environment
such as surfaces (and reconstructions), grain boundaries, or porosity on the dif-
fusion properties can be studied and insight on the atomic level is still possible.
The study of diffusion properties with respect to different environments could then
possibly allow to identify preferred sites for the radionuclides. For Cl, this could
offer new insights on the observed heterogeneous distribution.
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Together these results could extend the knowledge of processes occurring in
nuclear graphite on length- and time scales differing in the range of several orders
of magnitude. Finally, they could provide helpful complementary informations
to increase the knowledge regarding the long-term behavior of radionuclides in
irradiated graphite.
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Chapter 3

Theoretical Background

The multi-scale aspect of this work is due to the demands to predict different prop-
erties which are of interest for a given system such as local adsorption properties
or diffusion simulations in complex large-scale systems. Chemical bonding with
defects or adsorption are rather local processes. However, the quantum nature of
these interactions makes an accurate treatment necessary. Different methods ex-
ist, but all of them share a high computational cost which significantly limits the
length scale of the studied system as well as the time scale for dynamic properties.
Other methods which are less computationally demanding allow one to increase
the system size and time scales by several orders of magnitude, but usually lack the
accuracy to describe the complex interactions of a specific system. The method of
choice here is to connect the two different methods by studying the interactions on
a small scale and then apply these findings to larger scales by approximating them
with a simpler interaction potential. In the following, the different methods used
in this work will be introduced: density functional theory which is applied on the
smallest scale, molecular dynamics simulations, and finally semi-empirical poten-
tials which describe the interactions during the molecular dynamics simulations
on large scales.

3.1 Density Functional Theory [PY89]

In order to describe a quantum system the Schrödinger equation needs to be solved.
The time-independent form reads

ĤΨ = EΨ. (3.1)

Ĥ is the Hamiltonian, which contains the physics of the system, Ψ is the wave
function of the state and E is the corresponding energy of that state. However,
there is no analytical solution for systems with more than two particles, thus the
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Schrödinger equation needs to be approximated. A fundamental approximation is
the Born-Oppenheimer approximation. Since the electrons are at least 1836 times
lighter than the nuclei, it is assumed that the nuclei’s positions are fixed while the
electrons are moving. The resulting Hamiltonian in atomic units is

Ĥ = −
∑
i

1

2
∇2

i  
1

−
∑
i,A

ZA

riA  
2

+
∑
i>j

1

rij  
3

+
∑
A>B

ZAZB

RAB  
4

. (3.2)

ZA is the charge of nucleus A, riA the distance between electron i and nucleus
A, rij the distance between electron i and j and RAB the distance between nuclei
A and B. The different terms are explained in the following:

1. The operator of the kinetic energy of the electrons.

2. The operator of Coulomb interaction between the electrons and nuclei.

3. The operator of Coulomb interaction between the electrons.

4. The operator of Coulomb interaction between the nuclei.

It should be noted that temperature is absent in this Hamiltonian, thus this
method calculates properties at 0K. However, temperature dependence is in prin-
ciple accessible by applying statistical physics.

For solid state calculations which usually have periodic boundary conditions,
the method of choice is density functional theory (DFT). This method is based
on determining the 3-dimensional electron density ρ(r). All electron density based
methods state that there is a functional dependence of the ground state energy on
the electron density of a system

E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ]. (3.3)

The total functional E[ρ] is split into a functional of the kinetic energy (T [ρ]),
of the Coulomb interaction of nuclei and electrons (Vne[ρ]), and of the Coulomb
interaction of the electrons (Vee[ρ]). The sum of T [ρ] and Vee[ρ] is called F [ρ].
In 1964, Hohenberg and Kohn published their two Hohenberg-Kohn theorems,
which were fundamental for the success of this method. In Kohn-Sham density
functional theory, a non-interacting reference system is defined which excludes the
electron-electron interaction. F [ρ] can be rewritten to

F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ], (3.4)

where Ts[ρ] is the kinetic energy of the electrons of the reference system, J [ρ] is
the classical electron-electron repulsion, and Exc[ρ] is the part which includes all

50



Chapter 3. Theoretical Background 3.2. Molecular Dynamics

the complicated non-classical physics of the electron-electron interaction and the
difference of the kinetic energy of the interacting and non-interacting system.

Exc[ρ] is called the exchange-correlation functional which unfortunately is not
known exactly. Thus, it has to be approximated, which leads to the myriad of
different density functionals that are in use today.

3.2 Molecular Dynamics [FS96, Jen06]

The methods introduced in the previous section usually yield results at 0K which
are time-independent. Both, temperature- and time-dependent physical quantities
are accessible with molecular dynamics. Equilibrium and transport properties of
a classical many-body system which obeys the laws of classical mechanics can
be determined with this simulation method. Since the nuclei are heavy enough
compared to electrons, this approximation is reasonable in most cases. For a
given set of initial coordinates r0, velocities v0, and the potential energy V which
describes the interactions of a system, a new set of coordinates and velocities
can be obtained by numerical integration of Newtons’s second equation of motion
F = ma. The differential form of this equation is

− dV

dr
= m

d2r

dt2
. (3.5)

The vector r contains the Cartesian coordinates (3Natoms elements), t denotes
the time. The negative gradient of the potential energy is equivalent to the force
acting on the particles. Starting from coordinates ri at time t, the coordinates ri+1

for a time step ∆t later (which should be small) can be obtained from a Taylor
expansion

ri+1 = ri +
∂r

∂t
(∆t) +

1

2

∂2r

∂t
(∆t)2 +

1

6

∂3r

∂t
(∆t)3 + . . .

ri+1 = ri + vi(∆t) +
1

2
ai(∆t)2 +

1

6
bi(∆t)3 + . . .

(3.6)

In this equation, vi denotes the velocities, ai the acceleration, and bi the
hyperacceleration at time t. The same expansion can be made to obtain positions
at a time step −∆t earlier in time

ri+1 = ri − vi∆t+
1

2
ai∆t2 − 1

6
bi∆t3 + . . . (3.7)
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By adding equations 3.6 and 3.7, the Verlet algorithm is obtained which was
the first time-integration algorithm applied for MD simulations. It predicts the
coordinates at time step ∆t by only using coordinates at time t and the previous
time step −∆t as well as the current acceleration.

ri+1 = (2ri − ri−1) + ai(∆t)2 + . . . (3.8)

Since the term including bi is canceled out the error is of order O(∆t4). The
acceleration at time t can be derived from equation 3.5 for a given potential V .
A disadvantage of this algorithm is the lack of the velocity since many useful
properties can be derived from it. It can be obtained from the trajectory using a
central difference approximation to the first derivative:

vi =
ri+1 − ri−1

2∆t
+O(∆t2) (3.9)

The error of the velocity is of order O(∆t2). Additionally, the coordinates for
the next time step need to be known, thus the velocity is not available for the cur-
rent time step. Modifications to this algorithm have been proposed which account
for this problem, such as the Leap Frog algorithm or the velocity Verlet algorithm.
Since the velocity Verlet algorithm was used in this work exclusively, only this
method will be presented in the following. It is equivalent to the Verlet algorithm,
but explicitly includes the velocity at time t to generate the new coordinates

ri+1 = ri + vi∆t+
ai

2
∆t2. (3.10)

After obtaining the new coordinates, the velocity can be approximated by using

vi+1 = vi +
ai+1 + ai

2
∆t. (3.11)

Thus, to obtain the new velocity, the acceleration has to first be determined
for the new coordinates. Practically this means that first coordinates are updated
using the current positions, velocities, and accelerations of the particles. In the
next step the updated accelerations are determined from the potential V at the
new positions. Finally, velocities can be updated using the new accelerations.

A standard MD simulation runs with a constant number of particles, a constant
volume, and, due to the conservation of energy, a constant total energy. This
is called a microcanonical or NVE ensemble. This means that the temperature
and pressure fluctuate, quite contrary to experiment where one or both of the
quantities are kept constant. For example, the temperature T can be extracted
from the average kinetic energy Ekin of the system

Ekin =
1

2
(3Natoms −Nconstraint)kBT (3.12)
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where Nconstraint is the number of constraints and kB the Boltzmann constant.
Nconstraint is usually three due to the conservation of linear momentum.

In many cases it is more suitable to simulate under conditions with constant
temperature (canonical or NVT ensemble) or constant temperature and pres-
sure (Isothermal-isobaric or NPT ensemble). Several different strategies exist to
perform such simulations, the ones used in this work are the Nosé-Hoover ther-
mostats/barostats. For these methods, a heat bath (and/or pressure bath) is
created which is integral to the system studied and has its own fictive variables
which evolve alongside the other variables of the system. Thus, during a simu-
lation the velocities (and/or volume of the system) are dynamically changed to
achieve a chosen target temperature/pressure.

3.3 Interaction Potentials

As discussed in the previous section, in order to perform molecular dynamics
simulations the forces acting on all particles of a system must be known to apply
the Newtonian mechanics.

The forces can be derived from the potential V describing the interactions in the
system. This potential can, for example, be determined from quantum methods
such as DFT. However, this is in general not applicable for systems larger than
several hundreds of electrons, since DFT scales at least with the cube of the number
of electrons.

Another possibility are force field methods. They were introduced to avoid
the necessity of solving the Schrödinger equation for every nuclei configuration
explicitly to obtain information about the potential energy surface of a system. In
this approach the energy of a system is split up into valence (or bonded) and non-
bonded contributions, i.e. Etotal = Evalence + Enonbonded. All these contributions
are modeled to be only depending on the nuclei configuration and atom type.
Furthermore, they are approximated as two-, three-, or four-body interactions at
the most, neglecting the surroundings of the considered atoms. Thus, this method
is completely parametrized; parameters can be obtained by fitting to experimental
data or to electron structure calculations.

The valence contributions are usually split into bond stretch, angle bending,
torsion, and more complex interactions. Established general purpose force fields
such as AMBER [CCB+95], CHARMM [BBO+83] or UFF [RCC+92] are used in
numerous scientific works, however they all share the disadvantage that creation
and breaking of a bond is not possible. Atoms which are connected by covalent
bonds need to be defined as such at the start of a simulation and will remain
connected whether this is physically correct or not.

One type of interaction potentials which tries to resolve this inconvenience is the
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family of bond order (BO) potentials. First introduced by Tersoff [Ter88] for group
IV systems in 1988, there exist now many more which are able to describe surface
reactions, defect creations, or phase transitions with changing connectivities.

Two potentials of the BO potential family which are frequently used when sim-
ulating graphite are the reactive bond order potential (REBO) and the long-range
carbon bond order potential (LCBOP) which will be introduced in the following.
Another reactive potential is ReaxFF which is more versatile and defined for many
different atom types, however, it is rather complex and more computationally de-
manding.

The Reactive Bond Order Potential (REBO) [BSH+02, STH00]

This potential was originally introduced by Brenner [BSH+02] to describe the
properties of hydrocarbons. Several different versions of this potential were pub-
lished and are in use. The one presented here is the AIREBO potential of Stuart
et al. [STH00] which uses the REBO potential for the covalent interactions and
added non-covalent dispersion interactions for condensed matter applications. The
central element of this potential is the bond order bij. The covalent interaction
potential V tot

ij of two atoms is defined as

V REBO
ij (rij) = V rep

ij (rij) + bijV
att
ij (rij), (3.13)

where V rep
ij and V att

ij are the repulsive and attractive part of the potential and
rij is the distance between the two particles.

The repulsive term V R
ij is

V rep
ij = wij(rij)

(
Qij

rij
+ 1
)
Aije

−αijrij , (3.14)

and the attractive term V A
ij is

V att
ij = wij(rij)Bije

−βijrij . (3.15)

The parametersAij, αij, Bij, βij, andQij are atom type-dependent. wij switches
off the covalent REBO interactions smoothly

wij(tc) = Θ(−tc) + Θ(tc)Θ(1− tc)
1
2
[1 + cos(πtc)], (3.16)

here Θ(tc) is the Heaviside function and tc is a scaling function

tc(rij) =
rij − rmin

ij

rmax
ij − rmin

ij

. (3.17)
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The bond order bij can be a number between 0 and 1. Thus, depending on this
parameter, two particles can form a bond or repel each other at a given distance
r. It includes the many-body effects and is defined as

bij =
1

2
[pσπij + pσπji ] + πrc

ij + πdh
ij . (3.18)

pσπij contains angle-dependent and coordination number-dependent terms whereas
πrc
ij is a three-dimensional cubic spline accounting for radical and conjugation ef-

fects. πdh
ij penalizes rotations around multiple C-C bonds. pσπij is defined as follows

pσπij =

[
1 +

∑
k ̸=i,j

G(cos(θijk))e
λijk + Pij(NC , NH)

]−1/2

. (3.19)

G(cos(θijk) depends on bond angles in order to describe the repulsion between
two covalent bonds which approach each other; eλijk is a term which improves the
potential energy surface for hydrogen exchange reactions:

λjik = 4δiH [(δkHρHH + δkCρCH − rik)− (δjHρHH + δjCρCH − rij), (3.20)

where δij is the Kronecker delta and ρij are fitted parameters. Finally, Pij(NC , NH)
is a two-dimensional cubic spline which is needed to reproduce the different bond
energies depending on the coordination number. The carbon-only coordination
number NC is defined as

NC
ij =

(∑
k ̸=i

δkCwik(rik)

)
− δjCwik(rij) (3.21)

The hydrogen-only coordination number is defined analogously, with C replaced
by H in the Kronecker delta expression.

The three-dimensional cubic spline πrc
ij depends on the total coordination num-

bers Ni and Nj, which are the sum of the carbon- and hydrogen-only coordination
numbers, as well as on Nconj:

Nconj = 1 +

[
carbon∑
k ̸=i,j

wikF (xik)

]2
+

[
carbon∑
l ̸=i,j

wjlF (xjl)

]2
(3.22)

Nconj accounts for conjugation effects where

F (xik) =

⎧⎪⎨⎪⎩
1 xik < 3

[1 + cos(2π(xik − 2))]/2 2 ≤ xik < 3

0 xik ≥ 3
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and

xik = Nk − wik(rik). (3.23)

A more extensive explanation for the short-range part can be found in the
original paper by Brenner [BSH+02].

Due to the initial applications to hydrocarbons and diamond where covalent
interactions dominate, the original version of this potential lacked long-range non-
covalent interactions which are necessary to describe the larger part of condensed
matter. Stuart et al. extended the REBO potential and created the adaptive
intermolecular REBO (AIREBO) potential [STH00]. The total interaction of two
particles is defined as

V tot
ij (rij) = V REBO

ij (rij) + V V DW
ij (rij) + V tors

ijkl (ωijkl). (3.24)

Thus, the REBO part was left as proposed by Brenner and two terms were
added: The non-covalent interaction potential V V DW

ij and torsional interactions
V tors
ijkl (ωijkl) to better describe rotations about single C-C bonds. The latter will not

be explained here since a different potential was used to describe C-C interactions
and can be found in the original paper [STH00]. In the first version of AIREBO, the
non-covalent interactions were described by a Lennard-Jones potential. While this
model potential is computationally efficient and sufficient in treating equilibrium
properties, it is known to be too repulsive for short distances. Since an important
part of this work is the simulation of irradiation processes where short distances
between particles are naturally occurring during collisions, another more recent
version of this potential (AIREBO-M) was chosen. Here, the interactions are
treated by Morse potentials which perform much better at higher pressures and
short distances. It is defined as

V Morse
ij (rij) = −ϵij

[
1−

(
1− e−αij(r−reqij )

)2]
. (3.25)

Here, the parameters are the standard parameters of a Morse potential, which
describe the depth (ϵij) of the potential, the equilibrium location (reqij ) and the
second derivative at reqij (αij).

In order to allow a smooth switching between non-covalent and covalent inter-
actions, V Morse

ij (rij) is multiplied with switching functions

V V DW
ij (rij) = S(tr(rrij))S(tb(b

∗
ij))CijV

Morse
ij (rij) + [1− S(tr(rrij))]CijV

Morse
ij (rij).

(3.26)
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S(tr) is a universal switching function similar to equation 3.16 for the covalent
part and reads

S(tr) = Θ(−tr) + Θ(tr)Θ(1− tr)[1− t2(3− 2t)], (3.27)

where the argument tr has the same definition as equation 3.17 with different pa-
rameters. The switching function S(tb) takes the same form; its argument depends
on the bond order and is defined as

tb(bij) =
bij − bmin

ij

bmax
ij − bmin

ij

. (3.28)

For high bond orders (> bmax
ij ), this switching function turns off non-covalent

repulsion for short distances in order to allow the creation of covalent bonds.
For low bond orders (< bmin

ij ), the non-covalent repulsion remains to inhibit the
formation of bonds. Since bij would be zero for distances where non-covalent
interactions play a role, it is determined at rmin

ij yielding a hypothetical bond
order. Finally, Cij is a connectivity switch which aims to exclude interactions
between (1,3) and (1,4) neighbors by setting Cij to zero.

A more detailed description of the potential can be found in the original paper
by Stuart et al. [STH00] and O’Connor et al. [OAR15]

The Long-range Carbon Bond Order Potential (LCBOP) [LF03]

The LCBOP potential uses similar ideas as the REBO potential and was originally
created to describe allotropes of carbon (graphite and diamond) and is as such only
defined for carbon atoms.

Since long-range interactions are crucial to describe the interplanar interaction
in graphite, they were included in the potential from the start. The total binding
energy Eb is written as

Eb =
1

2

N∑
i,j

fc,ijV
SR
ij + SijV

LR
ij , (3.29)

where fc,ijV
SR
ij is the short-range covalent interaction and SijV

LR
ij is the long-

range non-covalent interaction. fc,ij and Sij are smooth cutoff functions and are
related by Sij = 1− fc,ij. fc,ij is defined as follows

fc,ij(x) = Θ(−x) + Θ(x)Θ(1− x) exp

(
γx3

x3 − 1

)
. (3.30)
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Here, Θ(x) is the Heaviside function; x is a scaling function

x(rij) =
rij − r1
r2 − r1

, (3.31)

and γ is a fitted parameter.As for the REBO potential, the short-range part
of the potential is a sum of a repulsive and attractive part. The attractive part is
again multiplied with a bond order term. It reads as follows

V SR
ij = VR(rij)−BijVA(rij). (3.32)

Here, rij is the distance between neighbors i and j; VR(rij) and VA(rij) are the
repulsive and attractive pair potentials and read as

VR(rij) = A exp(−αrij), (3.33)

and

VR(rij) = B1 exp(−β1rij) +B2 exp(−β2rij). (3.34)

Bij is the bond order term, which takes the many-body effects into account. It
is defined as

Bij =
1

2
[bij + bji + F (Nij, Nji, N

conj
ij )]. (3.35)

bij depends on bond angles and F (Nij, Nji, N
conj
ij ) is a function that depends on

coordination numbers used to describe the different C-C bond types. bij is defined
as

bij =

(
1 +

∑
k ̸=i,j

fc(rik)G(cos θijk)H(δrijk)

)−δ

. (3.36)

G(cos(θijk) depends on bond angles to describe the repulsion between two co-
valent bonds that approach each other, δrijk = rij − rik, and H(δrijk) is a function
which was fitted to surface properties, elastic properties, and the energy barrier of
the transformation of diamond to graphite.

A more extensive explanation of the short-range part can be found in the
original paper by Los and Fasolino [LF03].
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The long-range potential is a sum of two functions

V LR
ij = Θ(r0 − rij)V

M
1 (rij) + Θ(rij − r0)V

M
2 (rij) (3.37)

with V M
i (i = 1, 2) being simple Morse functions

V M
i = ϵi[exp(−2λi(rij − r0))− 2 exp(−λi(rij − r0))] + νi, (3.38)

and νi is a shift to generate a smooth behavior between the two functions.

The Ziegler-Biersack-Littmarck Potential (ZBL)

As explained previously, standard potentials are often constructed to describe sys-
tems close to equilibrium. Thus, usually the repulsive part of the potential is
only well described for distances slightly lower than the equilibrium bond length.
In contrast to that, the Ziegler-Biersack-Littmarck potential [ZBL85] is a poten-
tial that models the screened nuclear repulsion for very short distances. This is
needed for high-energy collision simulations which are performed in this work. It
is strictly repulsive, therefore it needs to be coupled with another potential which
can describe bonding interactions. The potential is defined as follows

VZBL =
ZiZje

2

rij
ϕ(rij/a), (3.39)

where Zi and Zj are the atomic charges of the particles i and j, rij is the
distance, e is the electronic charge, and ϕ(rij/a) is the screening function. The
product of the classical Coulomb interaction with this screening function leads to
a lower repulsion of the nuclei. This is the expected behavior when two point
charges are surrounded by a charge distribution of countercharges.
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Chapter 4

Physico-chemical Properties of 3H
and 36Cl in Graphite: Insights
from the Atomic Scale - Ab Initio
Calculations

In this chapter, the physico-chemical properties of the radionuclides 3H and 36Cl
in graphite are presented. This step is an important part of the present multi-
scale study since this kind of information can only be obtained at this level of
theory due to the quantum nature of the interactions. First, a thorough search
for a Hamiltonian which can describe the structural, electronic, dynamic, and
mechanical properties of graphite is presented. Following that, the methodology
for the calculations of H and Cl in graphite is explained. Then, the interactions
of 3H and 36Cl with different structures, such as differently oriented surfaces and
their reconstructions, as well as point defects caused by irradiation are explained.
Finally, the results are discussed and a conclusion is drawn from the findings.

4.1 Methodology

In this section, the methodology for the investigation of the physico-chemical prop-
erties of hydrogen and chlorine in graphite is presented. The DFT calculations
were performed with the periodic code CRYSTAL09 [DOC+05, DSR+09]; calcu-
lations with QUANTUM ESPRESSO [GBB+09] were also performed in order to
find a suitable Hamiltonian for describing graphite. Within CRYSTAL, both the
Hartree-Fock and Kohn-Sham equation as well as hybrid schemes, such as B3LYP
[Bec93, LYP88, dPRMIM02] or PBE0 [AB99], where the exchange operator is a
linear combination of the HF and DFT ones, can be solved self-consistently. Pseu-
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dopotential and all-electron Gaussian-type basis sets can be used. The QUAN-
TUM ESPRESSO code, on the other hand, uses the density functional techniques
as well as the hybrid schemes [Bec93, LYP88, dPRMIM02, AB99] with different
plane wave pseudopotentials [GBB+09].

4.1.1 The Choice of Hamiltonian for Graphite

This section is a summarized form of the original paper [LPB+16], a more extensive
analysis of the performance of the different exchange-correlation functionals, basis
sets, and dispersion corrections can be found in Ref. [LPB+16].

In order to find a functional which can describe the properties of graphite to a
satisfying extent, several exchange-correlation functionals based on the local den-
sity approximation and generalized gradient approximation were used. They will
be indicated as follows: LDA for Dirac-Slater [Dir30] exchange plus Perdew-Zunger
[PZ81] correlation potential; PBE for Perdew-Burke-Ernzerhof [PBE96] exchange-
corre-lation functional, and PBEsol [PRC+08] corresponds to the revised PBE im-
proving the description of the equilibrium properties of solids. Two hybrid HF/KS
functionals were also considered, namely B3LYP [Bec93, LYP88, dPRMIM02] and
PBE0 [AB99].

For the Gaussian basis sets, carbon was described by an all-electron basis set
[DCO+90, CPDS93]. The basis set is a contraction of – 6s-211sp-1d∗ – GTFs (a
contraction of 6, 2, 1, 1 and 1 Gaussian type functions for the 1s, 2sp, 3sp, 4sp,
and d shells, respectively). The outer exponents of C were optimized using an
energy criterion and are reported in Table 4.1. The basis set optimization was
carried out using the LoptCG [ZW06] script, which performs numerical gradient
optimizations based on the conjugate gradient method [HS52].

Table 4.1: Exponents and coefficients of the contracted Gaussian basis set adopted
in the present study for C. Only the most diffuse 211sp-1d∗ GTFs are given (see
Ref. [DCO+90, CPDS93] for a complete set of data).

Shell Exponent Coefficient
s(d) p

sp 11.705961 -0.160393 0.296329
2.877171 -0.645825 1.383579

0.792605 1. 1.

0.234684 1. 1.

d 0.927994 1.
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Within QUANTUM ESPRESSO, projector augmented waves (PAW)a with a
scalar relativistic pseudopotential were used as basis set. In this pseudopotential,
2s and 2p electrons of carbon were treated as valence electrons.

In order to take the contribution of dispersion interactions to the interlayer
interaction of HOPG into account more reliably, two types of Grimme’s cor-
rection were investigated: the semi-empirical London dispersion type correction
[Gri04, Gri06] (the D2 correction implemented in CRYSTAL and QUANTUM
ESPRESSO), and the most recent dispersion correction D3 [GAEK10], which was
implemented in CRYSTAL09 as part of this presented work.

For the D2 correction, the original dispersion coefficient Cij
6 and atomic van der

Waals radius RvdW as proposed by Grimme [Gri04, Gri06] were used, since the net
atomic charge of C in graphite and diamond is close to the one of neutral carbon
according to a Mulliken population analysis. These values are 1.75 J nm6mol−1

and 1.452 Å, respectively. The damping function steepness d was fixed at 20 Å.
The cutoff distance to truncate the direct lattice summation was 30 Å. Only the
scaling factor s6

b was optimized in order to obtain a c parameter with an error
of less than 0.5 % with respect to experiment. For each level of approximation,
the used values for the s6 parameter are given in Table 4.2. In the following, the
obtained corrected results will be referred to with the suffix ”-D2”.

Regarding the D3 correction, only zero damping was used. With s6 fixed at
1.0, the s8

b parameter was optimized to obtain a c parameter with an error
of less than 0.5 % with respect to experiment. This approach offers the same
flexibility as the reparameterization of the D2 correction, while preserving the
correct asymptotic behavior of the dispersion interactions. The cutoff values for
dispersion interaction and coordination number were 50 Å and 20 Å, respectively.
The three-body terms were not included since they are not recommended as default
[GAEK10] and are not impacted by a modification of the s8 parameter. For each
level of approximation used within CRYSTAL, the used values for the s8 parameter
are given in Table 4.2. In the following, the obtained corrected results will be
referred to with the suffix ”-D3”.

For the evaluation of the Coulomb and exchange series within CRYSTAL, the
truncation thresholds for the bielectronic integrals, as defined in the CRYSTAL
manual [DSR+09], were set to 10−8, 10−8, 10−8, 10−8 and 10−16 a.u., respectively.
Smearing of the Fermi surface was not used. Due to CRYSTAL09’s limit with
respect to the number of irreducible k-points, different Monkhorst-Pack meshes
[MP76] were used in order to balance the increase in k-points with the various
reductions of symmetry, as needed for the determination of the elastic constants

aThe pseudopotentials C.pbe-n-kjpaw psl.0.1.UPF, C.pbesol-n-kjpaw psl.0.1.UPF, and C.pz-
n-kjpaw psl.0.1.UPF from http://www.quantum-espresso.org were used.

bGlobal density functional-dependent scaling parameters for the nth order interaction (n=6,8)
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Table 4.2: s6 (D2) and s8 (D3) scaling factors used for each Hamiltonian and basis
set.

Basis HF LDA PBE PBEsol B3LYP PBE0
GTF-D2 0.585 -0.470 0.250 -0.087 0.350 0.167
GTF-D3 1.340a -2.740a 0.410 -0.460 0.740 0.255

PAW-D2 -0.025 0.5775 0.2325
aTo be consistent with the parameterization of the D3-correction at the PBE, PBEsol, B3LYP

and PBE0 levels, sr,8
c radii [Gri15] has been set to 1. for HF and LDA.

and frequencies. For the evaluation of the interlayer interaction energy, the mesh
was reduced due to a degeneracy at high symmetry points, sampling these points
leads to severe convergence issues. The meshes are listed in Table 4.3.

Table 4.3: Monkhorst-Pack k-point meshes used for CRYSTAL calculations.

Calculation Mesh
Optimization 18 × 18 × 18
Frequencies 16 × 16 × 16
Elastic constants 14 × 14 × 14
Cohesive energy 18 × 18 × 18
Interlayer energy 16 × 16 × 16

For QUANTUM ESPRESSO, plane wave cutoffs of 900 and 250 a.u. were used
for HOPG and diamond, respectively. Methfessel-Paxton first order spreading of
0.01 a.u. was applied. For QUANTUM ESPRESSO, all calculations were per-
formed with 18 × 18 × 18 and 16 × 16 × 16 Monkhorst-Pack k-point meshes
[MP76] for HOPG and diamond, respectively.
For both codes, the convergence criteria on total energies (and for the elastic con-
stants and frequencies determination) were 10−9 (10−12) a.u. Atomic displacements
and force thresholds were 1.8× 10−3 and 4.5× 10−4 a.u., respectively. With these
computational conditions, the obtained data can be considered as fully converged.

With QUANTUM ESPRESSO, the ”Elastic” script [GPS+13] was used for
the determination of the elastic constants. The graphics were created with MOL-
DRAW [UBV88, UV88, UVC93] and POV-Ray [pov15].

Computational details for the calculations of properties are given in the Ap-
pendix B.
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Structure Optimization

Figure 4.1 shows the relative errors obtained for the C-C bond length dC−C and the
interplanar distance dg without dispersion correction with respect to experiment
[BM55].

The computed dC−C are in good agreement with the experimental data, what-
ever the basis set and Hamiltonian; the average relative error is ≈ -0.3% with a
mean total deviation of ≈ 0.5%. HF and LDA underestimate a and dC−C by 1%,
but not for the same reasons: LDA systematically underestimates the lattice pa-
rameters of crystals whatever their nature. At the HF level, the electronic charge
is more concentrated around the atoms or around the bond due to the lack of
correlation; in other words, the system is more ionic or covalent (see for instance
Ref. [BLOD01, LBD+07]). Among the GGA functionals, PBE overestimates a
and dC−C while PBEsol corrects this tendency to reach a good agreement with the
experimental data. As for other materials [RKV08, CPR+09], the obtained error
with the PBEsol functional is less than ≈ 0.1%. Among the hybrid functionals,
PBE0 provides results with the same accuracy as HF and LDA; however, for ionic
materials [LBD+07, SBS+13] this functional is better adapted. The best descrip-
tion of dC−C is obtained with the B3LYP functional: the deviation with respect
to experimental data is ≈ 0.2%.
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Figure 4.1: Relative errors of a) the distance dC−C and b) the interlayer spacing
dg (right) of HOPG with respect to experimental data at 4 K [BM55] for different
Hamiltonians and basis sets without dispersion correction.

Since dg is driven by the weak interlayer binding, the obtained theoretical
data characterize the difficulties of taking the dispersion interactions into account.
For instance, without dispersion correction this parameter is underestimated or
overestimated by 0.3 Å to 1 Å at the LDA–GTF and PBE–PAW levels, respectively
(the other Hamiltonians giving intermediate results). This behavior is linked to the
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dispersive character of the interlayer interaction which is not correctly accounted
for at the various levels of approximation (as it was shown for other materials
[KP94, PJB95, BLOD01]).

The obtained data for dg are always lower for GTF with respect to the ones
obtained with PAW due to the BSSE. Except for LDA, dg is largely overestimated
(≈ +10%). The LDA data show an underestimation of dg by about -10%; this
is not surprising as it is well known that LDA overbinds systems held together by
dispersive forces [KP94, PJB95]. This overestimation is compensated by adding
Grimme’s dispersion corrections. It represents an attractive contribution to the
interlayer interactions. However, the used parameterization has to be adapted to
the material of interest [BHLA10, CZWVU08, UZWTC09].

Cohesive and Interlayer Interaction Energies

For cohesive energies Ecoh , the contribution of covalent interactions is much more
important. The order of magnitude of Ecoh is eV/atom (exp. 7.36 eV [Lid91]),
whereas for the interlayer interaction energy EIL it is meV/atom (exp. 35-52 meV
[BCC+98, ZUH04]). As expected, HF underestimates Ecoh by about 30 % (5.39
eV), on the other hand LDA largely overbinds the two systems by about 20 %
(8.90 eV). The other functionals provide data between HF and LDA and closer to
experiment: the best agreement is found for B3LYP–GTF–D3 (7.32 eV).

For EIL, the choice of the dispersion correction is very important. D2 and D3
tend to not only correct, but even overcorrect this energy. While for Ecoh, no sig-
nificant advantage is gained by using D3, the interlayer energies show the limits of
D2 and the improvement offered by D3: They are in general underestimated by D2
due to the s6 parameter being largely decreased with respect to Grimme’s original
parameters; additionally, the asymptotic behavior of the dispersion interaction is
not correct for all Hamiltonians (since s6 ̸= 1). By using D3 both of these problems
are solved. Keeping s6 = 1 assures the correct asymptotic behavior, tuning the s8
parameter alters the force, but the total dispersion correction remains negative.
Overall, PBE–GTF–D3 (43 meV), PBE0-GTF-D3 (33 meV), and B3LYP–GTF–
D3 (42 meV) have the best agreement with the experimental data.

Band Structure

Figure 4.2 shows the band structure obtained with PBE–GTF and PBE–PAW as
well as the density of states (DOS) obtained with PBE–GTF. They are typical for
semi-metallic materials: no or a small gaps at specific k-points (here at the K and
H points) and no density-of-states at the Fermi level. The projected DOS show
that: near the Fermi level, the states are mainly π(pz)-states in the valence band
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(between 0 and -5 eV) and π∗(pz)-states in the conduction band (between 0 and
7.5 eV); as expected, the σ(spxpy)-states are lower in energy (between -2.5 and
-17 eV) and the σ∗(spxpy)-states higher up in the conduction band (over 7.5 eV).
The obtained band structures show that GTF and PAW basis sets give different
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Figure 4.2: Band structures and DOS of HOPG obtained at the PBE level. On
the left, the calculated band structures with GTF (full lines) and PAW (dashed
lines) are shown; on the right, the projected density of states on the 2s2px2py AOs
(PDOS spxpy) and on the pz AOs (PDOS pz) as well as the total density of states
(DOS) are shown.

descriptions of certain valence and conduction bands. This is illustrated in Figure
4.3, which shows the relative errors with respect to the bandwidths and interband
separations.

To evaluate the overall performance of the functionals, the root mean square
deviation (RMSD) and mean average error (MAE) were determined with respect
to experimental data. Overall, functionals using a GTF basis describe the band
structure better. The best agreement is obtained for LDA–D2/D3 (MAE = 0.36,
RMSD = 0.55) , PBE–D2/D3 (MAE = 0.39, RMSD = 0.54) and PBEsol–D2/D3
(MAE = 0.40, RMSD = 0.56) functionals with a GTF basis. All other functionals
yield MAEs and RMSDs > 1.0.
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Frequencies

Figure 4.4 shows the IR and Raman spectra obtained with PBE–D3–GTF. The
two E2g modes are Raman-active (exp. 42 cm−1 and 1582 cm−1, respectively)
[NWS72, NS79], the A2u and E1u modes are IR-active (exp. 868 cm−1 and 1588
cm−1, respectively) [NLS77]. The two B2g modes are inactive. However, one was
determined by neutron scattering at 127 cm−1 [NWS72], whereas the other one is
expected to be close to the A2u mode at 868 cm−1 [NS79]. The obtained relative
errors are presented in Figure 4.5. The results are coherent with the established
influences of the Hamiltonian on vibrational properties [SR96].
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Figure 4.4: Raman and
IR spectra of HOPG
obtained at the PBE-
GTF-D3 level. Intensi-
ties are only schematic
and obtained from
MOLDRAW [UBV88,
UV88, UVC93].

Using the mean average error (MAE) and RMSD with respect to experimental
results shows the following: The PAW basis sets (MAE < 15, RMSD < 20 for all
functionals) perform better than the GTF basis sets (MAE > 40, RMSD > 70 for
all functionals); LDA, PBE, and PBEsol yield similar results. Among the GTF
basis sets PBE and B3LYP can reproduce the experimental results the best.
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Figure 4.5: Relative errors of the frequencies with respect to the experimental data
[NWS72, NLS77, NS79] for different Hamiltonians and basis sets: a) without, b)
with D2, and c) with D3 dispersion correction.

Elastic Constants

In the Voigt notation, the elastic properties of HOPG are characterized by six
elastic constants: C11, C12, C13, C33, C44, and C66, however C66 = (C11 − C12)/2.
The obtained errors for these data with respect to experimental results are shown
in Figure 4.6.

Figure 4.6: Relative errors of the elastic constants with respect to the experimental
data at 4 K [BM55] for different Hamiltonians and basis sets: a) without, b) with
D2, and c) with D3 dispersion correction.

Considering the MAE and RMSD with respect to experimental data, the best
results are obtained with PBE-D2 and PBEsol-D2 with a PAW basis (MAE < 13,
RMSD < 15). Among the functionals using a GTF basis, PBE–GTF–D3 performs
the best (MAE = 15, RMSD = 21). Given that the shear elastic constant C13

is negative for PAW basis sets, PBE–GTF–D3 represents the best compromise to
obtain a reasonable description of the elastic properties of graphite.
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Summary

The various obtained results illustrate some well-known characteristics of the
various functionals: LDA overbinds and the other Hamiltonians underbind the
graphitic planes. For GTF, the BSSE allows to artificially correct for the lack of
dispersion interaction. Therefore, the interlayer interactions are stronger than for
PAW; thus, with respect to PAW and without dispersion corrections, the c pa-
rameter is underestimated, the interlayer frequencies are overestimated and elastic
constants, such as C33, are overestimated. It is difficult to state if GTF or PAW
are more suitable to describe these compounds: in certain cases the BSSE allows
to improve the description of given properties, in other cases it worsens the results.
However, if dispersion corrections are included, the results are of comparable qual-
ity.

With respect to the dispersion correction, D3 globally performs better than
D2 (as it was also mentioned for other types of materials [IZW15, STP+15]), and
should therefore be the method of choice for the HOPG system.

Based on the overall results, PBE–GTF–D3 is the best compromise to describe
the properties of HOPG.

4.1.2 3H in Graphite

To study the interaction of hydrogen and graphite, the PBE (for Perdew–Burke–
Ernzerhof exchange-correlation) functional [PBE96] combined with the D3 dis-
persion correction [GAEK10] as given in section 4.1.1 was used to describe the
properties of graphite.

For the Gaussian basis sets, carbon and hydrogen were described by an all-
electron basis set. The C basis set [DCO+90, CPDS93] is the same as given in
section 4.1.1. The H basis set [LOM+00] is a contraction of – 511s-1p∗ – GTFs and
is given in Table 4.4. The outer exponents 11s-1p∗ of the H basis were optimized
for CH4 by using an energy criterion. The basis set optimization was carried out
using the LoptCG [ZW06] script, which performs numerical gradient optimizations
based on the conjugate gradient method [HS52].

A two-dimensional (2-D) slab model is used to study the surface properties: the
surface consists of a slab formed by a sufficient number of atomic layers parallel to
a given plane. It is limited by two surface planes and has 2-D periodic boundary
conditions; thus in this framework the system is two-dimensional and isolated. To
treat the defective crystals and adsorbed surfaces a supercell approach has been
adopted. The sizes of the used supercells were 5× 5× 2 for bulk HOPG, a 5× 5
supercell of a 4-layer slab for the (001) surface, a 3× 2 supercell of a 24-layer slab
for the (100) surface, and a 2× 2 supercell of a 14-layer slab for the (110) surface.
The number of carbon atoms for these different models ranges from 192 to 224
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Table 4.4: Exponents and coefficients of the contracted Gaussian basis set adopted
in the present study for H. Only outer s and p GTFs are given (see Ref. [DCO+90,
CPDS93] for a complete set of data).

Shell Exponent Coefficient
s 0.230254 1.0

0.083915 1.0

p 1.030824 1.0

atoms. For the in-plane reconstructed surfaces, a 4× 2 supercell of a 24-layer slab
for the (100) surface and a 2× 2 supercell of a 14-layer slab for the (110) surface
was used; for arch-shaped reconstructions a 3 × 1 supercell of a 66-layer slab for
the (100) surface and a 2×1 supercell of a 36-layer slab for the (110) surface. The
various cells are sufficiently large (224-288 carbon atoms) to allow full relaxation
of the reconstructed surfaces. Hydrogen was always adsorbed only on one side of
the slab. Adsorption of multiple hydrogen atoms is done successively, thus the
optimized structure for (n−1) hydrogen atoms is the starting point for adsorption
of n hydrogen atoms. Only the most stable position for the additional hydrogen
is reported.

The methods for the calculation of surface energies Esurf and formation energies
Eform of the studied surfaces and vacancies are described in the Appendix B. The
adsorption energy Ead is defined as the energy difference between the energy of
the graphite-adsorbate structure and the sum of energies of the graphite structure
and a hydrogen in its reference state:

Ead =
E0 − Eopt

G − nEH

n
(4.1)

where E0 is the total energy of the optimized system, Eopt
G the energy of the

optimized surface without adsorbates, EH the energy of the isolated hydrogen and
n the number of adsorbed H–atoms. All Ead are reported with respect to atomic
hydrogen. In some cases, Ead is also considered with respect to H2 for the purpose
of discussion and linking to experimental results, here the used binding energy for
H2 is -4.5 eV.
The adsorption energies were BSSE corrected by using a modified version of the
counterpoise method of Boys and Bernardi [BB70]. This is described in detail in
the Appendix B. To quantify the influence of surface restructuring, the deformation
energy Edef is defined as the energy difference of the optimized pristine surface and
the optimized surface deformed due to the adsorption.

For the evaluation of the Coulomb and exchange series within CRYSTAL, the
truncation thresholds for the bielectronic integrals, as defined in the CRYSTAL
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manual [DSR+09], were set to 10−8, 10−8, 10−8, 10−8 and 10−16 a.u. The calcula-
tions were performed with 10× 10× 10 (10× 10) Monkhorst-Pack k-point meshes
[MP76] for the pure bulk (surfaces) and defective systems, respectively. The bi-
layer models use a mesh of 10 k-points along the periodic direction. Spin polarized
calculations were carried out whenever necessary. The convergence criteria for to-
tal energies, atomic displacements and forces were 10−7, 1.8× 10−3 and 4.5× 10−4

a.u., respectively. For the SCF cycles, Anderson’s method [And65] as proposed
by Hamann [Ham79] was applied. In order to facilitate the convergence, a Fermi
broadening corresponding to a kBT = 0.001 a.u. (with kB the Boltzmann constant)
was used. Figures of optimized structures were created with VMD [HDS96].

4.1.3 36Cl in Graphite

Most computational parameters for Cl-graphite calculations are the same as de-
scribed in the previous section 4.1.2. Thus, only the unique methodological aspects
will be explained in the following. To find a suitable functional the C-Cl bond en-
ergy of C6H5Cl was determined. This molecule was used since it can be considered
as a small size model of a graphite surface (due to the aromatic bonds) and exper-
imental data with high accuracy are available. The PBE0 functional performed
better compared to PBE (4.22 vs. 4.35 eV, exp. 4.14 eV [Luo02]), thus it was used
to describe the covalent interactions. For the potential curve of Cl on the (001)
surface, the PBE functional was used for several reasons. As shown in section 4.1.1,
PBE overall describes the properties of graphite better than PBE0. As presented
in section 4.3, the findings obtained with PBE for non-covalent bonding also agree
better with available experimental and theoretical data. Finally, a layer of ghost
atoms needs to be added to the surface to well reproduce the surface properties.
For hybrid functionals, this lead to numerical instabilities and divergence of the
electronic wave function.

The basis set for Cl is a contraction of – 8s6s-2111sp-1d∗ –; the inner exponents
(8s6s) are taken from Ref. [ACP+93]. The outer exponents were optimized at the
HF level for CCl4 by using an energy criterion and are given in Table 4.5. The
basis set optimization was carried out using the LoptCG [ZW06] script.

For the calculation of the potential energy curve of Cl adsorption on the (001)
surface, a modified approach was used to obtain a better accuracy. The surface
was reduced to one layer of graphene after finding that the adsorption energy is
already converged for one layer. The supercell was increased to 6 × 6; at this size
the Cl atom can be viewed as isolated, a further increase in size did not change the
results noticeably. In order to improve the description of the wave-function on the
surface, one layer of ghost atoms was added above and below the graphene layer as
proposed in Ref. [Dol06]. The ghost atoms were placed at carbon lattice positions
of ABAB stacked graphite and consist of one s function with an exponent of 0.150.
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Table 4.5: Exponents and coefficients of the contracted Gaussian basis set adopted
in the present study for Cl. Only the most diffuse 2111sp-1d∗ GTFs are given (see
Ref. [DCO+90, CPDS93] for a complete set of data).

Shell Exponent Coefficient
s(d) p

sp 4.654960 -0.263857 -0.064039
1.937992 -0.550549 0.172036

0.964781 1. 1.

0.405514 1. 1.

0.145237 1. 1.

d 0.816872 1.

No ghost function was placed on the Cl adsorption site.
For the insertion of Cl and Cl2 into bulk graphite, the supercell size was in-

creased to 10× 10× 1 to allow for a deformation of the graphene planes.
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4.2 Properties of 3H in Graphite

As explained in section 2.4.2 two different traps are found for hydrogen. The first
is supposed to be the zigzag edges of dislocation loops in graphite crystallites, and
the second the zigzag edges of graphite crystallites. In the following this hypothesis
is tested by studying different systems which can model these traps. This section
is based on Ref. [LBV18].

4.2.1 Surfaces

The surface energies of the (001), (100), and (110) surface were determined and are
given in Table 4.6. The (001) surface has the smallest surface energy since no C-C
bonds are broken in order to create it. Compared to the (001) surface, the (100)
and (110) surface energies are higher by a factor of 30 - 40, the (100) surface has the
highest one. The obtained relative stability of the (100) and (110) surface is due
to atomic relaxation processes on the surface, which are much more pronounced
at the (110) surface. Both relaxed surfaces are shown in Figure 4.7 together with
the periodic boxes. When the (110) surface is allowed to relax it forms stronger
bonds between pairs of edge carbons. This decreases the C1-C2 (C3-C4) bond
length from 1.42 Å to about 1.23 Å (see Figure 4.7 for the description of atoms),
which is an indication that the bond is almost a triple bond (the bond length in
ethyne is 1.20 Å). The ground state of the (110) surface shows no spin localization
on the edge carbons and is non-magnetic.

Table 4.6: Surface energies (Esurf in J/m2) of the three studied surfaces.

System Esurf

(001) 0.19
(100) 6.15
(110) 5.29

When the (100) surface is optimized, it hardly changes with respect to the
geometry obtained by cutting through graphite along the plane. The edge car-
bons move slightly inward by 0.03 Å, the angle between the edge carbon and its
two carbon neighbors, ∡C4-C1-C5, increases to 126 degrees. However, a strong
spin localization on the edge carbons is observed. This is in line with the findings
of several authors [DP10, OGK11, KObuQF11]. Each edge carbon has a mag-
netic moment of roughly 1.3 µB (the excessive magnetic moment is due to spin
contamination).

Atomic hydrogen is rather reactive with respect to graphite. It is known to
chemisorb on the pristine (001) surface by forming a weak covalent bond with a
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Figure 4.7: Optimized structures and top view of the a) (100) and b) (110) surfaces.

carbon atom of the surface. The two possible adsorption sites are shown in Figure
4.8. The adsorption is linked to a lifting of this carbon atom out of the graphene
plane by about 0.49 Å(puckering) due to the increase of its sp3 character (see
Figure 4.8). Ead for both positions are very similar: -0.68 eV and -0.73 eV for
position 1 and 2, respectively. This weak adsorption energy is also reflected in a
rather long C-H bond of 1.13 Å (for CH4 it is 1.09 Å). The results are in good
agreement with literature values for graphene, which range from -0.87 to -0.67 eV
[CLMT09, SJ02, HŠX+06, KJ08, FMA03, DSL04, RDN+07, CCPC07, LFM+04].
For comparison the insertion of hydrogen in bulk graphite was studied. As for
the surface, hydrogen forms a weak covalent bond with the graphite matrix. The
insertion energies are almost equal to the adsorption energies for the (001) surface:
-0.63 eV and -0.76 eV for position 1 and 2, respectively. Position 2 is slightly
preferred since the hydrogen is centered exactly above the center of a six-membered
ring.

Contrary to the (001) surface, both the (100) and (110) surfaces have dan-
gling bonds, which become saturated when hydrogen is adsorbed. The adsorp-
tion of H2 on the (100) and (110) surface of HOPG was studied by Diño et al.
[DNK+04, DMN+04]. However, since they explored the potential energy surface
of this process they did not optimize the surface (all C-C bond lengths are 1.42
Å). This leads to a broad range of their Ead: from -5.0 to -4.0 eV per H2 for (110)
and from -4.7 to -3.2 eV per H2 for (100). All the other available literature values
are reported as Ead per H atom. The H2 bond energy is about -4.5 eV (at the
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Figure 4.8: Optimized structures obtained for different cases of hydrogen adsorp-
tion on the (001), (100) and (110) surfaces. a) Top view of the two adsorption sites
for hydrogen on the (001) surface. b) Top and c) side views of the chemisorption
of hydrogen on the (001) surface. d) Spin density plot for the (100) surface. Each
edge carbon has a localized spin. (100) surface with e) one and f) two chemisorbed
hydrogen atoms. Spin density plots are omitted for better visibility, but all un-
saturated edge carbons have a localized spin. g) Spin density plot for the (110)
surface with one chemisorbed hydrogen. h) and i) show the (110) surface with
two chemisorbed hydrogen atoms for the h) 110-2H-a and i) 110-2H-b configura-
tions, respectively. Isovalues for spin density plots are 0.05 (red) and -0.05 (blue)
e/bohr3.

PBE level); this yields Ead from -4.8 to -4.3 and from -4.6 to -3.9 eV per H for
the (110) and (100) surface, respectively. The calculated Ead for adsorption of
two H on the (110) and (100) surface of Yang et al. [YY02] are -3.7 and -3.9 eV
per H, respectively. Sha et al. [SJ04] obtained an Ead of -5.0 eV for H on the
(100) surface. Thus, in the literature it is not completely clear which surface binds
hydrogen more strongly.

In Table 4.7, the Ead for all investigated adsorption processes are summarized.
In the following the focus is laid on adsorption on surfaces (100) and (110). In
sections 4.2.2 and 4.2.3, adsorption on reconstructed surfaces and vacancies is
explained.
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Adsorption on the (100) surface is a much more stabilizing process (Ead differs
by a factor of 7) compared to the adsorption on the (001) surface. The adsorption
of H on the (100) surface hardly perturbs the surface structure: Edef of the lattice
is only 0.05 eV (see Table 4.7).

The ground state of the (100) surface is the high-spin state. Due to spin
contamination the magnetic moment per unsaturated carbon is about 1.3. For each
adsorbed hydrogen the total magnetic moment decreases by one. The magnetic
moment of the neighboring edge carbons shows no significant change.

When a second hydrogen adsorbs on the same graphene plane of this surface,
Ead doubles. This shows that there is almost no interaction between neighboring
hydrogen atoms (they are 2.5 Å apart) and that the adsorption of H on the (100)
surface is a highly local process.

For three adsorbed hydrogen atoms which corresponds to a fully covered plane
in this model, the angle ∡C4-C1-C5 decreases to 122 degrees and approaches the
ideal value of 120 degrees for a sp2 carbon as in benzene.

Edef for 1 to 3 adsorbed hydrogen atoms never exceeds 0.13 eV, which is almost
negligible. This shows that the graphite matrix does not change significantly upon
hydrogen adsorption since the edge carbons are almost perfectly oriented to bind
an approaching hydrogen.

Furthermore, when two hydrogen atoms bind to two edge carbons which belong
to two different planes, there is hardly any difference between the two adsorption
energies (the energy difference ∆E is 0.01 eV). This shows as well that the hydrogen
atoms barely interact with each other. The structure of Diño et al. [DNK+04]
which yields an Ead of -4.6 eV resembles this structure. Their result agrees rather
well with the Ead of -5.0 eV obtained here (full relaxation of Diño’s structures
might have yielded even better agreement). Excellent agreement with the result
of -5.0 eV reported by Sha et al. [SJ04] is found.

Hydrogen adsorption on the (110) surface is also a more stabilizing process
(Ead differs by a factor of 5) compared to the adsorption on the (001) surface.
When atomic hydrogen adsorbs on the (110) surface and forms a bond with C1
the local deformation of the graphite lattice is more pronounced. The ground state
has a magnetic moment of 1.0 µB; the unpaired electron is strongly localized on
the neighboring carbon atom C2 as shown in the spin density plot in Figure 4.8.
This adsorption leads to a weakening of the C1-C2 bond, which can be seen by
the C1-C2 bond length increase to about 1.34 Å, and the C1-C2-C5 angle decrease
by almost 10 degrees. The weakening of the C1-C2 bond as well as the local
deformation of the surface are major factors for this Ead being higher than on the
(100) surface, as shown in Table 4.7. Edef is 10 times higher for the (110) surface
(0.54 eV), which accounts for 40 % of the difference in adsorption energies. The
other part is due to the spin localization.
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Table 4.7: Hydrogen adsorption (Ead in eV/H atom) and deformation (Edef in eV) energies
on the different graphite surfaces with respect to the number of adsorbed H. (100)rec/(110)rec
denote the in-plane reconstructions, (100)arch/(110)arch and (100)bilayerarch /(110)bilayerarch denote the
slab and bilayer models of the arch-shaped reconstruction, respectively. Vac(α, β) and Divac
denote the (001) surface with mono- and 5-8-5-divacancies, respectively. The different explored
configurations are: a) on the same graphene plane, b) on two different graphene planes, c) two H
per edge carbon, d) 110-2H-a, e) 110-2H-b, f) 100rec-2H-a/110rec-2H-a, g) 100rec-2H-b/110rec-
2H-b, h) ortho, i) meta and j) para (see Figure 4.8); k) correspond to the vacancies on the (001)
surfaces (in parentheses, the adsorption energies of H with the same defects in bulk graphite are
given for comparison).

System Nb. of H Conf. Ead Edef

(100)

1 - -4.99 0.05

2
a -4.99 0.10
b -5.00 0.11
c -3.89 0.60

3 - -4.98 0.13
4 c -3.63 1.12

(110)

1 - -3.73 0.54

2

d -4.37 0.72
e -3.64 1.02
b -3.73 1.08
c -2.68 1.59

3 - -4.08 1.13

4
a -4.29 1.25
c -3.40 2.54

(100)rec
1 - -2.80 0.93

2
f -3.80 1.35
g -2.81 1.78

(110)rec

1 - -2.63 0.79

2
f -3.68 1.27
g -2.62 1.55

(100)arch

1 - -2.19 0.77

2
h -2.86 1.52
i -2.35 1.61

(110)arch

1 - -2.39 0.61

2
h -2.56 1.20
i -2.42 1.40
j -2.64 1.24

(100)bilayerarch

1 - -1.24 1.01

2
h -2.02 2.34
i -1.37 2.46
j -1.88 2.08

(110)bilayerarch

1 - -1.28 1.00

2
h -2.22 2.54
i -1.37 2.26
j -1.94 1.98

Vac(α)
1 k -4.17 (-4.13) 0.25 (0.26)
2 k -3.34 (-3.39) 1.16 (0.39)

Vac(β)
1 k -4.15 (-4.15) 0.28 (0.22)
2 k -3.31 (-3.35) 1.19 (0.35)

Divac

1 k -2.27 (-2.21) 0.77 (0.69)
2 k -3.28 (-3.30) 2.31 (2.24)
3 k -3.25 3.68
4 k -3.55 3.98
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There are two ways to add a second hydrogen adjacent to the first one on
the same graphene plane: either on the same six-membered ring (C2) or on the
neighboring six-membered ring (C3). These two configurations are called 110-2H-a
and 110-2H-b, respectively. They are shown in Figure 4.8. For these structures
major differences are found. The configuration 110-2H-a is largely favored; Ead

per H atom differs by 0.8 eV with respect to 110-2H-b. This is due to the fact
that the saturation of both adjacent edge carbons recreates a system of conjugated
bonds. The C1-C2 bond length is 1.37 Å, the angle ∡C2-C1-C5 (and its symmetric
counterpart) for the edge carbons are 120.6 degrees. This is not the case for 110-
2H-b, in fact its formation creates another local deformation of a six-membered
ring. Edef is 0.25 eV higher with respect to 110-2H-a. The ground state of 110-
2H-b is antiferromagnetic, but the magnetic state with 2.0 µB lies only 0.06 eV
higher in energy. Diño et al.[DMN+04] found the same trend for the difference of
the adsorption energies (0.5 eV/H) of the two configurations, but their adsorption
energies are underestimated by 0.4 eV for 110-2H-a and 0.7 eV for 110-2H-b.
However, since their graphite surface is not fully relaxed the contribution of lattice
deformation energy is excluded, which decreases adsorption energies.

For the adsorption of a third hydrogen, the only possibility is to bind to a
carbon with an unsaturated edge carbon neighbor, thus the same trends as for one
adsorbed H are observed. For a fourth adsorbed hydrogen the trend of 110-2H-a
is reproduced.

The same trend as for configuration 110-2H-b is found when the two hydrogen
atoms adsorb on two carbons which belong to different graphene planes. The
slightly lower Ead (∆E = 0.09 eV) is due to less steric repulsion between the
hydrogen atoms for this structure.

To summarize, for the (110) surface the adsorption processes are no longer in-
dependent. Formation of 110-2H-a like structures is favored over other structures;
this configuration is more stable by at least 0.6 eV per H atom compared to all
the other.

For both surfaces, (100) and (110), it is possible that two hydrogen atoms ad-
sorb on one edge carbon. This leads to a sp3 hybridization of the edge carbon.
Optimized structures are shown in the Appendix C. Adsorption on the (100) sur-
face is more stable, Ead per H atom differs by 1.2 eV per H atom. This trend agrees
qualitatively with the results of Yang et al. [YY02], but their Ead are overestimated
by 1.1 and 0.7 eV per H atom for the (100) and (110) surface, respectively (this
might be due to their use of molecules as surface models). The angle H-C1-H takes
106.5 degrees for the (100) and 105.2 degrees for the (110) surface, thus showing
the increased sp3 character of the edge carbon. Both hydrogen atoms are above
the interlayer space (see Appendix C). Since these structures are far less stable
(∆E is 1.07 and 1.69 eV per H atom for the (100) and (110) surfaces, respectively)

78



Chapter 4. Ab Initio Calculations 4.2. Properties of 3H in Graphite

only Ead for adsorption on one and two carbons are reported in Table 4.7.
When adsorption of hydrogen on the three surfaces is compared, the trend of

stability is (100) > (110) > (001), thus the (100) surface forms the most stable
bonds. Considering the surface energies of these three surfaces, it can be noticed
that these two properties are directly related: A higher surface energy leads to a
more stable structure for hydrogen adsorption.

In the next section the focus is laid on the change of adsorption properties of
hydrogen when the surfaces (100) and (110) are allowed to reconstruct.

4.2.2 Reconstructed Surfaces

Surface reconstructions of the (100) and (110) surfaces can be divided into two
groups. The first group consists of reconstructions where edge carbons of one
graphene plane can regroup to create patterns which differ from the zigzag or
armchair edges. For graphene nanoribbons, several reconstructed surfaces as well
as their interaction with hydrogen were studied on a theoretical level [KMH08,
WSS+08, KObuQF11]. For this study the two reconstructions were chosen which
yield weaker adsorption energies than for the unreconstructed armchair edge since
this makes them possible candidates for the second trap according to Kanashenko’s
and Atsumi’s hypothesis. These in-plane reconstructions are shown in Figure 4.9.
The first reconstruction stems from the (100) surface by rotating a C-C bond by
90◦ similar to the Stone-Thrower-Wales defect (C5-C6 in Figure 4.9). It results
in a sequence of heptagons and pentagons. The second one stems from the (110)
surface and yields a sequence of two heptagons and one hexagon by rotating a C-C
bond which connects two armchair hexagons by 90◦ (C5-C6 in Figure 4.9).

The second group consists of reconstructions where dangling bonds of the (100)
and (110) surface are saturated by forming bonds between edge carbons of two
adjacent graphene planes, called arch-shaped edges. This effect was observed by
conducting TEM and HRTEM measurements (see Ref.[RCG13] and references
therein).

As shown in Figure 4.9 only two limiting cases are considered for the arch-
shaped edges with respect to the curvature of the arch: The first case is the surface
reconstruction of a graphene bilayer which is only periodic in one dimension and
allows full relaxation orthogonal to the graphene plane (called bilayer model).
This reconstruction results in a low curvature. The second case is the surface
reconstruction of slab models with two graphene planes per supercell which is
periodic in 2 dimensions and limits the relaxation to give a surface with a high
curvature (called slab model). The difference in periodicity of these two models as
well as a schematic description of the reconstruction process are shown in Figure
4.10. A model similar to the slab model used here was already used to study the
chemistry of sulfur in graphite [ALO+13].
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Figure 4.9: Reconstructed surfaces of in-plane and arch-shaped reconstructions.
In-plane reconstruction of the a) (100) and b) (110) surface, arch-shaped recon-
structions for c) (100) and d) (110) slab models, and for e) (100) and f) (110)
bilayer models. For c)-f) the left and right pictures are their side and top views
(perpendicular to the z-axis), respectively. Slab models are periodic in x- and
y-directions, bilayer models only in the x-direction.
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(a)

(b)

(c)

Figure 4.10: Top view of the a) 2-D slab model and b) 1-D bilayer model of the
reconstructed (100) surface. The system within the blue lines shows the supercell
used for the calculations; the replication in the a) x- and y-directions and b)
x-direction show the periodicity of the slab and bilayer models. c) Schematic
description of the (110) surface reconstruction. Red atoms constitute the surface
atom layer, red lines show the new interlayer bonds.
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The formation energies of the different reconstructed surfaces are given in Table
4.8. The in-plane reconstruction is only exothermic for the (100) surface which is in
line with Ref. [KMH08]. For all arch-shaped edges this process leads to more stable
structures since no dangling bonds remain. It can be seen that reconstruction of
the (100) surface is systematically more stabilizing whatever the reconstruction
type. This is coherent with the higher surface energy.

Table 4.8: Formation energies (Eform in eV) of the reconstructed surfaces and
bilayers per edge carbon and of the mono- (Vac(α), Vac(β)) and 5-8-5-divacancies
(Divac) on the (001) surface. (100)rec/(110)rec denote the in-plane surface re-
constructions; (100)arch/(110)arch and (100)bilayerarch /(110)bilayerarch denote the slab and
bilayer models of the arch-shaped reconstructions, respectively.

System Eform

(100)rec -0.55

(110)rec 0.15

(100)arch -1.61

(110)arch -1.04

(100)bilayerarch -2.04

(110)bilayerarch -1.37

Vac(α) 7.39

Vac(β) 7.35

Divac 6.94

For both in-plane reconstructions studied, the edge carbons which are available
for hydrogen adsorption belong to heptagons. The local structure is similar to the
(110) surface, C1-C2 bond lengths for both systems decrease to 1.24 Å (see Figure
4.9 for the description of atoms). The optimized structures for adsorption of one
and two H atoms on the two studied reconstructed surfaces are shown in Figure
4.11. The adsorption of one H on the reconstructed (100) surface is more stabilizing
by 0.2 eV. This agrees with the findings of Ref. [KMH08]. For both systems a
localized spin is observed on C2 (the C-H bond is formed with C1), the ground
state has a magnetic moment of 1.0 µB. The H adsorption locally deforms the
surface (Edef is 0.93 eV and 0.79 eV for the (100) and (110) surface, respectively).
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Figure 4.11: Optimized structures of different cases of hydrogen adsorption on the reconstructed
(100) and (110) surfaces: The in-plane reconstructed (100) surface with a) one H and two H for b)
configuration (100)rec-2H-a and () configuration (100)rec-2H-b. The in-plane reconstructed (110)
surface with d) one H and two H for e) configuration (110)rec-2H-a and f) configuration (110)rec-
2H-b. The arch-shaped reconstructed (100) surface with g) one H and two H in h) ortho and i)
meta positions; the reconstructed (110) surface with j) one H, two H in k) ortho, l) meta and m)
para positions. The left and right pictures for g)-m) are their side and top views, respectively.
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The second H can again be adsorbed in two different ways as for the (110)
surface as shown in Figure 4.11. These structures are called 100rec-2H-a/110rec-
2H-a and 100rec-2H-b/110rec-2H-b. 100rec-2H-a/110rec-2H-a are the more stable
configurations since the deformation is much less pronounced (Edef is 0.3-0.4 eV
smaller) and the ground state is non-magnetic with no localized spins. Configu-
rations 100rec-2H-b and 110rec-2H-b are less stable, Ead per H atom differs by 1.0
eV and 1.1 eV, respectively. For these structures a second localized spin is found
at C4 (the second C-H bond is formed with C3), however the ground state is also
non-magnetic. Edef is about two times higher than for adsorption of one H. Thus
for H adsorption, the same tendencies as for the (110) surface are found.

For the arch-shaped reconstruction the curvature leads to an increased sp3

character of the surface carbons even though no dangling bonds remain. A mea-
sure of this curvature can be the dihedral angle between an edge carbon and its
three next neighbors. The angles are 39◦ and 40◦ for the (100) and (110) slab
models, and 17◦ and 18◦ for the (100) and (110) bilayer models, respectively (the
angles for the (001) surface of graphite and diamond are 0◦ and 60◦, respectively).
Another measure is the maximum separation between the two layers. It is 4.1
and 4.0 Å for the (100) and (110) slab models, respectively and 9.0 Å for both
bilayer models. Both of these measures show that the curvature is much higher
for the slab models. A higher curvature increases the the C-H bond strength; thus
adsorption of atomic H is more stable by a factor of 2 for the bilayer models and 4
for the slab models compared to the (001) surface. This trend agrees qualitatively
with the findings of Ruffieux et al. [RGB+02], who compared hydrogen adsorption
on graphite to a carbon nanotube and C60, as well as Tozzini et al. [TP11], who
studied hydrogen adsorption on curved graphene. Both found an increasing C-H
bond strength with increasing curvature. This leads to a shortening of the C-H
bond to about 1.10 Å compared to 1.13 Å on the (001) surface. As is also observed
for the pristine (001) surface the formation of the C-H bond lifts the C atom by
about 0.25 and 0.18 Å for the reconstructed (100) and (110) surfaces, respectively.
Ead for both surfaces is almost the same, which is due to their similar curvature.

The H atoms have the tendency to form dimers [BJW+09] and clusters [HRX+06]
on the graphene planes. For the adsorption of a second H atom on the (001) sur-
face, it was shown that the preferred adsorption sites are in vicinity of the first
hydrogen [ŠRH+09]. For the ortho and para configurations, adsorption of two hy-
drogen atoms is a more stabilizing process (by a factor of two) than the adsorption
of two isolated hydrogen atoms. This leads to the preferred formation of dimers
[BJW+09] and clustering [HRX+06]. The order of stability is ortho > para > meta
for these three configurations [ŠRH+09]. However, the ortho and para configura-
tion differ only by 0.03 eV.

For the reconstructed (110) slab model, the order is switched to para > ortho
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> meta, but Ead of all three configurations lies in a close range of 0.2 eV (as op-
posed to 1.1 eV for the (001) surface[ŠRH+09]). For the reconstructed (100) slab
the same order is found for the two configurations studied, i.e. ortho > meta (the
para configuration was omitted since the C atoms in para position are at least 0.4
Å below the surface).

For the bilayer models, the trend of Ref. [ŠRH+09] is reproduced. Compared
to the slab models, H adsorption is a less stabilizing process due to the smaller
initial curvature as well as the higher flexibility of the bilayers which leads to a
higher deformation. The maximum separation between the two layers decreases
by 1.3 Å for one hydrogen and by 1.9-2.7 Å for two chemisorbed hydrogen atoms.
This leads to Edef , which are 50-100 % higher compared to the slab models (see
Table 4.7). Figure 4.11 shows the optimized structure for adsorption of hydrogen
on the slab model surfaces (the ones for the bilayer model surfaces are shown in
the Appendix D).

It should be noted that Ead more than doubles (which means Ead per H atom
decreases) for all reconstructed surface models when a second H adsorbs in either
the ortho, meta, or para position. Thus, a preferred formation of dimers is also
found as for the pristine (001) surface.

In the next section the focus is laid on the influence of point defects, which for
instance are created by irradiation, on the adsorption properties of hydrogen.

4.2.3 Point Defects

Creation of monovacancies and divacancies on the (001) surface by removal of a
carbon atom is a highly endothermic process. These defects were already studied
in detail by several authors [TEEBH03, LFM+04, ZZY+10]. The three treated
vacancies are shown in Figure 4.12. The Eform for the creation of a monovacancy
(7.4 eV, see Table 4.8) agrees well with literature values of 7.5 ± 0.5 eV (see Ref.
[TH07] and references therein). A monovacancy leads to a surface reconstruction
with one dangling bond remaining. The formed C1-C2 bond is rather weak with
a bond length of 2.05 Å. Due to the dangling bond the local spin density on the
unsaturated carbon is ≈0.97 µB (the total magnetic moment is about 1.5 µB due
to spin contamination). For graphite, two different monovacancies are possible.
For the α-vacancy, the vacancy is atop of a carbon atom of the graphene plane
underneath the surface plane, whereas for the β-vacancy it is atop the center of a
six-membered ring of the underlying plane.

For divacancies, several reconstruction processes are known [KIYL11]. For
the 5-8-5 divacancy, the surface reconstructs in a manner that no dangling bond
remains and the ground state is non-magnetic. This reconstruction is also found
for extended vacancy lines [TLH+14], which shows that the model system is a
reasonable approximation for bigger systems.
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Figure 4.12: Top view of the optimized structures for the a) α- and b) β-vacancies,
and c) the 5-8-5 divacancy on the (001) surface. Isovalues for spin density plots
are 0.05 e/bohr3.

In Table 4.7 the adsorption energies for the saturation of monovacancies with
atomic hydrogen are shown.

The saturation of the dangling bond leads to a non-magnetic ground state. As
can be seen in Figure 4.13 hydrogen does not remain in the graphene plane when it
is chemisorbed on the vacancy on the (001) surface. Two conformations with very
similar adsorption energies were found. The first and more stable one is similar to
the findings of Allouche et al. [AF06], where the hydrogen and its bonded carbon
are above the graphene plane. For the second conformation both are directed
toward the plane lying below the surface. ∆E between the two conformations
is only 0.02 eV. The obtained adsorption energies (-4.15 and -4.17 eV for the α
and β-vacancy, respectively) are in good agreement with the published results for
adsorption at a vacancy in graphene (-4.36 eV [LFM+04] and -4.14 eV [AF06]).

A second hydrogen can be adsorbed on the carbon where the first hydrogen is
adsorbed to. Ead for this process is 1.7 eV less than twice Ead for the first hydrogen
due to the sp3 hybridization and larger deformation of the lattice. Again, two
different conformations are found for both vacancies which are similar in stability
(∆E = 0.04 eV). For the first one both hydrogen atoms as well as the carbon are
above the graphene plane. For the second one the carbon is lying in the graphene
plane, one hydrogen is above and one below the surface. No stable conformation
is found where both hydrogen atoms are beneath the surface. When the bond
energy of H2 is taken into account the adsorption energies are about -2.1 eV, thus a
dissociation and adsorption of H2 at a monovacancy is a highly exothermic process
(even though there is likely a barrier to overcome). Lehtinen et al. [LFM+04] and
Allouche et al. [AF06] showed that a second more stable structure exists. Here,
one H atom binds to the unsaturated C and the second one forms a bond with
either C1 or C2 (see Figure 4.12 for the description of atoms).

For the divacancy, there are no dangling bonds; thus the adsorption of hydro-
gen is much less stable (by 45 %) compared to α or β-vacancies (see Table 4.7).
However, the strain in the formed 5-8-5 ring still leads to a stronger H adsorption
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Figure 4.13: Top (left) and perspective (right) views of the optimized structures
of hydrogen chemisorption on the mono and divacancies. Vacancy(α) with a) one
and b) two hydrogen atoms. Divacancy with c) one, d) two, e) three, and f) four
hydrogen atoms, respectively.

than for a pristine (001) surface. The preferred adsorption position is above the
carbon (C1) with which the covalent bond is formed (see Figure 4.13). The elon-
gated bonds make it easier for the carbon to move out of the graphene plane by
about 0.15 Å. However, the relative rigidity of the graphene plane leads to a struc-
ture, which resembles the adsorption on the pristine (001) surface. This results in
a C-H bond length of 1.11 Å, thus 0.03 Å longer than the usual C-H bond length
(≈ 1.08 Å), but 0.02 Å shorter than for adsorption on the (001) surface.

A second hydrogen can either adsorb on C2 or on the opposite end of the
divacancy (C3/C4). Here, only the first case is considered since it is thermody-
namically more stable (Ead for the second case is about twice the Ead for one
chemisorbed hydrogen). For this configuration one hydrogen is above and one be-
low the surface since this minimizes steric repulsion between the hydrogen atoms.
The C1-C2 bond is broken by this process. Even though this bond breaking costs
energy ( Edef increases by 1.4 eV), Ead is much more (1.0 eV per H atom) than
twice the Ead for the first hydrogen. The reason for this large stabilization is the
increased strength of the C-H bond, which shortens the C-H bonds to 1.08 Å. For
this configuration, Ead with respect to H2 is also -2.1 eV, thus dissociation at a
divacancy also is exothermic (although this dissociation also likely has a barrier).
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To fully saturate the divacancy, two hydrogen atoms can adsorb on the opposite
side of the divacancy. The adsorption of a third H does not resemble the first
process. Ead per H atom is 1.0 eV more stabilizing compared to the first H even
though Edef of the lattice is 0.6 eV higher (when comparing the difference between
Edef for 3 and 2 H to that for one H). For the relaxed geometry the H lies in
the graphene plane. Contrary to the first adsorption, the C3-C4 bond is very
elongated in the initial state due to the strain induced by the two adsorbed H.
The bond length is 2.08 Å but no spin localization is observed, which implies a
very weak bond that can easily be broken by H adsorption. A localized spin can
be observed on C4, when H forms a bond with C3. Finally, for a full saturation
of this defect the most stable conformation has two H lying above the surface and
two beneath the surface: Ead per H atom is the most stable for four hydrogen
atoms. The increase of only 0.3 eV for Edef shows that C4 in the initial state is
already well-positioned for the adsorption.

Hydrogen binds to vacancies and divacancies in graphite bulk as strongly as
on the (001) surface. The trapped hydrogen atoms are located in the interlayer
space. However, since the formation energies are slightly lower (≈ 0.05 eV) than
Ead on the surface, this shows that steric repulsion is negligible when hydrogen
is trapped at a vacancy in the bulk. This correlates well with the change of the
lattice parameter c, which only increases by 0.02 to 0.06 Å. It should be noted that
the only stable conformation for two hydrogen atoms at a monovacancy in bulk
graphite is the one with one hydrogen above and one below the graphene plane.
This explains the lower Edef since the lattice is hardly perturbed.

4.2.4 Discussion

Trap 1 in nuclear graphite is supposed to be the zigzag edges of dislocation loops.
Following Kanashenko’s hypothesis, the (100) surface model is assumed to be
equivalent to these edges. The adsorption energy is about -5.5 eV/H2 compared to
Kanashenko’s -4.4 eV/H2, which is a quite large difference. However, Kanashenko
obtained his result by assuming a C-H bond energy of -4.45 eV (taken from the
bond energy of benzene) and a H-H bond energy of -4.5 eV. While the H-H bond
energy is correct, the C-H bond energy for benzene was shown to be -4.86 eV
[DBD+95]. This would result in an estimate of -5.2 eV, which is much closer
to the result of this study. The most recent experimental adsorption energy is
reported as -4.6 eV [ATS11]. Thus, both Kanashenko’s estimate and the presented
results for the zigzag edges underestimate this experimental result (by 0.6 eV
and 0.9 eV, respectively). For prismatic edge dislocations, Suarez-Martinez et al.
[SMSH+07] showed that the zigzag edge carbons actually form two interlayer single
bonds and become fully saturated. However, the armchair edge forms no interlayer
bonds and is very similar to the (110) model surface. This suggests that only the
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armchair edges are available for hydrogen adsorption without breaking of C-C
bonds. Ead for configurations 110-2H-a and 110-2H-b of the (110) surface model
are -4.2 eV/H2 and -2.8 eV/H2, respectively. The more stable configuration 110-
2H-a overestimates the experimental results only by 0.4 eV. Thus the measured
value lies between the theoretical results of the two model systems. The differences
could be due to the difficulty to compare experimental data measured at elevated
temperatures (> 750 ◦C) with theoretical ab initio results of well defined structures
at 0 K. The obtained results clearly show that Kanashenko’s conclusion for trap
1 in nuclear graphite needs a revision. First, his estimation needs to be corrected
and second, both zigzag and armchair edges should be considered as traps.

Atsumi reports an adsorption enthalpy of -2.6 eV/H2 for H2 adsorption on
graphite [ATS11] in agreement with the extrapolated adsorption enthalpy of -
2.5 eV/H2 obtained by Redmond and Walker [RW60]. For the studied in-plane
reconstructions, the adsorption energies with respect to H2 are -3.1 eV/H2 for
configuration (100)rec-2H-a and -2.9 eV/H2 for (110)rec-2H-a. For the arch-shaped
reconstructions, the lowest adsorption energies with respect to H2 are -1.2 and -0.8
eV for the (100) and (110) slab, respectively. For both types of reconstructions,
these results agree with Kanashenko’s hypothesis that the (100) edges of crystal-
lites are preferred. However, the differences are rather small which implies that
both reconstructed surfaces can be traps. Compared to experiment the in-plane
reconstructions underestimate and arch-shaped reconstructions overestimate the
adsorption energy. However, the in-plane reconstructions are in better agreement
with experiment which suggests that this type is predominantly found in nuclear
graphite. Finally, taking into account that the in-plane reconstruction of the (110)
surface is endothermic, this suggests that the second trap is indeed the in-plane
reconstructed (100) surface of crystallites. The better agreement of experiment
with calculated H adsorption energies on in-plane reconstructions serves as indi-
rect evidence that crystallite edges are open in nuclear graphite.

Point defects caused by irradiation also serve as a strong trap for hydrogen.
Compared to the surfaces the formed bonds are stronger than on all surfaces
except the (100) surface. Extended defects, such as the 5-8-5 divacancy, are a
weaker trap compared to monovacancies. This is true for the surface as well as for
bulk graphite.

Thus the overall order of reactivity for adsorption on defects is (100) > Vac >
(110) > (100)rec > (110)rec > (110)arch > Divac > (100)arch.
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4.3 Properties of 36Cl in Graphite

4.3.1 Surfaces

The adsorption of Cl was studied on the three surfaces (001), (100), and (110). Ead

are given in Table 4.9. It should be noted that the general trends of the relative
stabilities are the same for the applied functional PBE0 as those obtained with
PBE presented in section 4.2.1. For systems with non-covalent interactions, results
obtained with PBE and PBE0 are presented since they differ quite strongly

In Figure 4.14, representative images of the optimized structures after Cl ad-
sorption are shown. Cl does not form a covalent bond on the (001) surface, however
Ead is still -0.99/-0.53 eV (PBE/PBE0). This is a rather strong non-covalent inter-
action, analysis of the Mulliken charges reveals that about 0.49/0.58 electrons are
transferred to Cl. Thus, the Cl adsorbs on the (001) surface by forming a charge
transfer complex. This was also shown by several authors for a Cl adsorption on
graphene [WKL09, YZW+12, SC12, ZZY+13, LZX14]. This phenomenon is not
found for adsorption of Cl2 on this surface. The Cl-Cl bond is orthogonal with
respect to the surface for its most stable structure. Here, Ead is only -0.33 eV and
the Mulliken charge associated with the Cl2 is only -0.10 for the Cl closer to the
surface and -0.08 for the other. In Figure 4.15, the BSSE corrected interaction
energy curve for the Cl adsorption on graphene is shown which was used to fit
the charge transfer interactions of the developed potential (see section 5.1.4). The
interaction decays very slowly with increasing distance, at a separation of 10 Å
the interaction has only decreased by about 50 %.

Table 4.9: Chlorine adsorption energies (Ead in eV/Cl atom) on the different
graphite surfaces with respect to the number of adsorbed Cl atoms. The different
explored configurations are: a) on the same graphene plane, b) on two different
graphene planes, c) 110-2Cl-a, d) 110-2Cl-b.

System Nb. of Cl Conf. Ead

(001)
1 - -0.99a/-0.53b

2c - -0.33a/-0.11b

(100)
1 - -4.12b

2 a -3.89b

3 a -2.57b

(110)
1 - -3.10b

2
c -3.48b

d -2.50b
aPBE; bPBE0; c Cl2
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Figure 4.14: Optimized structures obtained for different cases of Cl adsorption on
the (001), (100), and (110) surfaces. a) (100) surface with (a) one, b) two, and c)
three chemisorbed Cl atoms. Spin density plots are omitted for better visibility,
but all unsaturated edge carbons have a localized spin. d) (110) surface with one
chemisorbed Cl. e), f), and g) show the (110) surface with two chemisorbed Cl
atoms for the e) 110-2Cl-a, f) side view and g) top view of 110-2Cl-b configurations,
respectively. Adsorption of h) Cl and i) Cl2 on the (001) surface.
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Figure 4.15: Interaction energy of Cl on the (001) surface. a) is a zoom around
the equilibrium, b) shows the long-range behavior of the interaction.
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For the other two surfaces, (100) and (110), Cl forms covalent bonds. This is
due to the unsaturated carbons that are formed upon creation of these surfaces.
Cl forms a stronger bond with the (100) surface. When Cl adsorbs on the (110)
surface, the C-C triple bond is broken and approaches the aromatic C-C bond
length. In addition, a localized spin is found on the surface carbon next to the
carbon that forms the C-Cl bond. This adsorption also deforms the surface, which
can be seen from Figure 4.15, whereas it stays almost unchanged for adsorption
on the (100) surface. These three processes are the reason why adsorption on the
(110) surface is weaker by 1.0 eV.

Size effects of Cl can already be seen when a second Cl adsorbs on a surface
carbon next to the first one; Ead/Cl is weaker by 0.2 eV. For a fully covered
graphene plane, this trend is even more pronounced; a weakening of Ead/Cl by 1.5
eV is found. Two different configurations were studied for a second Cl adsorption
on the (110) surface (see Figure 4.15). If a bond is formed with a carbon atom
which belongs to the same six-membered ring as the carbon atom with a C-Cl bond,
called 110-2Cl-a, Ead/Cl decreases by 0.4 eV. This is due to the saturation of the
six-membered ring. The spin localization is annihilated and the local deformation
reversed. All these processes improve the stability of the system. On the contrary,
adsorption on another six-membered ring next to the first, called 110-2Cl-b, would
lead to two Cl atoms which are only separated by about 1.6 Å if both rested in-
plane. This is circumvented by an opposing out-of-plane deformation of both Cl
atoms, however this large deformation in addition to a second localized spin leads
to a much less stabilized system; Ead/Cl differs by 1.0 eV with respect to 110-2Cl-a.

At this point, it should be noted that these results show exactly the opposite
behavior as found by Xu et al. However, a rerun of his calculations revealed some
kind of systematic error in his published results, since the relative stabilities for
the molecular systems approximating the (100) and (110) surface obtained here
show the same trend as the larger periodic model surfaces. The results for the
molecular systems can be found in the Appendix E.

In summary, Cl shows a complex behavior when interacting with the differ-
ent graphite surfaces. Ionic interaction via charge transfer is found for the (001)
surface, whereas covalent bonds are formed on the (100) and (110) surface.
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4.3.2 Point Defects

Atomic chlorine forms covalent bonds with α- and β-vacancies as well as the 5-8-
5-divacancy. The adsorption energies are given in Table 4.10 and the optimized
structures are shown in Figure 4.16.

When Cl adsorbs to a monovacancy, the formed bond creates a strong out-of-
plane deformation of the surface; the Cl is 2.3 Å above the graphene plane. Due to
this, the adsorption process is significantly less stabilizing compared to adsorption
on the (100) surface (∆E = 1.7 eV). The localized spin of the unsaturated C is
annihilated when the C-Cl bond is formed.

The interaction of Cl2 with a monovacancy leads to a barrierless dissociation
of Cl2. This results in a metastable state where the first Cl is located above the
vacancy position; thus it is effectively interacting covalently with three carbons.
A Mulliken charge analysis shows that it is positively charged (+0.9). The second
Cl is separated by 2.6 Å and has a Mulliken charge of -0.6. Thus, the interaction
is ionico-covalent. This state is less stable than a Cl adsorbed on a monovancancy
and a Cl adsorbed on the (001) surface by about 1.5 eV. Is should be noted that
the position of the adsorbed Cl screens the vacancy which avoids the formation of
a second covalent C-Cl bond.

For a divacancy, Cl adsorbs atop of a carbon atom. The form covalent bond
is rather weak (-1.1 eV) due to the sp3 hybridization of the carbon the Cl forms a
bond with. No C-C bond is broken during this process.

A second Cl can adsorb on different positions. The configuration shown in
Figure 4.16 is the most stable one. It is about twice the Ead for one Cl; thus,
steric repulsion is negligible if the two Cl adsorb on opposite sides of a divacancy.
Adsorption on the same side of the divacancy was also tested, this configuration
is much less stable (∆E = 1.0 eV).

Table 4.10: Chlorine adsorption energies (Ead in eV/Cl atom) on the (001) surface
vacancies. Vac(α, β) and Divac denote the (001) surface with mono- and 5-8-5-
divacancies, respectively.

System Nb. of Cl Ead

Vac(α)
1 -2.49
2 -0.98

Vac(β)
1 -2.49
2 -1.07

Divac
1 -1.10
2 -1.17
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Figure 4.16: Optimized structures for adsorption of a) one and b) two Cl atoms on
the (001) surface monovacancy and c) one and d) two Cl atoms on a (001) surface
divacancy.

4.3.3 Bulk Graphite

Due to its size, it is clear that Cl will have a large influence on its environment,
when it is inserted into bulk graphite. A larger supercell size (10 × 10) is needed
in order to allow the carbon planes to bend around the Cl (see Figure 4.17).
For the 5×5 super cells, the interlayer distance between graphene planes with an
inserted Cl increases to 5.4 Å, but no deformation is found due to the periodic
constraints. The Cl does not bond covalently to a graphene plane, but rests exactly
in the middle of two planes. As for the (001) surface, charge transfer occurs from
graphite to the Cl; the Mulliken charge is 0.12 and 0.16 for PBE and PBE0,
respectively. However, contrary to the (001) surface, the total insertion energy is
positive, thus Cl is not stable in graphite. For Cl2, a similar behavior is found;
the insertion energy is 3.84 and 4.10 eV/Cl, the total Mulliken charge of Cl2 is
0.10 and 0.03 electrons/Cl for PBE and PBE0, respectively. Compared to Cl,
this shows that two isolated Cl in bulk graphite are the preferred state. Electrons
transferred to Cl2 occupy antibonding σ∗ states, this weakens the Cl-Cl bond. For
PBE, spontaneous dissociation is found, the Cl-Cl distance increases to 2.98 Å.
For PBE0, there is almost no charge transferred; the bond length of Cl2 remains
constant.

Mono- and divacancies in bulk graphite show an important difference with
respect to the (001) surface. Again, significant size effects of Cl are found. For
both monovacancies the trapping of Cl is much less stabilizing than on the (001)
surface; the difference is almost 2 eV. This is due to the same reason as for the
Cl insertion in bulk graphite; the adjacent graphene plane is deformed due to the
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size of the Cl atom. For the divacancy, the completely opposite behavior is found.
The trapping and C-Cl bond formation can not counterbalance the deformation
and the trapped state is less stable than the dissociated state.

These results show that extended bulk defects could be selective toward Cl
trapping. Edge carbons which resemble a monovacancy and have a dangling bond
are able to trap chlorine, whereas carbons that underwent a reconstruction and
have three C-C bonds can not.

Table 4.11: Insertion energies (Eins in eV/Cl atom) for Cl and Cl2 in bulk graphite
and chlorine trapping at bulk vacancies. Vac(α, β) and Divac denote bulk graphite
with mono- and 5-8-5-divacancies, respectively.

System Nb. of Cl Eins

Bulk
1 3.19a/3.51b

2c 3.84a/4.10b

Vac(α)
1 -0.64
2 0.11

Vac(β)
1 -0.59
2 0.16

Divac
1 0.69
2 0.39

a PBE; b PBE0; c Cl2

(a)
(b)

Figure 4.17: Optimized structures of a) Cl and b) Cl2 in bulk graphite obtained
with PBE. The distance between the two Cl atoms is 2.98 Å which shows full
dissociation.
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4.3.4 Discussion

The interactions of chlorine with graphite are found to be rather complex. On
the three principal surfaces it behaves completely opposite depending on its form
(atomic or molecular) and the features of the surface.

On the (001) surface, atomic Cl forms a charge transfer complex with the
surface; a Mulliken charge analysis revealed that it is partially negatively charged.
However, in the form of Cl2 the interactions are much weaker (by a factor of three).
Only a small amount of charge transfer is observed, the other part of the attractive
interaction stems from van der Waals interactions. Cl2 adsorbed on this surface is
the most stable state.

Both the (100) and (110) surface have dangling bonds; thus, atomic Cl forms
strong covalent bonds when adsorbing on both of them. Both of these reactions are
barrierless as for hydrogen. Size effects are already observable for two adjacently
adsorbed Cl atoms on the (100) surface. If one dangling bond is surrounded by
Cl-saturated carbons, a significant barrier can be expected. This is indicated by
the larger Cl-Cl distance for two adsorbed Cl compared to the distance of two
adjacent unsaturated carbons. This shows that the steric repulsion of Cl-Cl is too
large at 2.54 Å. Additionally, the difference of Ead/Cl for one and three Cl atoms
is quite big (∆E = 1.5 eV). Thus a full saturation of the (100) surface with Cl
might not be possible.

On the (110) surface, adsorption of one atomic Cl is less stable than on the
(100) surface which is due to the deformation of the surface and spin localization.
Adsorption of a second Cl is largely preferred in the form of configuration (110)-
2Cl-a, the difference of Ead/Cl is 1.0 eV. The large out-of-plane deformation for
(110)-2Cl-b also indicated that a full saturation of this surface with Cl is very
unlikely.

A monovacancy on the (001) surface also forms a covalent bond with Cl. How-
ever, it is weaker compared to the (100) and (110) surface due to the steric repulsion
of Cl which causes a large out-of-plane deformation. The overall trend of stability
is (100) > (110) > Vac. Cl2 spontaneously dissociates and forms a ionico-covalent
metastable state. The most stable state is a Cl-saturated vacancy and an ad-
sorbed Cl on the (001) surface. Trapping at a divacancy is significantly weaker;
Cl adsorption does not cause a breaking of C-C bonds. Due to steric repulsion,
adsorption on opposite sites of a divacancy is preferred for two Cl atoms.

Compared to H, trapping of Cl is less stabilizing on the (100) and (110) surfaces
as well as at vacancies. When Cl is released by heating, no Cl2 was found in
the released gas [VGT+11]. The only species containing Cl was HCl. The bond
strengths of HCl and H2 are rather similar (4.44 eV and 4.48 eV, respectively).
However, the bond energy of Cl2 is significantly lower (2.51 eV).
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From a thermodynamic point of view, two scenarios are possible: first, a gas
phase reaction of H2 + Cl2 −→ 2 HCl with ∆E= -1.89 eV. This is energetically
very favorable, however it depends on the gas concentration of H2 and Cl2. Since
the concentration of Cl is very low in nuclear graphite and a no traces of Cl2
are found, this is unlikely the sole source of HCl. The second scenario involves
surface reactions. Since the bond energies of H2 and HCl are almost the same, any
exchange reaction of the kind ∼C–Cl + H2 → ∼C–H + HCl is thermodynamically
favored when H trapping is stronger than Cl trapping. This is at least the case
for the (100) and (110) surfaces as well as for vacancies. A third scenario which
is controlled by kinetics is the concerted detrapping of H and Cl from a surface to
give HCl. In reality, the surfaces are saturated by many different species. H atoms
could be adsorbed next to Cl atoms. If the barrier for detrapping of HCl is smaller
than for detrapping of Cl2 or H2, the existence of HCl in the gas phase could be due
to the faster detrapping reaction of HCl compared to other detrapping processes.

Cl is not stable in bulk graphite due to its size. The steric repulsion can not
be counterbalanced by the small amount of charge transfer which is observed.
However, the charge transfer is consistent with the findings that Cl is an acceptor
graphite intercalation compound (see Refs. [Hen52, JJS57]). The same is found
for Cl2; comparing the insertion energies shows that two isolated Cl atoms are
more stable than a Cl2 in bulk graphite; for PBE spontaneous dissociation is
observed. Thus, under reactor conditions it is likely dissociated. This agrees with
the experimental lack of Cl2 in bulk graphite [VTM+09].

The non-covalent interactions were investigated with two functionals PBE and
PBE0 due to the lack of comparable data. They yield rather different results on
the (001) surface; interactions for Cl and Cl2 obtained with PBE are 2-3 stronger
compared to PBE0. In addition, PBE predicts a dissociated Cl2 in bulk graphite
whereas there is a barrier for PBE0. Experimental evidence indicates that Cl2
does not exist in nuclear graphite [VTM+09]. MP2 calculations for Cl2 adsorption
on coronene as a model of the (001) surface agree well with Ead of Cl on the (001)
surface obtained with PBE (see section 5.1.3). Both of these findings support the
behavior described by PBE which indicates that this functional is better suited to
describe the non-covalent interactions of Cl with graphite. Thus, the parameters
for the potential will be fitted to the PBE results.
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4.4 Summary and Conclusion

The findings of these ab initio calculations are useful in two ways: first, they help
to understand the interaction of the radionuclides with its local environment and
second, the found properties can be used for the development of model potentials.

For H, adsorption on the surfaces (001), (100), and (110) yields the rela-
tive reactivities (100) >(110) > (001). Thus, the (100) surface forms the most
stable structures with hydrogen. The hypothesis of trap 1 in nuclear graphite
(zigzag edges of dislocation loops) is confirmed; a good agreement between the
Ead on the (100) and Kanashenko’s estimation is found after correcting an error
in Kanashenko’s assumption of the C-H bond energy. However, compared to the
experiment, the obtained adsorption energies are overestimated for the (100) sur-
face and underestimated for the (110) surface. This is likely due to the difficulty
to compare experimental data of complex ill-defined microstructures measured at
elevated temperatures (> 750 ◦C) with theoretical ab initio results of well-defined
structures at 0 K. Nevertheless, the unreconstructed zigzag edges cannot be the
only traps in graphite crystallites contrary to Kanashenko’s and Atsumi’s claims;
the (110) edges are also possible traps. Thus the current hypothesis for the first
trap needs to be refined.

Two types of reconstructions of (100) and (110) surfaces have been studied:
first, in-plane reconstructions which yield heptagon edge carbons and second, arch-
shaped reconstructions which result in no dangling bonds for both systems. For
both types, a decreased stability of H adsorption is found compared to unrecon-
structed surfaces. For arch-shaped reconstructions, hydrogen adsorption is consid-
erably stronger than on a pristine (001) surface due to the curvature of the surface.
Hydrogen adsorbs stronger on the reconstructed (100) surfaces which agrees with
Kanashenko’s hypothesis of the second trap in nuclear graphite. H adsorption
energies on in-plane reconstructed surfaces are in better agreement with experi-
ment. Since the in-plane reconstruction of the (110) surface is endothermic, this
suggests that the second trap is, indeed, the in-plane reconstructed (100) surface
of crystallites.

Point defects caused by irradiation, such as mono- and divacancies, are also
able to bind hydrogen strongly; a divacancy binds hydrogen less strongly than a
monovacancy. Thus, extended defects are weaker traps than monovacancies.

For Cl, similar trends are found when covalent bonds are formed. Adsorption
on the (100) surface is more stable compared to the (110) surface. A stark contrast
to hydrogen is found for the (001) surface. Isolated atomic Cl forms a rather strong
charge transfer complex with the surface and is partially negatively charged. For
Cl2, this behavior is not found; adsorption on the (001) surface is much weaker for
this species.

As for hydrogen, trapping of Cl at a monovacancy is much stronger than at a
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divacancy. However, compared to the surfaces (100) and (110) it is significantly
weaker. Cl2 spontaneously dissociates at a monovacancy which is not found for
H2.

The behavior in bulk graphite is another important difference of Cl and H.
Neither Cl nor Cl2 are stable in bulk graphite due to their size. Isolated Cl atoms
are more stable than Cl2, dissociation of Cl2 has a very low barrier. This means
that under reactor conditions Cl2 very likely does not exist which is consistent
with experimental findings.

When the results for H and Cl are compared, H adsorption is stronger than
Cl adsorption for all investigated traps. When graphite samples are heated, no
Cl2 but only HCl is detected. From the ab initio calculations, several scenarios
are deducible: a gas phase reaction of H2 and Cl2 to give HCl, a surface exchange
reaction ∼C–Cl + H2 → ∼C–H + HCl, or a preferred concerted detrapping of HCl
from the surface. These scenarios should be studied further in detail to determine
the barriers of these reactions.

In summary, the behavior of hydrogen is more simple than that of Cl. In
its atomic form H forms covalent bonds with all surfaces as well as in the bulk.
Contrary to that, interactions of Cl are sensitive to its chemical environment and
can be either covalent, charge transfer complex formation or simply van der Waals
interactions.

Thus, all of these interaction types are critically dependent on the electron
structure of the system. This shows the great challenge to the potential develop-
ment, where electrons are not explicitly considered and these informations need to
be extracted from structural features of the environment.
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Chapter 5

Preparation for Complex
Large-scale Simulations -
Potential Development

In this section the fitting procedure and performance of the potential is described
in detail. This step is necessary in order to make the accuracy obtainable by DFT
accessible to large-scale simulations which are more computationally efficient. The
potential aims to describe all possible interactions that can occur in graphite:
Covalent interactions that arise for trapping processes as well as non-covalent
interactions which are important for diffusion processes. In the first part, the
fitting procedure is explained; for the C-C interactions, only the changes to the
original LCBOP potential are given. For C-Cl and Cl-Cl interactions, the fitting
is described in detail. The notation of Ref. [LF03] is used for all parts concerning
LCBOP and that of Ref. [STH00] for all concerning the AIREBO-type potential.
In the second part, the potential is validated by studying the interactions and
diffusional properties on graphite surfaces and in the bulk material. Finally, the
results are summarized and conclusions are drawn.

5.1 Fitting Procedure

5.1.1 C-C Interactions

LCBOP Modifications for a C-Cl Potential

The potential was fitted for the simultaneous use of LCBOP for the C-C interac-
tions and an AIREBO-type bond order potential for the C-Cl and Cl-Cl interac-
tions. For LCBOP, two modifications to the short range interaction are introduced,
since the original version does not consider other neighbors than the carbon atoms.
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Both parts of the bond order Bij, the angle-dependent part bij and
F (Nij, Nji, N

conj
ij ), which accounts for conjugations effects, are affected when chlo-

rine atoms (k = Cl) are taken into account as neighbors of a carbon bonding pair
(i = j = C). The original definition of bij (see eq. 3.36) was extended to

bij =

⎛⎝1 +
∑
k ̸=i,j

fc(rik)G(cos θijk)H(δrijk)δkC + S
′
CCl(tc)G(cos θijk)HCl(δr̃ijk)δkC

⎞⎠−δ

.

(5.1)

It was found that the original G function can also be used for neighbors k =
Cl. However, a function HCl needs to be defined. It was fitted to reproduce the
single, double, and triple C-C bond lengths for the molecules C2Cl6, C2Cl4, and
C2Cl2.

The cutoff function S
′

CCl(tc) is chosen according to the definition of Brenner’s
REBO potential (see equation 3.16) to assure consistency with the potential that
covers the C-Cl and Cl-Cl interactions.

The function HCl takes a different argument δr̃ijk = rij − rik + roff . roff is
needed since the average C-C and C-Cl bond lengths are quite different, but the
functional form of HCl assumes that δrijk = 0 at the equilibrium. The final form
of HCl is

HCl(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
LCl

(
1 + κCl(x+ d)

(
1

1+[κCl(x+d)]10

)1/10)
, x < −d

a0 + a1x+ a2x
2 + a3x

3 + a4x
4 + a5x

5, −d ≤ x ≤ d

RCl
0 +RCl

1 (x− d), x > d

(5.2)

The fitted parameters are given in Table 5.1. The coordination number Ni is
extended and also defined for i = Cl and k = Cl. It is defined as follows:

Ni =
∑
k

fc(rik)δkC + S
′

CCl(tc)δkCl (5.3)

The definitions of Nij, N
conj
ij , N el

ij , and Mij remain unchanged. In Ref. [LF03],

M̃ij is defined as the number of neighbors k ̸= j of the atom i, which have a
coordination number ≥ 4. To account for neighbors k = Cl the extended function
is

M̃ij =
∑
k ̸=i,j

fc(rik)F (xik)δkC + S
′

CCl(tc)
4δkCl. (5.4)

Since Cl only forms σ-bonds with C where both contribute one electron, the
cutoff function S

′

CCl(tc) was found to be well-suited. The exponent of S
′

CCl(tc) was
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set to four since Cl exchange reaction barriers as described in section 5.1.2 were
better reproduced.

Table 5.1: Parameters for the HCl function.

roff 0.5 a0 2.29000
d 0.2 a1 1.42625
LCl 1.8 a2 -4.25000
κCl 1.8 a3 11.56260
RCl

0 2.5 a4 17.50000
RCl

1 1.0 a5 -86.71875

LCBOP Modifications for a C-H Potential

To describe interactions between carbon species and hydrogen, the LCBOP po-
tential was coupled with the existing AIREBO/M potential. The same approach
as presented in the previous section was adopted. All parts of the LCBOP poten-
tial modifications developed for the C-Cl potential can be applied to a potential
describing the C-H interaction. Only the parameter roff was changed to -0.25
to reproduce the bond length of a single, double, and triple C-C bond for the
molecules C2H6, C2H4, and C2H2.

ZBL Potential for Irradiation Simulations

Since the LCBOP potential was fitted to equilibrium data (binding energies, elas-
tic constants, etc.) its performance strongly depends on the simulation conditions.
This is especially true for irradiation simulations. The covalent interaction is de-
scribed by a sum of the exponentials. Thus, at a C-C distance of 0 the interaction
is finite and not physically correct. In addition, a comparison with a DFT poten-
tial of the C2 dimer (see Figure 5.1) shows that it is too repulsive for distances
between 0.05-0.5 Å. Thus, the standard LCBOP potential is not suited to perform
high-energy irradiation simulations where two atoms can get very close when they
collide.

The standard procedure for such simulations is to couple the potential describ-
ing covalent interactions to the ZBL potential (see section 3.3 for a description).
For C-C interactions, this procedure was already implemented in LAMMPS [Pli95]
for the Tersoff potential and also adopted for the EDIP potential [CRR+15]. Fol-
lowing the approach of LAMMPS, the total interaction is defined as

Vij = (1− fF (rij))V
ZBL
ij + fF (rij)V

LCBOP
ij . (5.5)
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Figure 5.1: Comparison of the LCBOP potential (blue) for C2 to the DFT potential
(black) obtained with PBE0/Def2-TZVP and the coupled LCBOP/ZBL potential.
The figure in the right upper corner shows the region around the equilibrium
distance.

fF is a Fermi-like cutoff function assuring a smooth scaling between the two
potentials that reads

fF (rij) =
1

1 + e−AF (rij−rC)
. (5.6)

The parameter AF defines the sharpness of the transition and rC is the cutoff of
the ZBL potential. AF was set to 65.26077 and rC to 0.95926. For the fit of these
two parameters the standard parameters of the ZBL potential as implemented in
LAMMPS [Pli95] were used. They were fitted in a way that the DFT potential is
reproduced in the repulsive region, but also maintaining the good description of
equilibrium properties of LCBOP. This required a rather sharp transition between
the two potentials. However, as can be seen in Figure 5.1, the coupled potential
describes both, the repulsive and the equilibrium region very well. This also shows
that the standard parameterization of the ZBL potential is well-suited for C-C
interactions.
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5.1.2 Covalent C-Cl and Cl-Cl Interactions

The bond order potential for the C-Cl and Cl-Cl interactions was developed from
scratch, following loosely the fitting procedures described in Ref. [BSH+02] and
Ref. [STH00].

The atom-type dependent parameters for the covalent interactions are Aij, αij,
Bij, βij, and Qij. Data were calculated with NWChem [VBG+10]. The CCSD(T)
method [IB82, RTPHG89, WGB93] was applied for smaller systems; larger systems
with many Cl atoms were calculated with the DFT functional M06-2X [ZT08b,
ZT08a] which well reproduced the CCSD(T) bond energies (see Table 5.3 for a list
of molecules and methods applied). The basis sets for C and Cl were aug-cc-pVnZ
and aug-cc-pV(n+d)Z [DJ89, KDJH92, WDJ93], n=T,Q and were extrapolated
to the complete basis set (CBS) limit with the two parameter function [HHJ+98]
following the approach of Ref. [DP01]. For the CCSD(T) calculations, the frozen
core approximation was applied and geometries were optimized with basis sets
n=T. For DFT calculations the basis set Def2-TZVP [WA05] was used.

For the C-Cl pair interactions, it was found that bond lengths and dissociation
energies show strong variations for different chemical environments. For the fitting,
the bond length of CCl4, the average of the C-Cl dissociation energies of CCl4,
CCl3, CCl2, and CCl, the energy at r = 0.5 Å for C-Cl and the force constant
of the C-Cl bond vibration of the molecule (CH3)3C-Cl were chosen. All Cl-Cl
parameters were obtained from CCSD(T) calculations. The parameters for pair
interactions were fitted to the same four properties as mentioned before. The
parameters are presented in Table 5.2.

Table 5.2: Parameters for the C-Cl and Cl-Cl bond order potentials.

Parameter C-Cl Cl-Cl
Qij / eV 0.261321 0.217854
Aij / eV 2090.393898 3379.567443
Bij / eV 27.843502 557.752686
αij / Å−1 4.385167 3.373152
βij / Å−1 0.944076 2.190954
rmin
ij / Å 2.05 2.30
rmax
ij / Å 2.65 2.70

The bond order bij includes many-body effects and is defined as

bij =
1

2
[pσπij + pσπji ] + πrc

ij . (5.7)

Note that in the original definition of Ref. [STH00] (see eq. 3.18) there is
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another term πdh
ij , which penalizes rotations around multiple C-C bonds. It is

neglected, since C-C interactions are described by the LCBOP potential.
pσπij contains angle-dependent and coordination number-dependent terms

pσπij =

[
1 +

∑
k ̸=i,j

G(cos(θijk))e
λijk + Pij(N

C
i , N

Cl
i )

]−1/2

, (5.8)

whereas πrc
ij is a three dimensional cubic spline accounting for radical and con-

jugation effects. The fitting procedure of the different terms will be explained in
the following in a chronological order.

The Bicubic Spline PCCl

Since the C-C interactions are covered by LCBOP, the Pij term only covers C-Cl
pairs. Thus, only the parameters of PCCl are given in Table 5.3 for integer values
of NC

i and NCl
i . They were fitted to reproduce the thermodynamic bond energies,

thus it takes into account the relaxation of the molecule after bond dissociation.
The appropriate values for GC were determined for the equilibrium angles of Cl-
C-Cl and Cl-C-C bonds.

Table 5.3: Parameters for the bicubic spline Pij. All Pij values and derivatives
that are not given in the table are set to 0 for integer values of NC

i and NCl
i . The

given C-Cl bond energies (BE) in eV were used to derive the parameters. Available
experimental data BEexp are given for comparison (error bars are only available
for the bond energy of C2Cl2).

NC
i NCl

i PCCl Fitted Molecule BE BEexp[Luo07]
0 1 0.349950 CCl2

a 3.41 -
0 2 0.653938 CCl3

a 2.98 -
0 3 0.750768 CCl4

a 3.01 3.07
1 0 0.782629 C2Cl2

a 4.90 4.59 ± 0.52
1 1 0.508697 C2Cl4

a 4.00 3.98
1 2 0.345196 C2Cl6

b 3.05 3.15
2 0 0.703240 (Cl3C)ClC CCl(CCl3)

b 3.28 -
2 1 0.220803 c-C6Cl12

b 2.29 -
3 0 -0.044134 i-C4Cl10

b 2.63 -
The superscripts for the molecules indicate the applied method: a CCSD(T) and b DFT.
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The Angle Function G

The angle-dependent function Gi is applied in the same way as proposed by Bren-
ner and is different according to the type of atom i = C,Cl. For a bond i − j,
the angle function determines the interaction of bond i − j with all other bonds
formed with neighbors k of atom i. It depends on the angle between bonds i − j
and i − k. For the case i = C, we use the function as proposed by Brenner with
AIREBO parameters [STH00] is used. For i = Cl, the function was fitted to the
Cl3 molecule. The state with C2v symmetry was optimized at fixed angles of 180,
150, 120, 90, and 60 degrees. The respective parameters at each angle were then
determined from the bond energies. It should be noted that the molecule has two
equivalent bonds for angles from 90 to 180 degrees, but three equivalent bonds for
60 degrees. A 5th order spline was fitted for the intervals [180,150), [150,120), and
[120,0], to obtain a function that is continuous up to the second derivative. The
parameters needed for the spline coefficients are given in Table 5.4 and a plot of
GCl is shown in Figure 5.2. Note that the value G(1.0) was chosen to allow for a
function which has neither a cusp nor a negative gradient at cos θ = 1.0. Since the
minimum of Cl3 with C2v symmetry is at 146◦, the function is not monotonically
increasing in the interval [-1,1] contrary to the GH function of Brenner.

Table 5.4: Parameters for the function GCl

cos θ GCl G. Cl/d cos(θ) d2GCl/d cos(θ)
2

-1.0 4.208656 0.0 116.124437
-0.866025 2.425248 -7.269911 78.404147

-0.5 3.342242 8.572603 17.223726
0.0 8.429036 - -
0.5 36.41574 - -
1.0 80 - -
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Figure 5.2: The angle-dependent function GCl. The small figure in the upper left
corner shows a zoom in the interval [-1,-0.5].

eλjik and πrc
ij

In the following the fitting process for the two functions eλjik and πrc
ij will be

explained together since both needed to be fitted to the same data in an iterative
fashion. All relevant parameters are shown in Tables 5.5 and 5.6. The fitting data
were the energy barriers Eb of the following four exchange reactions:

(CCl3)3CCl + Cl → (CCl3)3C + Cl2 Eb = 0.8 eV (5.9)

(CCl3)3CCl + CCl3 → (CCl3)3C + CCl4 Eb = 0.9 eV (5.10)

(CCl3)3CCl + CCl2 → (CCl3)3C + CCl3 Eb = 0.7 eV (5.11)

(CCl3)3CCl + C2Cl → (CCl3)3C + C2Cl2 Eb = 0.2 eV (5.12)

The energy barriers were determined by a transition state calculation with
NWChem using the M06-2X functional. Within NWChem, the search is per-
formed by following the mode of the hessian matrix with the lowest (or negative)
eigenvalue. The frequencies of the found transition state were calculated to verify
that it only had one imaginary frequency. For the first step of fitting, the param-
eters ρCCl and ρClCl were determined for reaction 5.9. Then, πrc

CCl for NC = 1− 3
and NCl = 1 were fitted for reactions 5.10-5.12. Since πrc

CCl(3, 1, 1) also occurs in
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reaction 5.9, these steps were repeated until all energy barriers could be reproduced
to a satisfying extent.

Another important exchange reaction which models the reaction of Cl on
graphite crystallite edges is:

C6Cl5 + Cl2 → C6Cl6 + Cl (5.13)

This reaction is barrier-free. πrc
CCl(2, 1, 5− 9) and πrc

ClCl(1, 0, 2− 9) were fitted
to reproduce this behavior.

πrc
ClCl(1, 1, 1) was fitted to guarantee a smooth behavior of GCl for an angle

of 60◦ same as for Brenner’s potential. In order to improve the barriers for the
exchange reaction 5.9, πrc

ClCl(1, 0, 1) was added. Since this has a direct impact on
the overall potential of Cl3, a constant λClClCl was fitted to reproduce the correct
angular behavior.

Table 5.5: Parameters for eλjik .

ρCCl 0.10
ρClCl 0.38
λClClCl 0.50

Finally, several specific parameters were added which account for reactions that
occur in graphite or inhibit processes which are inexistent according to DFT data.

Table 5.6: Parameters for three-dimensional cubic spline πrc
ij . All πrc

ij values and
derivatives that are not given in the table are set to 0 for integer values of Nij,
Nji, and N conj

ij .

Nij Nji N conj
ij πrc

ij Fitting species

πrc
CCl

1 1 ≥1 -0.070 Eq. 5.10-5.12
2 0 ≥5 0.100 C6Cl6
2 1 1-4 -0.065 Eq. 5.10-5.12
2 1 ≥5 -0.060 Eq. 5.13
3 0 ≥5 -0.400 Cl on (001)
3 1 1-4 -0.060 Eq. 5.10-5.12
3 1 ≥5 -0.400 Cl2 on (001)

πrc
ClCl

1 0 1 -0.034 Eq. 5.10-5.12
1 0 ≥2 -0.100 Eq. 5.13
1 1 1 0.309 Cl3
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5.1.3 Dispersion Interactions

The parameters of the Morse potential used to describe the dispersion interactions
are shown in Table 5.7. First, the Cl-Cl parameters were fitted to the interaction
potential of a Cl2 dimer where the two Cl-Cl bonds are aligned in parallel (and thus
depends only on two different Cl-Cl distances). Since DFT is not a reliable method
to calculate dispersion interactions, all dispersion interaction potentials were de-
termined at the BSSE-corrected MP2/aug-cc-pVTZ level following O’Connor et
al.’s approach for the fitting of AIREBO/M [OAR15].

The model system to fit the C-Cl parameters was chosen to be Cl2 adsorbed on
coronene with the Cl2 bond parallely aligned to the surface. This choice was made
since the major interest of this potential is to reliably reproduce the interaction
of Cl2 on the (001) surface of graphite. Coronene was shown to be a finite model
of moderate size which can approximate the (001) surface for systems where weak
van der Waals interactions are dominant [DGHkAt15]. In order to fit the potential,
the parameters of H-Cl interactions were assumed by using the standard mixing
rules applied to the AIREBO/M H-H parameters and previously fitted Cl-Cl pa-
rameters. Thus, the geometric mean was used for ϵ and the arithmetic mean for α
and req which were derived from σ following Ref. [OAR15]. The full set of fitted
parameters is given in Table 5.7.

Table 5.7: Dispersion interaction parameters for the C-Cl and Cl-Cl bond order
potentials.

Parameter C-Cl Cl-Cl
ϵ / eV 0.01116041 0.01135557
α / Å−1 1.53824982 1.75750150
req / Å 3.75953677 3.90675046

r
′,min
ij / Å 2.05 2.65

r
′,max
ij / Å 2.30 2.70

rmin
V DW / Å 3.349 3.485
rmax
V DW / Å 3.760 3.908
bmin
ij 0.73 0.75

bmax
ij 0.85 0.85
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5.1.4 Charge Transfer Interactions

The interaction potential for the charge transfer interaction of Cl on the (001)
surfaces was calculated as described in section 4.1.3. Instead of assigning charges
to C and Cl, a generalized force shifted potential as proposed by Steinbach and
Brooks [SB94] was chosen to allow for a more efficient computation:

V CT
CCl = qCT

(
1

rij
+

rβij

βrβ+1
max

− β + 1

βrmax

)
(5.14)

The fitted parameters were determined as qCT = −0.17305 and β = 4.51576
, rmax was chosen as the cutoff of dispersion interactions to keep the consistency
with other non-covalent interactions. In order to assure that this interaction only
arises between C atoms belonging to a (001) surface and atomic Cl, a charge
transfer switch was implemented into the potential which decides whether the
charge transfer interaction is added on top of the dispersion interaction or not. This
switch was defined using only parameters that are already available to minimize
the changes of the potential. Since any carbon belonging to an infinite (001)
surface has three carbon neighbors, the interaction is activated when, for a C-Cl
pair, NC = 3, NCl = 0, Nconj = 10. Parameters were added to πrc

CCl(3, 0,≥ 5) to
inhibit covalent bonding on this surface.

5.1.5 Cl and Cl2 in Bulk Graphite

Both species, Cl and Cl2 were found to be unstable in bulk graphite (see section
4.3.3). To reproduce this behavior within the potential, first the case C/Cl2 in
bulk graphite needs to be defined. To determine whether or not a Cl species is in
bulk graphite, a similar switch as for the (001) surface was defined. For a C-Cl
pair, the bulk case is applied when NC = 2, NCl ≤ 1, Nconj > 1 for a C-Cl distance
≤ rmax

CCl . Thus, both Cl and Cl2 are covered by this definition. As shown in section
4.3.3, Cl2 dissociates in bulk graphite during the geometry optimization. Thus,
for the conditions that are studied in this work, Cl2 can be considered as fully
dissociated. While defining the presence of chlorine species in bulk graphite is
rather easy for a C-Cl pair (the needed neighbor counts are readily available), it
is more difficult for a Cl-Cl pair. The definition is the following: For a pair of Cl
atoms i and j, the coordination number Nconj is calculated for all carbon atoms k
and l within the radius σCCl (≡ req/2

1/6). Nconj is slightly modified with respect
to Brenner’s definition:

Nconj = 1 +

[
carbon∑
k ̸=i,j

F (xik)

]2
+

[
carbon∑
l ̸=i,j

F (xjl)

]2
(5.15)
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thus the weighting function wik/wjl is 1.0 for all C-Cl pairs within the cutoff radius.
F (xik) is defined as

F (xik) =

⎧⎪⎨⎪⎩
1 xik < 3

[1 + cos(πxik)]/2 3 ≤ xik < 4

0 xik ≥ 4.

xik is the standard definition of the number of neighbors as shown in equation
3.23. The presence of Cl2 in bulk graphite is then defined for Nconj ≥ 50. This
number was found to well separate the bulk case from other cases such as the (001)
surface.

When applying the DFT results within the framework of a bond order potential,
the C-Cl and Cl-Cl interactions are as follows:

Cl and Cl2 inserted into graphite is unstable. This means that the C-Cl inter-
action is still in the repulsive region at the equilibrium C-Cl distance. No covalent
bonds are formed between C atoms of graphene sheets and Cl. Thus, the repulsive
force felt by the Cl continuously increases when approaching a graphene layer.
The bond order for covalent C-Cl interactions is therefore set to 0 for Cl/Cl2 in
bulk graphite. In addition, non-covalent interactions are fully taken into account
regardless of the C-Cl distance. This inhibits a local minimum when the C-Cl
distance decreases below rmax

ij where non-covalent interactions normally would be
turned off (see equation 3.26). Together, this assures a continuously increasing
interaction potential for decreasing C-Cl distances.

Cl2 dissociates in bulk graphite. Thus, covalent Cl-Cl interactions are repulsive.
To describe this within the potential, the same settings are applied as for the C-Cl
interactions. When Cl2 is found in graphite, the Cl-Cl bond order is 0 and non-
covalent interactions are fully taken into account regardless of the Cl-Cl distance.
This assures a continuously increasing interaction potential for decreasing Cl-Cl
distances.
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5.2 Validation of the Potentials

The bond order potential for C-Cl and Cl-Cl interactions was created by fitting to
molecular data. In order to assure that it also works as intended for interactions
of solid state graphite and chlorine, the potential needs to be validated. In the
following several key features of covalent and non-covalent interactions are tested
and compared to ab initio data.

5.2.1 C-Cl Potential

Covalent Interactions

Covalent interactions of Cl with graphite are mostly important when Cl is trapped
at defects. As explained in section 4.3.1, these traps can for example be the surfaces
(100) and (110), or vacancies. In Table 5.8, the adsorption energies and insertion
energies for Cl are given. For the sake of completeness, the adsorption energy
for Cl on the (001) surface and insertion energy of Cl in bulk graphite are also
included.

For the two studied surfaces, the correct trend is obtained. Adsorption on
the (100) surface is preferred over the (110) surface. For one adsorbed Cl, the
adsorption energies are slightly underestimated (the error is less than 10 %). For
adsorption of a second Cl, the correct behavior is recovered; for the (100) surface
the steric repulsion between adjacent Cl atoms destabilizes the system and Ead/Cl
increases. For the (110) surface the correct order of configurations 110-2Cl-a and
110-2Cl-b (see section 4.3.1 for description) is obtained. However, for 110-2Cl-b
the out-of-plane deformation is not well described (probably due to the lack of
torsional interaction in LCBOP) which leads to an underestimation of Ead/Cl for
the potential.

Trapping at surface vacancies can also be described by the potential. For
monovacancies, Ead/Cl is underestimated. This is again due to the lack of torsion
terms in LCBOP, thus the energy increase caused by the deformation of the lattice
is underestimated. Trapping at a divacancy is less favorable in good agreement
with the DFT calculations.

The repulsive interaction of Cl in bulk graphite is well described, a more de-
tailed discussion can be found in section 5.2.1. Cl trapped at monovancies is stable
at the DFT level, whereas an optimization with the potential yields an unstable
final state for the α-vacancy (however, the β-vacancy is well-described) . It should
be noted, that this is more likely due to the implementation of the concerted
optimization of the cell and atoms in LAMMPS which is not fully equivalent to
implementations for ab initio calculations. Moreover, during a NPT simulation at
300K and 1.013 bar the average potential energy for a Cl trapped at a vacancy is

112



Chapter 5. Potential Development 5.2. Validation of the Potentials

lower than for a vacancy alone. Thus, for the MD runs trapping is observed. For
a divacancy, the trapping is unstable as for DFT.

Table 5.8: Comparison of the chlorine adsorption energy (Ead in eV/Cl atom) on
the different graphite surfaces with respect to the number of adsorbed Cl atoms
for the potential and the DFT results of section 4.3.1.

System Nb. of Cl Conf. Potential Reference
(001) 1 -0.87 -0.87

(100)
1 - -4.14 -4.12
2 - -3.97 -3.89

(110)
1 - -3.18 -3.10

2
a -3.69 -3.48
b -3.20 -2.50

Vac-(001) 1 - -4.19 -2.49
Divac-(001) 1 - -0.86 -1.10
Bulk 1 - 2.48 2.76a/3.18b

Vac(α)-Bulk 1 - 0.36 -0.64
Vac(β)-Bulk 1 - -0.59 -0.59
Divac-Bulk 1 - 1.19 0.69
a PBE; b PBE0

Dispersion Interactions

A comparison between the MP2 interaction potential and the fitted potential of the
coronene/Cl2 system is shown in Figure 5.3. The overall shape of the MP2 curve
is well reproduced. The exponential form of the Morse potential is able to describe
the repulsive part accurately. The region around the equilibrium is slightly shifted
to smaller distances, the adsorption energy and equilibrium distance are -0.281 eV
and 3.45 Å compared to -0.284 eV and 3.39 Å for MP2. Finally, the asymptotic
behavior is also correct.

As discussed in section 4.3.1, Cl2 does not dissociate on the (001) surface
contrary to its behavior in bulk graphite. To ensure that this behavior is correctly
described by the fitted potential, the diffusion of Cl2 on the (001) surface was
simulated in the NVT ensemble at 300 K. On a surface of 120 Å × 120 Å 114
Cl2 molecules were randomly distributed. In Figure 5.4, the radial distribution
functions (RDF) for C-Cl and Cl-Cl pairs are shown. The RDF for C-Cl is zero
for distances lower than about 3.0 Å, thus no covalent bonds are formed with the
surface which is the correct behavior. The first peak corresponds to the average
C-Cl distance between the Cl2 molecule and the (001) surface of graphite (the
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Figure 5.3: Interaction energy (Eint) curve of the coronene-Cl2 system obtained
with MP2 (black curve) and the fitted potential (red curve).

first graphene layer), the second peak to the average C-Cl distance between the
Cl2 molecule and the graphene layer below the (001) surface (the second graphene
layer). Considering the RDF for Cl-Cl, it can be seen that the first peak has
its maximum at about 2.0 Å which is the equilibrium distance of Cl2. Since the
concentration of Cl2 was sufficiently diluted, no distinct features can be found for
larger distances.
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1 2 3 4 5 6 7 8 9

(a)

RD
F

(C
l-C

l)

0

20

40

60

80

100

120

r / Å
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Figure 5.4: RDF for a) C-Cl pairs and b) Cl-Cl pairs for a diffusion simulation of
Cl2 along the (001) surface.
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Charge Transfer Interactions

A comparison of the calculated and the fitted potential can be found in Figure 5.5.
The equilibrium properties are quite well reproduced (see Table 5.8); the charge
transfer interaction is only underestimated by 2 meV, whereas the equilibrium dis-
tance is underestimated by 0.19 Å. However, the generalized force shifted potential
is not able to describe the long-range interaction at larger distances due to its cut-
off which is a compromise between accuracy and computational performance. A
higher cutoff would certainly improve the long-range behavior, but comes at a
higher computational cost. The computational time scales approximately with N2

where N is the number of particles due to the double sums over atoms i and j.
To validate the chosen cutoff for the potential, the diffusion along the (001)

surface was simulated for the temperature range of interest for this study. The
RDFs are shown in Figure 5.6. The overall shape of all curves is the same; the
decreasing intensity with increasing temperature is due to the formation of Cl2.
As explained in section 4.3.1, Cl2 adsorbed on the (001) surface is more stable.
However, since it interacts only weakly with the surface it is also easily desorbed.
Thus, for an increasing temperature the number of Cl2 molecules in the gas phase
increases and the number of adsorbed Cl atoms decreases as it should be expected
from the ab initio results.

This shows that the potential is able to describe the equilibrium properties
in the temperature range that is relevant to the study. However, it should be
noted that at higher temperatures, desorption processes might occur also for the
Cl species that would not be found with a potential that describes the correct long-
range behavior; i.e. the present model potential overestimates the importance of
desorption processes with increasing temperature.
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Figure 5.5: Interaction energy (Eint) curve of the graphite-Cl system obtained with
DFT (black curve) and the fitted potential (red curve).
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Figure 5.6: RDF for C-Cl pairs for a diffusion simulation of atomic Cl on a (001)
surface for the studied temperature range.

Bulk Dissociation

As shown in section 4.3.3, Cl2 dissociates in bulk graphite during the geometry
optimization which is performed at 0 K. Thus, Cl2 can be considered to be fully
dissociated under reactor conditions where the temperature is at least 150◦C as
well as for permanent disposal conditions. To validate the developed potential for
this dissociation process, the diffusion of Cl2 in bulk graphite in was studied. After
an initial equilibration phase of 5 ps in the NPT ensemble at 300 K and 1.013 bar,
the RDFs were determined in the NVT ensemble at 300 K and are shown in Figure
5.7. At the start of the simulation Cl2 molecules were created, but as can be seen,
the RDF for Cl-Cl pairs is zero below a distance of about 2.6 Å (2.7 Å is the cutoff
for covalent Cl-Cl interactions). Thus, all Cl2 dissociates in the equilibration phase
as it is expected from the DFT results. The first peak is at 3.2 Å, well beyond the
cutoff of covalent interactions. From the RDF function for C-Cl pairs in Figure
5.7, it can be concluded that also no covalent bonds are formed with carbons of the
graphite matrix, since this function also is zero for distances below the covalent
cutoff.
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Figure 5.7: RDF for a) C-Cl pairs and b) Cl-Cl pairs for a diffusion simulation of
Cl2 in bulk graphite.

5.2.2 C-H Potential

In Table 5.9, the adsorption energies of hydrogen on the different surfaces are given
and compared to the DFT results. As can be seen, it works very well for surfaces
with dangling bonds. It also reproduces the correct order of stabilities for the
(100) and (110) surface.

Table 5.9: Comparison of the hydrogen adsorption energy Ead in eV on the different
graphite surfaces for the potential and the DFT results of section 4.2 as reference.

System Potential DFT
(001) -1.5 -0.8
(100) -4.5 -5.0
(110) -3.8 -3.7
Vac(α) -3.9 -4.2

However, adsorption on the (001) surface is not correctly reproduced. It is
overestimated by a factor of 2. This alone would be acceptable for a semi-empirical
potential. The barrier for chemisorption is shown in Figure 5.8 and compared to
the barrier calculated with the PBE functional. The PBE barriers of about 0.3
eV agrees with the literature values of 0.2-0.3 eV [ŠRH+09, IZTB+10]. The height
of the barrier with respect to the van der Waals minimum is only about 0.1 eV
higher and shifted to a shorter C-H distance by about 0.2 Å compared to the DFT
barrier. These features also agree reasonably well with the DFT results. Figure
5.8 also shows the force acting along the C-H bond for the two potential curves
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which give more insight. The DFT potential for this reaction is much smoother.
When the H atom approaches the surface, a repulsive force arises as soon as the
C-H distance decreases below the van der Waals minimum at about 3.0 Å up to
the transition state at about 1.8 Å. However, for the potential this force is almost
zero up to the cutoff of the covalent interaction at 1.8 Å. Below this distance the
repulsive force is six times higher than for the DFT potential. Due this rapid
change in the force, the barrier is rarely overcome. In fact, this rapid arisal of a
repulsive force rather leads to a deformation of the (001) surface toward the bulk
since the acting forces in this direction are only weak van der Waals forces.

This analysis also offers a solution. In order to smoothen the forces, the cutoff
for covalent C-H bonds needs to be increased (and parameters refitted accord-
ingly). Bachellerie et al. [BSA+09] used this approach (among other modifications)
to study the Eley-Rideal formation of H2 on graphene. However, this modifica-
tion restricts the applicability of this potential since it was adapted to work on
graphene. Thus, the amelioration of the chemisorption on the (001) surface can
impact the performance on other sites which were well-described by the original
potential. In order to resolve this issue, separate cutoffs for the surfaces with and
without dangling bonds should be used.
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Figure 5.8: a) Potential energy curve and b) force curve with respect to the C-H
bond length for chemisorption of H on the (001) surface calculated with the PBE
functional and the AIREBO/M potential.

The diffusion in bulk graphite leads to the same issues. This is not surprising
since there is no difference in covalent C-H interactions between the (001) surface
and a basal plane of graphite within the framework of the AIREBO potential.
In diffusion simulations, H strictly propagates between graphene layers and never
forms a covalent bond when starting from this state. When starting from a covalent
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C-H bond, it either remains bonded to the same C for the whole simulation or
dissociates and does not form a new covalent bond. Thus, the expected behavior
obtained by tight binding simulations [HR10], which shows that H hops between
two adjacent planes, is never observed.

5.3 Summary and Conclusion

A bond order potential for C-Cl and Cl-Cl interactions in graphite, which covers
all possible interactions types, has been developed from scratch. Modifications to
the LCBOP potential have been made to account for Cl neighbors; C-Cl and Cl-Cl
interactions are described by an AIREBO-type potential. The potential is able to
describe processes that have been obtained at the ab initio level, such as trapping
on crystallite edges (surfaces (100) and (110)) and charge transfer interactions on
the (001) surface. Complex interactions, which can usually only be obtained at the
ab initio level, are also well reproduced; Cl2 dissociates in bulk graphite, whereas
it is formed from atomic Cl on the (001) surface. Overall, these results show that
the potential can be used with confidence and be applied to more complex systems
to study insertion and diffusion processes on a larger scale.

The existing AIREBO/M potential is not able to fully describe the interactions
of hydrogen and graphite. Adsorption on surfaces with dangling bonds is well-
reproduced. However, the covalent on the (001) surface and in bulk graphite are
not well-described due to a barrier with overestimated repulsive forces. Thus, it
should correctly describe diffusion on surfaces (100) and (110) for a low gas density
of hydrogen. At this stage, diffusion on the (001) surface as well as in bulk can
not be described correctly.
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Chapter 6

Modeling the Interaction of 3H
and 36Cl of Nuclear Graphite -
Large-scale Molecular Dynamics
Simulations of Complex Models

This chapter is dedicated to the application of the ab initio results and the poten-
tial development to study the properties of radionuclides in nuclear graphite on
a large scale. This constitutes the final part of this multi-scale approach. First,
the methodology is presented. In the following, the insertion and diffusion of 3H
and 36Cl in nuclear graphite are reported. The effects of irradiation and temper-
ature on the microstructure of bulk graphite, several surfaces of graphite and a
grain boundary are discussed. By treating the radionuclide as primary knock-on
atom (PKA), several aspects can be studied. Classically the PKA describes the
atom which is hit by a neutron (or other particles such as electrons) and then
starts a cascade by colliding with other atoms of the matrix. Experimentally,
atoms are often implanted into graphite to study the microstructural damage of
the matrix as well as their diffusion properties in the irradiated material. Both
these cases can be investigated with the performed simulations and will be collec-
tively called irradiation simulations. The investigated PKA energy for irradiation
ranges from 0.5-10 keV and the temperature from 200-500◦C. The temperature
range was chosen since the graphite temperature in the reactor was close to this
range (the maximum temperature was 450◦C in BUA1). In addition to irradia-
tion simulations, the diffusion properties along crystallite edges as well as in the
nanopores of nuclear graphite are presented and its temperature dependence is
explored. Finally, the results are summarized and conclusions are drawn.
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6.1 Methodology

The developed potentials presented in the previous chapter were applied for all
simulations. To this end, the software LAMMPS [Pli95] was used. A cutoff for
non-covalent interactions of 10.5 Å was applied for the simulations with C and Cl
atoms. For the interaction between C and H atoms the Morse cutoff was 10.2 Å.
In the following, the different structures used in this study are presented. After
that, the different simulation protocols are explained.

6.1.1 Structure Generation

In Table 6.1, the sizes of the different simulation boxes for bulk graphite and the
different surfaces are given. Figure 6.1 shows top and side views of the different
studied surfaces. All simulations were performed with periodic boundary condi-
tions in all three dimensions. A vacuum slab is needed to allow for swelling in
the c-direction for irradiation of the (001) surface and removal of carbon atoms
that detached sufficiently far from the surface (see section 6.1.2 for details). The
thickness is about 75 Å and also given in Table 6.1. For the sake of consistency, a
vacuum slab with the same thickness was added to the other surfaces.

For the model of bulk graphite, the c-direction of the lattice is parallel to the
z-axis of the simulation box. Surfaces were always oriented such that the plane
defined by the surface atoms was perpendicular to the z-axis of the box (see Figure
6.1 for the relative orientation with respect to Cartesian axes).

Table 6.1: Dimensions of the small (s) and large (l) simulation boxes in Å, thickness
of the vacuum slab (Vac) in Å, and number of C atoms NC for each model system.

System Size x y z Vac NC

Bulk
s 100 100 100 - 118080
l 300 300 300 - 2848320

(001)
s 120 120 185 75 190400
l 330 330 400 75 4073472

(100)
s 120 120 205 75 219600
l 310 310 380 75 3315312

(110)
s 120 120 200 75 207648
l 310 310 375 75 3149280

(100)rec
s 120 120 190 75 203904
l 310 310 380 75 3387384

(110)arch
s 120 120 200 75 207638
l 310 310 375 75 3149228

Grain boundary - 145 125 215 75 279680
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(a) (b) (c)

(d) (e)

(f) (g)

Figure 6.1: Top view of a) the (001) surface (the second layer is green for better
visibility), b) the (100) surface, c) the (110) surface, d) the (100)rec surface, and
e) the (110)arch surface. Side view of the small systems of f) the (001) surface and
g) the (100) surface. Blue atoms are defects as defined in section 6.1.4.
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Surfaces (100) and (110) terminated with the same pattern as shown in Figure
4.7 in section 4.2.1. In addition, two reconstructed surfaces were studied: the in-
plane reconstruction of the (100) surface called (100)rec (see Figure 4.9a) and an
arch-type reconstruction called (110)arch.

The arch-type reconstruction was created by simulated annealing of the systems
describing the (110) surface. Annealing temperatures ranging from 2500 to 3500K
and annealing times ranging from 0.5 to 3 ns were tested for the small system of
the (110) surface. With the simulation protocol presented in the following an
arch-type reconstruction was created where the majority of surface carbon atoms
formed bonds across the planes, but which also is computationally efficient enough
to create the large system of the (110)arch surface (which has over 3 million atoms).
A temperature profile of the optimized simulation protocol is shown in Figure 6.2.

After an initial optimization, the system was equilibrated for 2.5 ps (timestep
= 0.5 fs) in the NPT ensemble at 300K and pressure of 1.013 bar. The barostat
was only applied in the x- and y-directions to keep the vacuum thickness constant.
The lowest layer of carbon atoms in the z-direction was fixed to keep the planes
from moving toward the vacuum. Then the system was heated to 3000 K at a rate
of 1.08×1013Ks−1. The timestep was reduced to 0.2 fs. The system was annealed
for 1.5 ns at 3000K. Then it was cooled to 300 K at a rate of 1.0×1012Ks−1; after
reaching this temperature the run was continued for 2.5 ps and finally optimized.
Before further use, all carbon atoms in the vacuum were removed.
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Figure 6.2: Temperature
profile for the creation
of the (110)arch surface.
Equilibration steps are
blue, heating/cooling
steps are red, and an-
nealing is black. Note
the x-axis break in the
annealing step.

The grain boundary was created using a modified version of a script for op-
timization of Mg grain boundaries [mgs] and is shown in Figure 6.3. This script
varies the distance between grains and the cutoff for removal of overlapping atoms
in an iterative fashion to obtain the grain boundary. Small manual adjustments
were applied to the lowest energy structure to obtain the grain boundary.

The nanoporous polycrystalline system was obtained from Alain Chartier and
Laurent Van Brutzel [CB] and is shown in Figure 6.4. It consists of 20 graphite
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(a) (b)

Figure 6.3: a) Top view of the grain boundary and b) side view perpendicular to
the grain boundary.

crystallites measuring 350×350×150 Å (in x-, y-, and z-directions) each. The
crystallites have a random relative orientation which varies in the range of 0-20◦.

Figure 6.4: Side view of the nanoporous polycrystalline graphite model.

OVITO was used for the visualization of structures and trajectories [Stu10].
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6.1.2 Irradiation Simulations

In general, all irradiation simulations were performed by using the same simulation
protocol. It will be explained for bulk cascades; differences for surface irradiations
will be explained further down. A simplified flowchart is shown in Figure 6.5. The
bulk cascades were simulated at 200, 300, 400, and 500◦C and PKA energies of 0.5,
1.0, 2.5, and 10 keV. The small systems of Table 6.1 were used for PKA energies
of 0.5 and 1.0 keV, the large ones for the higher two energies. After an initial
optimization, the system was equilibrated for 2.5 ps with a timestep of 0.5 fs in
the NPT ensemble and 1.013 bar and the appropriate temperature. A Nosé-Hoover
thermostat and barostat were applied. The initial position of the PKA (Cl atom)
was chosen in a way that it would move toward the center of the box during the
cascade without exiting the simulation box. Its x- and y-force components were
set to zero in the equilibration phase to avoid diffusion.

Figure 6.5: Flowchart of
a singular bulk displace-
ment cascade and sur-
face irradiation, respec-
tively. Note that in the
case of a bulk cascade
the PKA is created at
the beginning of the sim-
ulation.

After equilibration, a velocity equivalent to the kinetic energy was assigned
to the PKA. In Table 6.2, the x-, y-, and z-components of the 10 sampled direc-
tions are given for bulk cascades. Different directions need to be sampled since
the neutron irradiation in the reactor is omnidirectional. The directions were cho-
sen following the approach of Ref. [CRR+15]. Here, the directions are deduced
from the solution of the Thomson problem which describes the configuration of
N electrons constrained to the surface of a unit sphere with the lowest Coulomb
repulsion. For 10 electrons, it takes the form of a gyroelongated square bipyramid.
The cascade is performed by using a standard approach for displacement cascades
[BC07, BN07, CRR+15]. The NVE ensemble is applied so that the PKA is strictly
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Table 6.2: x-, y-, and z-components of the PKA directions.

Direction x y z
1 0.6078 0.6078 0.5111
2 0.6078 -0.6078 0.5111
3 -0.6078 0.6078 0.5111
4 -0.6078 -0.6078 0.5111
5 0.0 0.8595 -0.5111
6 0.0 -0.85953 -0.5111
7 0.85953 0.0 -0.5111
8 -0.85953 0.0 -0.5111
9 0.0 0.0 1.0
10 0.0 0.0 -1.0

slowed down by collisions with the matrix. Velocity rescaling was applied to a 3
Å thick layer at the edges of the box to remove excessive heat. A flexible timestep
was used in this stage as implemented in LAMMPS. Within this method, the
timestep was adjusted so that no atom would move more than 0.01 Å between two
timesteps. The advantage of this approach is a very accurate time integration in
the initial stage where the PKA has a much higher velocity than other atoms but
a significant speedup for the later stage where it has already slowed down. When
the maximum kinetic energy per atom has dropped below 5 eV, additional 2000
timesteps were performed to ensure that the equilibrium was reached within the
NVE ensemble. Finally, the system was equilibrated for 1 ps in the NPT ensemble
with a timestep of 0.5 fs to remove excessive heat and stress. In the flowchart this
is called relaxation to distinguish this step from the initial equilibration. For post
treatment, a final optimization was performed.

For surface irradiations, the PKA was placed in the vacuum 3-4 Å above the
surface. The x- and y-coordinates were assigned randomly in a way that it would
move toward the center of the surface (see Figure 6.6 for a description) and it would
be separated at least 30 Å from the boundaries of the box. For the equilibration
phase in the NPT ensemble, the barostat was only applied in the x- and y-directions
to keep the vacuum layer constant. In contrast to bulk graphite, the surfaces tend
to drift in the z-direction after irradiation. This was avoided by fixing a layer of
carbon atoms the furthest away from the surface by setting their velocities to zero
and excluding them from time integration. Irradiation simulations were performed
10 times in each of the directions 5, 6, 7, 8, and 10 of Table 6.2. Direction 10 only
has a z-component, thus it corresponds to an incident angle of 90◦ with respect to
the surface. Directions 5 and 6 have a y- and z-component, whereas directions 7
and 8 have a x- and z-component. Except for the (001) surface, the graphene
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(a) (b)

Figure 6.6: a) Side view of the (001) surface. The fixed layer lies within the red box.
The red arrows describe the PKA directions with respect to the relative positioning
of the PKA. b) Relative positioning of PKAs in the xy-plane for the different
PKA directions. The black arrows indicate the maximum allowed variation for
the randomly created PKAs. The red arrows indicate the PKA direction. Note
that for both pictures, direction number 10 is omitted for the sake of visibility. For
this PKA direction, the position in the xy-plane is randomly chosen in the area
bounded by the eight shown black arrows.

planes lie in the xz-plane (see Figure 6.1). Thus, these directions cover two extreme
cases: a PKA hitting the surface in the graphene plane direction or perpendicular
to it. In both cases the incident angle is <90◦, for a perfectly flat surface it
corresponds to an incident angle of ≈ 60◦ (measured between the normal vector of
the surface and the velocity vector of the PKA). Since the surfaces are not frozen
during the simulations, the incident angle can vary due to thermal vibrations of
surface atoms. Thus, in the following these directions will be collectively called
irradiation with an incident angle <90◦. Atoms that detached from the surface
more than 15 Å were continuously removed from the simulation and counted as
defect atoms (see section 6.1.4). The surface irradiations were simulated at 200◦C
and 500◦C.

For repeated surface irradiation of the (001) surface and grain boundary, the
same protocol was used in an iterative fashion. A simplified flowchart is shown
in Figure 6.7. Each of the different simulations explained in the following was
performed 5 times. After equilibration in the NPT ensemble, the irradiation was
performed in the NVE ensemble (velocity rescaling was again applied to a 3 Å
thick layer at the periodic boundaries). At the end of the cascade a NPT run was
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again performed, followed by another irradiation in the NVE ensemble. A total of
200 consecutive irradiations were performed. For irradiation of the (001) surface,
the small system of Table 6.1 was used.

PKAs were randomly created in a center region at the beginning of each iter-
ation. Their initial positions were at least 30 Å from all edges of the periodic box
and 3-4 Å above the surface. The PKA’s kinetic energy was randomly assigned
in the range of 0.5 to 2.5 keV. Two different cases were explored. For the first
simulation type, the PKA’s initial velocity was always exactly perpendicular to
the surface (direction 10). For the second, the incident angle was varied randomly
by assigning an initial velocity in a way that the vector would point to a random
position in a core region. This position could vary at most ± 15 Å from the center
of the surface. Atoms that detached from the surface more than 15 Å were con-
tinuously removed from the simulation and counted as defect atoms (see section
6.1.4). The full simulation is roughly equivalent to a fluence of 4×1014 at. cm−2.
Experimental implantation of Cl was performed at a comparable fluence ranging
from 5×1013 to 2×1016 at. cm−2 [VTM+09, BMT+14].

Figure 6.7: Flowchart of
a repeated (001) surface
and grain boundary irra-
diation, respectively.
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6.1.3 Diffusion Simulations

Diffusion simulations along the crystallite edges were performed at temperatures
of 200◦C and 500◦C. The graphite model was in all cases identical to the models
used for irradiations at 0.5 and 1 keV. Cl or H atoms were created randomly in
the vacuum space. The system was optimized and then equilibrated for 12.5 ps
with a timestep of 0.5 fs in the NPT ensemble at 1.013 bar at the appropriate
temperature. The barostat was only applied in the x- and y-directions to keep
the vacuum layer constant. After this phase, a production phase of 0.5-1.0 ns
was performed in the NVT ensemble. In this phase the mean square displacement
(MSD) of the radionuclide (RN) was calculated. Each simulation explained in the
following was performed five times.

The concentrations of the RN were 1 at.%, 0.1 at.%, and 0.01 at.% for Cl
and 0.1 at.%, and 0.01 at.% for H (thus about 20, 200, and 2000 atoms). For
simulations with Cl, an occupation number is defined. Only surface carbon atoms
with dangling bonds can become occupied. For ”occupied” carbon atoms only
the repulsive part of the C-Cl potential is accounted for, thus covalent bonding
between an occupied C and a Cl is prohibited. The occupation number is then
the ratio between the number of occupied carbon atoms and the total number of
surface carbon atoms with dangling bonds. The number of surface carbon atoms
with dangling bonds are 3600, 4032, and 3456 for the (100), (110), and (100)rec
surfaces, respectively. Simulations were performed with occupation numbers of
0.0, 0.9, 0.99, and 0.999.

The diffusion constant was obtained from the slope of the MSD of Cl atoms.
For diffusion in nanoporous graphite, the same protocol was used. The simu-

lated temperatures were 200◦C, 300◦C, 400◦C, and 500◦C, the RN concentration
was 10 ppm, and the occupation number was set to 0.999. The Cl atoms were
randomly created in the porous zones with a distance of at least 10.0 Å with re-
spect to any other atom. Due to the large number of atoms (over 3.6×107 atoms)
and the high computational demands, only one simulation per temperature was
performed.

6.1.4 Post Treatment

Defect Count

For all cascade simulations, the number of created defects was determined following
the approach proposed by Chartier et al. [CBPB15]. The coordination number
of each carbon atom was determined using a cutoff of 1.85 Å. Carbon atoms with
a coordination number ̸= 3 were counted as defects. In addition, carbon atoms
with a coordination number of 3 which are not part of a graphene plane need to
be taken into account. A curvature parameter is defined to differentiate between
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sp2-hybridized carbon atoms of a graphene plane and defective carbon atoms with
three bonds. For each carbon i with three neighbors (1,2, and 3), the plane which
is spanned by the three neighbors is determined. Then, the normal vector ai of
this plane is assigned to atom i. The curvature of each atom is determined by
comparing its vector ai to its neighbor vectors a1, a2, and a2. This is conducted
by calculating the average of the scalar product between the vectors as follows:

cos θi =
1

3

∑
j=1,3

|ai · aj|
∥ai∥∥aj∥

. (6.1)

The threshold is set to 32◦, carbon atoms with a higher curvature are counted
as defects. Chartier et al. derived this threshold from considering the curvature
of different carbon species. By using this value, fullerene-like carbon atoms with
a curvature of 29◦ would still be counted as regular sp2-hybridized carbon atoms.
The non-defective carbon atoms are in the following referred to as graphitic carbons
atoms.

Defect Range

The defect range is an estimate of the extension of a cascade. It is defined as the
maximum distance between two defects created in a cascade.

Histograms

Histograms of the number of defects were created with respect to the direction
perpendicular to the surface. Bins with a width of 5 Å were used. The surface zero
point was defined as the largest z-component of a graphitic surface carbon (which is
defined by the previously mentioned curvature parameter cos θi, see section 6.1.4).

Heat Maps

The heat maps were created by dividing the surface into squares of the size 5 Å×5 Å
in the xy-plane. Defects within the boundaries were assigned to the respective
square regardless of their z-component. Thus, in the heat maps the number of
defects is accumulated with respect to bulk depth. The presented heat maps are
averages over the heat maps obtained from the five performed simulations.
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6.2 Properties of 3H in Nuclear Graphite

In this section, the focus is laid on the diffusion of H along surfaces with dangling
bonds. These surfaces are models of crystallite edges. By using these models, the
properties of the second trap of Kanashenko’s hypothesis can be investigated.

6.2.1 Diffusion Simulations on the (100), (110), and Re-
constructed Surfaces

In chapter 4.2, it was concluded that the model surfaces (100), (110), and (100)rec
can all act as traps for hydrogen in nuclear graphite.

The diffusion of H along these surfaces was studied. In Figure 6.8, representa-
tive snapshots of diffusion simulations are shown. All three surfaces show the same
behavior. At a concentration of 0.01 at.%, complete trapping of H is observed.
This is possible since the number of available trapping sites is much larger than the
number of H atoms and the gas density is sufficiently diluted. This is consistent
with the ab initio results.

(a) (b) (c)

Figure 6.8: Snapshots of the diffusion simulations at 200◦C and a H concentration
of 0.1 at.% along the a) (100) surface, b) (110) surface, and c) (100)rec surface.
Trapped H is shown in green, whereas gaseous H (in the form of H2) is shown in
blue.

Trapping of hydrogen is also observed at a concentration of 0.1 at.%. However,
for all surfaces 2-3 % of the H atoms formed H2 in the gas phase. For the length
of these simulations (1 ns), these molecules were not trapped even though enough
surface traps were available.
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6.2.2 Discussion

The diffusion along the (100), (110), and (100)rec surfaces confirmed the ab initio
findings. All three serve as strong traps for hydrogen. This is true for both studied
temperatures (200◦C and 500◦C). For a H concentration of 0.1 at.%, small amounts
of H2 are formed. This indicates that breaking of the H2 bond in order to trap on
the surface involves a significant barrier.

Since the MD simulations also find trapping on the (100)rec surface, this further
solidifies Kanashenko’s hypothesis with respect to the second hydrogen trap of
nuclear graphite.

These simulations could only be performed for low hydrogen concentrations
to avoid bulk penetration (which is not correctly described). By using larger H
concentrations, the ratio between H2 and surface-trapped H could be studied as
well as possible barriers involved in trapping reactions.

A correct description of bulk diffusion would be needed to study the interaction
with dislocation loops which are found inside of graphite crystallites. Thus, as of
now the location of Kanashenko’s first trap remains inconclusive with respect to
the performed simulations. An approach as described in section 5.2.2 would be
needed in order to describe all possible interactions of H in nuclear graphite.
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6.3 Properties of 36Cl in Nuclear Graphite

This section explores the insertion and diffusion of 36Cl in complex large-scale
models of nuclear graphite. The effects of irradiation and temperature on the
microstructure of bulk graphite, several surfaces of graphite and a grain boundary
are discussed. In addition to irradiation simulations, the diffusion properties along
crystallite edges as well as in the nanopores of nuclear graphite are presented and
its temperature dependence is reported.

6.3.1 Displacement Cascades in Bulk Graphite

Displacement cascades in bulk graphite with Cl as a PKA were performed with
initial PKA energies of 0.5, 1, 2.5, and 10 keV. This energy is transferred to the
graphite matrix by collisions with carbon atoms. These collisions decrease the
PKA energy and create lattice defects. This can be seen in Figure 6.9. Each large
drop of the maximum kinetic energy constitutes a collision where a large amount
of energy is transferred. The duration of a displacement cascade in graphite is
much shorter compared to other materials, for a PKA energy of 10 keV it is on the
order of 0.1-0.2 ps. These results agree with displacement cascades where carbon
is the PKA [CBPB15, CRR+15].
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Figure 6.9: Maximum kinetic energy Emax
kin with respect to time in a displacement

cascade.

In Figure 6.10 snapshots of a representative displacement cascade are shown
together with the zz-component of the symmetric per-atom stress tensor and the
per-atom kinetic energy. As the Cl atom passes through the graphene planes,
kinetic energy is transferred to surrounding carbon atoms. Comparison of the
per-atom stress tensor components and kinetic energies until 0.05 ps in Figure
6.10 shows a very similar picture. Atoms that experience significant forces also
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have significant kinetic energies. Several carbon atoms become secondary knock-
on atoms (SKA) and also initiate cascades. When the PKA’s energy is no longer
high enough to pass through a graphene plane (0.06 ps snapshot of Figure 6.10), a
shock wave is created which propagates spherically through the layers (see stress
tensor snapshots 0.05-0.45 ps of Figure 6.10). These forces are not strong enough
to permanently displace carbon atoms. In the 4.0 ps snapshot of Figure 6.10 the
system is in its equilibrium. The energy is almost exclusively stored in the defects
which were created by the cascade since only these defects experience significant
forces.

In Figure 6.11 the number of created defects and the defect range are shown
with respect to the PKA energy for different simulation temperatures. They lie in
the range of the graphite temperatures in the reactor. The total number of created
defects is almost directly proportional to the PKA energy for the investigated
energy range. The defect range saturates at 10 keV. At lower PKA energies almost
no SKAs are created, thus the defect range is rather similar to the traveled distance
of the PKA (since the largest defect distance is in most cases between the first
and last defects created). For higher PKA energies, SKAs are created which
significantly reduce the traveling distance of the PKA. However, they do mostly
not contribute to the defect range as their cascades are shorter due to their lower
energy.

In Figure 6.12 the defect count and the defect range are shown with respect to
the simulation temperatures. No clear trend is found for increasing temperatures.
For PKA energies up to 2.5 keV the number of created defects is almost constant,
which is also the case for 10 keV when the error bars are considered.

The same is true for the defect range which is also rather constant with respect
to temperature for all PKA energies when the error bars are taken into account.

Thus, no influence of the temperature is found for the number of created defects
as well as the defect range for the considered temperature range of 200-500◦C.
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Figure 6.10: Snapshots of a representative displacement cascade with a PKA energy of
10 keV. For each timestep the left image shows the atom’s positions, the center image
shows the zz-component of the symmetric per-atom stress tensor in eV, and the right
image shows the per-atom kinetic energy in eV. The PKA’s position in each snapshot is
marked by a red circle and arrow. In the first snapshot the initial position of the PKA
is also shown (marked by the blue circle and arrow). Only particles with an absolute
stress tensor > 106 eV and a kinetic energy > 2 eV, respectively are shown for better
visibility.
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Figure 6.11: a) Defect count and b) defect range of displacement cascades in bulk
graphite with respect to the PKA energy. Solid lines are slope fits (f(x) = ax).
Error bars were omitted for better visibility (see Figure 6.12).
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Figure 6.12: a) Defect count and b) defect range of displacement cascades in bulk
graphite with error bars with respect to the simulation temperature.
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6.3.2 Irradiation Simulations of Surfaces

The irradiation of surfaces is quite different to the displacement cascades in bulk
graphite presented in the previous section. In bulk graphite forces act on the PKA
from all sides. On a surface this is no longer the case. Thus, several new factors
have to be considered such as the type of surface as well as the PKA’s incident
angle. This will be presented in the following for the studied surfaces.

(001) Surface

In Figure 6.13, the defect count for irradiation of the (001) surface is shown for
the sampled PKA directions. As seen in the previous section, the defect count
increases almost proportionally to the PKA energy for the investigated energy
range. Table 6.3 gives the slopes of the fits obtained for the different incident
angles as well as a global average. The fit functions for all irradiation directions
are very similar. At 2.5 keV and 200◦C, irradiation along directions 7 and 8 seems
to produce a higher amount of defects. However, this is not seen for any other
energy or temperature, thus it might simply be an outlier.
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Figure 6.13: Defect count with respect to the irradiation direction for a sample
temperature of a) 200◦C and b) 500◦C.

Figure 6.14 shows the averaged results over all incident angles compared to
the bulk results. As can be seen, the slope of the fit function for (001) surface
irradiation is higher than for bulk defects. Compared to bulk cascades, less damage
is created for PKA energies of 0.5 keV and 1 keV and more damage is created for
2.5 and 10 keV. This is true for all of the sampled directions.

Contrary to bulk graphite, a higher sample temperature seems to yield a larger
amount of damage.

137



Chapter 6. Molecular Dynamics 6.3. Properties of 36Cl in Nuclear Graphite

Table 6.3: Slopes of fit curves for the defect count vs. PKA energy obtained for
irradiation of the different surfaces. The fits for incident angles of 90◦, <90◦, and
a global average are given.

90◦ <90◦ Average
System 200◦ 500◦ 200◦ 500◦ 200◦ 500◦

(001) 58.24 65.88 59.52 63.36 59.27 63.87
(100) 63.00 76.39 63.85 72.52 63.68 73.29
(110) 67.00 70.81 63.40 68.36 64.12 68.85

(100)rec 61.47 70.63 64.64 66.70 65.43 65.72
(110)arch 76.63 76.00 72.55 75.19 73.37 75.35
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Figure 6.14: Comparison of the averaged defect count for irradiation of the (001)
surface at 200◦C and 500◦C with the results for bulk graphite at 200◦C.

Figure 6.15 shows representative examples of the microstructural damage cre-
ated by (001) surface irradiation at 10 keV for the two different studied incident
angles. For both, the damage consists of point defects created by collisions either
with the PKA or SKAs. For irradiation with an incident angle <90◦ the point
defects are more compactly distributed compared to an incident angle of 90◦.
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(a)

(b)

Figure 6.15: Microstructural damage for a 10 keV irradiation of the (001) surface in
a) direction 5 (incident angle <90◦) and b) direction 10 (incident angle 90◦). Only
defects as defined in section 6.1.4 are shown, graphitic carbon atoms are omitted
for the sake of better visibility. The box shows the boundaries of graphite, thus
the upper plane is equivalent to the surface. Carbon atoms are colored according
to their coordination number: 0 neighbors (black), 1 neighbor (green), 2 neighbors
(blue), 3 neighbors and defective (orange), 4 neighbors (red).
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This observed trend can be treated statistically by analyzing the defect count
distribution with respect to the bulk depth. The comparison for irradiation with
different incident angles is shown in Figure 6.16. These histograms reveal an
important difference. For the studied incident angles <90◦, the majority of damage
is created very close to the surface (for 10 keV in the range of 0-100 Å). However,
for a 90◦ incident angle the damage is far more spread out. Significant amounts of
damage are observed up to 150-200 Å deep in the bulk. The PKA directions 5, 6,
7, and 8 (<90◦) produce similar defect distributions with respect to bulk depth.
However, the height and width of the peaks show no conclusive trend. Thus, in the
following these directions will be averaged and only compared to the 90◦ incident
angle.

Figure 6.16: Histogram of the defect count with respect to bulk depth for a PKA
energy of 10 keV at 200◦C. The large image shows a fit to a Gaussian function,
the small image in the upper right corner shows the raw data.
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In implantation experiments as well as in the reactor, irradiation of the surface
is not a singular event. Repeated irradiation of the (001) surface with random
PKA energies ranging from 0.5-2.5 keV was simulated, the statistical analysis of
the matrix damage is shown in Figure 6.17.

In the case of repeated irradiation at an incident angle of 90◦, several trends
are observable with respect to the different parameters of the simulations.

For all performed simulations, the defect count consistently increases with an
increasing number of irradiations. However, a significant deviation from propor-
tionality is observed for all simulations starting from an accumulated PKA energy
of about 50-100 keV. This is directly linked to the graphite matrix damage. The
histograms of the defect count distribution with respect to bulk depth are close
to a Gaussian distribution. As the number of irradiations increases, they show a
shift of the defect maximum deeper into the bulk. However, this shift is rather
low (about 5-10 Å) and also broadens significantly. The heat maps show a circular
distribution of defects with respect to the center of the simulation box. As the
number of irradiations increases, a radial pattern of the defect distribution is ob-
served. These results together show that the energy needed to displace a carbon
in a damaged zone is higher which decreases the amount of additional damage
created per PKA.

The incident angle of the PKA with respect to the surface affects all studied
aspects of the damage evolution of the matrix. For consistent irradiation at an
incident angle of 90◦, a much larger amount of damage is created, compared to
random incident angles. This was not completely clear for a singular irradiation
of the (001) surface. However, the repeated irradiation of the surface intensifies
the effect that a larger amount of energy is absorbed by the surface when the
PKA penetrates it at an incident angle <90◦. The damage close to the surface
is much higher for random incident angles. 4-5 times more carbon atoms detach
from the matrix. This is reflected in a decrease of defects on the surface as shown
in the histograms. The heat maps show that the disordered zone is more compact.
This is likely a consequence of the simulation protocol (the irradiation zone of the
surface is confined to a centered 30 Å×30 Å square).

The sample temperature has little influence on the matrix damage. The overall
evolution of the defect count as well as the defect count distribution with respect to
bulk depth are rather similar for 200◦C and 500◦C. However, a higher temperature
makes it easier for surface defects to detach. This can be clearly seen from the
heat maps for random incident angles. For 200◦C, it has a similar distribution as
for irradiation at an incident angle of 90◦ although it is less extended. At 500◦C,
the heat map has a ring-like maximum with lower damage in the center.
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0 20 40 60 80 100 120

0 20 40 60 80 100 120

Y
/

Å
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0 20 40 60 80 100 120

0 20 40 60 80 100 120

Y
/

Å
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Figure 6.17: Statistical analysis for the irradiation of the (001) surface with an incident
angle of 90◦ at a) 200◦C and b) 500◦C and a random incident angle at c) 200◦C and d)
500◦C. The figures from top to bottom are the accumulated defect count and detached
surface carbon atoms (note the different scales for the two curves), the normalized defect
count distribution with respect to the bulk depth, and heat maps of defect accumulation
in the xy-plane at an accumulated PKA energy of 50, 150, and 250 keV.

As already indicated by the heat maps, the microstructure of graphite changes
with an increasing number of irradiation simulations. Snapshots of the microstruc-
tures are shown in Figure 6.18 for 200◦C and an incident angle of 90◦ and random
incident angles, respectively.
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For an incident angle of 90◦, the damage mostly consists of point defects for an
accumulated energy of 50 keV. Except for the center region, graphene planes are
mostly intact. The surface shows almost no damage, but is noticeably deformed
toward the vacuum in the center region. At 150 keV, the disorder close to the
surface increases significantly. The center region is almost completely amorphous.
Point defects are mostly found deeper in the bulk. At this point the surface also
has deteriorated, the first plane has less graphitic carbon atoms compared to the
previous snapshot. Overall, the damaged zone gets more spread out in width and
depth which was already indicated by the histograms and heat maps. The graphene
planes are intact outside of the heavily damaged center region. Partial graphene
planes which link amorphous zones are found deeper in the bulk. At 250 keV, the
observed trends intensify. The center region is amorphous up to a depth of about
25 Å. No significant increase of point defects is observed. Thus, the energy seems to
be mostly absorbed by the amorphous zone and does not create significant damage
deeper in the bulk. In the center region, the surface deterioration has continued and
the surface can also be described as largely amorphous. In the center the carbon
atoms of the surface are about 5 Å higher than at the boundaries. Graphene planes
are almost exclusively found outside of this heavily damaged region.

For random incident angles, the trends of the heat maps are confirmed by the
snapshots. The more compact irradiation zone (30 Å×30 Å square in the center
of the box) leads to a more compact damage distribution. Already at 50 keV, the
center regions seems to be amorphous. Point defects are found deeper in the bulk,
but also close to the surface in regions further away from the center. However,
compared to an incident angle of 90◦, the damage is concentrated much closer
to the surface. Apart from this center region, the graphene planes are intact.
At 150 keV, this trend is continued. The surface is already missing a significant
amount of carbon atoms, a hole in the center region is visible. As for an incident
angle of 90◦, the surface expands toward the vacuum. The width and depth of
the amorphous zone have increased. There are very few point defects deep in the
bulk. Closer to the surface, they only are found further away from the damaged
zone. Thus, already at this stage a large amount of the PKA energy is lost in the
amorphous zone and only a small number of cascades seems to create point defects.
At 250 keV, the difference between the two irradiation types is most prevalent. For
random incident angles, the size of the hole further increases and a large amount
of carbon atoms detach from the surface. The amorphous zone extends in depth,
but the width is almost constant. Since the surface is much easier to pass due to
the large hole, this could mean that significant amounts of the PKA energy are
transferred to carbon atoms which then detach from the surface with the excess
kinetic energy.
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(a) (b)

Figure 6.18: Snapshots of irradiation simulations of the (001) surface at 200◦C for a)
an incident angle of 90◦ and b) random incident angles. The images are cut along the
xz-plane and depict a center region of 10 Å width with the highest damage. The energies
50 keV, 150 keV, and 250 keV refer to the accumulated PKA energies. Carbon atoms are
colored according to their coordination number: 0 neighbors (black), 1 neighbor (green),
2 neighbors (blue), graphitic (gray), 3 neighbors and defective (orange), 4 neighbors
(red). Chlorine atoms are omitted for the sake of visibility.
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These snapshots show a heavily damaged center region. However, since they
depict only a centered slab with a width of 10 Å, they contain no information about
the damage in zones further away from the center. In Figure 6.19 a side view of the
same snapshots is shown. Overall, the trends observed in the previously presented
snapshots are confirmed. The damage in the center continuously increases due to
the amorphization. Point defects are found deeper in the bulk and outside of the
amorphous center region. This is true for both studied incident angles.

(a) (b)

Figure 6.19: Representative microstructural damage of irradiation simulations of the (001)
surface at 200◦C for a) an incident angle of 90◦ and b) random incident angles. The upper line
of the box refers to the surface in the unirradiated reference state. Carbon atoms are colored
according to their coordination number: 0 neighbors (black), 1 neighbor (green), 2 neighbors
(blue), 3 neighbors and defective (orange), 4 neighbors (red). Graphitic carbon atoms are omitted
for the sake of visibility.
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The defect accumulation caused by the repeated irradiation of the (001) surface
is high enough to influence macroscopic observables. In Figure 6.20, the relative
change of dimensions parallel and perpendicular to the graphene planes is shown.
The dimensional change parallel to the graphene planes is given as the change of
the product of x- and y-directions which was found to behave more regularly. The
change along each of the two directions is more prone to variations since the simu-
lation box is orthorhombic whereas the graphite lattice is hexagonal. The relative
change of the dimension perpendicular to the graphene planes was estimated from
the average highest and lowest z-component of graphitic carbon atoms belonging
to the uppermost graphene plane.
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Figure 6.20: Dimensional change in percent of the a) x- and y-directions (note that
the change in x- and y-direction is given as the change of the product of the x-
and y-dimensions of the system) parallel to the graphene planes and b) z-direction
perpendicular to the graphene planes for repeated irradiation of the (001) surface.

A contraction of the dimension parallel to the graphene planes is observable
as the number of irradiations increases. This is consistent with experimentally
observed trends [Got97, AMY+05]. The slopes of the curves for different incident
angles and temperatures are very similar. The contraction is more pronounced with
increasing temperature which is caused by the larger number of created defects. No
clear trend is found for different incident angles. The decrease from 0-50 keV differs
from the slope for the other data points.

Perpendicular to the graphene planes, the system expands significantly as the
the number of irradiations increases. This gives a more reliable estimate since the
expansion is more pronounced in the center of the box than at the boundaries.
The relative dimensional change in this direction is an order of magnitude higher
compared to the dimensional change parallel to the graphene planes. This is also
consistent with experimental results [Got97, AMY+05]. Starting from 50 keV, the
slopes of the dimensional change for all irradiation types and temperatures are
rather similar. An increasing temperature increases the dimensional change due to
the accumulation of defects. For random incident angles, the dimensional change
is slightly higher.
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Both dimensional changes are more pronounced in the initial phase from 0-50
keV. The saturation of these properties starting from about 50 keV is in line with
the observed decrease of the additional created damage per PKA.

(100), (110), and Reconstructed Surfaces

When the (100), (110), or the studied reconstructed surfaces are irradiated, the
PKA can enter the graphite in the ⟨0001⟩ direction (parallel to the graphene layers).
Along this direction, channeling can occur very easily when the PKA penetrates
the surface between the interlayer space of the matrix. In Figure 6.21 a repre-
sentative snapshot of the microstructural damage caused by channeling is shown.
Channeling describes a phenomenon where the PKA propagates through the mate-
rial along specific channels where high-energy collisions with the matrix are rather
rare. Thus, along these channels it can penetrate the bulk much deeper than along
other directions. In Figure 6.21 this can clearly be seen. Only a few point defects
are created close to the surface, then the PKA enters the channel and propagates
70-80 Å deep into the bulk without defect creation. Once it leaves the channel, the
cascade is started and creates the damage over a more compact range.

Next to the ⟨0001⟩ direction, channels along the ⟨101̄2⟩ direction [CRR+15] and
the ⟨112̄0⟩ direction [Bal62] were reported for carbon atoms as PKA.

Figure 6.21: Microstructural damage caused by channeling of the PKA. Defects as
defined in section 6.1.4 are shown, graphitic carbon atoms are omitted for the sake of
better visibility. The box shows the extent of the surface model; the upper plane is
equivalent to the surface. Carbon atoms are colored according to their coordination
number: 0 neighbors (black), 1 neighbor (green), 2 neighbors (blue), 3 neighbors and
defective (orange), 4 neighbors (red).
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In Figure 6.22, a comparison of the defect count for different surface types,
PKA energies, and sample temperatures is shown. The slopes of the fits are given
in Table 6.3. Overall, the amount of damage is rather similar. However, some
trends can be noticed. Compared to the (001) surface, all slopes are higher for the
other surfaces. This is due to the fact that the irradiation damage at 10 keV is
consistently higher for the (100), (110), and the reconstructed surfaces compared to
the (001) surface. The (110)arch surface yields the lowest damage for 0.5 keV and 1
keV and the highest for 2.5 and 10 keV. Thus, the restructuring leads to a similar
behavior as for the (001) surface for lower energies. However, for higher energies
these strained C-C bonds are more easily broken and increase the total damage.
Also, a higher sample temperature leads to a higher amount of damage.
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Figure 6.22: Comparison of the defect count for irradiation of the different surfaces
with respect to the PKA energy for a) 200◦C and b) 500◦C.

In Figure 6.23, representative microstructural damage distributions are shown
for the two studied incident angles.

For an incident angle of 90◦, two extreme cases can be identified. When the PKA
penetrates the bulk in the interlayer space, it can channel more easily and create
microstructural damage of the type shown in Figure 6.21. The other extreme case
is shown in Figure 6.23a. Here, it collides with surface atoms and loses a significant
amount of its energy. This shortens the channeling distances and can also deflect
the PKA in directions where it penetrates through graphene layers. All these effects
combined lead to more compact distributions of defects.

For an incident angle of <90◦ similar trends are observed. Channeling can also
be observed, but depends on the PKA direction. It is more likely to occur when the
PKA direction is parallel the graphene planes. However, if the PKA collides with
the surface this effect is reduced. Defects are created closer to the surface simply as
a consequence of the PKA’s direction of propagation compared to the 90◦ incident
angle.
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(a)

(b)

Figure 6.23: Representative microstructural damage for a) an incident angle of 90◦ with
a surface collision and b) an incident angle of <90◦. Defects as defined in section 6.1.4
are shown, graphitic carbon atoms are omitted for the sake of better visibility. The box
shows the extent of the surface model, thus the upper plane is equivalent to the surface.
Carbon atoms are colored according to their coordination number: 0 neighbors (black),
1 neighbor (green), 2 neighbors (blue), 3 neighbors and defective (orange), 4 neighbors
(red).
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The qualitative features described before can be treated statistically. In Figure
6.24, the histograms of defect count distribution with respect to bulk depth are
shown for the different surfaces for irradiation at 200◦C. This is a more convenient
measure of the matrix damage, since all of these surfaces intrinsically contain de-
fects. Thus, the defect range is not well-defined. The histograms for an incident
angle of <90◦ are averaged over all four directions since the sample size was too
small to extract a directional dependence.

The histograms of the different surfaces for an incident angle of 90◦ do not show
any strong trend. Thus, it is not possible to differentiate between them by analyzing
this property. All of them show several peaks with similar intensity which can not
be well-represented by a single Gaussian function. This is a direct consequence of
channeling. The PKA can propagate over a long range before transferring enough
energy to displace lattice atoms. The large peak close to the surface for (110)arch
indicates that the high number of created defects might be partially due to an
overcounting of pre-existing surface defects which move slightly inward. In fact,
the defect count on the surface would be negative due to this difficulty and was set
to zero.

The histograms for an incident angle of <90◦ resemble the ones for irradiation
of the (001) surface. Overall, they are rather alike for all studied surfaces. One
main peak is found close to the surface. Then the defect count decreases gradually
when moving deeper into the bulk. This is similar to the observed trends on the
(001) surface. Again, the highest peak is found for the (110)arch and it is also close
to the surface. The size of the peak is likely due to the same reason as explained
before.
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Figure 6.24: Histograms of defect count distributions with respect to bulk depth
for irradiation at 200◦ of a) the (100) surface, b) the (110) surface, c) the (100)reco
surface, and d) the (110)arch surfaces for an incident angle of 90◦ (full lines) and
<90◦ (dashed lines).
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Grain Boundary

The studied grain boundary has no dangling bonds. Thus, singular irradiation is
not presented since the difference with respect to the (001) surface is not significant.
In Figure 6.25, the statistical analysis of the created defects for repeated irradiation
of the grain boundary are shown. Overall, similar trends as for irradiation of the
(001) surface are obtained.

For an increasing number of irradiations, less defects per PKA are created.
The damage is higher for irradiation at an incident angle of 90◦ and increases
with an increasing temperature. More carbon atoms detach for a random incident
angle and for a higher temperature. As the number of irradiations increases, the
number of carbon atoms detached from the surfaces increases significantly. This
is more pronounced for random angles. In the histograms this leads to a broader
distribution of damage with respect to the bulk depth for random incident angles
since Cl can enter the bulk more easily through the damaged surface. In addition
the number of defects decreases close to the surface which indicates that the carbon
atoms detach from the surface. The heat maps show an intense ring-like defect
maximum around the center.

For irradiation at 90◦, one important difference with respect to irradiation of the
(001) surface is revealed. The heat maps show that the repeated irradiation of the
grain boundary leads to an accumulation of damage along the grain boundary. This
effect increases with the temperature. Interestingly, this is not found for random
incident angles.

To further investigate these trends, snapshots of the microstructural damage
are shown in Figure 6.26 for 200◦C and an incident angle of 90◦ and random in-
cident angles, respectively. Overall, similar trends are observable as for repeated
irradiation of the (001) surface.

For an incident angle of 90◦, mostly point defects are found for an accumulated
energy of 50 keV. The grain boundary and the surface are intact except for local
defects. At 150 keV, the disorder close to the surface has significantly increased and
amorphous zones are formed. Parts of graphene planes are still intact and connect
to disordered zones. The surface starts to deteriorate, but still mainly consists of
non-defective carbon atoms. The expansion of the surface toward the vacuum is less
noticeable compared to the (001) surface. Point defects are mostly found deeper
in the bulk. Below the amorphous zones, damage starts to accumulate exactly
at the grain boundary. These effects are intensified at an accumulated energy of
250 keV. The amorphous zone has extended in width and depth (about 25-30 Å
deep). The grain boundary is almost completely destroyed in this region. Below the
amorphous zone, more defects accumulated at the grain boundary. Point defects
are found further away from the heavily damaged center. Large parts of the surface
are still intact.

For random incident angles, the similarity of the heat maps for the (001) surface
and the grain boundary is confirmed by the snapshots. Due to the more compact
irradiation zone, the center region is already heavily disordered at an accumulated
energy of 50 keV. In the highly damaged zone the grain boundary is no longer
recognizable up to a depth of about 20 Å. Point defects are found deeper in the
bulk and further away from the damaged center. The surface is already expanded

152



Chapter 6. Molecular Dynamics 6.3. Properties of 36Cl in Nuclear Graphite

50 keV

150 keV

250 keV

D
ef

ec
t

co
un

t

0

5,000

10000

15000

20000

D
et

ac
he

d
C

at
om

s

0

100

200

300

400

500

600

Acc. PKA energy / keV
0 50 100 150 200 250 300

N
or

m
al

iz
ed

de
fe

ct
co

un
t

0

0.05

0.1

0.15

0.2

0.25

Bulk depth / Å
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Å

0

20

40

60

80

100

120

D
ef

ec
t

co
un

t

0

20

40

60

80

X / Å
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0 20 40 60 80 100 120

50 keV
150 keV
250 keV

Y
/

Å
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Figure 6.25: Statistical analysis for the irradiation of a grain boundary with an incident
angle of 90◦ at a) 200◦C and b) 500◦C and a random incident angle at c) 200◦C and d)
500◦C. The figures from top to bottom are the accumulated defect count and detached
surface carbon atoms (note the different scales for the two curves), the defect distribution
with respect to the bulk depth, and heat maps of defect accumulation in the xy-plane at
an accumulated PKA energy of 50, 150, and 250 keV. The dashed white line in the heat
maps shows the grain boundary.
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toward the vacuum. At 150 keV, the surface has a hole as indicated by the ring-like
defect maximum in the heat maps. The center region is completely amorphous and
has extended in width and depth. In addition, significant amounts of carbon atoms
have detached. This confirms the results of the statistical defect analysis. Point
defects are found deeper in the bulk, but show no clear signs of accumulation at the
grain boundary. The surface has further expanded toward the vacuum. At 250 keV,
the amorphous zone increases mostly in depth. The size of the hole has increased
and much more carbon atoms have detached from the surface. These trends show
the same behavior as for the (001) surface.

As for the (001) surface, a side view of the complete simulation box is shown in
Figure 6.27 to analyze the point defects in the outer regions. The damage in the
center continuously increases due to the amorphization. Point defects are found
deeper in the bulk and outside of the amorphous center region for both types of
studied incident angles. The amorphous zone is more extended for an incident angle
of 90◦. The defect accumulation along the grain boundary is not clearly visible due
to the large number of defects. However, it can be seen that defects created by
displacement cascades are as abundant in the grain boundary region as they are in
zones further away from the center.

The relative change of dimensions parallel and perpendicular to the graphene
planes is shown in Figure 6.28. Overall, the trends are not as clear due to the
intrinsic stress caused by the grain boundary which adds to the stress caused by
defect accumulation. The dimensional changes were measured in the same way as
described in section 6.3.2.

Parallel to the graphene planes, the system contracts as the number of irradi-
ations increases. These findings agree with those of the (001) surface irradiation.
A lower sample temperature leads to a larger contraction for both incident angles.
Since more defects are created at a higher sample temperature, this must be due to
the interplay of thermal expansion with increasing temperature and the contraction
due to defect accumulation. The contraction is more pronounced for an incident
angle of 90◦ compared to random angles since the damaged zone is more spread
out for the former as seen from the heat maps and snapshots.

A more complex behavior is found perpendicular to the graphene planes. In
the initial stage, all systems seem to contract in this direction, but as the num-
ber of irradiations increases, they expand. This is mostly due to the difficulty in
determining the dimension perpendicular to the graphene planes. As was shown
in Figure 6.3, the surface is rippled due to the grain boundary. Contraction along
the directions parallel to the graphene planes increases the rippling and thus the
lowest carbon atom belonging to the uppermost plane is found lower than in the
reference. Thus in the initial stages, the system seems to contract. When the
damage increases, this trend is reversed and expansion is found as expected from
experimental results. No clear trend is found for different temperatures or incident
angles.
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(a) (b)

Figure 6.26: Snapshots of irradiation simulations of the grain boundary at 200◦C for
a) an incident angle of 90◦ and b) random incident angles. The images are cut along
the yz-plane and depict a center region of 10 Å width with the highest damage. The
dashed lines indicate the approximate location of the grain boundary. The energies 50
keV, 150 keV, and 250 keV refer to the accumulated PKA energies. Carbon atoms are
colored according to their coordination number: 0 neighbors (black), 1 neighbor (green),
2 neighbors (blue), graphitic (gray), 3 neighbors and defective (orange), 4 neighbors (red).
Chlorine atoms are omitted for the sake of visibility.
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(a) (b)

Figure 6.27: Side view (perpendicular to the grain boundary) of the defect distribution
for irradiation simulations of the grain boundary at 200◦C for a) an incident angle of 90◦

and b) random incident angles. The upper line of the box refers to the surface in the
unirradiated reference state. The grain boundary is located in the middle, its position is
indicated by the dashed line. Carbon atoms are colored according to their coordination
number: 0 neighbors (black), 1 neighbor (green), 2 neighbors (blue), 3 neighbors and
defective (orange), 4 neighbors (red). Graphitic carbon atoms are omitted for the sake
of visibility.
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Figure 6.28: Dimensional change in percent of the a) x- and y-directions (note that
the change in x- and y-direction is given as the change of the product of the x-
and y-dimensions of the system) parallel to the graphene planes and b) z-direction
perpendicular to the graphene planes for repeated irradiation of the grain boundary.

6.3.3 Diffusion Simulations

In chapter 4, it was concluded that surfaces with dangling bonds can serve as
strong traps. However, the DFT results only provide static information. To obtain
more insight, molecular dynamics simulations are important since they can describe
dynamical processes.

Experiments showed that Cl is already present in virgin UNGG graphite and
shows a heterogeneous distribution [VGT+11]. It exists mainly in an organic form
bound to the graphite matrix [VTMB10, VGT+11]. Thus, by performing diffusion
simulations the trapping of Cl at different sites with dangling bonds that reflect
the microstructure of virgin UNGG graphite can be investigated.

As shown in the literature review, in the reactor 36Cl is mostly created by
neutron capture of 35Cl. Depending on the kinetic energy of the neutron, this
collision could lead to the breaking of the C-Cl bond of a chemisorbed Cl. Due to
the temperature gradient of graphite in the reactor, the temperature dependence
of the diffusion properties of the released Cl is also of interest.

The diffusion of Cl along the (100) and (110) surface and the in-plane recon-
struction of the (100) surface was simulated. These surfaces are models of the
different crystallite edges which are most likely to occur. This will be presented in
the first section.

In order to study the experimentally observed heterogeneous Cl distribution, a
model is needed which reflects the microstructure of virgin UNGG graphite on a
larger scale. A model of polycrystalline graphite with nanopores offers this level
of complexity. This model contains crystallite edges with dangling bonds, (001)
surfaces, as well as porosities. It also approximates the polycrystalline filler particles
from needle coke used for UNGG graphite.

Diffusion simulations of Cl in this model were performed in order to try to
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identify preferential trapping sites. This will be reported in the second section.
Cl was implanted into graphite samples in several experiments. Following the

implantation, no diffusion was observed. This can be modeled by using the struc-
tures that were created by repeated surface irradiation for Cl diffusion simulations.
This will be explained in the third section.

(100), (110), and Reconstructed Surfaces

Two parameters were investigated for the diffusion along these surfaces: the depen-
dence on the Cl concentration and the dependence on the occupation number (see
section 6.1.3 for the definition). The aspect of occupation number is important for
Cl. In real systems the majority of surface carbon atoms are already saturated by
different species (for example H or O). These two can form stronger bonds with
carbon (for O this is true for double bonds) which means that an exchange reac-
tion and C-Cl bond formation is not very probable. However, trapped Cl could be
replaced by H or O in an exchange reaction and subsequently released. Since the
potential can only describe the interaction of C and Cl, a reasonable approxima-
tion is to ”saturate” surface carbon atoms by explicitly turning off the attractive
interaction of C and Cl.

In Tables 6.4-6.6, the diffusion constants obtained from the MSD are given for
the studied surfaces. Representative snapshots of selected diffusion simulations are
shown in Figure 6.29. All three surfaces show the same trends. For cases where
the number of available trapping sites is larger than the number of Cl atoms in the
gas phase, all Cl are trapped and the MSD saturates. This is consistent with the
ab initio results.

(a) (b) (c)

Figure 6.29: Snapshots of the diffusion simulations at 200◦ and a Cl concentration
of 1.0 at.% along the a) (100) surface, b) (110) surface, and c) (100)rec surface.
Trapped Cl is shown in green, whereas gaseous Cl (in the form of Cl2) is shown in
blue. Note that the presented snapshots show structures after an optimization.

For a constant Cl concentration, the diffusion constant increases with an in-
creasing occupation number. In fact, the diffusion constant should not strictly be
considered in the sense of a classical diffusion constant, since it is a result of two
competing processes: free diffusion which is responsible for the MSD and trapping
and fixation on available sites which does not contribute anymore to the MSD after
trapping. Thus for an increasing occupation number less trapping sites are avail-
able and therefore more Cl is able to freely diffuse in the gas phase. Ultimately,
free Cl atoms reacts to give Cl2.
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Table 6.4: Diffusion constants in 1010m2 s−1 for diffusion along the (100) surface
with respect to the Cl concentration in at.% and the occupation number (Occ. nb.).
Saturated MSDs are indicated by ”sat.”

200◦C 500◦C
Occ. nb. 0.01 0.1 1.0 0.01 0.1 1.0

0.000 sat. sat. 1.03 sat. sat. 1.50
0.900 sat. sat. 9.08 sat. sat. 9.67
0.990 sat. 38.9 11.9 sat. 44.4 12.3
0.999 6.99 55.5 12.4 11.5 47.9 13.2

Table 6.5: Diffusion constants in 1010m2 s−1 for diffusion along the (110) surface
with respect to the Cl concentration in at.% and the occupation number (Occ. nb.).
Saturated MSDs are indicated by ”sat.”

200◦C 500◦C
Occ. nb. 0.01 0.1 1.0 0.01 0.1 1.0

0.000 sat. sat. 1.17 sat. sat. 1.57
0.900 sat. sat. 8.57 sat. sat. 9.05
0.990 sat. 20.7 12.1 sat. 25.4 13.6
0.999 5.48 22.7 12.1 17.2 35.9 13.4

Table 6.6: Diffusion constants in 1010m2 s−1 for diffusion along the (100)rec surface
with respect to the Cl concentration at.% and the occupation number (Occ. nb.).
Saturated MSDs are indicated by ”sat.”

200◦C 500◦C
Occ. nb. 0.01 0.1 1.0 0.01 0.1 1.0

0.000 sat. sat. 1.18 sat. sat. 1.72
0.900 sat. sat. 8.58 sat. sat. 9.34
0.990 sat. 21.1 11.0 sat. 27.6 12.1
0.999 9.55 29.8 11.1 10.2 27.4 12.5
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With respect to the chlorine concentration, the diffusion constant shows a max-
imum for 0.1 at.%. A lower concentration results mostly in trapped Cl and almost
no diffusion is observed. When the concentration is further increased to 1.0 at.%,
the diffusion constant again decreases. This concentration corresponds to a 40
times higher gas density than found under standard conditions (20◦C and 1.013
bar). This high density decreases the mean free path and thus the diffusion con-
stant. Non-trapped Cl is found almost exclusively in the form of Cl2. It should
be noted that for this concentration Cl atoms start to enter the bulk. This is not
found for the lower concentrations.

Finally, the diffusion constant increases for increasing temperature. This is the
standard behavior observed for gases.

Nanoporous Graphite

The diffusion of Cl through the pores of nanoporous graphite was simulated. In
this model, the edges of crystallites take the form of the (001), (100), and (110)
surfaces. As shown in the previous section, for an occupation number of 0 (all
dangling bonds can serve as traps) Cl is immediately trapped when enough traps
are available. Since the model consists of 20 crystallites, a large number of trapping
sites is available for an occupation number of 0. Due to the large system size (over
3.6×107 atoms) a lower Cl concentration of 10 ppm can be simulated which is closer
to the experimental conditions. Thus, to respect both, the low concentration and
the high number of trapping sites, the occupation number was set to 0.999 to study
both trapping and diffusion through pores.

In all diffusion simulations the MSD showed a trend toward saturation. This
indicates that a part of Cl gets trapped as seen for the different surfaces of a crys-
tallite. No conclusive trend with respect to temperature was found which allowed
to average over the results. The averaged RDF of for C-Cl pairs is shown in Figure
6.30. Three peaks can be identified. The first at about 1.8 Å is the peak for cova-
lent C-Cl bonds. The other two peaks strongly resemble the RDF of diffusion along
the (001) surface (see section 5.2.1) and correspond to the average distance of the
Cl with respect to the first and second graphene layer of the (001) surface. Figure
6.31 shows a representative image of the final state of a simulation. An analysis of
the bonding of Cl atoms shows that about 25% are covalently bound to carbon and
about 75% have no neighbors below the cutoff of 1.85 Å. Visual inspection shows
that the part of Cl with no neighbors is found on (001) crystallite surfaces. In fact,
it seems to migrate toward the corners of nanopores where two different crystallites
are only separated by several Å. In such a state the Cl ”feels” attractive interac-
tions from two sides, thus its diffusion is at least partially hindered as opposed to
diffusion on the (001) surface. A barrier is to be expected when the Cl moves in
the direction where the size of the pore increases.
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Figure 6.30: RDF of C-Cl pairs for the diffusion of Cl in nanoporous graphite.

Figure 6.31: Representative snapshot of the distribution of Cl in nanoporous graphite.
The color of the Cl atoms depends on their location: red adsorbed on a (001) surface,
blue in the corner of a nanopore and green covalently bound at a crystallite edge. Atoms
within a radius of 12 Å have the same color for better visibility. The green box and arrow
marks the covalently bound Cl and is added for the sake of clarity.
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Covalently trapped Cl is more stable than these ”semi-trapped” Cl located in
the nanopores. However, depending on the saturation of these edges, this trapping
mechanism is at least partially blocked.

In all studied cases, the Cl remained in the pores and did not penetrate the
crystallites. This is consistent with the observations of the previous section that a
very high gas density of Cl is needed for bulk penetration to occur.

Diffusion of Implanted Cl Atoms

In Cl implantation experiments, no significant diffusion of the implanted species
was observed [VTM+09]. Thus, diffusion simulations were performed for the final
states of the repeated irradiations of the (001) surface and grain boundary. In all
studied cases, the MSD did not increase with time, thus no diffusion was found.
In Figure 6.32, a representative snapshot of an irradiated graphite matrix and the
Cl distribution within is shown. As can be seen, the Cl has formed covalent bonds
with the matrix at certain defect sites and thus can not diffuse in graphite. It is
localized in the highly disordered zone.

Figure 6.32: Snapshot of the diffusion of implanted Cl obtained from the repeated
irradiation simulation of the (001) surface at 200◦C and 90◦ incident angle. Carbon
atoms are colored according to their coordination number: 0 neighbors (black), 1
neighbor (green), 2 neighbors (blue), graphitic (gray), 3 neighbors and defective
(orange), 4 neighbors (red). Chlorine is shown in ice blue. The right figure shows
a zoom into the center region of the snapshot.

In Figure 6.33, the total number of covalent C-Cl bonds formed with the graphite
matrix is shown. As can be seen, the large majority of atoms is covalently bound.
To break covalent C-Cl bonds at a noticeable rate much higher temperatures are
needed than those in the considered range of 200-500◦C. This analysis also confirms
the findings for irradiation of the surface with a random incident angle. Not all Cl
atoms are found in the bulk, some were repelled when colliding with the surface or
released due to the large surface damage. This phenomenon is absent for irradiation
at a 90◦ incident angle.

Figure 6.33 also shows the bonding partners of the Cl atoms categorized by
the coordination number of the bonding partner. It is clear that aromatic carbon
atoms with three neighbors can not be bonding partners as their definition requires
3 carbon neighbors. The large majority of Cl is bound to carbon atoms with a total
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coordination number of 3 and 2 carbon neighbors. Thus the main traps are carbon
atoms with one dangling bond.
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Figure 6.33: Number and type of bonding partners of implanted Cl for a) the (001)
surface and b) the grain boundary. C1 carbon atoms have one, C2 two, and C4
four additional carbon neighbors. In the figure, the two types of studied incident
angles are called 90◦ for an incident angle of 90◦ and angle for random incident
angles, respectively.

6.3.4 Discussion

Several different scenarios were explored regarding the insertion and diffusion of
chlorine in models of nuclear graphite. When Cl acts as a PKA in bulk graphite, the
obtained cascades are similar to displacement cascades with a C as PKA found in
the literature [CBPB15, CRR+15]. However, displacement cascades in bulk neglect
the finite size of the real material. There are two cases where surface penetration
is relevant. First, when the Cl atom is implanted into graphite. Second, when a
PKA propagates through polycrystalline graphite it can leave and reenter graphite
crystals. For the (001) surface, this surface effect is the more important the lower
the energy of the PKA is. For higher energies, this energy loss is negligible compared
to the remaining kinetic energy, in fact even more defects are created. This indicates
that the energy needed to displace atoms is lower close to the surface than in the
bulk. Bulk cascades can not describe such a situation. However, it is clear that this
difference gets smaller for experimental PKA energies of hundreds of keV where the
PKA propagates and creates defects hundreds of nm deep in the bulk.

The finite size of crystallites also leads to different locations where the PKA
can enter the bulk material. The (100), (110), and studied reconstructed surfaces
have large zones of unoccupied interlayer space where the PKA can enter the bulk
with almost no loss of energy. The channeling effect is most easily observed for
the irradiation of these surfaces with an incident angle of 90◦. This leads to more
spread out microstructural damage with respect to bulk depth. This is due to the
fact that for this incident angle the cascade can be interrupted by channeling in
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the ⟨0001⟩ direction and continued deeper in bulk several times. For all studied
surfaces, an incident angle of <90◦ creates damage closer to the surface due to the
PKA’s propagation direction. Compared to the (001) surface, all other surfaces
show higher slopes of the fitted functions. This indicates that an easier surface
penetration without significant energy loss is possible at high PKA energies. This
effect is intensified with an increasing temperature as can be deduced from the
higher slopes of the fit functions. An analysis of different defect distributions showed
that channeling can be drastically reduced when the PKA collides with surface
atoms. The behavior in real systems where a large number of atoms collides with
the surface will lie in between these two extreme cases.

For bulk cascades, there is no observable trend with respect to the sample
temperature. This is a stark contrast to the clear increase of damage with increasing
temperature for surface irradiation. This could be due to a too low sample size of
bulk cascades. However, the same sample size is sufficient to reveal the trends for
surface irradiation. Thus, this could also be another aspect that is not covered when
replacing surface irradiations by bulk cascades. However, it should be noted that
these simulations only account for the primary damage caused by the cascade. The
diffusion and subsequent accumulation or the annealing of defects are processes
which occur on a longer time scale. In general, they increase with temperature.
Thus, the larger primary damage at higher temperature might be somewhat reduced
by the increased diffusion and annealing.

Repeated irradiation of the (001) surface reveals several trends. The created
disorder seems to increase the energy needed to displace atoms. Thus, less and less
defects are created per PKA as the simulation progresses. The defect distribution
with respect to bulk depth shows a large maximum at about 15-20 Å which shifts
deeper into the bulk with an increasing number of irradiations. Visual inspection
of snapshots shows that the maximum is due to the amorphization of the center
region as the number of irradiations increases. The heat maps show a spherical
maximum of damage in the center. This means that the amorphization is highest
in the center and gradually decreases in all directions parallel to the surface. In
the amorphous zone, a part of the PKA energy is dissipated without creation of
new defects. This decreases the number of created defects per PKA. This is also
confirmed by visual inspection of the defect distribution. Even though more point
defects are created deeper in the bulk as the irradiation simulation progresses, this
increase is much smaller than the growth of the amorphous center. For random
incident angles, the surface damage is much more pronounced. In the center a
hole is created. This indicates that more energy is transferred to the surface atoms
for incident angles <90◦ which can then detach from the surface. However, it is
possible that this effect is overestimated due to the more compact irradiation zone
of the surface. For all studied irradiation types and systems, the maximum of the
normalized defect distribution with respect to bulk depth shifts deeper into the
bulk with an increasing number of irradiations. This is due to the extension in
depth of the amorphous zone.

All these effects are increased for a higher sample temperature. As for a single
irradiation, more defects are created at a higher temperature. In addition, more
carbon atoms detach from the surface due to the higher thermal energy which fa-
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cilitates this process. The heat maps show that a higher amount of defects is found
in the center region for higher temperatures at all stages of repeated irradiation.
This indicates that the amorphization of the matrix is accelerated in hotter zones.

The repeated irradiation of the grain boundary shares many trends with the
(001) surface, but also shows some important differences on which this discussion
will focus. It can clearly be seen that the grain boundary is the weakest spot of the
crystallites. Defects are accumulated in this zone as revealed by the heat maps for
an incident angle of 90◦. This is not found for the (001) surface where the damage
maximum is spherical. Visual inspection of snapshots shows an accumulation of
defects at the grain boundary beneath the amorphous zone. An analysis of the
point defect distribution created by cascades shows no strong tendency. They were
located both in the grain boundary region as well as further away from the cen-
ter region. These two observations together indicate that the defect accumulation
could actually be due to the differences in stress in the highly disordered and the
mostly undamaged zones which cause ruptures of the grain boundary. The accu-
mulation at the grain boundary increases with an increasing sample temperature.
Thus, the stress differences might be intensified due to the different thermal expan-
sion of amorphous and graphitic zones. Depending on the angle between the grains,
grain boundaries usually form in a way which minimizes the number of dangling
bonds. Thus, their capability to trap radionuclides should be similar to the (001)
surface. However, this is no longer true when irradiation damage causes defects to
accumulate at grain boundaries. A preferential trapping at grain boundaries could
then be simply a consequence of the higher abundance of trapping sites in this
region.

For random angles, surface deterioration is dominant and mostly masks other
effects found for an incident angle of 90◦. 4-5 more carbon atoms detach from the
surface which shows that for random angles more energy is transferred into kinetic
energy of carbon atoms which can then detach. Both, the (001) surface and the
grain boundary deteriorate in a similar manner.

For both systems, the defect accumulation changes the macroscopic dimensions.
Contraction along the directions parallel to the graphene planes is observed. Usu-
ally, this is explained by the creation of vacancy lines [TH07, MH12]. However,
the studied system is too small to observe this phenomenon. In the present case
the contraction is likely due to the highly amorphous zone where bonds have many
different orientations instead of the high order of graphene planes. The expansion
in the direction perpendicular to the graphene planes is also due to this highly
disordered amorphous zone. As the amorphous zone grows it deforms the surface
which expands toward the vacuum. This results in an overall expansion along this
direction.

At this stage, it should be pointed out that these effects are in general only valid
for the studied energy range of 0.5 keV-2.5 keV. The single irradiations at higher
energies showed that the microstructural damage is far more spread out in depth.
In the reactor, the kinetic energies of neutrons are distributed over a large range
with a maximum at about 2 MeV. Thus, the accumulation close to the surface
and subsequent amorphization will be less pronounced under reactor conditions.
However, the general trends agree with experimental observations. An analysis of
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Cl-implanted nuclear graphite by Raman spectroscopy showed an increase of the
defect band D3 which is interpreted as an increased amorphization of the sample
[ARV+10].

The heterogeneous distribution of Cl in virgin nuclear graphite shows that Cl
prefers specific locations even before the material is irradiated. The obtained results
for the diffusion of Cl in models of nuclear graphite can be interpreted with respect
to this case. However, the diffusion simulations in non-irradiated structures need
to be considered. The results for the different crystallite edges confirm the ab initio
findings. All surfaces with dangling bonds can act as traps. However, the trapping
at edges does not only depend on the surface type, but also on the availability of
said edges. Other impurities compete with Cl to saturate these edges. Some of
these, such as H and O, are present at higher concentrations (both are found in the
cooling gas in reactors) and can also form stronger bonds with the surface (for O
this is true for a double bond). While this interplay of different species can not be
simulated with the used potential, the behavior for a high occupation number (and
thus low availability of trapping sites) shows that trapping is hindered for a large
part of the Cl atoms.

These free Cl atoms can diffuse toward other zones of the material. This com-
plexity can not be covered by studying the diffusion along one single type of surface.
Many different sites are represented in the model of nanoporous graphite. This
model describes a filler particle of nuclear graphite which is a polycrystalline mate-
rial. This means that surfaces with and without dangling bonds are in coexistence
and ”competition” to interact with the Cl atoms. The use of a complex polycrys-
talline model system confirmed the ab initio results: As soon as a Cl atom passes
an edge carbon with a dangling bond, it gets trapped. If it is not yet trapped, it
diffuses through the pores along the (001) surface of the crystallites. In addition to
these two predicted results, a third unknown process was discovered: The Cl atoms
show a tendency to migrate toward the corners of nanopores where two different
crystallites are only separated by several Å. The stability of this state as well as
the barrier of release should be subject of further studies.

In experiments, Cl was sometimes implanted into graphite (HOPG or samples
of UNGG graphite) to investigate the effects of irradiation damage on Cl release.
In general these experiments show that the Cl is covalently bound to the graphite
matrix and does not migrate after the implantation. This is perfectly confirmed
by the performed simulations of repeated irradiation. The Cl damages the matrix
which creates dangling bonds. These dangling bonds then act as traps for the Cl.
The formed C-Cl bonds are strong enough to keep the Cl in place, thus no diffusion
of Cl is observed. The Cl atoms are mostly found in the heavily damaged zone.
This is due to two reasons. First, the amount of traps is the highest in this region.
Second, the more this zone gets disordered, the more difficult it is for Cl to pass this
region without losing its kinetic energy since channels are more and more blocked.

Since the large majority of Cl is bound to under-coordinated carbon atoms, it
is clear that heating (and as a consequence annealing of defects) will release the
Cl. Once there are no more bonding partners in the bulk, it will diffuse toward the
edges and be released since it is not stable between intact sheets of graphite.
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6.4 Summary and Conclusion

Large-scale models of nuclear graphite were used to study the insertion and diffusion
of 3H and 36Cl in this material.

For H, diffusion along surfaces with dangling bonds for a low H concentration
was simulated. For the studied cases, the ab initio findings were confirmed. All sur-
faces with dangling bonds can serve as traps. This further solidifies Kanashenko’s
hypothesis with respect to the second hydrogen trap of nuclear graphite. However,
the existence of H2 in the gas phase even though there are traps available indicates
a barrier for concerted H2 dissociation and surface trapping.

For Cl, several processes were studied: bulk cascades, surface irradiation, grain
boundary irradiation as well as diffusion along the edges of crystallites and in
nanoporous polycrystalline graphite.

For the irradiation simulations, a dependence on the incident angle of irradia-
tion, the graphite temperature during irradiation and the PKA energy was investi-
gated. It was shown that bulk cascades can not fully replace explicit irradiation of
surfaces. While no dependence on temperature was found for bulk cascades, surface
irradiation at higher temperature consistently created more damage. Channeling is
more probable to occur for irradiation of the (100), (110) or reconstructed surfaces
compared to the (001) surface. This is due to the ⟨0001⟩ channel which is directly
accessible from these surfaces. This leads to a broader distribution of defects with
respect to bulk depth. For all surface irradiations, an incident angle <90◦ created
damage closer to the surface. This effect is intensified for repeated irradiation of
the (001) surface, the surface damage is much greater for random incident angles.
Overall, repeated irradiation of the (001) surface leads to a highly amorphous zone
close to the surface and point defects deeper in bulk graphite for the considered
PKA energy range. An increased sample temperature increases the amount of
defects created as well as the deterioration of the surface.

Similar trends are found for repeated irradiation of a grain boundary. However,
an important difference was revealed. The grain boundary is the weakest spot of the
crystallites, defects accumulate in this zone. This is likely due to stress differences
in the highly damaged and more ordered regions which cause a rupture of the grain
boundary beneath the amorphous zone. This effect increases with temperature due
to the different thermal expansion behavior of the amorphous and the ordered zone.
Radionuclides could then get trapped preferentially in these zones simply due to
the larger abundance of defect sites at grain boundaries.

For repeated irradiation of both, the (001) surface and the grain boundary, the
defect accumulation changes the macroscopic dimensions. Contraction along the
directions parallel to the graphene planes and expansion in the direction perpen-
dicular to the graphene planes is found.

The diffusion simulations confirm the ab initio results, but also reveal new
trends. All surfaces with dangling bonds can serve as traps for Cl. It was shown
that by reducing the number of available trapping sites, Cl is partially trapped
and partially diffuses through the pores. These free Cl atoms can move to other
sites of the material. Several different environments coexist in the nanoporous
graphite model: surfaces with and without dangling bonds as well as porosities.
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Chapter 6. Molecular Dynamics 6.4. Summary and Conclusion

The diffusion of Cl shows three different processes: The first two are the trapping
at available sites on crystallites edges with dangling bonds and free diffusion along
the (001) surface of crystallites. The third and previously unknown process is
migration toward the corners of nanopores.

Implanted Cl atoms immediately forms bonds with surrounding defect sites and
shows no diffusion within the bulk. This is consistent with experimental evidence
[VTM+09]. They are concentrated in the regions which are highly damaged by
irradiation. The experimentally observed release by heating is due to annealing
of defects. When the graphene planes are rebuilt, Cl is no longer stable in bulk
graphite and diffuses toward the crystallite edges where it is released into the pores.
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General Conclusion and
Perspectives

This work contributed to the studies which try to find possible solutions for the
waste management of irradiated nuclear graphite. A large amount of this material
was used as moderator and reflector in the French first generation UNGG nuclear
power plants leading to about 23000 t of graphite waste in France alone. Several
options for waste management are evaluated: waste treatment to extract radionu-
clides and different types of permanent disposal. For all of these options a good
knowledge of the behavior of radionuclides in the graphite is needed, i.e. the radio-
logical inventory and the physico-chemical properties of the different species within
the graphite. For waste treatment, knowing these properties could help finding new
approaches to remove radionuclides. For permanent disposal, it could help to show
the long-term safety of the sites by understanding the conditions of trapping or
release of the radionuclides.

Several preceding experimental theses faced problems due to the low concen-
trations of the radionuclides. Thus, a modeling approach was used to offer com-
plementary informations which are difficult to obtain experimentally. Within this
work the focus was laid on two radionuclides: 3H and 36Cl. 3H has short half-life
but high activity, 36Cl has a long half-life but low activity. The complex multi-
scale structure of nuclear graphite demanded a description of the system which can
account for the processes that happen on different length scales. By using a multi-
scale modeling approach, processes occurring on different length and time scales
have been studied.

On the smallest scale, nuclear graphite consists of graphite crystallites. The
radionuclides can interact with different parts of these crystallites, i.e. the bulk
material or surfaces, but also lattice defects which are created in high numbers by
irradiation. These local interactions have been studied accurately by applying ab
initio methods.

H can form covalent bonds with all studied surfaces, (001), (100), and (110),
with bulk graphite, and also with point defects such as mono- and divacancies. New
insight was gained regarding the deep trap of hydrogen in nuclear graphite. The ex-
isting hypothesis needs to be refined: The deep traps in bulk graphite can either be
the zigzag or armchair edges of dislocation loops. Different surface reconstructions
of graphite have been studied for the first time in order to investigate the weaker
H traps located on crystallite edges. It has been shown that the trap is most likely
a crystallite edge formed by an in-plane reconstruction of the (100) surface. An
arch-shaped surface reconstruction was also investigated. This was a much weaker
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trap compared to experiment. This is indirect evidence that the crystallite edges
are mostly open in nuclear graphite. From a thermodynamic point of view, the
formed bonds are very stable (on the order of several eV); a large amount of energy
would be needed to break them.

In experiments both organic and inorganic Cl was found, the inorganic Cl has
a lower concentration and is more easily released. This permitted to focus on
the interaction of Cl and Cl2 with bulk graphite, surfaces, and point defects. The
behavior of Cl is much more complex compared to H. The interaction with graphite
is strongly dependent on the site as well as on the Cl species: Cl forms strong
covalent bonds with surfaces which have dangling bonds and surface vacancies
(2.5-4.1 eV). Breaking of these C-Cl bonds would also need a large amount of
energy.

In contrast to that, Cl interacts non-covalently with the (001) surface via charge
transfer. The adsorption is weaker compared to the other surfaces (about 0.9 eV).
Thus it can be more easily desorbed from this surface. When Cl2 adsorbs on this
surface, the behavior changes again. Here, only a weak van der Waals interaction
is observed between the surface and Cl2. Since it is more stable than two isolated
adsorbed Cl atoms, Cl2 formation is thermodynamically favorable. Due to the
weaker interaction with the surface, desorption is much easier in this state.

In bulk graphite, both species again change their properties. Cl is not stable
in bulk graphite. Cl2 spontaneously dissociates to atomic Cl. Contrary to H, this
indicates that any kind of trap is most likely located on sites which are located at
the solid/gas interface where dangling bonds are prevalent.

Thus, both H and Cl can be trapped at the same sites on crystallite edges. When
graphite samples are heated, Cl is only released in the form of HCl. From the ab
initio results, three scenarios can be proposed: first, a gas phase reaction of H2 +
Cl2 → 2 HCl. Second, an exchange reaction on crystallite edges of the type ∼C–
Cl + H2 → ∼C–H + HCl. These are thermodynamically driven reactions which
are confirmed by the presented calculations. A third scenario is kinetically driven.
Concerted detrapping of HCl might have a lower barrier compared to detrapping of
H2 or Cl2. This scenario needs to be investigated further by calculating the barriers
of the different detrapping reactions.

To study the insertion and diffusion of the radionuclides in nuclear graphite, an
approximate interaction model has been developed which is computationally less
demanding. This was an important step since these processes occur on much larger
length- and time scales than what is currently achievable by ab initio methods. For
C-Cl, a bond order potential has been developed from scratch which can correctly
describe all different interactions found on the ab initio level. For C-H, an existing
potential was modified. It can correctly describe interactions on surfaces with
dangling bonds.

Diffusion simulations of H along different crystallite edges showed trapping on
unsaturated surface carbon atoms. This further confirmed the existing hypothesis
regarding the weaker H trap of nuclear graphite. The behavior in bulk graphite
and on the (001) surface is not correctly described. Further work is needed to
reparametrize the potential in order to investigate the hypothesis of the deep H
trap (dislocation loops).
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For Cl, several scenarios were explored: First, the insertion into models of
perfect and irradiated graphite crystallites with PKA energies ranging from 0.5-10
keV. Second, the diffusion in complex models of virgin nuclear graphite and in
graphite crystallites damaged by irradiation.

Displacement cascades in bulk graphite with Cl as PKA overall show the same
trends as observed for displacement cascades found in the literature with C as
PKA. However, it has been shown in this work that they are not able to fully
replace explicit irradiation of graphite surfaces. A clear temperature dependence
of the created damage is found for surface irradiation, whereas it is absent in bulk
cascades. In addition, a dependence of the damage on the incident angle of the
PKA is only possible to study if a solid/gas interface is included in the simulations.

For all surface irradiations, a higher temperature increases direct irradiation
damage. Incident angles <90◦ lead to damage closer to the surface. The higher
occurrence of channeling for irradiation of the (100), (110), and considered surface
reconstructions with an incident angles of 90◦ leads to a broader distribution of
defects with respect to bulk depth.

Under reactor conditions, irradiation is not a singular event. Thus, the (001)
surface as well as a grain boundary have been repeatedly irradiated with PKA
energies in the range of 0.5-2.5 keV to study the influence on microscopic and
macroscopic properties.

Less defects are created per PKA with increasing damage of the crystallite
microstructure. Repeated irradiation leads to large amorphous zones close to the
surface and point defects deeper in the bulk. The amorphous zone absorbs the
PKA energy partially which decreases the number of defects created per PKA. The
surface deteriorates and for incident angles <90◦ a hole is formed due to detaching
surface atoms. All these effects are intensified when the irradiation temperature is
increased.

The repeated irradiation of the grain boundary has revealed a new aspect. An
accumulation of defects is observed at the grain boundary beneath the amorphous
zone for irradiation at an incident angle of 90◦. An analysis has shown that this is
most likely due to stress differences in the amorphous zone and deeper lying more
ordered zones. This trend intensifies with increasing temperature. This indicates
that grain boundaries can be preferred trapping sites for radionuclides simply due
to the higher abundance of defects in this region. The temperature difference also
shows that the trapping at these sites will be more prevalent in hotter zones.

Crystallite edges with dangling bonds act as strong traps for Cl. When the
concentration of available trapping sites is lower then the concentration of Cl in the
gas phase, Cl freely diffuses in the gas phase in the form of Cl2. Bulk penetration is
only observed for much higher concentrations than those found in nuclear graphite.
The Cl can then freely diffuse through the pores.

Diffusion simulations in the complex model of nanoporous graphite have re-
vealed substantial information with respect to the trapping and diffusion of Cl in
nuclear graphite. Free diffusion occurs along the (001) surfaces. When Cl passes an
available trapping site, it forms a bond and remains fixed. These two observations
confirm the ab initio results. In addition, a completely unknown process was found:
freely diffusing Cl shows a tendency to migrate toward the corners of nanopores
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where two crystallites are only separated by several Å. In this zone, it is neither
fully trapped by forming covalent bonds nor can it leave in direction of the pores
without overcoming a barrier.

In irradiated graphite crystallites, Cl does not diffuse but immediately forms
strong covalent bonds with the surrounding defects. It is localized in the highly
damaged zone. This explains the experimental findings when Cl is implanted into
graphite. When the system is heated, the defects are annealed and Cl diffuses
towards the surface due to the instability in bulk graphite.

In summary, this work could confirm and extend several existing hypotheses
regarding the trapping of 3H and 36Cl in nuclear graphite. In addition two new
trapping sites are proposed: in irradiated graphite, grain boundaries can be pre-
ferred trapping sites for all radionuclides due to the higher abundance of traps. Due
to the temperature dependence, grain boundaries in hotter zones will be preferred
over colder zone. In addition a new metastable trap in the corners of nanopores is
proposed for 36Cl.

Thus, a lot of new insight was gained with respect to the trapping of 3H and
36Cl in nuclear graphite. However, some questions remain and also new questions
were raised due to new findings.

Several scenarios were proposed which could explain the experimentally ob-
served existence of HCl in the gas phase. The barriers of these reactions should be
determined with ab initio methods to identify the most probable scenario.

The diffusion properties regarding the trapping of H at dislocation loops could
not be studied due to the potential’s shortcomings in describing the bulk diffusion.
The potential should be adjusted to properly describe the bulk and surface inter-
actions. With such a potential the complete hypothesis regarding trapping and
release of H in nuclear graphite could be explored.

The reason for the heterogeneity of Cl in nuclear graphite is still somewhat
unclear. Crystallite edges with dangling bonds should be distributed rather ho-
mogeneously, thus they can not solely be responsible for this phenomenon. The
potential trap in corners of nanopores found in the MD simulations might play
a role. Trapping and barriers of release might depend on the angle between two
crystallites. If such a dependence wold be found, this could possibly explain the
experimental findings of preferred trapping sites. Such a study should be performed
with ab initio methods.

Defect accumulation at grain boundaries has been shown. This effect should be
studied for larger crystallites in order to determine the size dependence of the grain
boundary ruptures caused by the stress differences.

Together with the findings of this work, this would allow for a more complete
understanding of all mechanisms related to the trapping an release of 3H and 36Cl
in UNGG graphite.
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sites pollués, déchets. Technical report, Cour des Comptes, 75 - Paris
(France), 2005.

[Bak70] D. E. Baker. Graphite as a Neutron Moderator and Reflector Mate-
rial. Nuclear Engineering and Design, 14:413–444, 1970.

[Bak80] R.T.K. Baker. Gas chemistry in nuclear reactors and large industrial
plant, pages 18–25. John Wiley ‘I&’ Sons Ltd, 1980.

[Bal62] M. Balarin. Fokussierungsbedingung für elastische Atomstöße in
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189



Bibliography

[CP64] C.A. Coulson and M.D. Poole. Calculations of the formation energy
of vacancies in graphite crystals. Carbon, 2:275–279, 1964.

[CPDS93] M. Catti, A. Pavese, R. Dovesi, and V. R. Saunders. Static Lattice
and Electron Properties of MgCO3 (magnesite) Calculated by Ab
Initio Periodic Hartree-Fock Methods. Phys. Rev. B, 47:9189–9198,
1993.

[CPR+09] G. I. Csonka, J. P. Perdew, A. Ruzsinszky, P. H. T. Philipsen,
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[HŠX+06] L. Hornekær, Ž. Šljivančanin, W. Xu, R. Otero, E. Rauls, I. Stens-
gaard, E. Lægsgaard, B. Hammer, and F. Besenbacher. Metastable
Structures and Recombination Pathways for Atomic Hydrogen on
the Graphite (0001) Surface. Phys. Rev. Lett., 96:156104, 2006.

[HYX+12] Z. He, X. Yang, H. Xia, T. Z. Regier, D. K. Chevrier, X. Zhou, and
T. K. Sham. Role of defect electronic states in the ferromagnetism
in graphite. Phys. Rev. B, 85:144406, 2012.

[IAE98] IAEA. Radiological charaterization of shut down nuclear reactors for
decommissioning purposes. Technical report, IAEA, 1998.

[IAE00] IAEA. Irradiation Damage in Graphite Due to Fast Neutrons in
Fission and Fusion Systems. Iaea-tecdoc-1154, IAEA, 2000.

194



Bibliography

[IAE06] IAEA. Characterization, Treatment and Conditioning of Radioactive
Graphite from Decommissioning of Nuclear Reactors. Iaea-tecdoc-
1521, IAEA, 2006.

[IB82] G. D. Purvis III and R. J. Bartlett. A full coupled-cluster singles and
doubles model: The inclusion of disconnected triples. The Journal
of Chemical Physics, 76:1910–1918, 1982.
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[PJB95] J.M. Pérez-Jordá and A.D. Becke. A Density-Functional Study of van
der Waals forces: Rare Gas Diatomics. Chem. Phys. Lett., 233:134
– 137, 1995.

[Pli95] S. Plimpton. Fast Parallel Algorithms for Short-Range Molecular
Dynamics. Journal of Computational Physics, 117:1 – 19, 1995.

[pov15] Persistence of Vision Raytracer. http://www.povray.org/, 2015.
[Online; accessed 16-August-2015].

199

http://www.povray.org/


Bibliography

[PPB93] A. Petit, C. Phalippo, and M. Brié. The Status of Graphite Develop-
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bonés obtenus par radiolyse de l’oxyde de carbone - Oxydation
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Appendix

A Résumé

Au cours des prochaines années, neuf centrales nucléaires de type UNGG (Uranium
Naturel Graphite Gaz) devront être démantelées en France. Ces centrales utilisent
le graphite comme modérateur et réflecteur de neutrons. Pendant leur exploitation,
celui-ci est activé. Leur démantèlement conduira à 23000 tonnes de déchets de
graphite irradiés à gérer. Ce travail focalise sur deux radionucléides contenus dans
ces déchets : le 36Cl et le 3H. Le 36Cl a l’une des demi-vies les plus longues (301 000
ans). Par contre, le 3H a une demi-vie plus courte (12 ans), mais contribue beaucoup
à l’activité initiale des déchets. Différentes données expérimentales suggèrent que
le 36Cl et le 3H sont piégés à différents endroits du graphite, comme les boucles de
dislocation, les surfaces ou les joints de grains. Le seul mécanisme de migration des
radionucléides est le relâchement. Pour cette raison, il est important de comprendre
quels sont les pièges et les différentes conditions du relâchement.

Le graphite UNGG a une structure complexe, hétérogène et multi-échelle qui
diffère du monocristal idéal du graphite. Cependant, pour comprendre les données
macroscopiques, les études théoriques à l’échelle nanoscopique et microscopique sont
des outils importants, même si elles reposent sur des modèles plus simples. Dans
cette thèse, une approche multi-échelle a été utilisée afin d’étudier les interactions
des radionucléides avec le graphite ainsi que les mécanismes de diffusion et de
piégeage à l’échelle du nm-µm.

Les interactions du 3H et du 36Cl avec différents défauts du graphite ont été
étudiées dans le cadre de la théorie fonctionnelle de la densité (DFT). L’hydrogène
peut former des liaisons covalentes aussi bien avec les différentes surfaces (001),
(100) et (110) qu’ avec le graphite massique et les défauts ponctuels contenus dans
celui-ci. Les différentes hypothèses existantes de piègeage de l’hydrogène doivent
être affinées: il peut être soit sur les bords zigzag ou armchair des boucles de
dislocation. Différentes reconstructions de surface ont été étudiées pour la première
fois afin d’étudier les pièges de l’H moins réactifs situés sur les bords des cristallites.
Il a été montré que l’un d’eux est très probablement un bord de cristallite formé
par une reconstruction dans le plan de la surface (100). Une reconstruction de
surface en forme d’arc a également été étudiée. C’était un piège beaucoup moins
réactif par rapport à l’expérience. Ceci est une preuve indirecte que les bords de
cristallite sont principalement ouverts dans le graphite nucléaire. D’un point de
vue thermodynamique, les liaisons formées sont très stables (de l’ordre de plusieurs
eV); une grande quantité d’énergie serait ainsi nécessaire pour les briser.

VII



Appendix

Expérimentalement, le Cl existe sous deux formes dans le graphite : organique et
inorganique. Comme le Cl inorganique est plus faible en concentration et donc plus
facilement relâché, cela a permis de focaliser l’étude sur l’interaction de Cl et Cl2
avec le graphite massique, les surfaces et les défauts ponctuels. Le comportement
de Cl est beaucoup plus complexe que celui du H. L’interaction avec le graphite
dépend fortement du site ainsi que des espèces considérés: le Cl forme de fortes
liaisons covalentes avec des surfaces présentant des liaisons pendantes et des lacunes
de surface (2,5-4,1 eV). La rupture de ces liens C-Cl nécessiterait également une
grande quantité d’ énergie. Contrairement à cela, le Cl interagit de manière non
covalente avec la surface (001) par transfert de charge.

L’adsorption est plus faible par rapport aux autres surfaces (environ 0,9 eV).
Ainsi, il peut être plus facilement désorbé. Lorsque Cl2 adsorbe sur celle-ci, le
comportement change à nouveau. Le Cl2 n’interagit que par interactions de van
der Waals avec celle-ci. Comme il est plus stable que deux atomes de Cl adsorbés
isolés, la formation de Cl2 est thermodynamiquement plus favorable. En raison
d’interaction plus faible avec la surface, la désorption est beaucoup plus facile dans
cet état.

Dans le graphite massique, les deux espèces changent à nouveau leurs propriétés.
Le chlore moléculaire n’est pas stable dans le graphite massique. Cl2 dissocie pour
former du Cl atomique. Contrairement à l’hydrogène, cela indique que les pièges
sont probablement localisés sur des sites qui sont situés à l’interface solide/gaz, où
les liaisons pendantes sont fréquentes.

Ainsi, H et Cl peuvent être piégés sur les mêmes sites aux bords des cristal-
lites. Lorsque les échantillons de graphite sont chauffés, Cl n’est libéré que sous
la forme de HCl. Les résultats ab initio permettent de proposer trois scénarios :
d’abord, une réaction en phase gazeuse de H2 + Cl2 → 2 HCl. Deuxièmement, une
réaction d’échange sur les bords cristallites du type ∼C–Cl + H2 → ∼C–H + HCl.
Ceux sont des réactions thermodynamiquement favorables qui sont confirmés par
les résultats obtenus. Un troisième scénario est cinétique : Le dépiègage concerté
de HCl pourrait avoir une barrière plus faible que le dépiègage de H2 ou Cl2 . Ce
scénario doit être approfondi en calculant les barrières des différentes réactions de
dépiègage.

L’étude de l’insertion et la diffusion des radionucléides dans le graphite nucléaire
nécessite l’exploration de processus à des échelles de longueur et temps plus longues
que ce qui est actuellement réalisable par les méthodes ab initio. Ainsi des modèles
de potentiel d’interaction atomique ont été développés pour utiliser des simulations
de dynamique moléculaire. Pour C-Cl, un potentiel de type ≪bond order≫ a été
développé qui peut correctement décrire toutes les différentes interactions trouvées
au niveau ab initio. Pour C-H, un le potentiel existant a été modifié. Il peut décrire
correctement les interactions sur les surfaces avec des liaisons pendantes.

Des simulations de diffusion de H le long de différents bords de cristallites
ont montré un piégeage sur des atomes de carbone insaturés. Cela a confirmé
l’hypothèse concernant le piègeage du H plus faible du graphite nucléaire.

Pour Cl, plusieurs scénarios ont été explorés: d’abord, l’insertion dans des
modèles de cristallites de graphite parfaits et irradiés avec des énergies de ≪primary
knock-on atom≫ (PKA) allant de 0,5 à 10 keV. Deuxièmement, la diffusion dans
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des modèles complexes de graphite nucléaire vierges et de cristallites de graphite
endommagés par irradiation a été étudiée.

Les cascades de déplacement dans le graphite massique avec le Cl comme PKA
décrivent globalement les mêmes tendances observées pour les cascades de déplacement
trouvés dans la littérature avec le C comme PKA. Cependant, il a été démontré
dans ce travail qu’ils ne sont pas en mesure de remplacer l’irradiation explicite des
surfaces de graphite. Une dépendance claire de la température de l’endommagement
créé est trouvée pour l’irradiation de surface, alors qu’il est absent pour les cascades
dans le graphite massique. De plus, une dépendance des dommages en fonction de
l’angle d’incidence du PKA a été montrée pour des interfaces solide / gaz.

Pour toutes les irradiations de surfaces, l’accroissement de la température aug-
mente le nombre de dommages directes d”irradiation. Pour les angles d’incidence
<90◦, des dommages restent localisés proches de la surface. La plus haute occur-
rence de l’effet ≪channeling≫ est trouvée pour l’irradiation des surfaces (100), (110)
et des surface reconstruites avec un angle d’incidence de 90◦. Cet effet conduit à
une distribution de défauts plus large.

Dans les conditions de réacteur, l’irradiation n’est pas un événement singulier.
Les surfaces (001) ainsi qu’un joint de grain ont été irradiés d’une façon répéteé
avec des énergies PKA comprises entre 0,5 et 2,5 keV pour étudier l’influence sur
les propriétés micro- et macroscopiques.

Moins de défauts sont créés par PKA avec des dommages croissants de la mi-
crostructure de cristallite. L’irradiation répétée conduit à de grandes zones amor-
phes proches de la surface et de défauts ponctuel plus en profondeur dans le graphite
massique. La zone amorphe absorbe l’énergie de PKA partiellement ce qui diminue
le nombre de défauts créés par PKA. La surface se détériore, et, pour les angles
d’incidence <90◦, un trou est formé en raison de détachement des atomes de surface.
Tous ces effets sont intensifiés lorsque la température augmente.

L’irradiation répétée du joint de grains a révélé un nouvel aspect : Une ac-
cumulation de défauts est observée au joint de grains sous la zone amorphe à
un angle d’incidence <90◦. Ceci est probablement en raison des différences de
contraintes dans la zone amorphe et les zones ordonnées plus profondes. Cette
tendance s’intensifie avec l’augmentation de la température. Cela indique que les
joints de grains peuvent être des sites de piègeage préférés pour les radionucléides
en raison de l’abondance plus élevée de défauts dans cette région. La différence de
température aussi montre que le piégeage sur ces sites sera plus fréquent dans les
zones les plus chaudes.

Les bords de cristallites avec des liens pendants sont de forts pièges pour Cl.
Quand la concentration des sites de piégeage disponibles est inférieure à la concen-
tration de Cl dans la phase gazeuse, le Cl diffuse librement dans la phase gazeuse
sous forme de Cl2. La pénétration dans le graphite massique est seulement observée
pour des concentrations beaucoup plus élevées que celles trouvées dans le graphite
nucléaire. Le Cl peut ensuite diffuser librement à travers les pores.

Les simulations de diffusion dans le modèle complexe du graphite nanoporeux
donnent des informations substantielles en ce qui concerne le piégeage et la diffusion
de Cl dans le graphite nucléaire. La diffusion libre se produit le long des surfaces
(001). Quand le Cl passe sur un site de piégeage disponible, il forme une liaison et
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B. Computational Details of the Ab Initio Calculations

reste fixé. Ces deux observations confirment les résultats ab initio. En outre, un
processus complètement inconnu a été trouvé: le Cl montre une tendance à migrer
vers les coins des nanopores où deux cristallites ne sont séparés que de quelques Å.
Dans cette zone, il n’est ni complètement piégé en formant des liaisons covalentes
ni ne peut partir en direction de pores sans surmonter une barrière.

Dans les cristallites de graphite irradiés, le Cl ne diffuse pas mais forme immédia-
tement des fortes liaisons covalentes avec les défauts environnants. Il est localisé
dans la zone très endommagée. Ceci explique les résultats expérimentaux lorsque Cl
est implanté dans graphite : Lorsque le système est chauffé, les défauts sont recuits
et le Cl diffuse vers la surface en raison de l’instabilité du graphite massique.

En résumé, ce travail pourrait confirmer et prolonger plusieurs hypothèses exis-
tantes concernant le piégeage du 3H et du 36Cl dans le graphite nucléaire. En outre
deux nouveaux sites de piégeage sont proposés: dans le graphite irradié, les joints
de grains peuvent être les pièges préférés pour tous les radionucléides en raison de
leur abondance plus élevée. L’étude en température montre que les joints de grains
dans les zones plus chaudes seront préférés à ceux des zones plus froides. En outre,
un nouveau piège métastable dans les coins des nanopores est proposé pour le 36Cl.

B Computational Details of the Ab Initio Calcu-

lations

B.1 Determination of Cohesive Energies and Interlayer In-
teraction Energies

In the following, the methodology for the determination of cohesive energies and
interlayer interaction energies which are presented in section 4.1.1 is described.

Cohesive energies, Ecoh, were evaluated with respect to the isolated atoms. For
both codes, the equilibrium energies of bulk graphite and diamond were corrected
by the zero point energy. The cohesive energy follows this definition:

Ecoh =
N0EC − EBulk

N0

(6.2)

where EC, EBulk and N0 represent the energy of an isolated carbon, the energy
of the primitive cell of the bulk graphite (or diamond) and the number of carbon
atoms per primitive cell, respectively. The EC calculations have been performed in
the spin-polarized framework and carbon in its triplet state.

Contrary to plane wave basis sets, Gaussian-type basis sets are non orthogonal
and therefore suffer from the BSSE. Thus, for CRYSTAL, Ecoh was corrected for
the BSSE according to the counterpoise method of Boys and Bernardi[BB70]. To
evaluate it, a three layer (001) HOPG surface, periodic along the [100] and [010]
directions, was defined; then, the energy of an isolated carbon was determined by
placing it at the center of a 4 × 4 supercell of the slab with all of its neighbors
treated as ghost atoms. For diamond, the BSSE was evaluated from the energy of
an isolated carbon at the center of a cluster of 80 ghost atoms ”cut” in the bulk
material.
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For QUANTUM-ESPRESSO, the energy of the isolated carbon was obtained
by using a cubic supercell with a lattice parameter of 15 Å.

The interlayer interaction energy, EIL, follows this definition:

EIL = EI − EBulk
IL (6.3)

where EI and EBulk
IL are the energies of an isolated graphene plane and of a graphene

plane in graphite, respectively. EBulk
IL is the energy difference between a seven and

a six layer (001) surface.
For CRYSTAL, EIL was also corrected for the BSSE following the scheme of

Boys and Bernardi [BB70]. To evaluate it, the energy of an isolated graphene plane
with a single layer of ghost atoms above and below was determined.

For QUANTUM-ESPRESSO, which uses a 3D model of the surfaces, the various
slabs were separated by a void of 10 Å.

B.2 Surface Energies

The surface energy Esurf is as presented in section 4.2.1 is calculated with the
following equation:

Esurf =
E(n)− n · Ebulk

2A
(6.4)

Here, E(n) is the energy of a n-layer slab, Ebulk the energy of a single layer of bulk
material, and A is the area of the created surface. The surface energy tends to
converge much slower than other properties, therefore we increased n to 36, 16,
and 7, for the surfaces (100), (110), and (001), respectively.

B.3 Formation Energies

The formation energies Eform of the reconstructed surfaces as presented in section
4.2.2 was calculated as the energy difference between the energy of the reconstructed
surface and the unreconstructed surface.

The determination of Eform of the vacancies at the (001) surface is more complex
since it involves removal of carbon atoms out of the system. It is defined as follows:

Eform = Evac
G − EG + nµC (6.5)

Here, Evac
G is the energy of the graphite structure with vacancies, EG is the energy

of the pristine graphite structure, n is the number of removed carbon atoms and µC

is the chemical potential of carbon. It is approximated as the energy of a carbon in
its triplet state. The formation energy is corrected for the basis set superposition
error with the same approach as described in the next section.
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B.4 BSSE Correction of Adsorption Energies

Gaussian-type basis sets suffer from the basis set superposition error (BSSE). For
all ab initio calculations which describe adsorption processes (see sections 4.2-4.3,
the counterpoise method of Boys and Bernardi [BB70] was modified by using a
dressed particle approach to get rid of the BSSE. The adsorption energy Ead is
the energy difference between a hydrogen dressed with all the interactions with its
surroundings (Edr

H ) and an isolated hydrogen in its atomic reference state. Edr
H is

defined as follows:

Edr
H =

E0 − Eopt
G − EXH

G − EG −
∑n

i=1E
XG
Hi

+ EH

n
(6.6)

where E0 is the total energy of the optimized system, Eopt
G the energy of the

optimized surface without adsorbates, EXH
G the energy of the optimized system with

all adsorbed atoms treated as ghost atoms, EG the energy of the surface with the
geometry of the optimized system and the adsorbates removed, EXG

Hi
the energy of

the system with all adsorbed atoms except the ith atom treated as ghost atom, and
EH the energy of the isolated hydrogen. n is the number of adsorbed atoms.

The BSSE contribution to the graphite matrix is determined in the graphite-
adsorbate structure according to the counterpoise method of Boys and Bernardi
[BB70].
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C Additional Structures for the Adsorption of H

on (100) and (110) Surfaces

In this section, additional optimized geometries as described in section 4.2.1 are
shown in Figure C.1. They refer to adsorption of two H atoms per edge carbon on
the (100) and (110) surface, respectively.

(a) (b)

(c) (d)

Figure C.1: Side (left) and top view (right) of optimized structures of hydrogen
chemisorption on the investigated surfaces. Isovalues for spin density plots are 0.05
e/bohr3. Two H per edge carbon for the (100) surface for (a) one and (b) two edge
carbons and for the (110) surface for (c) one and (d) two edge carbons.
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D Additional Structures for the Adsorption of H

on Reconstructed Surfaces

In this section, additional optimized geometries as described in section 4.2.2 are
shown in Figure D.1. They refer to adsorption of H on the bilayer models of the
arch-type surface reconstructions (100)bilayerarch and (110)bilayerarch , respectively.

(a)
(b) (c) (d)

(e)
(f) (g) (h)

Figure D.1: Top view of optimized structures of hydrogen chemisorption at the
graphene bilayer models. (100) surface: (a) 1 H, (b) 2H ortho, (c) 2H meta, (d) 2H
para. (110) surface: (e) 1 H, (f) 2H ortho, (g) 2H meta, (h) 2H para.
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E The Adsorption of F2, Cl2, and Br2 on Molec-

ular Models of the (100) and (110) Surfaces of

Graphite

This section is dedicated to the evaluation of the results published by Xu et al.
[XZL06] regarding the adsorption of F2, Cl2, and Br2 on active sites of graphite.
This was necessary due to the qualitative disagreement between the results of Xu
et al. and those presented in section 4.3.1.

In their article, Xu et al. [XZL06] present the adsorption energies for the
chemisorption of the three halogens F2, Cl2, and Br2 on the active sites of graphite.
The three investigated systems are finite models of the three most stable surfaces,
(001), (100), and (110). The latter two are also called zigzag and armchair surface,
respectively. These surfaces were modeled by the molecules in a cluster approach
(see Figure ??), which is an established technique for these systems [MTS00]. While
studying similar systems, we compared our results to the published results and
found several discrepancies which, we feel, need some clarification. In their paper
Xu et al. state: ”The correct ground state was determined by means of single point
energy calculations for different electronic states and the lowest energy electronic
state was determined to be the selected ground state (the ground electronic spin
multiplicity is 1, 7 and 3 corresponding to the model A, B and C, respectively).“
It is not completely clear to us if this refrains only to the electronic states of the
isolated surface models or as well to the systems containing the adsorbed halogens.
We assume that these states were selected for both, the isolated models as well as
the models with adsorbed halogens. Performing the calculations in the indicated
electronic states for both, the adsorbed surface models as well as the isolated mod-
els, did not allow us to reproduce the results of Xu et al.; adsorption energies varied
up to 20 kcal/mol. Nevertheless, we obtained the same order of the adsorption en-
ergies for the different surface models. This leads us to believe that they used this
approach.

(a) Model A

(b) Model B (c) Model C

Figure E.1: Models for the (001) surface (a), the (100) surface (b), and the (110)
surface (c).

The ground state of model A has a spin multiplicity of 1 due to the even number
of electrons in the system and the two-fold symmetry axis. However, for model B,
Montoya et al. showed that the ground state has a spin multiplicity of 5 [MTS00], in
contrast to the results of Xu et al. who found a ground state with a spin multiplicity
of 7.
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Due to this discrepancy, we decided to re-evaluate the results of Xu et al.
in order to investigate the impact on the adsorption energies. All calculations
were performed with NWChem [VBG+10]. To be able to compare our results to
those of Xu et al., we also used the B3LYP functional [Bec93, LYP88] in the spin-
unrestricted formulation. Xu et al. optimized the systems with the 3-21G(d) basis
[HP73, FPH+82, RRP+01] and recalculated the energies of the resulting optimized
structures with the bigger 6-31G(d) basis [HP73, FPH+82, RRP+01]. We decided
to optimize the systems with the 6-31G(d) basis to avoid possible errors due to this
approach. Additionally, all systems were optimized with the larger Def2-TZVP
basis set [WA05] for better accuracy. All optimizations were performed in C1
symmetry to let the systems relax out of the plane if needed. For model B, all
calculations were performed with spin multiplicities 3, 5, and 7; for model C, the
spin multiplicities were 1, 3, and 5. VMD was used for visualization and image
creation [HDS96].

For model A, our results agree with Xu et al. Only the optimized distances
between adsorbent and adsorbate are mostly longer. For the series F2, Cl2, and Br2
the adsorption energies are 0.62 (-0.01), -0.01 (-0.01), and -0.01 (-0.01) kcal/mol for
the basis 6-31G(d) (Def2-TZVP). The distances are 3.23 (4.15), 9.55 (9.58), and
10.91 (11.14) Å. However, since there is next to no interaction due to the missing
dispersion interaction in the functional, this is likely caused by different convergence
criteria. Since we found agreement for this model, we will no longer discuss these
properties and refer to the original paper.

For the zigzag and armchair surface (models B and C), the relative energies of
the different electronic states with respect to the ground state are given in Table
E.1. They were obtained with the 6-31G(d) basis to compare our results to Xu et
al.

For model B, our results agree with Montoya et al.; the ground state has a
spin multiplicity of 5. However, this state shows a significant amount of spin con-
tamination. The expectation value of S2 is 6.22 compared to the theoretical value
of 6. To validate that the order of the electronic states is not wrong due to spin
contamination, separate ROHF calculations were performed. In agreement with
Montoya et al., the same order as presented in Table E.1 was recovered. This gives
us confidence that the unrestricted formulation of the used density functional yields
reliable results.

For model C, the ground state has a spin multiplicity of 1. This state is 1.44
eV lower than the triplet state.

At this point, we want to reiterate that Xu et al. report ground state spin
multiplicities of 7 and 3 for models B and C, respectively. This indicates some
systematic error in their results due to the choice of excited states as references.

The optimized ground state structures for adsorption of F2, Cl2, and Br2 on
models B and C obtained with the basis Def2-TZVP are shown in Figures E.2 and
E.3. In Table E.2, the adsorption energies obtained with the two different basis
sets are given. The reference values of Xu et al. are also given for comparison.

The optimized ground state structures for adsorption of F2, Cl2, and Br2 on
models B and C obtained with the basis Def2-TZVP are shown in Figures E.2 and
E.3. In Table E.2, the adsorption energies obtained with the two different basis
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Table E.1: Relative energies in eV of the different electronic states of the model
systems obtained with B3LYP/6-31G(d).

Multiplicity
System 3 5 7
zigzag surface 1.07 0.00 1.04
F2/zigzag surface 0.00 1.13 5.27
Cl2/zigzag surface 0.00 1.05 4.36
Br2/zigzag surface 0.00 1.05 6.37

Multiplicity
1 3 5

armchair surface 0.00 1.44 2.72
F2/armchair surface-M1 0.00 0.00(4) 1.39
F2/armchair surface-M2 0.00 1.40 2.79
Cl2/armchair surface-M3 1.78 0.00 1.60
Cl2/armchair surface-M4 0.00 1.43 2.87
Br2/armchair surface-M5 1.44 0.00 1.39
Br2/armchair surface-M6 0.00 1.41 2.83

sets are given. The reference values of Xu et al. are also given for comparison.
For model B, the ground state has a spin multiplicity of 3 after halogen adsorp-

tion due to the formation of two covalent bonds. Since Xu et al. chose an excited
state as ground state for the adsorbed and the isolated surface models, this has
a large impact on the adsorption energies. Our results are consistently higher by
about 80 kcal/mol. This gives an error of 50-600% for the results of Xu et al.!

For model C, the ground state spin multiplicity of the adsorbed species depends
on the adsorption site. For structures M3 and M5 the ground state has a spin
multiplicity of 3. For M1, the energies of the singlet and the triplet state differ only
by 0.004 eV. The singlet state is the ground state. This difference with respect to
M3 and M5 is probably due to substantial spin contamination. The expectation
value of S2 is 1.03 compared to the theoretical value of 0. For the larger basis Def2-
TZVP, the triplet state is the ground state. In addition, no spin contamination is
observed for the singlet state. For M2, M4, and M6, the ground state has a spin
multiplicity of 1. Our results for this surface show the same trend as Xu’s. However,
all our adsorption energies are lower. Depending on the system, the discrepancy is
about 10-30 kcal/mol. This gives errors up to 42% for this surface.

Thus, Xu et al. chose the right ground state for the (001) surface, whereas
they chose excited states for the other two investigated surfaces. This leads to
adsorption energies of poor quality. We agree with Xu in the findings, that the
order for the adsorption energies with respect to the halogens is F2 > Cl2 > Br2.
However, as can be seen in Table E.2, the relative stabilities for adsorption on
the zigzag and armchair surfaces show some important differences between our
results and those of Xu et al. We find, that the halogens adsorb the strongest on
the zigzag surface. For hydrogen, the same trend was shown by several authors
[YY02, LBV18]. The second strongest adsorption is found on the armchair surface
for the symmetric configurations (M2, M4, and M6), the third strongest for the
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M1 M2

M3 M4

M5 M6

Figure E.2: Optimized geometries of adsorbed F2 (M1 and M2), Cl2 (M3 and M4),
and Br2 (M5 and M6) on the armchair surface of graphite.
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(a)

(b)

(c)

Figure E.3: Optimized geometries of adsorbed F2 (a), Cl2 (b), and Br2 (c) on the
zigzag surface of graphite.
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Table E.2: Adsorption energies in kcal/mol for the different systems obtained with
B3LYP/6-31G(d) and B3LYP/def2-TZVP, respectively. The results of Xu et al.
are given for comparison.

System 6-31G(d) Def2-TZVP Ref.[XZL06]
F2/zigzag surface 212.6 209.3 138.7
Cl2/zigzag surface 124.4 118.1 48.2
Br2/zigzag surface 100.2 97.1 17.3
F2/armchair surface-M1 149.9 142.5 177.7
F2/armchair surface-M2 185.0 179.6 201.4
Cl2/armchair surface-M3 51.1 40.5 61.9
Cl2/armchair surface-M4 103.1 94.1 116.1
Br2/armchair surface-M5 26.0 18.9 37.4
Br2/armchair surface-M6 80.0 74.3 82.0

asymmetric configurations (M1, M3, and M5).
Lifting symmetry restrictions for optimization of these structures is also impor-

tant. This is especially true for the adsorption of Cl2 and Br2 on the zigzag surface.
In CS symmetry, the ground state has a spin multiplicity of 5. By performing
the optimization in C1 symmetry, the triplet becomes the ground state. We also
want to point out that the reported adsorption energies with and without basis set
superposition error (BSSE) in Table 1 of Xu et al. seem to be interchanged since
correcting for the BSSE should result in lower adsorption energies.

To summarize, the determination of adsorption energies by Xu et al. seems to
be flawed by several errors. By calculating the adsorption of halogens on graphite
surface models in excited states, their adsorption energies differ up to 80 kcal/mol
from our results. Even more so, their results are also qualitatively wrong. They
predict stronger adsorption of the halogens on the armchair surface than on the
zigzag surface. However, in fact the opposite behavior is observed as shown by
our results. Our results show that in fact, the halogen systems show the same
trend of stability as hydrogen. The zigzag surface binds the halogens the strongest.
The adsorption energies for the armchair surface are significantly lower. Here,
adsorption in the symmetric configuration is more stable than in the asymmetric
one.

XX



Titre : Modélisation multi-échelle de l'insertion du 3H et du 36Cl dans les graphites UNGG

Mots clés : graphite irradié, modélisation multi-échelle , théorie de la fonctionnelle de la densité 
(DFT), dynamique moléculaire, tritium, chlore-36

Résumé : 
Pour optimiser la gestion des déchets de graphite nucléaire
qui  était  utilisé  dans  les  centrales  nucléaires  de  type
UNGG (Uranium Naturel Graphite Gaz), il est important
de  comprendre  les  propriétés  des  impuretés  activés,
comme le 3H et le 36Cl. Le graphite UNGG a une structure
complexe,  hétérogène et  multi-échelle.  Dans cette  thèse,
une approche multi-échelle a été utilisée afin d’étudier les
interactions des radionucléides avec le graphite ainsi que
les mécanismes de diffusion et de piégeage à l'échelle du
nm-μm. 

Les interactions du 3H et du 36Cl avec différents défauts du
graphite  ont  été  étudiées  dans  le  cadre  de  la  théorie
fonctionnelle de la densité (DFT). L'hydrogène forme une
liaison covalente avec le graphite massique ainsi qu'avec
ses  surfaces  (001),  (100)  et  (110)  et  plusieurs
reconstructions de surface. 
Le  comportement  du  Cl  est  plus  complexe.  Sa
chimisorption est observée sur les surfaces (100) et (110).
Cependant, sur la surface (001), le Cl interagit par transfert
de charge. Le Cl2 n'interagit que par interactions de van der
Waals  avec celle-ci.  Le Cl2 se  dissocie  dans le  graphite
massique. 

Les diffusions du H et du Cl dans le graphite irradié ont été
étudiées  en  effectuant  des  simulations  de  dynamique
moléculaire.  Les  résultats  ab  initio  ont  été  utilisés  pour
développer des potentiels de type « bond order ». Pour le
Cl,  un  nouveau  potentiel  a  été  paramétré  qui  reproduit
toutes les données obtenues au niveau DFT. 

Plusieurs modèles atomiques ont été utilisés: les surfaces,
les  joints  de  grains  et  les  nanopores.  Pour  le  Cl,  des
simulations d'irradiation ont été réalisées pour une gamme
d’énergie  allant  de  0.5  à  10  keV  et  une  gamme  de
température de 200 à 500ºC.  D’une façon générale,  les
dommages  causés  par  l'irradiation  perpendiculaire  aux
surfaces augmentent avec la température. Les diffusions du
H et du Cl montrent que tous les bords de cristallites avec
des  liaisons  pendantes  sont  des  pièges.  Pour  le  Cl,  la
diffusion  dans  le  graphite  nanoporeux  a  révélé  deux
emplacements préférés: les bords des cristallites où le Cl
forme une liaison covalente et les coins des microfissures
où le Cl interagit par transfert de charge. 
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In  order  to  optimize  the  waste  management  of  nuclear
graphite  used in  UNGG (natural  uranium graphite  gas)
power plants, it is important to understand the properties
of the activated impurities it contains, such as 3H and 36Cl.
UNGG graphite has a complex heterogeneous multi-scale
structure. A multi-scale approach was therefore applied to
study  the  local  interactions  of  the  radionuclides  with
graphite as well as diffusion and trapping mechanisms on
the nm-μm length scale. 

First, the interaction of 3H and 36Cl with defects in 
graphite was studied with density functional theory 
(DFT). Hydrogen interacts covalently with bulk graphite 
as well as with the studied surfaces (001), (100), and 
(110) as well as arch-type and in-plane reconstructions. 
The behavior of Cl is more complex. On the (100) and 
(110) surface chemisorption is observed. However, on the 
(001) surface a strong charge transfer interaction is 
observed for Cl. In contrast to that, Cl2 only interacts via 
weak van-der-Waals interactions 

with this surface. In bulk graphite Cl2 dissociates. 

The diffusion of H and Cl in irradiated graphite has been
investigated  by  performing  molecuar  dynamics
simulations.  The ab initio  results  were used to  develop
bond order potentials.  For Cl, a new potential has been
parameterized  which  is  able  to  describe  all  aspects
obtained with DFT. 

Different models were studied : surfaces, grain boundaries
and nanopores. For Cl, irradiation simulations of different
systems were performed up to an energy of 10 keV for the
primary  knock-on  atom  (PKA),  and  in  a  temperature
range of 200 to 500ºC. Overall, direct irradiation damage
increases with temperature.  Diffusion of H and Cl along
surfaces  shows  that  all  crystallite  edges  with  dangling
bonds can serve as traps. For Cl, diffusion in nanoporous
graphite  revealed  two  preferred  locations:  Crystallite
edges where Cl forms strong covalent bonds and corners
of microcracks where Cl interacts via charge transfer. 
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