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Résumé

Abstract Dans ce manuscrit, nous présentons notre avancement pour réaliser une méthode spec-

troscopique pour étudier la transition d’Anderson avec des atomes froids. Cela repose sur la réal-

isation d’un potentiel désordonné sélectif en état de spin, le désordre n’étant significatif que pour

l’un des deux états de spin impliqués. En combinant cela avec la technique de transfert par ra-

diofréquence d’un état insensible au désordre à un état exclusivement sensible au désordre, il devient

possible de charger une onde de matière dans le désordre dans des états d’énergie bien définies.

Pour prouver le concept, nous avons effectué des mesures des fonctions spectrales d’atomes ultra-

froids dans des potentiels désordonnés, qui sont directement proportionnels au taux de transfert des

atomes. Nous présentons les résultats en montrant un excellent accord avec les calculs numériques.

Cela a ouvert des perspectives pour d’autres études sur la transition d’Anderson. En particulier,

nous cherchons à observer la transition entre les états diffusifs et les états localisés séparés par une

énergie critique, appelée le seuil de mobilité. Une telle étude nécessite la réalisation d’un désordre

sélectif en état de spin qui permet un long temps de propagation dans le désordre afin de distinguer

les deux phases. À cette fin, nous présentons un nouveau schéma du désordre sélectif en état de

spin avec deux lasers du speckle (speckle bichromatique). Cela ouvre la voie à une approche spec-

troscopique de la transition d’Anderson avec des atomes froids avec une résolution en énergie bien

supérieure à celles des expériences précédentes.

Ce manuscrit se décompose en sept chapitres. Le premier chapitre introduit le contexte scien-

tifique autour des études sur la localisation d’Anderson notamment avec des atomes froids. On se

focalise ensuite sur le système à 3D où une transition de phase existe, dite la transition d’Ander-

son. Cette transition de phase admet une énergie critique appelée seuil de mobilité qui sépare les

états diffusifs et les états localisés. Pour introduire le contexte de cette thèse, nous rappelons trois

expériences qui donnent une estimation du seuil de mobilité et nous soulignons le problème de la

résolution en énergie dans ces expériences ainsi que le rôle de la fonction spectrale dans leur analyse.

Dans le chapitre 2, nous effectuons un rappel sur la physique de la localisation d’Anderson en

commençant par la description de la propagation des ondes dans un milieu désordonné. Elle permet

d’introduire le concept de localisation faible et de localisation d’Anderson. Nous relions ces concepts

à quelques expériences notamment avec des atomes froids telles que la mesure du temps élastique
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de diffusion, l’observation du pic de rétro-diffusion cohérente, les observations de la localisation

d’Anderson à 3D et l’estimation du seuil de mobilité. Dans la dernière section du chapitre, nous

nous focalisons sur l’enjeu actuel de la mesure du seuil de mobilité. Nous nous appuyons sur un

travail récent qui compare le résultat numérique avec trois résultats expérimentaux ; nous allons

ensuite remarquer quelques désaccords entre ces résultats. Nous discutons aussi l’utilisation de la

fonction spectrale pour estimer le seuil de mobilité. Nous remarquons aussi que la fonction spectrale

a été obtenue à partir des travaux numériques exigeants sans validation de la mesure expérimentale.

Il est donc désirable d’effectuer une mesure fiable de la fonction spectrale.

Dans le chapitre 3, nous présentons la réalisation d’ondes de matière avec le condensat de Bose-

Einstein (BEC) d’atomes de rubidium-87. Le nuage atomique final contient typiquement 105 atomes

avec température de 5 nK. On peut donc le considérer comme une onde quasi-plane. Le dispositif

expérimental comprend le ralentisseur Zeeman, le piège magnéto-optique, le piège magnétique,

l’évaporation radio-fréquence, le transport dans une pince optique, le piège dipolaire (croisé), et la

lévitation magnétique.

La lévitation magnétique joue un rôle critique dans notre expérience. Elle permet notamment de

compenser l’effet gravitationnel ce qui rend possible le temps d’observation de plusieurs secondes.

Elle impose ainsi le choix des états de spin ; ce sont des états d’horloge |1〉 ≡ |F = 1,mF = −1〉
et |2〉 ≡ |F = 2,mF = 1〉. Par ailleurs, pour un biais magnétique «magique», B⋆

0 = 3.229 G, ces

deux états possèdent la même susceptibilité magnétique ; l’énergie de transition entre ces deux états

devient quasiment insensible à la variation du champ magnétique.

Le couplage entre les deux états d’horloge est réalisé avec un transfert radio-fréquence basé sur

le mécanisme de la transition à deux photons. Avec cette technique, nous réalisons également une

méthode spectroscopique qui nous sert ensuite pour introduire l’onde de matière dans le désordre

avec des états d’énergie bien définies.

Ensuite, le chapitre 4 est consacré à la réalisation du désordre à partir du champ de tavelures

optique (en anglais speckle). Nous commençons par un rappel sur le speckle : l’extension de la tache

du speckle, les longueurs de corrélation et la statistique de l’intensité. Puis, nous présentons la mise

en œuvre du speckle : le montage expérimental et la caractérisation par les mesures des corrélations

spatiales. Ces dernières montrent un caractère anisotrope du désordre et nous en déduisons l’énergie

de corrélation associée (notée Eσ).

Dans ce même chapitre, nous présentons aussi la réalisation du désordre sélectif en état de

spin. Avec la fréquence de laser quasi-résonant par rapport à la transition de l’état |2〉, le potentiel

dipolaire géneré sur l’état |2〉 est beaucoup plus significatif que celui sur l’état |1〉. Ce dernier

est devenu négligeable. Puis nous identifions le paramètre VR associé à la moyenne du potentiel

désordonné généré sur l’état |2〉. En jouant sur le désaccord par rapport à la transition de l’état

|2〉, nous pouvons réaliser un désordre attractive (VR < 0) ou répulsive (VR > 0). Et en jouant sur

l’intensité du laser, nous contrôlons l’amplitude du désordre.
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Dans le chapitre 5, nous présentons notre travail sur les mesures de fonctions spectrales d’atomes

froids dans les potentiels désordonnés. Nous commençons par un rappel théorique sur la définition

de la fonction spectrale, la self-energy, et les deux régimes du désordre (le désordre classique et le

désordre quantique). Puis, nous présentons les résultats expérimentaux. Les fonctions spectrales

ont été mesurées pour des désordres attractif et répulsif, pour une amplitude |VR|/h variant de

60 Hz à 4008 Hz. Pour toute la gamme d’amplitude, les résultats expérimentaux sont en accord

avec les résultats numériques fournis par nos collaborateurs, Dominique Delande et Michael Pasek.

En outre, les résultats des mesures de fonctions spectrales montrent un crossover entre les deux

régimes du désordre que l’on peut identifier en comparant l’amplitude |VR| à l’énergie de corrélation

Eσ. Pour la régime du désordre quantique (|VR|/Eσ ≪ 1), la fonction spectrale est relativement

étroite, symétrique, et centrée proche de la moyenne du désordre, i.e. l’amplitude VR. Pour la

régime du désordre classique (|VR|/Eσ ≫ 1), la fonction spectrale s’approche de la distribution en

potentiel du désordre. Néanmoins, nous constatons une différence entre les cas attractif et répulsif.

Pour le cas répulsif, un pic prononcé est observé ; il est associé à une accumulation des états liés au

fond des minima de potentiels.

Par ailleurs, nous pouvons estimer le temps de diffusion élastique à partir de la largeur de

la fonction spectrale. La comparaison entre ce dernier et le temps de diffusion élastique mesuré

précédemment ne peut que renforcer les résultats des mesures de fonctions spectrales.

De plus, la méthode spectroscopique utilisée pour la mesure de la fonction spectrale permet

également de réaliser un transfert de l’onde de matière dans le désordre dans les états d’énergie

bien définies. Ceci ouvre une perspective pour les études de la transition d’Anderson, en s’appuyant

sur l’expansion du paquet d’onde dans le désordre avec une résolution en énergie bien supérieure

à celles des expériences précédentes. Néanmoins, ceci nous oblige à surmonter la limitation sur le

temps de vie de notre nuage atomique dans le désordre.

Dans le chapitre 6, afin d’adapter notre réalisation du désordre sélectif en état de spin pour les

études de la transition d’Anderson, nous proposons une solution qui consiste à réaliser le désordre

avec deux lasers speckle, dit speckle bichromatique. Nous avons effectué des études numériques

qui consistent essentiellement à calculer le temps de vie dans des états d’horloge en fonction de

l’amplitude du désordre. Nous montrons que le temps de vie dans le désordre peut être amélioré

par trois ordres de grandeur; pour |VR|/h = 4 kHz, il passe de 0.5 ms à 0.68 s (voir Tab. 6.1).

Néanmoins, nous avons identifié une nouvelle limitation à cause d’un potentiel résiduel dans

l’état |1〉. Ceci est un résultat dû à la décorrélation entre les deux champs de speckle de longueur

d’onde différentes. En augmentant la différence en longueur d’onde, le temps de vie devient plus

long et le potentiel s’agrandit. Ceci nous oblige à trouver une solution équilibrée. Nous avons

étudié théoriquement l’effet du potentiel résiduel. En effectuant quelques applications numériques,

nous montrons que pour la gamme des paramètres de désordre utilisé dans les mesures de fonctions

spectrales, les études de la transition d’Anderson sont envisageables. Dernièrement, nous avons aussi
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présenté la mise en œuvre du speckle bichromatique en utilisant deux faisceaux lasers combinés pour

générer le speckle.

Dans le chapitre 7, nous concluons nos travaux par une discussion sur la faisabilité de notre

méthode spectroscopique pour étudier la transition d’Anderson, ainsi que quelques possibilités d’ob-

servation de signatures de la localisation dans l’espace des impulsions, ou encore un test de la théorie

du potentiel effectif caché.
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Chapter 1

Introduction

Wave propagation in disordered media is an ubiquitous subject in physics. It applies to many kind

of waves such as electromagnetic wave, acoustic wave, or seismic wave [1–3]. The wave description

also applies to quantum particles due to their matter-wave duality. For a particle with a momentum

p, we associate de Broglie wavelength [4],

λ =
h

p
. (1.1)

Such description applies to electrons in crystals within the band theory of solids. Understanding

their interaction with defect (impurities), phononic vibration, and other kinds of disorder has led to

better description of material conductivity [5]. Hence, understanding of the matter-wave phenomena

in disorder can also lead to technological applications.

In the description of electronic propagation in disordered systems, interference effects resulting

from multiple wave scattering by the disorder are often neglected. In certain studies in condensed

matter physics, these effects result in non-trivial behaviors of transport properties, for instance,

conductivity behavior beyond the Ohmic law [6]. Other related phenomena include quantum Hall

effect, fractional quantum Hall effect, negative magnetoresistivity, and Anderson localization [5–7].

Sixty years of Anderson localization

One much celebrated phenomenon related to the wave propagation in disordered media is An-

derson localization [8, 9]. In 1958, Philip W. Anderson considered a problem of quantum particle

diffusion in a disordered lattice [10] as an attempt to describe the anomalously long relaxation times

of electron spins in certain doped semiconductors [11]. He has demonstrated that the disorder could

cause particle localization, i.e. vanishing diffusion. Indeed, such description does not conform with

the conventional diffusion picture. This phenomenon has led to a new quantum mechanical view of

metal-insulator transitions. In 1977, Philip W. Anderson received the Nobel prize in physics jointly

with Sir Nevill Francis Mott and John Hasbrouck van Vleck “for their fundamental theoretical
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investigations of the electronic structure of magnetic and disordered systems” [12].

The physics of the Anderson localization depends on the dimensionality of the system. In

year 1979, Abrahams, Anderson, Licciardello and Ramakrishnan, known as “gang of four”, have

introduced the scaling theory of localization, in a published work in the journal Physical Review

Letters1 [13]. This theory predicts a phase transition in three dimensional systems between metallic

and localized phases, also called the Anderson transition.

Anderson localization is a wave phenomenon that has prompted experimental efforts with many

kinds of classical wave such as acoustic wave and photonic wave, and also electronic wave [7, 8].

Anderson localization has also been observed in various dimensions. For instance, in one-dimensional

systems, the localization signature has been observed in a photonic crystal system [14]. For two-

dimensional systems, the phenomenon has been observed, for examples, in a system of waveguide

arrays [15] and in disordered glass optical fibers [16]. For three-dimensional systems, there were

studies with ultrasound [17] and doped semiconductor system [18]. In 2018, sixty years after its

initial publication, there are still many works carried out related to the phenomenon.

Anderson localization of ultracold atom

Ultracold atoms are versatile tools and cold-atom techniques have plenty of applications such as

atom laser [19], atomic interferometry [20], optical lattice clock [21], and atomtronics [22]. Ultracold

atoms are excellent sources of matter wave [23]. They feature techniques that allow control of

dimensionality of the physical systems, fine tuning of the interparticle interactions, tailoring the

Hamiltonian, and development of novel detection schemes [24,25]. For these reasons, ultracold atoms

have become convenient tools to simulate certain condensed matter systems such as superfluidity

[26], superfluid-MOT transition [27], BCS-BEC transition [28], and spin ising models [29]. For

Anderson localization, the quest for its signature with ultracold atoms has started in early 2000s.

In many studies, the matter wave is realized with Bose-Einstein condensation [30–32]. Typically,

the disordered potential is realized with laser speckle [33,34]. It has advantages of being controllable

and highly tunable. Besides, there have also been efforts to realize the disordered potential with

incommensurable optical lattices [35], impurity atoms in the cold atomic cloud [36], and disordered

intensity pattern created using digital mirror device [37]. In order to observe the localization effect,

we examine the expansion of the atomic cloud in the presence of the disorder.

Direct signatures of Anderson localization with ultracold atoms were successfully observed in

2008 [38, 39]. Fig. 1.1 depicts the experimental images of the atomic cloud expansion in pres-

ence of disorder from atom optics group in Palaiseau and from Inguscio’s group in Florence. The

Anderson localization manifests as a halt in the expansion of the cold atomic cloud. In the ex-

periment in Palaiseau (Fig. 1.1(a)), the cloud density converges to an exponential decay profile

1This work is enlisted among the milestones Letters of the journal.
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Figure 1.1: Observations of Anderson localization with ultracold atoms. (a) Experiment in Palaiseau:
inside a one-dimensional waveguide, atomic cloud expansion in the presence of the disordered potential created
by laser speckle converges into exponential decay profile, which constitutes a direct signature of Anderson
localization (Figure taken from Ref. [38]). (b) Similar experiment carried out in Florence (Figure taken from
Ref. [39]).

which constitutes a direct signature of Anderson localization. For three-dimensional systems, An-

derson localization has been observed in three different experiments [40–42]; in De Marco’s group in

Urbana-Champaign, in atom optics group in Palaiseau, and in the group of Modugno and Inguscio

in Florence. In these experiments, the evidence of phase transition has been confirmed from the

copresence of atoms in diffusive and localized states; diffusive and localized states correspond to

the metallic and localized phases respectively and are separated by a so-called mobility edge, Ec.

Furthermore, mobility edge, i.e. the critical energy of the Anderson transition, was also estimated

from the experimental results. These experiments have encouraged further studies related to the

phase transition, which is central to this thesis work.

The scientific context of the thesis

In the three experiments related to Anderson localization in three-dimensional systems, direct

measurement of the mobility edge was not possible. The introduction of the disorder induced en-

largement of the energy distribution. A fraction of atoms are found in the localized states associated

with energies below the mobility edge (E < Ec), while the remaining atoms are in the diffusive states

(with energies above the mobility edge, E > Ec). The two phases can be distinguished because the

localized atoms have effectively zero expansion. Fig. 1.2 depicts the snapshots of the atomic cloud

expansion in disorder from the experiment in Palaiseau [41] and illustration of the effect of wide

energy distribution. Due to the difference of the expansion rate, after few seconds, only localized

atoms are left around the initial position. Therefore, the fraction of atoms in the localized states,

floc, can be deduced experimentally.
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Figure 1.2: (Left) Observation of Anderson localization in three-dimensional system, taken from Ref. [41].
(Right) Due to the wide energy distribution, only a fraction of atoms, floc, is found in the localized states
associated with energies below the mobility edge, Ec.

Despite the poor energy resolution due to the disorder-induced energy broadening, the mobility

edge can be estimated provided the information of the energy distribution, D(E) (see Fig. 1.2).

In the experiment in Palaiseau, the disorder was quenched such that the energy distribution was

effectively the spectral function associated with quasi-null momentum. In the experiment in Flo-

rence, the spectral function was also used to deduce the mobility edge [42]. The spectral function

has become an invaluable resource in the determination of the mobility edge. However, in these

works, the spectral function was obtained through numerical calculations without any supporting

experimental work.

A recent result of numerical calculation of the mobility edge offers direct comparison with the

three existing experimental results [43]. It has highlighted important discrepancies, especially when

the spectral function was not taken into account in the analyses [40]. The imprecision in the mea-

surement of mobility edge would constitute a major obstacle for exploring the Anderson transition

in the critical regime. In addition, the implication of this result renders the precise measurement of

the spectral function also becomes desirable.

In this thesis work, we develop an approach that solves two challenges, direct measurement of

the mobility edge and direct measurement of the spectral function. It is summarized in Fig. 1.3. It

has two important features. The first one is state-dependent disorder, a disordered optical potential

which is selective in spin states. It involves two spin states, state |1〉 which is insensitive to the

disorder and state |2〉 which senses the disorder. The second feature is radio-frequency transfer

between the two states. In this way, it becomes possible to load matter wave into the disorder

with controllable energy and without disorder-induced energy broadening. This approach promises

direct measurement of the mobility edge with huge improvement of the energy resolution. In

addition, the transfer rate between the two states is proportional to the spectral function, allowing its

direct measurement. Our solution constitutes a spectroscopic approach for exploring the Anderson

transition.
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Figure 1.3: Spectroscopic approach of Anderson transition with energy-resolved matter wave in disordered
potentials. Matter wave with well-defined momentum is realized with ultracold atoms and is prepared in
an initial spin-state |1〉 which is insensitive to the disorder. These atoms are transferred to spin-state |2〉
which can sense the disorder. The transfer is based on radio-frequency transfer which allows control of the
matter wave energy in the disorder, shown as �δ, defined by the resonance condition of the transfer. This
technique aims to explore the critical regime of the Anderson transition, including the direct measurement
of the mobility edge Ec.

The course of the PhD work

The PhD work essentially consists of experimental works carried out in the atom optics group at

Laboratoire Charles Fabry in Palaiseau. The experiment is currently led by Dr. Vincent Josse who

is also my PhD advisor. The quest for Anderson localization with this experiment started in 2008.

This work cannot be disassociated with Alain Aspect who initiated the experiment with Philippe

Bouyer. There are already several notable works associated with this experiment such as the direct

observation of Anderson localization in one-dimensional system [38] and in three dimensional system

[41], followed by the observation of coherent backscattering signature in momentum space [44], and

its the time-reversal effect [45]. Details regarding these works can be found in the thesis work of

Juliette Billy in 2010 [46], Alain Bernard in 2010 [47], Fred Jendrzejewski in 2012 [48], and Kilian

Müller in 2014 [49].

I arrived at the laboratory on October 2015 at the end of the thesis work of Jérémie Richard [50].

In the first year, the research work was focalized in the technique of the radio-frequency transfer

and the measurement of the spectral functions. Valentin Volchkov, who was a postdoc at that time,

was in charge of the daily progress of the experiment. I also started the long work-partnership with

Vincent Denechaud who was in his second year of PhD. We also had a fruitful collaboration with

the group of Dominique Delande at Laboratoire Kastler Brossel in Paris. He and Michael Pasek,

who was a postdoc at that time, have provided us the numerical works of the spectral function

for direct comparison with the experimental results. From this collaboration, we have a published

work in journal Physical Review Letter in 2018 [51]. At the same time, I have taken the initiative
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of “upgrading” the state dependent disorder which allows not only measurement of the spectral

function but also the study of the critical regime of the Anderson phase transition. The initiative

already started in the second semester.

Starting from the second year, we started to face many unexpected experimental hurdles. The

main obstacle came mainly from the module generating the programed TTL and analog signals. We

had a homemade module which was programmable by software MATLAB. Both fortunately and

unfortunately, around April 2017, in the middle of the PhD period, we have decided to replace the

module with a new one purchased from National Instrument which is programmable using software

CICERO. Starting from the third year, the module was fully installed, the programming aspect

was mastered and the quest for the BEC production was resumed. Around this time, Vincent

Denechaud had started the redaction of his thesis [52] and Baptiste Lecoutre had joined the team

as new PhD student. In November 2017, Adrien Signoles joined our team which alleviated the

manpower shortage. Unfortunately, in March 2018, there was leaking problem of the water cooling

system forcing a temporary halt for the experiment. During the last semester of the PhD studies, we

also tried to look into some connection between the spectral-function results and the measurement

results of the elastic scattering time obtained in 2015. At the same time, I also started the redaction

of this PhD thesis.

Outline of the manuscript

This manuscript comprises seven chapter, including this chapter of introduction. The remaining

chapters aim to present the progress towards the realization of the experimental schema shown

in Fig. 1.3. In the second chapter, we review several theoretical notions related to the Anderson

localization and mesoscopic physics in general, which are relevant to our experiment.

Chapter 3 and 4 concern the matter wave and the disorder respectively. Chapter 3 summa-

rizes experimental details of the realization of the matter wave with Bose-Einstein condensation

of rubidium-87 (87Rb) atoms and the radio-frequency (rf) transfer based on two-photon transition.

The rf-transfer allows spectroscopy of the matter wave energy in the disorder (the external en-

ergy ~δ shown in Fig. 1.3) with excellent resolution. Chapter 4 focuses on the realization of the

state-dependent disordered potential created using single laser speckle. This allows introduction of

pertinent disorder parameters.

In chapter 5, we present our work on the measurement of the spectral functions of ultracold

atoms in disordered potentials. The experimental results have shown excellent agreement with the

numerical calculation. The results highlight crossover between two different regimes of disorder,

so-called “quantum” and “classical” disorder. Besides, we also show compatibility of the measure-

ment results of the spectral functions and the measurements of the elastic scattering time. Most

importantly, the success of the spectral function measurements constitutes a proof of concept of
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controlled transfer of atoms to well-defined energy in the disorder.

Nevertheless, there is still one major obstacle for our goal to study the Anderson transition.

The current state-dependent disorder does not allow long enough observation time for the atomic

cloud expansion in the disorder. In chapter 6, we present a solution to circumvent such limitation

consisting of speckle disordered potential created from two laser speckles. Finally, chapter 7 present

the conclusion, the feasibility of the direct measurement of the mobility edge and the study of the

critical regime of the Anderson transition, the current work, and some possible future works.
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Anderson localization of matter wave
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We attempt to review some aspects of quantum transport and the Anderson localization with

several associated experiments. The discussion starts from the description of wave scattering in a

disordered medium, with focus on the elastic scattering time (the mean time between two successive

scattering events). Such description can also be found in many references related to mesoscopic

physics. Thus, it can also apply to the description of transport properties in complex media, such

as light in the atmosphere or in biological tissues and electrons in solid-state systems [6, 53]. We

continue the review with the weak localization effect. With the discussion, we hope to provide

appropriate intuition of Anderson localization and Anderson transition. Furthermore, we highlight

current problem in the experimental determination of the mobility edge in cold atom experiments.

The discussion focuses on three existing experimental results and a recent numerical work which
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has carefully compared the experimental and numerical results. In particular, we also highlight the

role of the spectral function in the determination of the mobility edge in these experiments.

2.1 Wave scattering in disordered potentials

We are interested in the effect of disordered potentials on the diffusion of an initial wave packet.

Analogous to particle diffusion, for a wave packet associated with a group velocity v, we can associate

diffusion constant D which is given by

D =
v lB
d

=
v2τB

d
, (2.1)

where d is the dimension of the system and lB is the transport mean free path; lB follows lB = vτB,

where τB is called the transport mean free time. For isotropic elastic scattering, the time τB also

corresponds to the mean time between two successive scattering events, i.e. the elastic scattering

time.

For anisotropic scattering, the transport time τB is no longer equivalent to the elastic scattering

time, τs. However, the relation between these two characteristic times can be deduced provided that

the information about the anisotropic scattering rate is known. Besides, the time τs is related to

the dephasing whereas the time τB is related to the loss of memory of the initial state. Intuitively,

τs is shorter and is more rudimentary than τB. Detailed account of these quantities requires the

microscopic details of the disorder, from which the anisotropic scattering rate could be determined.

Since τs is not directly related to transport properties, its experimental determination is rather

challenging. Some of the techniques developed for its measurement are Shubnikov-de Hass oscil-

lations of the magneto-conductivity in electronic systems [54–56], ballistic transmission [57, 58],

microscopy techniques [59–61], and intensity or phase correlations [62–65] for classical waves. In

our experimental studies, elastic scattering time τs is a measurable quantity; see for example

Refs. [44, 45, 48, 50, 66]. With the same experiment, we can also study the transport time τB

and the weak localization effect. In the following two subsections, we discuss the elastic scattering

within the first-order Born approximation and some generalities related to the experiments; only

speckle disorder is considered in this section.

2.1.1 Elastic scattering and Born approximation

Fig. 2.1 depicts wave scattering in a speckle correlated disordered potential. Fig. 2.1(a) shows

physical picture of scattering based on the 1st-order Born approximation (simply referred as Born

approximation in the following). The disorder is considered weak such that perturbative treatment

applies. The time τs can be interpreted as the finite lifetime of the initial free state |ki〉, as it

is scattered towards a continuum of final momenta |k′〉 with |k′| = |ki|. Fig. 2.1(b) depicts the
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Figure 2.1: (a) Elastic wave scattering of a matter-wave by a laser speckle disordered potential of typical
correlation length σ. ki represents the initial momentum. A scattering event is characterized by an impulse
kdis in a certain duration, whose average is the elastic scattering time τs. In the Born approximation, the
final momentum, k′ = ki + kdis lies on the elastic scattering ring (dotted circle). (b) Illustration of the two-
dimensional momentum distribution n(k, t) (1st row : side view, 2nd row : top view) for isotropic (ki ≪ σ−1)
and forward (ki ≫ σ−1) scattering regimes. Figures are taken from Ref. [66].

momentum distribution n(k, t), shown for two-dimensional case. The peaks (see first row) are

associated with the initial momentum ki. The elastic scattering condition |k′| = |ki| results in the

depletion of the peak accompanied with the transfer into the ring of momentum k′. In this regime,

the distribution at initial momentum decays exponentially, with the characteristic time τs :

n(ki, t) = n(ki, 0)e−t/τs , (2.2)

where t is the propagation time in the disorder.

The disordered potential determines the allowed range of kdis = k′ − ki. The weight of the

scattering in this direction is related to the spatial frequency distribution of the disorder C̃(kdis),

i.e., the Fourier transform of the two-point correlation function1 C(∆r) = V (r)V (r + ∆r). Using

the Fermi golden rule, the elastic scattering time in Born approximation τBorn
s is obtained by

summing the contributions coming from the scattering in all directions, yielding [6] :

�

τBorn
s

= 2π
∑

k′

C̃(k′ − ki) δ(ǫk′ − ǫki
), (2.3)

where ǫk = �
2|k|2/2m is the free-state energy, with m the atomic mass.

The correlation function C(∆r) has typical width σ, which is called the correlation length. As

the scattering rate in direction kdis = k′−ki is proportional to C̃(k′−ki), we identify a characteristic

spatial frequency σ−1 that defines two scattering regimes. The first regime corresponds to low initial

momentum ki ≪ σ−1 (see first column in Fig. 2.1(b)). As |kdis| ≪ σ−1, C̃(k′ − ki) depends weakly

on k′. As a result, the scattering is isotropic. The other regime corresponds to the opposite case

1· · · represents averaging over many realizations of disorder. Only in this chapter, we adjust the offset potential
such that V (r) = 0.
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of large momentum ki ≫ σ−1. C̃(k′ − ki) is negligible in all direction except for |k′ − ki|.σ−1.

As a result, the scattering is essentially concentrated in the forward direction. In this regime, the

isotropization in the momentum distribution takes much longer time than τs. The isotropization

time is equivalent to the transport time τB. In general, τB is related to τs according to [6, 67]

τB =
τs

1 − 〈cos θ〉 , (2.4)

where θ the angle between ki and k′ and 〈· · ·〉 represents the averaging according to the scattering

weight over all direction in space.

In addition, as discussed in Refs. [68–71], τBorn
s behaves differently in the two regimes. For

ki ≪ σ−1, τBorn
s is essentially constant for the isotropic scattering regime. In the opposite case,

ki ≫ σ−1, it starts to increase linearly in kiσ. Hence, we see that kiσ is a pertinent parameter.

Besides, we can remark a rather linear dependence of ~/τBorn
s on C(∆r), from which we can define

V 2
R ≡ C(∆r = 0) = V 2(r). This suggests another pertinent parameter VR which represents the

disorder strength2.

One intuitive way to determine the validity of the Born approximation is to reason using a finite

energy width ∆ǫ = ~/τBorn
s due to the finite lifetime τBorn

s . The width ∆ǫ should be much smaller

than the initial energy ǫki
. With lBorn

s = ~ki
m τBorn

s , condition ∆ǫ ≪ ǫki
is equivalent to kil

Born
s ≫ 1.

In the regime of Born approximation, the wave undergoes many oscillations between two scattering

events. In general, dimensionless quantity kls (k : wave number, k = ki in presented case; ls = vτs)

has been employed to characterize the scattering strength. The condition kil
Born
s ≫ 1 is compatible

with the weak scattering regime whereby kils ≫ 1. Furthermore, the criterion kls ∼ 1 is widely

accepted to set the limit between the weak and strong scattering regimes. It especially coincides

with the Ioffe-Regel criterion3 associated with Anderson localization.

2.1.2 Experiments related to scattering and transport properties with ultracold

atoms

In our experiment, the elastic scattering time τs is determined from the measurements of the

momentum distribution n(k, t), see Fig. 2.1(b). We usually perform the experiments in a quasi-two-

dimensional configuration. The disordered potential is switched on at time t = 0. The atoms have

initial momentum ki. The momentum distribution is directly obtained from time-of-flight imaging

performed after propagation time t. Our experiment allows realizations of some theoretical studies

related to the phenomena in momentum space (see for example Refs. [67, 72,73]).

The initial momentum ki is achieved by applying an external magnetic field gradient which is

2As discussed further in Chap. 4, we associate positive VR to repulsive speckle potential (as depicted in Fig. 2.1(a))
and negative VR to attractive speckle potential.

3It is usually defined for point-like scatterers (σ ≈ 0) [8].
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tunable. In our experiment, we can achieve an ultra-narrow momentum spread of the initial wave

packet (typically ∆k = 0.15 µm−1 corresponding to temperature as low as 150 pK) thanks to delta-

kick cooling techniques [44, 45, 74]. The disorder realized with laser speckle can be either repulsive

or attractive depending on its frequency [75]. Its strength, VR, can be tuned by varying the laser

intensity. These techniques provide excellent control of the parameters kiσ and VR as mentioned in

previous subsection.

In accordance with the theory depicted in Fig. 2.1(b), the wave packet is initialized at state

|ki〉, we observe the ring formation in the momentum distribution, and we analyze the depletion

of the initial peak. The depletion shows an exponential decay associated with time constant τs in

accordance with Eq. 2.2 [50, 66]. Based on the speed of isotropization in the momentum space,

we can also deduce the transport time τB [50, 67]. In the next section, we will see another related

experiments on weak localization effect.

Experiments mentioned in this subsection are complement to our works related to the Anderson

localization (see Figs. 1.1(a) and 1.2). They allow studies both in position and momentum spaces.

Besides, the analyses can complement each other. As an example, the elastic scattering time τs is

related to the width of the spectral function A(E,ki), that is discussed later in Chap. 5.

2.2 Weak localization

Weak localization is associated with the weak scattering regime. At time beyond τs or τB, the

wave undergoes multiple scattering events. They form multiple scattering paths which can interfere

among themselves. One important manifestation is the diminution of the diffusion constant,

D → D − δD. (2.5)

Diminution in diffusion constant results in decrease of conductivity. Weak localization effect requires

time-reversal symmetry which is sensitive to perturbations caused by the presence of spin-orbit

coupling or magnetic impurities. Negative magnetoresistivity of thin metallic films is one famous

signature of weak localization in condensed matter physics [76].

For wave in general, weak localization manifests as appearance of coherent backscattering (CBS).

It is the enhancement of the scattering probability in the backward direction due to a quantum

interference of amplitudes associated with two opposite multiple scattering paths [6, 44]. This

phenomenon has been reported for many kinds of classical waves such as light [77–79], sound [80,81],

and even seismic waves [82].

This section contains two subsections. In the first subsection, we discuss the weak localization

correction and the dimensionality effect. In the second subsection, we discuss about the CBS

signature and its observation with ultracold atoms.
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2.2.1 Weak localization effect

Figure 2.2: Weak localization description. (a) Loop mechanism: A loop can be associated with two
opposite wave trajectories, which interfere constructively. The probability of returning to the origin (see
point x) is enhanced. (b) Coherent backscattering (CBS): in momentum space, for an incident wave with
momentum ki and final momentum −ki, two opposite multiple scattering paths interfere constructively, the
scattering in backward direction (−ki) is enhanced. (c) CBS signature: in momentum distribution, the weak
localization signature is the appearance of a peak at momentum −ki, opposite to the initial momentum.

Fig. 2.2 depicts the description of weak localization effect. The disorder is represented by the

black point-like scatterers, and the colorful lines represent different multiple scattering paths. Fig.

2.2(a) depicts the description of weak localization using loop mechanism. This loop mechanism

is robust, i.e. it survives disorder averaging. The weak localization effect results from the loop-

like paths which increase the probability of return to the origin. As shown in Fig. 2.2(a), paths

(1) and (2) form the same loop but have opposite direction; similar situation with paths (3) and

(4). These loops start and end at point x. Paths of each pair have equal length and accumulated

phase. Therefore, they interfere constructively. Thus, the probability of return to the initial point

is enhanced and the diffusion is slowed down.

The correction of the diffusion constant due to weak localization effect depends on the dimen-

sionality of the system. Its expressions can be found in several references (as examples, [6,7]). They

read

δD/DB =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

O (L/lB) 1D,

O
(

1
klB

ln
(

L
lB

))

2D,

O
(

1
(klB)2

)

3D,

(2.6)

where DB is the classical diffusion rate and L the size of the system. These expressions hint certain

nature of Anderson localization which is discussed in the next section. Firstly, the weak localization

effect increases with L for 1D and 2D systems; the strong localization regime is attainable for large

L. Secondly, weak localization effect increases with parameter 1
klB

. For 3D systems, the expression

of the correction δD/DB suggests that the strong localization regime is attained for klB ∼ 1. This
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can be related to the Ioffe-Regel criterion [83] for the Anderson localization, which reads

klB.1. (2.7)

As discussed in the next section, Anderson localization always happens for 1D and 2D systems

whereas for 3D systems, there is transition between diffusive (metallic) and localized phases. Weak

localization provides hints on the crossover between the classical Ohmic behavior and the Anderson

localization, that also conform with the scaling theory [13].

2.2.2 Coherent backscattering

Fig. 2.2(b) depicts the schematic diagram of coherent backscattering. We consider an incoming

plane wave with wave vector ki and two opposite multiple scattering paths, colored in red and blue

in the figure. Each path starts with direction ki (the initial momentum) and ends with direction −ki

(the final momentum). We can see that the two paths have equal length and accumulated phase.

As a result, the two paths interfere constructively and the scattering in the backward direction is

enhanced.

Coherent backscattering (CBS) has been observed with ultracold atoms [44] in atom optics

group in Palaiseau in 2012. The experimental procedure is similar to that of measurement of the

elastic scattering time τs mentioned in subsection 2.1.2. Fig. 2.2(c) depicts the CBS signature

in the momentum distribution. It manifests as appearance of a peak associated with momentum

kf = −ki. The experiment is carried out in accordance with theoretical work presented in Ref. [72].

The peak appears at time beyond the transport time τB. In the experiment, the CBS peak is

monitored up to t ∼ 10τB. Besides, work related to the time reversal symmetry of the CBS

signature has also been carried out in 2014 [45]. These studies have confirmed the role of coherence

of matter-wave propagation in the disorder. Besides, there have been other theoretical works related

to the signatures of Anderson localization and Anderson transition in the momentum space, see

Refs. [84–88], that could be realized with this experimental set-up.

2.3 Anderson localization

Anderson localization is associated with the strong scattering regime whereby the diffusion con-

stant, D, vanishes. In this regime, the wave packet become localized and can be characterized by

certain localization length ξ such that the wave function follows

|ψ|2 ∝ e−|r|/ξ. (2.8)

As predicted by the scaling theory, the Anderson localization is imminent in 1D and 2D systems.
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The expressions of δD/DB (Eq. 2.6) can give the typical localization length by evaluating L for

δD = DB, yielding

ξ ∼

⎧

⎪

⎨

⎪

⎩

lB 1D,

lB exp (klB) 2D.
(2.9)

The localization length is related to the transport mean free path lB.

We have mentioned earlier in the introduction several reported observations of the Anderson

localization, including in ultracold atomic systems. In experiment of one-dimensional Anderson

localization shown in Fig. 1.1(a), the localization length is approximately the length lB at certain

cut-off momentum kmax [89]; kmax ∼ σ−1. For two-dimensional (2D) case, there is already attempt

to observe the localization [90]. However, observation in the 2D system is proven more challenging.

This is expected because the localization length can be very large due to the exponential dependence

on klB.

The three-dimensional case is discussed in the following two subsections: the Anderson transition

in the first subsection and several experimental observations in the second subsection.

2.3.1 Anderson transition

Figure 2.3: Anderson phase transition. (a) A critical energy Ec separates diffusive states (E > Ec) and
localized states (E < Ec). (b) The diffusive constant D(E) and localization length ξ(E) associated with the
diffusive states and the localized states have critical behavior around the mobility edge.

Fig. 2.3 depicts the Anderson transition at zero temperature. As predicted by the scaling theory,

there exists a critical energy Ec (so-called the mobility edge) separating the localized states and

diffusive states [13]. As depicted in Fig. 2.3(a), the diffusive states correspond to energy above

Ec, characterized by their diffusion constant, D, whereas the localized states correspond to energy

below Ec, characterized by their localization length, ξ.

Both D and ξ vary with the energy E. As depicted in Fig. 2.3(b), the diffusion constant vanishes

for energy below the mobility edge while the localization length diverges near the mobility edge.
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Around the critical energy, the dependences of D and ξ on the energy are given by

D ∝ |E − Ec|s , ξ ∝ |E − Ec|−ν , (2.10)

where s and ν are critical exponents.

The exponents s and ν are equal and they are not specific to any model of disorder. Till today,

there is no exact theoretical model predicting the value of s and ν [91]. These numbers are usually

studied numerically. Many works have agreed on values s = ν = 1.58 [91–93]. These values

are compatible with the experimental results obtained from cold atom experiment of kicked-rotor

system [94].

2.3.2 Observations of the three-dimensional Anderson localization and the An-

derson transition

Figure 2.4: (a) Metal-insulator (Anderson) transition in phosphorous-doped silicon (Si:P), observed by vary-
ing the dopant density; figure is taken from Ref. [18]. (b) Observation of three-dimensional Anderson local-
ization with ultrasound. Figures are taken from Refs. [7, 17]. (b-1) Either a quasi-point source of wave or a
quasi-plane wave is sent across a random network made by brazing aluminum beads. Pulsed techniques are
employed in measuring the amplitude transmission at various transverse positions ρ. (b-2) Signature of trans-
verse localization from measurements of the spatially and time-resolved transmitted intensity through the
sample. (b-3) Averaged time-dependent transmitted intensity using the quasi-plane-wave source. Deviation
from exponential tail at long times gives supporting evidence of localization. (b-4) For similar measurements
using the quasi-plane-wave source, the normalized transmitted intensity is measured for a large number of
individual transverse spots. The observed speckle pattern shows the intensity distribution deviating from
usual Rayleigh distribution. The 3D figure shows observed speckle pattern with spikes of intensity.

For condensed matter system, Anderson transition manifests as metal-insulator transition. Fig.

2.4(a) shows the conductivity measurement on the metallic side and the dielectric susceptibility
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measurement on the insulating side of the transition in phosphorous-doped silicon (Si:P) [18]; The

dopant density was tuned by applying uniaxial stress. The experiment shows exponent ν = 0.5.

However, subsequent experiments show discrepancies in the measured exponents, which are at-

tributed to the finite temperature effect or interparticle interaction [8, 95, 96]. Unfortunately, such

effects are usually unavoidable.

Unlike electrons, classical waves do not feature interparticle interaction. However, observations

of Anderson localization signature with classical waves may be convoluted with absorption effect

[97–99]. One study whereby the absorption effect can be ruled out is depicted in Fig. 2.4(b).

The experiment consists of sending ultrasound wave across a disordered media and measuring the

transmitted intensity at different transverse positions [17] (see Fig. 2.4(b-1)). Fig. 2.4(b-2) depicts

the measured transverse widths wρ(t) at different times t; a quasi-point wave source is used in

this case. The localization signature is observed from the saturation of wρ(t), which is a deviation

from usual behavior described by the diffusion equation, w2
ρ(t) = 4Dt. Investigation related to the

longitudinal propagation consists of measuring the averaged time-dependent transmitted intensity

associated with a quasi-plane wave source, depicted in Fig. 2.4(b-3). We can observe deviation from

the expected exponential decay behavior, which can be described with wave diffusion theory. In

addition, Fig. 2.4(b-4) depicts the observation of the near-field speckle patterns. The localization

signatures manifest as the altered speckle pattern showing spikes of intensity (see the inset) and

deviation of the intensity distribution from the Rayleigh distribution. In this experiment, several

evidences of localization have been observed. However, localization signatures are rather associated

with propagation in the transverse direction.

Figure 2.5: Observations of three-dimensional Anderson localization with ultracold atoms in (a) De Marco’s
group in Urbana-Champaign [40], (b) atom optics group in Palaiseau [41], and (c) the group of Modugno
and Inguscio in Florence [42].

With ultracold atoms, Anderson localization can be directly observed by imaging the expansion

of atomic cloud in the disorder. The wave function |ψ|2 is directly proportional to the atomic

density. For three dimensional configuration, the localization can be observed simultaneously from
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different directions. Dilute ultracold atomic cloud has also effectively zero interparticle interaction.

Yet, the interaction can be tuned via Feshbach resonance [100], paving the way for studies related to

many-body localization [37,101,102], Bose glass phase [103], etc. Fig. 2.5 depicts three observations

of three-dimensional Anderson localization that are already mentioned earlier in the first chapter.

These experiments have similarities of using speckle disorder and long-time-of-flight (TOF) imaging

in presence of the disorder with long propagation time in order to distinguish the diffusive and the

localized atoms. As shown in the Fig. 2.5(b), the propagation time can be as long as 6 s. The

analyses of these experiments also have similarities of estimating the mobility edge based on the

measured fraction of localized atoms. Details regarding these experiments are discussed in the next

section.

2.4 Anderson transition with ultracold atoms: where is the mo-

bility edge?

Currently, one major issue related to Anderson localization with ultracold atoms is the precise

determination of the mobility edge. This is a crucial step towards studying the Anderson phase

transition in the critical regime. For the experiments, we will consider the three experiments shown

in Fig. 2.5. There exist numerical works which provide predictions of the mobility edge using

self-consistent theory [68, 70, 104], Monte Carlo [105], and transfer-matrix technique [106]. In this

section, we focus our attention to recent work by Pasek et al. [43], which provides direct comparison

between the three experimental results and the numerical calculation4.

Unlike the critical exponents, s and ν, the mobility edge depends on the details of the disor-

der. The speckle disorder features asymmetrical probability distribution resulting with non-trivial

behavior of the mobility edge depending on whether the disordered potential is repulsive or at-

tractive [107]. From the prediction for repulsive speckle disorder, the mobility edge lies below the

average potential (the so-called “sea-level” which is set to be zero in this chapter).

This section comprises two subsections. In the first subsection, we discuss briefly the experimen-

tal analyses related to the estimation of the mobility edge. It involves broadened energy distribution

due to introduction of the disorder, determination of the localized fraction, and the estimation of

the mobility edge. We will exclude the Urbana Champaign experiment from the discussion due

to lack of consideration for the energy broadening and also short propagation time (t) resulting in

huge systematic error (t of only 20 ms as indicated in 2.5(a)). In the second subsection, we discuss

the aforementioned numerical work which involves a non-trivial scaling. The scaling allows direct

comparison between the experimental results, independently of the anisotropy of the disorder.

4Comparison is possible because all experiments have employed repulsive speckle disorder, i.e. VR > 0.
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2.4.1 Experimental determination of the mobility edge

Figure 2.6: 3D Anderson localization experiment in Palaiseau in 2012. (a) Evolution of atomic
cloud at time t after the disorder quench, shown for two different disorder amplitudes, VR/h = 135 Hz and
VR/h = 680 Hz. (b) Time evolution of the mean squared widths along the two axes. (c) The evolution of
the column density at the center, normalized by its value at t = 0. The black lines show fittings according
to A+ B/t; plotted as a function of 1/t in the inset. The localized fraction corresponds to the value at the
asymptotic limit at t → ∞. Figures are taken from Ref. [41].

We are going to start with the experiment in Palaiseau (relevant results are shown in Fig. 2.6)

since its theoretical description is relatively simpler than the others. The matter-wave was realized

with Bose-Einstein condensation of rubidium-87, which can be associated to a quasi-plane wave at

k = 0. The disorder is quenched at time t = 0 and we are interested in the evolution of atomic

density at time t, noted n(r, t); n0(r) ≡ n(r, t = 0). The analyses assume that the disorder quench

does not affect the initial density. However, the disorder inevitably alters the energy distribution

because the state |k = 0〉 is not an eigenstate of the disordered system. The density at time t > 0

can be described as follows

n(r, t) =
∫

dr0

∫

dE D (r0, E)P (E, r − r0, t) , (2.11)

where P (E, r − r0, t) is the probability distribution for a particle of energy E initially placed at

point r0 to be found at point r at time t and D (r0, E) is associated with the semi-classical joint

position-energy density after the disorder quench. When chemical potential µ and thermal energy

(kBT ) are smaller than the disorder strength VR, D (r0, E) is given by
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D (r0, E) = A(E,k = 0) n0(r0), (2.12)

where A(E,k = 0) is the so-called the spectral function associated with momentum ~k = 0. Since

the spectral function satisfies
∫

dE A(E,k) = 1, it can be interpreted as the energy distribution

right after the quench.

The next step would be to deduce the localized fraction floc. Unlike atoms in the localized states,

atoms in the diffusive states have non-zero diffusive constant such that they should be washed out

from the system at large t. Mathematically, it can be written as [108]

∫

dr lim
t→∞

P (E, r − r0, t) = Θ (Ec − E) , (2.13)

where Ec is the mobility edge. Given the total number of atoms N =
∫

dr0n0(r0), the localized

fraction floc yields

floc =
1
N

∫

Ω
dr lim

t→∞
n(r, t) =

∫ Ec

−∞
dE A(E,k = 0). (2.14)

This result is intuitive because floc can be interpreted as the integration of the energy density for

all E below Ec. Consequently, the determination of the mobility edge requires both knowledge of

the spectral function and measurement of the localized fraction floc at extremely long propagation

time t.

Experimentally, the imaging technique yields the atomic column density integrated along the

imaging axis (see the x−axis in Fig. 2.5(b)). Fig. 2.6(a) depicts the density at increasing time t

for two different disorder amplitudes. The images show propagation time t up to 6 s. From the

snapshots, we can remark that the atomic diffusion is slower for the higher amplitude. This is

confirmed from the plots of the mean squared widths, shown in Fig. 2.6(b). For VR/h = 680 Hz,

we can observe clear appearance of the localized atoms.

The localized fraction floc can be obtained by analyzing the evolution of the column density at

its center, which is shown to be proportional to A+B/t. Fig. 2.6(c) shows the corresponding plot,

the density is normalized by its initial value at t = 0. As discussed in Ref. [41], A is equivalent

to the localized fraction floc. Systematic error due to finite time t can be avoided by associating

floc to the asymptotic limit (see the inset). The analyses yield floc parameterized by the disorder

amplitude VR.

The mobility edge is deduced by applying Eq. 2.14. The spectral function was obtained nu-

merically; details can be found in Ref. [109]. The experimental analyses have remarked that the

determination of Ec was very sensitive to the spectral function. The analyses give the mobility

edge Ec = −1.75V 2
R/Eσ, where Eσ ∼ ~

2/(mσ2) is the correlation energy. The mobility edge is

found below the “sea-level”, in accordance with the prediction mentioned earlier in this section.

35



CHAPTER 2. ANDERSON LOCALIZATION OF MATTER WAVE

Nonetheless, a more thorough error analyses of Ec would be desirable.

Three years after the experiment in Palaiseau, there was another experimental attempt to mea-

sure the mobility edge in Florence (see Fig. 2.5(c)). The experimental procedure is depicted in Fig

2.7(a). Similarities with the Palaiseau experiment include application of repulsive speckle disorder,

broadening of the energy distribution due to the disorder and determination of the mobility edge

based on measured floc. Several differences, the initial state could not be described as a plane wave

and the energy distribution, noted DE(E), is not equal to the spectral function. The experiment

also involves controlled energy-excitation which modifies the energy distribution. The localized

fraction is measured after the excitation and also certain propagation time in the disorder (see inset

II in Fig. 2.7(a)).

Figure 2.7: 3D Anderson localization experiment in Florence in 2015. (a) Schematic diagram
of the procedure: (inset I) preparation in quasi-localized states by disorder ramping accompanied with
simultaneous ramping down of the trap strength and the interaction strength, (inset II) controlled excitation
resulting in promotion of some atoms towards diffusive states, (inset III) measurement of the localized fraction.
(b) Reconstruction of the energy distribution, DE(E), based on calculated spectral function A(E, k) and
measured momentum distribution Dk(k). (c) Measured mobility edge versus the disorder amplitude VR.
The “sea level” is shown as red-dashed line “E = VR”.
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The energy distribution DE(E) requires knowledge of the spectral function. Time-of-flight mea-

surements provide the momentum distribution Dk(k). DE(E) follows

DE(E) =
∫

dk A(E,k)Dk(k). (2.15)

Similar to the Palaiseau experiment, the spectral function A(E,k) was numerically calculated (see

Fig. 2.7(b)). Compared with the Palaiseau experiment, the energy distribution replaces the spectral

function in the determination of the mobility edge.

Fig. 2.7(c) shows the deduced mobility edge for different disorder amplitudes VR. Unlike the

Palaiseau experiment which focuses only on VR smaller than the correlation energy Eσ, the Florence

experiment explores wider range of disorder amplitude VR. In Fig. 2.7(c), the “sea-level” is repre-

sented by the red-dashed “E = VR” line. The figure also shows that the mobility edge lies above

the “sea-level” for lower disorder amplitudes with considerable asymmetric vertical error bars. The

error analyses can be attributed to two effects. The first one originates from the application of the

controlled excitation which results in symmetric error bar of few nK. The second one is attributed to

the finite propagation time which results in the overestimation of the floc, and thus overestimation

of the mobility edge. This systematic error results in asymmetric error bar of 6 nK. For low VR/h of

few tens of Hz, the uncertainties of the measured mobility edge become considerable. This renders

measurement of the mobility edge with improved energy resolution desirable.

2.4.2 Comparison between experimental and numerical results

We would like to discuss the comparison between the experimental and the numerical results,

presented in Ref. [43]. The repulsive speckle disorder employed in the experiments is anisotropic;

the correlation length has dependence on axes in three dimension. As discussed in the Letter,

the comparison must take into account the different degrees of anisotropy of the speckle disorder.

From the three experiments, we can identify two configurations of speckle disorder: a single speckle

configuration and two-crossed speckle configuration. A single speckle configuration realized in the

Urbana-Champaign experiment results in a rather strong anisotropy; see inset A in Fig. 2.5(a) .

The other two experiments use two-crossed speckle configuration which results in a rather isotropic

disorder (as an example, see the two focused beams depicted in Fig 2.5(b)). In order to account

for different cases, the authors consider anisotropic speckle disorder with correlation lengths σx,

σy, and σz along three orthogonal directions. This leads to a redefinition of the correlation energy

involving a geometrically averaged correlation length5 σ = (σxσyσz)1/3, yielding

Eσ =
~

2

m (σxσyσz)2/3
. (2.16)

5See Ref. [110] for detailed justification.
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As a main result, the mobility edge is shown to follow a non-trivial scaling,

Ec

VR
= F

(

VR

Eσ

)

. (2.17)

The scaling function F (x) has several known limits. For x ≪ 1 which is associated with the

quantum regime whereby the mobility edge converges to zero; lim
x→0

F (x) = 0. For x ≫ 1 which is

associated with the classical regime whereby the mobility edge approaches the percolation threshold,

which is very close to −VR. Thus lim
x→∞

F (x) = −1.

Figure 2.8: Comparison of the mobility edge from experimental and numerical results. Black
dashed line obtained from numerical studies done in Delande’s group in Paris; see Ref. [43] from which
this figure is taken. Red solid line is obtained from the Palaiseau experiment. Blue points and blue line
are obtained from the Florence experiment. Green points and green line (see inset) are obtained from the
Urbana-Champaign experiment.

The comparison between different results are presented in Fig. 2.8. On the vertical axis, Ec/VR

represents the mobility edge normalized by the disorder amplitude. It is plotted against VR/Eσ,

the disorder amplitude normalized by the correlation energy. Here, the “sea level” corresponds to

Ec/VR = 0. The numerical result is plotted in black dashed line. The result from the Palaiseau

experiment is plotted in red line. By taking into account the redefinition of the correlation lengths

(in accordance with Refs. [43, 106]), this corresponds to Ec/VR = −2.24VR/Eσ. The result from

the Florence experiment is plotted in blue points which include their error bars. The vertical error

bars of Ec/VR appear larger for lower VR. The result from the Urbana-Champaign experiment is
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plotted in green points in the inset. It shows large and positive value of mobility edge with great

discrepancy compared with other results. As mentioned before, this may result from neglecting the

broadening of the energy distribution and the extremely short propagation time (t). As argued in

Ref. [111], the time is too short to detect the slow diffusion above the mobility edge, leading to an

overestimation of the mobility edge.

2.5 Conclusion

In this chapter, we have reviewed concepts which are relevant to our work on the spectroscopic

approach of Anderson transition. They include the elastic scattering time, the critical regime of

Anderson transition, and the current problem in determination of the mobility edge in ultracold

atomic experiments.

From the review of three experiments of three-dimensional Anderson localization with ultracold

atoms and recent work on the mobility edge by Pasek et. al [43], we have demonstrated the critical

role of the spectral function. We have remarked two problems. First, the spectral function was

crucial for the determination of the mobility edge. Second, the measurement of the spectral function

was absent while numerical calculations of spectral function were proven demanding. Measurement

of the spectral function would be desirable to benchmark the numerical calculations.

Besides, we have learned the requirement of long observation time for observing the Anderson

transition [108]. As an example, propagation time t of 0.5 s in the Florence experiment already

results in systematic error of 6 nK which is shown sizeable for some weak disorder amplitudes. This

leads to two important objectives for our research plan, improving the energy resolution and keeping

the propagation time as long as possible. In Chap. 5, we present the measurements of the spectral

function. From the experimental results, we show that our approach can give energy resolution as

low as 0.5 nK (∼ 10Hz in the spectroscopy), one order of magnitude lower compared to the Florence

experiment. Lastly, in Chap. 6, we also present how long propagation time t can be realized.

39





Chapter 3
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The production of Bose-Einstein condensates (BEC) relies on the techniques of laser cooling and

trapping of atoms [112, 113]. These techniques have been developed since early 80s [114]. They

have also been acknowledged with Nobel prize in physics in 1997 [115]. Furthermore, the Bose-

Einstein condensation has been realized for the first time in 1995 in Boulder group with rubidium
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atoms [116] and in Ketterle group at MIT with sodium atoms [117]. These achievements have also

been recognized with Nobel prize in physics in 2001 [118, 119]. Since then, BEC has been realized

with various atoms ranging from alkali atoms, alkali-earth atoms and also rare earth atoms.

In the BEC state, the atoms occupy the lowest energy state. In order to obtain the BEC, we

must cool down the atoms below certain critical temperature Tc. Without loss of generality, we

consider atoms in a harmonic trap. The critical temperature is given by

Tc =
~ω̄

kB

(

N

1.202

)1/3

, (3.1)

where ω̄ = (ωxωyωz)1/3 is the averaged trap frequency [120]. Towards the critical regime, wave

packets of individual atoms start to overlap between each other. This corresponds to a phase space

density D close to unity, i.e.

D = nλ3
dB ∼ 1, (3.2)

with n the atomic density and λdB = h√
2πmkBT

the de Broglie wavelength. This relation suggests

that the BEC creation requires both cooling to extremely low temperature and sufficiently high

atomic density. In most cases, such condition is achieved by applying evaporative cooling techniques

[121].

In our experiment, the matter wave is realized with BEC of 87Rb atoms1. The atoms must be

cooled to temperature of a few nanoKelvins. For this purpose, we perform laser cooling techniques

(Zeeman slowing, magneto-optical trap, etc) and trapping techniques (with magnetic field and with

optical dipole trap). The atomic state can also be manipulated using radio-frequency fields. These

processes are carried out in a vacuum system.

This chapter comprises three main sections. In the first section, we discuss some generalities

related to the atomic structure, magnetic interaction, atom-light interaction, and detection method

by imaging techniques. In the second section, we discuss the experimental sequences towards the

production of Bose-Einstein condensates. Furthermore, we introduce the two spin states which can

be used for the realization of the state-dependent disorder (see Fig. 1.3). In the third section, we

discuss the radio-frequency transfer between these two states.

This experimental work is a continuation of previous works by Jérémie Richard [50] and Vincent

Denechaud [52]. The details of the BEC production can also be found in the theses of Alain

Bernard [47], Fred Jendrzejewski [48], and Kilian Müller [49].
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Figure 3.1: Rubidium-87 D line and the energy shift due to magnetic field. (a) Fine structure of
rubidium 87 atom features the D1 line and the D2 line. The ground state has two hyperfine levels, F = 1
and F = 2. The laser cooling transitions and other transitions (repumper, etc) lie in the D2 line. In this
manuscript, F → F ′ transitions refer to the D2 line by default. For weak magnetic fields, the energy shifts
depend linearly on the magnetic field strength B as shown. (b) The energy shift dependence on the magnetic
field strength B for the ground state according to the Breit-Rabi formula. (Data taken from Ref. [122])

3.1 Several essential tools

3.1.1 The atom: rubidium-87

Rubidium-87 is the second most abundant rubidium isotope after rubidium-85. It has nuclear

spin of I = 3/2. Similar to many alkali atoms that have been cooled to quantum degeneracy, the D

line is used for laser cooling transitions. Fig. 3.1 depicts the D line transitions; the fine structure

features the D1 line (or 5S1/2 → 5P1/2 transition) and the D2 line (or 5S1/2 → 5P3/2 transition).

As shown in the figure, we make use of the D2 line for laser cooling transitions; in our work, most

of the time, the D1 line can be neglected. The ground state 5S1/2 has two hyperfine levels, F = 1

and F = 2 with hyperfine splitting of around 6.835 GHz. For the D2 line excited states, there are

four hyperfine levels, F ′ = 0, F ′ = 1, F ′ = 2, and F ′ = 3, mentioned from the lowest to the highest

in energy. Each hyperfine level has 2F +1 (or 2F ′ +1) sublevels which are associated with quantum

numbers mF = −F, ..., F − 1, F (or mF ′ = −F ′, ..., F ′ − 1, F ′). These sublevels are degenerate in

1Quantum gas of rubidium-87 follows bosonic statistics because its even number of constituent spin-1/2.
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absence of magnetic field.

3.1.2 Magnetic interaction

The atomic interaction with an external magnetic field B is described by Hamiltonian

ĤB =
µB

~

(

gSŜ + gLL̂ + gI Î
)

· B, (3.3)

where gS , gL, gI are the electron spin, electron orbital, and nuclear g−factors. For weak magnetic

fields, F and mF (or F ′ and mF ′) are good quantum numbers. The energy shift (eigenvalues of Ĥ)

depends linearly on B = |B|,
∆EF,mF

= gFmFµBB. (3.4)

The g-factor for level F = 1 and F = 2 are approximately gF ≃ 1/2 and gF ≃ −1/2 respectively;

see Fig. 3.1(a). This means that the energy shift of state |1〉 ≡ |F = 1,mF = −1〉 almost equals

that of state |2〉 ≡ |F = 2,mF = 1〉. Thus, these states have similar magnetic susceptibility and

their energy difference is nearly insensitive to external magnetic field. For strong magnetic field, the

magnetic shift shows nonlinear behavior, that can be described by the Breit-Rabi formula, shown

in Fig. 3.1(b). As discussed further in the following sections and chapters, we are interested in

certain magic magnetic field B = B⋆
0 = 3.229 G, whereby the states |1〉 and |2〉 have equal magnetic

susceptibility. Besides, the magnetic shift also applies to the mechanism of magnetic trapping. The

magnetic shift is equivalent to the potential energy.

3.1.3 Atom-light interaction

We consider two effects of atom-light interaction: the radiation pressure and the dipole force.

The radiation pressure becomes important for near-resonance light, while the dipole force is usually

relevant for off-resonant light. The formula presented in this subsection can be found, for example,

in Refs. [112,114].

Let us suppose an atom interacting with a laser beam associated with intensity I and wave

vector k, the radiation-pressure force is given by

F k = Im [α]
I

ε0c
k, (3.5)

where α is the complex atomic polarizability. This force is related to the photon absorption rate

by the atom, γk, according to F k = γk~k. In average, the atom is pushed by the recoil momentum

~k of the absorbed photons at rate γk. The rate is given by

γk = Im [α]
I

ε0c~
=

Γ
2

s

1 + s
, (3.6)
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where s = I/Isat

1+(δ/Γ)2 is the saturation parameter with δ the detuning with respect to the transition

and Isat the saturation intensity of the transition. For laser cooling transition shown in Fig. 3.1,

Isat = 1.67 mW/cm2 .

The concept of radiation pressure is the underlying mechanism for the laser cooling technique,

so-called Doppler cooling. For a moving atom with velocity v, the Doppler effect modifies the laser

beam frequency in the rest frame of the atom. The detuning with respect to the resonance becomes

δ′ = δ − k · v, where δ is the initial detuning. For δ < 0, the atom is repelled by any opposing

laser beam, since that beam frequency is shifted towards the resonance (δ′ = 0). The force F k

acts a viscous damping force. Besides, the spontaneously emitted photons give zero average force

because they are emitted in random direction. The Doppler cooling is usually realized by applying

three pairs of counter-propagating laser beams in three orthogonal directions. It has characteristic

Doppler temperature, TD = ~Γ/2kB.

In our experiment, there are three lasers for laser cooling purposes. The first laser is locked to

the crossover resonance F = 2 → F ′ = 2 × 3 using saturated absorption spectroscopy. The second

and the third laser are locked with respect to the first laser. The second laser addresses F = 1 → F ′

transitions; it is called the repumper laser. The third laser addresses F = 2 → F ′ transitions

including the laser cooling transition (F ′ = 3); see Fig. 3.1. Details regarding the laser frequency

locking, the optical amplification, and the modulation with acousto-optic modulators (AOMs) can

be found in Alain Bernard’s thesis [47].

Another force due to the atom-light interaction is the dipole force. This is a conservative force

and is associated with an optical potential given by [75]

U = −Re [α]
2

I

ε0c
. (3.7)

For far-off resonance, the polarizability is approximately real and independent of the light polariza-

tion, yielding

α =
6πε0c

3

ω2
0

Γ
ω2

0 − ω2
L

, (3.8)

where ω0 and ωL are the resonant frequency and the laser frequency respectively. In general,

condition ωL < ω0 results in attractive potential, while ωL > ω0 results in repulsive potential.

In our experiment, we have a fiber laser at wavelength 1.064 µm used for the optical tweezer

and the crossed-dipole trap (see subsections 3.2.5 and 3.2.6). Besides, we also have two lasers at

wavelength around 780 nm for the implementation of speckle disorder (see Chap. 4 and Chap. 6).

3.1.4 Imaging of the atomic cloud

We apply two imaging techniques for the characterization of the cold atoms, absorption imaging

and fluorescence imaging. Imaging is usually performed at the end of experimental sequence, after
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certain time-of-flight (TOF). In both techniques, the imaging provides the atomic cloud density

integrated over the imaging axis, n2D(r). From this, the total number of atoms and the temperature

can be obtained.

Absorption imaging. Fig. 3.2(a) shows the schema of absorption imaging. It consists of mea-

suring the light intensity profiles in the imaging plane (the y−z plane in Fig. 3.2(a)) in the presence

of atomic cloud, I(y, z), and in the absence of atomic cloud, I0(y, z). According to the Beer-Lambert

law, the density n2D(y, z) corresponds to

n2D(y, z) =

∫

n(x, y, z) dx

=
1

σ
ln

(

I0(y, z)

I(y, z)

)

,
(3.9)

where σ is the scattering cross section. Ideally, the intensity should be weak compared with the

saturation intensity, s ≪ 1. In general, absorption imaging is a convenient technique for calibrating

the number of atoms. In practice, we illuminate the atoms by a laser pulse probe resonant with

the F = 2 → F ′ = 3 transition. The typical pulse duration is 50 µs. In order to respect the

condition s ≪ 1, the laser power is kept below 100 μW. This probe falls on an EMCCD camera (see

“EMCCD1” in the figure). Once the atoms are removed, another image with the probe is taken.

An additional background image is also taken; this allows subtraction of the background noise.

Figure 3.2: (a) Absorption imaging. A resonant probe pulse is sent to the atomic cloud, is partially
absorbed, and is collected by camera “EMCCD1”. The information on the cloud is obtained from the quantity
of the light absorbed. (b) Fluorescence imaging. Several resonant probes are sent simultaneously to the
atomic cloud. The atomic cloud emits fluorescent light which is partially collected by camera “EMCCD2”.
The information on the cloud is obtained from the estimation of the fluorescence light.
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Fluorescence imaging. Fig. 3.2(b) shows one schema of fluorescence imaging2. It consists of

measuring the light intensity profile in the imaging plane, Ia(y, z), which is directly related to the

density n2D(y, z) according to

Ia(y, z) =
Ω
4π

s

2(1 + s)
Γ~ω0n2D(y, z), (3.10)

where Ω ≈ πNA2 is the solid angle of the collected fluorescent light, NA is the numerical aperture of

the imaging system, and s = I/Isat

1+(δ/Γ)2 is the saturation parameter (as introduced in Eq. 3.6). Ideally,

it is better to perform imaging with at high probe power such that s ≫ 1. Besides, fluorescence

imaging is ideal for detecting small number of atoms. In practice, we illuminate the cloud with

laser pulses resonant to the F = 2 → F ′ = 3 transition. The typical pulse duration is 25 µs. In

contrast with absorption imaging, the probes do not fall on the EMCCD camera (see “EMCCD2”

on Fig. 3.2(b)). The camera collects a fraction of the fluorescence light emitted by the atoms. The

intensity Ia(y, z) is obtained from subtraction by an additional background image.

3.2 Experimental sequences of the BEC production

3.2.1 Overview of the experiment

Fig. 3.3 shows an overview of our experimental apparatus. Similar to many ultracold atom

experiments, we have a source of atomic beam coming out from an oven containing a sample of

rubidium heated at temperature 120˚C. The experiment is carried in a vacuum system. It consists

of two vacuum cells. The pressure inside these vacuum cells is maintained below 10−11 mbar thanks

to the continuously working vacuum pumps; details of the vacuum system can be found in Alain

Bernard’s thesis [47]. Such low pressure is necessary to suppress collisions between the cooled atoms

and the residual atoms in the vacuum cells.

In the first vacuum cell, we perform several experimental sequences consisting of capturing

the atoms using Zeeman slower, magneto-optical trap, optical molasses, magnetic trapping, and

evaporative cooling with radio-frequency field. Lastly, the atoms are loaded into a movable optical

tweezer.

The tweezer allows transport of the cold atoms into the second vacuum cell. By having this

additional vacuum cell, we have at our disposition a whole new optical and magnetic access for dif-

ferent experimental realizations. In this cell, the atoms are loaded into a crossed optical dipole trap

and evaporative cooling technique is performed in order to realize the Bose-Einstein condensation.

In addition, a system of magnetic levitation is implemented. It creates magnetic force which can

hold the atoms against gravitational field. Furthermore, we also implement radio-frequency transfer

2 The two schemas presented in Fig. 3.2 are performed in two different vacuum cells.

47



CHAPTER 3. THE EXPLOITATION OF BOSE-EINSTEIN CONDENSATION

Figure 3.3: Global view of the experimental apparatus. Atomic beam coming out of the oven is guided
towards the first vacuum cell and the second vacuum cell where the cold atoms are realized. Several vacuum
pumps are employed to ensure pressure around 10−11 mbar inside the two vacuum cells. z-direction is defined
by the axis of the Zeeman slower. y-direction is defined as the upward direction.

(see section 3.3) and speckle laser for the studies of Anderson localization (see Chap. 4). All these

experiments would not be possible without an auxiliary vacuum cell.

“Writing” the experimental sequences Performing experimental sequences requires us to

establish certain command signals to the lasers, optical modulators, magnetic coils, switches, etc.

The command of these instruments are realized with modules sending synchronized analog and

TTL signals. During this PhD studies, we have implemented new analog and TTL modules for the

experiment. We have purchased them from National Instrument; they features 64 TTL channels

and 64 analog channels. For our experimental purposes, at least 44 TTL channels and 14 analog

channels are needed. All these channels can be synchronized using FPGA. The modules can receive

sequences of commands which are written using software CICERO.

3.2.2 Zeeman slower

Zeeman slower decelerates the atomic jet such that the atoms become slow enough to be trapped

inside a magneto-optical trap. The details of the Zeeman slower and the MOT can be found in
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Ref. [123]. In short, the Zeeman slower consists of several magnetic coils (see “big Zeeman slower”

and “small Zeeman slower” in Fig. 3.3) and a laser beam propagating against the atomic jet. The

laser beam is σ+-polarized and resonant to crossover resonance F = 2 → F ′ = 2 × 3. At the atomic

referential frame, the laser frequency is shifted closer to F = 2 → F ′ = 3 transition due to the

Doppler effect. The atoms are slowed down after many cycles of light absorption and spontaneous

emission. The Zeeman magnetic field gradient designed to compensate the velocity change such

that the resonant condition is maintained. At the end of the slower, the atoms have typical speed

of 20 m/s, which is slow enough to allow atom loading into the magneto optical trap (MOT).

The atom loading rate into the MOT is optimized thanks to the transverse molasses at the exit

of the oven. It consists of two pairs of counter-propagating laser beams in the horizontal and in the

vertical direction. The laser frequency is slightly red-detuned from the F = 2 → F ′ = 3 transition,

by around -8 MHz. The transverse cooling typically improves the loading rate by a factor of two.

3.2.3 Magneto-optical trap

Figure 3.4: Some experiments in the first vacuum cell: Magneto-optical trap (MOT) and magnetic
trap.

In magneto optical trap (MOT), we perform Doppler cooling technique by using three pairs of

counter-propagating laser beam, two orthogonal pairs lie in the lateral direction and one pair is in

the vertical direction. Each pair of beams has opposite polarizations, σ+ and σ− with respect to

its axis. The laser beams are red-detuned with respect to the F = 2 → F ′ = 3 transition, with

detuning δ < 0 (see Fig. 3.1). δ typically starts with −16 MHz. The power of each beam is typically
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10 mW. The pair of MOT coils generates a quadrupole magnetic field. The magnetic field gradient

is aligned with the direction of σ+ beam creating additional restoring force for atoms deviating

from the center of the trap. Besides, atoms falling into the level F = 1 can be brought back to the

cooling transition, thanks to the repumper beams resonant with F = 1 → F ′ = 2 transition (see

“Repumper” in Fig. 3.1). In practice, the repumper beams are combined with the MOT beams.

After 5 seconds of loading time, we have typically 109 atoms in the MOT.

In order to cool further the atoms, we switch off the MOT magnetic field and ramp the laser

detuning to -60 MHz in typically 6 ms [124, 125], the so-called optical molasses step. With this

technique, we can achieve temperature of around 15 µK. The final temperature is very sensitive to

the compensation fields surrounding the vacuum cell. These fields are controlled using four pairs of

compensation coils, three pairs for bias fields in all directions in space and one pair for compensation

of quadrupole fields.

At the end of the MOT experiments, we transfer the atoms into a magnetic trap. The atom

loading into the magnetic trap is sensitive to the position of the atomic cloud which can be adjusted

thanks to three pairs of magnetic coils generating bias fields in three orthogonal directions. These

fields have same current source as the MOT magnetic field. These bias fields allow fine tuning of

the zero-point of magnetic field in which the MOT cloud is formed.

3.2.4 Magnetic trap

At the end of the MOT sequences, we load the atoms into the magnetic trap depicted in Fig. 3.4.

We make use of Ioffe-Pritchard trap and the details regarding the coils and their characterization

can be found in Ref. [123]. The magnetic trap potential, U(r), is proportional to the magnetic field

strength, B(r), according to

U(r) = mF gFµB |B(r)| , (3.11)

with µB the Bohr magneton, gF the Landé factor and mF the magnetic number. The magnetic

field is superposition of dipole field and quadrupole field. The dipole field creates strong bias field

along the x-axis which defines the quantization axis. In our experiment, the dipole field is created

from two pairs of dipole coils (see “Dipole” and “Anti-dipole” in Fig. 3.4). The dipole field is given

by

BD = B0ex + b′′
(

x2 − ρ2/2
)

ex − b′′xρ, (3.12)

where ρ is the radial coordinates in y − z plane. The parameters B0 and b′′ are linearly related

to the “dipole” current and “anti-dipole” current. The quadrupole field is created using a pair of

electromagnet (see “Quadrupole” in Fig. 3.4). The magnetic field is given by

BQ = b′(yey − zez). (3.13)
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The parameter b′ depends on the “quadrupole” current. The total field is given by B = BD + BQ.

The field strength |B| has a minima which defines the center of the trap.

The minima of |B| becomes a potential minima for atomic states satisfying mF gF > 0. This con-

dition implies three trapping states: |F = 1, mF = −1〉, |F = 2, mF = 1〉, and |F = 2, mF = 2〉.
In the experiment, we condense the atoms in the trapping state |F = 1, mF = −1〉 before perform-

ing evaporative cooling. This is done by applying a pulse resonant to F = 2 → F ′ = 2 transition

in order to pump the atoms into the level F = 1, followed by an optical pumping pulse resonant to

F = 1 → F ′ = 1 transition to optimize the number of atoms in the state |F = 1, mF = −1〉. While

the first pulse is necessary, the second optical pumping allows optimization of the number of atoms

by a factor of two. Typically we obtain around 109 atoms at temperature of 300 µK before the

evaporative cooling. This high temperature is attributed to application of trap compression which

is required for efficient evaporative cooling.

Evaporative cooling is realized by lowering the trap depth by applying so-called RF-knife. It

consists of applying radio-frequency (RF) field, which induces spin flips between different states in

the level F = 1 [126,127]. The RF frequency νrf becomes the cut-off energy (hνrf ) for the atoms to

leave the trap. As the most energetic atoms leave the trap, the atoms with lower energy thermalize.

The frequency is ramped down progressively; the sequence takes around 9.25 s. At the end, we

obtain around 3 × 107 atoms with temperature of 20 µK. The phase density is typically increased

from 10−8 to 10−4 .

3.2.5 Laser tweezer

The atoms are loaded into a laser tweezer at the end of the RF evaporative cooling. The

tweezer consists essentially of a laser beam at 1.07 µm which is focalized around the atomic cloud

(see Fig. 3.5). The laser frequency is far red-detuned from the rubidium D line, resulting in an

attractive potential. This is called far-off resonant trap (FORT). A converging lens is mounted on

a programmable linear translation stage (Aerotech ABL80040 ). As depicted in Fig. 3.5, atoms

trapped around the focal point can be transported between the first vacuum cell and the second

vacuum cell by applying a translation of 40 cm in the +z direction.

The laser intensity profile can be described as Gaussian beam. Let us denote z as the distance

from the focal point and r as the radial distance from the beam axis. In the transverse plane, the

intensity has isotropic Gaussian distribution, I ∝ exp
(−2r2/w2(z)

)

. w(z) is defined as the beam

waist which varies with z; it is also called 1/e2-radius. As depicted in the inset of Fig. 3.5, the

beam waist has a minima at focal point, w0. The waist w(z) varies as w(z) = w0

√

1 + z2/z2
R, where

zR is the Rayleigh length; zR = πw2
0/λ. Let us consider a beam with power PL. By inserting the
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Figure 3.5: Laser tweezer translation. The tweezer consists of a focused laser (of wavelength λ = 1070
nm) whose focal point can be translated using a programmable translation stage. The atoms are trapped
around the focal point of the tweezer. The transfer is done by focalizing the tweezer in the first vacuum cell,
ramping the power of the tweezer up to Pmax = 1.5 W and translating the focal point into the second vacuum
cell.

Gaussian intensity profile into Eq. 3.7, we obtain the following expression of optical potential

U(r, z) = −Re [α]

ε0c

PL

πw2
0

(

w0

w(z)

)2

exp

(

−2

(

r

w(z)

)2
)

. (3.14)

We define optical trap depth as UL = U(r = 0, z = 0), yielding

UL = −Re [α]

ε0c

PL

πw2
0

. (3.15)

By approximating the potential to a three dimensional harmonic oscillator, we deduce the transversal

and longitudinal trap frequencies, ωr and ωz respectively,

ωr =

√

4UL

mw2
0

, ωz =

√

2UL

mz2
R

. (3.16)

As shown in Fig. 3.5, the laser waist (1/e2−radius) is 28 μm and its maximum power is Pmax =

1.5 W. For PL = Pmax = 1.5 W and w0 = 28μm, we deduce the optical depth kB × 86 μK ,

ωr/2π = 2 kHz and ωz/2π = 10 Hz.

We control the power of the tweezer using a servo-loop system built with an acousto-optic

modulator (AOM) and a photodiode (PD). Besides, we can also adjust the position of the tweezer

using a piezoelectric inducer.

In order to transfer the atoms from the magnetic trap into the tweezer, we ramp down the
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quadrupole current to decompress the trap confinement and ramp up the tweezer power. Typically,

we can achieve efficiency of 50%. The limitations come from the mismatch between the magnetic

trap geometry and the tweezer trap geometry and 3-body losses due to high atomic density in the

tweezer [128]. Furthermore, the translation takes typically 2 seconds. Details regarding the transfer

optimization can be found in Ref. [47]. Typically we transfer around 5×106 atoms with temperature

of 10 µK. This corresponds to around 40% of transfer efficiency with slight heating.

3.2.6 Crossed optical dipole trap

Figure 3.6: All optical evaporative cooling in the crossed optical dipole trap. (a) The atoms are
trapped in the overlap between the tweezer beam and the “dimple” beam. During evaporative cooling, both
the power of the tweezer beam and “dimple” beam are ramped down simultaneously. (b) Towards the end of
the cooling, adiabatic opening is performed by translating the tweezer focal point by 6 mm in the z-direction.
It simultaneously decreases the optical depth and the trap confinement.

The crossed optical dipole trap is considered as the first experimental realization in the second

cell. Fig. 3.6(a) depicts the realization of the trap by superposing the tweezer beam and “dimple”

beam. The trap has strong confinement in all direction. The dimple beam enhances confinement

along the tweezer axis (z−axis), resulting in a quasi-isotropic confinement. Besides, the dimple

beam has elliptic shape, the beam waist along x-axis, wx = 203 µm, is wider than that along z-

axis, wz = 91 µm. The dimple beam has the same laser source as the tweezer. Its power is also

controllable using a servo-loop system similar to that of the tweezer. Its maximum power is about

7W.

The dipole trap has effectively two parameters, the tweezer power and the dimple power. We

perform all-optical evaporative cooling by ramping down simultaneously the tweezer power and

dimple power. This lower the depth and the confinement of the trap. In addition, the magnetic

levitation is switched on once the atoms are transferred into the second cell. As discussed further in
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the next subsection, it eliminates the sagging effect of the optical potential due to the gravitational

field. In absence of the sagging effect, we can perform evaporative cooling to a very low optical

depth. Furthermore, we also perform adiabatic opening. As shown in the Fig.3.6(b), it is done by

translating the position of the focal by 6 mm in z-direction. It increases the tweezer beam waist at

the crossed point and thus lowers the confinement. At the end of the sequence, we obtain shallow

trap with typical characteristics, ωx = ωy ≈ ωr,tweezer = 2π × 3.9 Hz, ωz ≈ ωr,dimple = 2π × 5.3 Hz,

and U0/kBT = 15 nK.

3.2.7 Magnetic levitation

Magnetic levitation has a critical role in our experiment. Its purpose is to levitate the atoms

against gravitational field. This has two importances. First, it becomes feasible to prolong the

TOF from typically 10 ms to several seconds! Second, the levitation eliminates potential sagging

due gravitational field. As mentioned in previous subsection, it facilitates all-optical evaporative

cooling to temperature of few nanoKelvins.

Figure 3.7: Magnetic levitation. (a) Left: the gradient magnetic field for levitation. Right: the gradient
field combined with a bias field. (b) Our realization of magnetic levitation with three pairs of coils: one
pair of coils generating gradient field (“Gradient” coils) and two pairs of coils generating bias magnetic field
(“Bias A” and “Bias B”).

Fig. 3.7(b) depicts the schema of the magnetic levitation. More details regarding the magnetic

levitation can be found in Ref. [47]. The magnetic field consists of a gradient magnetic field in

y-direction which compensates the gravitational field and a bias field which sets the quantization

axis. The gradient field is given by BG = −b′(yey − ρ/2) , where ρ is now a radial vector in x − z

plane. This field is generated by a pair of coils (see “Gradient” in Fig. 3.7(b)). The bias field is

given by BB =
(

B0 + b′′(y2 − ρ2/2)
)

ey − b′′yρ. This field is generated by two pairs of coils (see

“Bias A” and “Bias B” coils in Fig. 3.7(b)). These pairs have independent currents IA and IB

respectively. The two variables allow independent control of the field parameters B0 and b′′.
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The magnetic potential is given by Umag(y, ρ) = gF mF μBB, with B = |BG + BB|. Similar to

the magnetic trap discussed in subsection 3.2.4, there are three states satisfying gF mF > 0. In

particular, we are interested in the following two states with gF mF ≈ 1/2 :

|1〉 ≡ |F = 1, mF = −1〉
|2〉 ≡ |F = 2, mF = +1〉 .

(3.17)

These two states possess similar energy shift and magnetic force. In our experiment, the atoms are

kept in one of these two states. These two states are the ones considered for the state-dependent

disorder depicted in Fig. 1.3.

In order to provide force against gravity, we require b′ = mg/(gF mF μB); here gF mF can be

replaced by 1/2. With approximation up to second order terms, we obtain

Utot(y, ρ) = gF mF μBB0 +
1

2
mω2

yy2 +
1

2
mω2

ρρ2,

ω2
y =

2gF mF μB

m
b′′,

ω2
ρ =

gF mF μB

m

(

b′2

4B0
− b′′

)

.

(3.18)

These relations imply that harmonic potential occurs when b′′ > 0 and b′2 > 4B0b′′. Isotropic trap

corresponds to b′′ = b′2

12B0
.

3.2.8 Obtention of Bose-Einstein Condensation

Figure 3.8: BEC. (a) Bose-Einstein condensation in the crossed optical dipole trap detected with fluorescence
imaging (see Fig. 3.2(b)). (TOF = 0 ms for (a1) and TOF = 150 ms for (a2)). (b) The atomic density
obtained from Fig. (a2). It shows two components: the condensed (BEC) fraction and the thermal fraction.
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At the end of the evaporative cooling in the crossed optical dipole trap, we obtain Bose-Einstein

condensation containing around 200k atoms in spin state |1〉 = |F = 1, mF = −1〉. The critical

temperature (see Eq. 3.1) is estimated at 11 nK. The atomic cloud contains condensed fraction and

thermal fraction. The density of the thermal fraction follows Gaussian distribution. The density

of the condensed fraction is approximately given by the solution of Gross-Pitaevskii equation in

Thomas-Fermi regime, which follows

n(r) = max
(

µ− V (r)
g

, 0
)

. (3.19)

µ = 1
2

(

15aN~ω̄3
)2/5

m1/5 is the chemical potential, with ω̄ = (ωxωyωz)1/3 and g = 4πa~2/m.

The condensed fraction has inverted parabolic shape as a result of harmonic trap. The de Broglie

wavelength is in the same order of magnitude as the Thomas-Fermi radius, rT F ∼ λdB. This char-

acteristic length also becomes the effective size of the BEC, which depends on the trap frequencies,

rT F,i =
√

2µ
mω2

i
, i = x, y, or z.

The BEC characterization consists of switching off the dipole trap and observing the expansion

of the atomic cloud after relatively long TOF (time-of-flight). Fig. 3.8(a) depicts the images of the

BEC obtained at two different TOFs, 0 ms and 150 ms. The Thomas-Fermi radius is around 15

µm. TOF as long as 150 ms can be realized thanks to the magnetic levitation. As depicted in Fig.

3.8(b), for TOF of 150 ms, we can observe two different components of the cloud, the BEC fraction

and the thermal fraction. From the thermal fraction, we estimate the temperature which is about

5 nK. Lastly, with a = 100 a0 [129], we estimate the chemical energy, µ = h× 40 Hz.

3.3 Radio-frequency transfer

In addition to dimple beam and magnetic levitation, the experiments in the second vacuum

cell also include radio-frequency (rf) transfer between states |1〉 = |F = 1, mF = −1〉 and |2〉 =

|F = 2, mF = 1〉. With respect to the experimental scheme presented in Fig. 1.3, states |1〉 and

|2〉 correspond to the initial and the final states respectively. Since they have difference of magnetic

number ∆m = +2, we implement the rf transfer based on mechanism of two-photon transition.

This section contains three subsections. In the first subsection, we discuss the principle of the

two-photon transition and the implementation of the rf transfer. In the second subsection, we

discuss the spectroscopy technique based on the rf transfer. In our experiment, the bias field B0 is

adjusted at B0 = B⋆
0 , where B⋆

0 is the magic magnetic field mentioned in subsection 3.1.2. This is

critical for the robustness of our spectroscopy. The calibration is presented in the third subsection.
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3.3.1 Rf transfer based on two-photon transition

Fig. 3.9 depicts the schema of the two-photon transition. It involves two electromagnetic fields,

a microwave field and a radio-frequency field of frequencies ωmw and ωrf respectively. The fields

couple the state |1〉 to the state |2〉 via an intermediate state
∣

∣1̃
〉

= |F = 2, mF = 0〉. The microwave

drives the |1〉 →
∣

∣1̃
〉

transition with coupling constant Ωmw and detuning δmw ≡ ∆1,1̃ − ωmw, where

∆1,1̃ represents the frequency of the |1〉 →
∣

∣1̃
〉

transition . The radio field drives the
∣

∣1̃
〉 → |2〉 with

coupling constant Ωrf.

Let us also introduce the frequency of the |1〉 → |2〉 transition ∆1,2, the two-photon frequency

ω ≡ ωmw +ωrf, and the two-photon detuning δ ≡ ω−∆1,2. The multilevel system behave effectively

as a two-level system (of states |1〉 and |2〉) under approximations [130]

δmw ≫ Ωmw,Ωrf, δ. (3.20)

Under these conditions, the effective two-level system can be described by an effective detuning δ

and an effective coupling

Ω =
ΩmwΩrf

2δmw
. (3.21)
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Figure 3.9: Two-photon transition. A microwave field of frequency ωmw couples state |1〉 to an intermediate
state

∣

∣1̃
〉

= |F = 2, mF = 0〉. A radio wave of frequency ωrf couples the state
∣

∣1̃
〉

to the state |2〉. Under
appropriate approximations, the atom-fields system behaves as an effective two-level system of states |1〉 and
|2〉 interacting with an effective field of detuning δ and Rabi coupling Ω = ΩmwΩrf

2δmw
; Ωmw and Ωrf are the

coupling constants associated with the microwave and radio wave fields respectively.
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Source of microwave and radio fields. Details regarding the radio-frequency circuit can be

found in Ref. [52]. The microwave field is obtained by mixing a microwave generated by a synthesizer

and a radio wave generated by a programmable DDS (Direct Digital Synthesizer). The synthesizer

BHE-BSVC14D sends a microwave at fixed frequency fs = 6.910 GHz. The DDS sends a radio wave

at tunable frequency f1 around 78.1 MHz. The mixed wave has frequency ωmw = 2π × (fs − f1).

It is then amplified and sent to an antenna located near the atomic cloud. The radio field for

the two-photon transition is generated by another DDS. The frequency of the radio wave is set at

f2 = ωrf

2π = 2.8 MHz. It is then amplified and sent to another antenna located near the atomic

cloud.

3.3.2 Radio-frequency transfer: spectroscopy

The spectroscopy consists of performing the rf transfer at different detuning δ. Initially around

N ∼ 2×105 atoms are in the state |1〉. When the fields are switched on, some atoms are transferred

into the state |2〉. For transfer of duration t0, the fraction of the transferred atoms is given by

p2(t0, δ) =
Ω2

Ω2 + δ2
sin2

(√
Ω2 + δ2

2
t0

)

=
Ω2t2

0

4
sinc2

(√
Ω2 + δ2

2
t0

)

, (3.22)

i.e., Rabi oscillation at frequency
√

Ω2 + δ2. Fig. 3.10 depicts the typical oscillation obtained

experimentally for δ = 0. The oscillation decays with decoherence time Td = 62 ms.

Figure 3.10: Rabi oscillation of two-photon transition. We measure the fraction of atom transferred
from the state |1〉 into the state |2〉 resulting from the rf transfer of duration t0. Experimental data are shown
in black points and the fitting is shown in blue line. In this example, the fitting gives Ωeff = 2π × 40 Hz and
Td = 62 ms; tπ = π/(2Ωeff) ∼ 5 ms.
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Spectroscopy. The rf spectroscopy is performed at a given transfer time t0 and for a range of de-

tuning δ. Ideally, it is performed in perturbative regime, i.e. Ωt0 ≪ 1. In this regime, the excitation

spectrum can be approximated by the squared sinus cardinal function in accordance with Eq. 3.22

at the limit Ω → 0. The excitation spectrum can also be related to the Fourier transformation of

the rf-transfer pulse. As a result, the resolution width is approximately proportional to the inverse

of the transfer time.

Fig. 3.11 shows the excitation spectrum corresponding to t0 = 5 ms, t0 = 33 ms, and t0 = 100 ms

respectively. For these cases, condition Ωt0 ≪ 1 is respected. We remark that the spectrum width

decreases as we increase the time t0. We can remark that the excitation spectrum approaches the

squared sinus cardinal profile for t0 = 33 ms and t0 = 5 ms, where t0 � Td. For t0 = 100 ms, the

effect of the finite lifetime Td on the excitation spectrum starts to appear. Dependence exp (−t/Td)

of can be associated with Lorentzian spectrum of FWHM width T −1
d = π × 5 Hz. This limits the

energy resolution of the spectroscopy. Overall, we have limit of energy resolution of around 10 Hz.

Figure 3.11: The excitation spectrums are obtained by varying δ, the detuning of two-photon resonance at a
fixed applied time t0. The plots corresponds to t0 = 5 ms, t0 = 33 ms, and t0 = 100 ms respectively.

3.3.3 Two-photon transition: calibration of the bias field

The spectroscopy measurement presented in previous subsection can be vulnerable to any un-

desired fluctuation of magnetic field, especially for the finest energy spectrum. For this reason, the

bias magnetic field is set at B0 = B⋆
0 , whereby there is zero difference between susceptibility of

states |1〉 and |2〉. Around this value the energy difference ∆E1,2 becomes less sensitive to change

in magnetic field;
d∆E1,2

dB0
= 0.

The nonlinear dependence of the energy shift on magnetic field has been discussed in subsection

3.1.2; see also Fig. 3.1 on the depiction of the Breit-Rabi formula. For convenience, we can assume

that the atom is at the center of the magnetic levitation. The energy shifts of states |2〉 and |1〉 are
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Figure 3.12: Dependence of the energy difference between states |1〉 and |2〉 on the applied bias field B0. It

is least sensitive to magnetic inhomogeneity when
d∆E1,2

dB0

= 0 corresponding to the minima. For field in the
order of several gauss, the dependence is parabolic. The minima corresponds to B0 = B⋆

0 = 3.229 Gauss.

given by the Breit-Rabi formula,

E2 = μBgImF,2B0 +
h∆hf

2

√

1 + mF,2β + β2,

E1 = μBgImF,1B0 − h∆hf

2

√

1 + mF,1β + β2,

(3.23)

where h∆hf is the hyperfine splitting of the ground state, β = (gJ − gI)μBB0/(h∆hf), mF,1 = −1,

and mF,2 = 1. In the weak field limit, E1 = −h∆hf

2 + gF =1mF,1μBB0, E2 = h∆hf

2 + gF =2mF,2μBB0;

we find gF =1 = −gJ/4+5gI/4 and gF =2 = gJ/4+3gI/4. Developing ∆E1,2 to the third order yields

∆E1,2 ≡ E2 − E1 = h∆hf + 2gIμBB0 +
3β2

8
h∆hf + O(β4). (3.24)

As a result, we remark a parabolic dependence on the bias field B0; see Fig. 3.12. By evaluating

the solution for d
dβ (E2 − E1) = 0, we obtain a minima corresponding to the aforementioned B0 =

B⋆
0 = −8

3
gI

(gJ −gI)2

h∆hf

μB
= 3.229 Gauss.

The magic bias field B⋆
0 corresponds to an effective splitting ∆⋆

hf ≡ ∆E1,2/h|B0=B⋆
0

. In practice,

the bias current IA generating the bias field is tunable; the bias field is proportional to the current

IA. This allows measurement of the frequency shift δ0 = (∆1,2 − ∆⋆
hf)/2π depicted in Fig. 3.12;

only “Bias A” was switched on for this characterization. Fig. 3.13 depicts the measured position

of the shift δ0 of excitation spectrum against the applied current IA. The excitation spectrum is

performed at t0 = 100 ms. It shows expected parabolic dependence of δ0 on IA. As shown in the

figure, the magic bias field corresponds to current I∗ = 0.975 A.
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Figure 3.13: Resonance shift as function of the applied bias current generating the bias field. It shows
parabolic dependence similar to the dependence on the bias field (see Fig. 3.12).

3.4 Conclusion

In this chapter, we have described the procedure of the matter-wave production from Bose-

Einstein condensation (BEC) of rubidium-87 atoms. The BEC cloud contains around 105 atoms

with a temperature of 5 nK; the ultracold atoms can be considered as a quasi-plane wave. In

addition, the number of atoms would be sufficient for obtaining good signal to noise ratio.

Thanks to the magnetic levitation system, the atoms can be held against gravity for sev-

eral seconds! This would be critical for observing the atomic cloud expansion in presence of

disordered potential. Besides, the atoms can be either in states |1〉 = |F = 1, mF = −1〉 or

|2〉 = |F = 2, mF = +1〉. For the realization of state-dependent disorder, spin state |1〉 will be

the one which is insensitive to the disorder.

In section 3.3, we have presented the procedure of radio frequency transfer between the two

states based on mechanism of two-photon transition. The spectroscopy measurements show limit

of energy resolution of 10 Hz. Combined with state-dependent disorder, we could achieve energy-

resolved matter wave. The energy inside the disorder is given by Eδ = �δ and is tunable.
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In our experiment, we realize disordered potentials for ultracold atoms with laser speckle. Laser

speckle has several advantages. Firstly, the properties are well understood [131, 132]. The appli-

cations of the speckle phenomena also present across different fields such as stellar speckle inter-

ferometry [133], imaging through scattering medium [134], and even detection of denaturation of

milk [135]. Secondly, its implementation is relatively easy.

In this chapter, we present the realization of the state-dependent speckle disordered potential

for the ultracold atoms. In the first section, we review certain properties of speckle disorder. In the

second section, we present the implementation of the laser speckle. In the third section we discuss

the state-dependent disordered potential created by the laser speckle.
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Figure 4.1: (a) Speckle pattern appears as randomly distributed intensity pattern. (b) Formation of speckle
pattern from diffraction of a coherent incident field passing through a focusing lens and a diffusive plate. The
size of the speckle grain is related to the optical resolution. The size of the speckle “halo” is related to the
diffraction angle of the scatterers (with characteristic length rdiff). Figures are taken from Ref. [136].

4.1 Speckle disorder

Fig. 4.1(a) depicts typical speckle pattern. We are interested in the description of the speckle

“halo”, the speckle “grain”, and the statistics of the random intensity pattern. We consider speckle

pattern resulting from propagation of a coherent incident beam across a focusing lens and a diffusive

plate. We consider speckle formation at the focal plane. Fig. 4.1(b) depicts the diffraction effect

of the scattered fields at point r on the focal plane. In short, the halo size is related to the

characteristic of the diffusive plate; it contains scatterers with characteristic length rdiff. The grain

size is related to the optical resolution. The intensity distribution follows the Rayleigh distribution.

These properties can be understood from the description of the diffraction effect of the incident

field in presence of the random scatterers.

The focal plane can also be called “Fourier plane” since electric field at a point r on the focal plane

is related to the scattered electric field at incident points {R} by certain Fourier transformation [136].

Scatterer at point R induces random transmission coefficient

tdiff(R) = eiφ(R). (4.1)

The electric field E(r) can be derived from Huygens-Fresnel principle in the Fraunhofer regime.

We assume a uniform monochromatic incident field of amplitude E0 and of wavelength λ. E(r)

yields [136,137]

E(r) = − i

λ

E0

f
eiϕ0(r)

∫

P (R)tdiff(R)e−i2π r·R
λf dR

≡ − i

λ

E0

f
eiϕ0(r) · TF

[

P (R)eiφ(R)
]

(r/λf)
(4.2)

where P (R) is a function representing the aperture, which has value of either zero or one, and

ϕ0(r) = 2π
λ (f + r2

2f ) is certain global phase that has no role in our discussion. From this relation,
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we can remark a relation of Fourier transformation (denoted by TF [...]) in two dimension with

appearance of conjugate variable1 r/λf .

In this section, we split the discussion of this so-called Fourier speckle into three subsections.

Certain statistical descriptions are involved. Subsection 4.1.1 concerns the characteristic of the

scatterers. We deduce the characteristic length rdiff by evaluating the correlation function of the

transmission tdiff(R). The subsection 4.1.2 concerns the speckle pattern, its halo size and its grain

size. Lastly, we derive the Rayleigh distribution for the intensity in subsection 4.1.3.

4.1.1 Statistical description of the scatterers

Description of the scatterers can be represented by random distribution of phase φ(R) for an

arbitrary point R of the scatterers. The phase φ(R) depends on the refractive index n of the

diffusive plate and its random thickness l(R) at point R. For thin-plate approximation, this yields

φ(R) =
2π
λ

(n− 1)l(R). (4.3)

The random variables {l(R)} are identically distributed. They follow a normal distribution

centered at l̄ with standard deviation σl. Consequently, the random variables {φ(R)} of the phase

follow a normal distribution whose density is given by

p(φ) =
1

σφ

√
2π
e−(φ−φ̄)2/(2σ2

φ), (4.4)

where σφ = 2π
λ (n − 1)σl and φ̄ = 2π

λ (n − 1)l̄ (often set to zero by convention). For experimental

purposes, we consider fully developed laser speckle associated with strong diffuser, that is σφ ≫ 1.

The average transmission tdiff ≡ tdiff(R) = eiφ(R) is given by,

tdiff = e−σ2
φ/2 ≪ 1. (4.5)

The random variables {l(R)} are not independent. The roughness of the diffusive plate can be

characterized by correlation function l(R)l(R′). It has dependence on |R − R′| and maxima for

R − R′ = 0; l(R)l(R′ = R) = σ2
l . The correlation function decreases around |R − R′| = 0 with

characteristic length rl. For |R − R′| ≪ rl, l(R)l(R′) can be approximated as follows,

l(R)l(R′)
σ2

l

∼
|R−R′|≪rl

1 − |R − R′|2
2r2

l

. (4.6)

Nonetheless, correlation function l(R)l(R′) would not be sufficient for the description of the

speckle pattern. As suggested by Eq. 4.2, transmission coefficients {tdiff(R)} are more relevant for

1Analogous to wave vector k = −2πr/(λf)
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the characterization of the scatterers. The characteristic length rdiff is therefore associated with the

following correlation function,

Cdiff(R,R′) ≡ tdiff(R)t∗diff(R′),

= ei(φ(R)−φ(R′)).
(4.7)

Since {φ(R)} follow identical normal distribution and φ(R)φ(R′) = σ2
φ

l(R)l(R′)
σ2

l
, we deduce the

following
Cdiff(R,R′) = exp

(

−σ2
φ + φ(R)φ(R′)

)

,

= exp
(

−σ2
φ

(

1 − l(R)l(R′)/σ2
l

))

.
(4.8)

This relation shows that Cdiff(R,R′) also has unique dependence on |R − R′| like l(R)l(R′). This

allows us to define the following correlation function

cdiff(∆R = R − R′) ≡ Cdiff(R,R′). (4.9)

Furthermore, we can see that cdiff(∆R) also has maxima for ∆R = 0 and cdiff(∆R = 0) = 1.

For |∆R| ≪ rl, we have cdiff(∆R) ≈ exp
(

− |∆R|2σ2
φ

2r2
l

)

, i.e. a Gaussian function with standard

deviation rl/σφ. Besides, the Gaussian function decreases rapidly beyond several multiple of rl/σφ;

rl/σφ ≪ rl . As a result, the function cdiff(∆R) can be approximated by a Gaussian with charac-

teristic length rdiff as follows

cdiff(∆R) = exp

(

−|∆R|2
2r2

diff

)

, (4.10)

where rdiff = rl/σφ. rdiff can be shown to be proportional to λ. The diffusive plate has parameter

θdiff defined as

θdiff ≡ λ/(πrdiff) = 2(n− 1)σl/rl, (4.11)

which is independent of the wavelength λ.

Physically, rl is much smaller than the optical aperture D. Consequently,

rdiff ≪ rl ≪ D. (4.12)

This relation justifies the discrete model that is discussed further in the subsection 4.1.3.

4.1.2 Statistical description of the speckle pattern

For the statistical description of the speckle pattern, it is convenient to introduce the autocor-

relation function E(r)E∗(r + ∆r). Under approximations rdiff ≪ D, we have shown in Appendix
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B that

E(r)E∗(r + ∆r) ≈ |E0|2
f2λ2

· TF [cdiff(∆R)]
(

r

λf

)

· TF
[

|P (R0)|2
]

(

∆r

λf

)

. (4.13)

Two terms of Fourier transformation appear. They are related to the speckle halo and the speckle

grain respectively

Speckle halo

The size of the speckle halo can be evaluated from the averaged intensity over realizations of

disorder, I(r). This yields2

I(r) = |E(r)|2,

=
|E0|2
f2λ2

· TF [cdiff(∆R)]
(

r

λf

)

· TF
[

|P (R0)|2
]

(

∆r = 0
λf

)

.
(4.14)

The size of the speckle halo is related to characteristic length of the function TF [cdiff(∆R)]
(

r
λf

)

.

The term S = TF
[

|P (R0)|2
] (

∆r=0
λf

)

equals to the area of the aperture.

From previous subsection, the function cdiff(∆R) is a Gaussian. Thus, its Fourier transformation

is a Gaussian too. We show

TF [cdiff(∆R)]
(

r

λf

)

= 2πr2
diff exp

(

−2
|r|2
w2

d

)

, (4.15)

where wd can be associated with the waist (1/e2−radius) of the speckle field. The waist is given by

wd =
λ

πrdiff
f = θdifff. (4.16)

This shows unique dependence of the waist on the characteristic angle θdiff of the diffusive plate.

Speckle grain (transverse direction)

The size of the speckle grain in the transverse direction is equivalent to the correlation length of

correlation function δI(r)δI(r + ∆r). By applying Wick theorem, this correlation function yields

δI(r)δI(r + ∆r) = I(r)I(r + ∆r) − I(r).I(r + ∆r),

=
∣

∣

∣E(r)E∗(r + ∆r)
∣

∣

∣

2
,

∝
∣

∣

∣

∣

TF
[

|P (R0)|2
]

(

∆r

λf

)∣

∣

∣

∣

2

.

(4.17)

2We impose ε0c
2

= 1 such that the intensity is given by I(r) = |E(r)|2.
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It shows that the intensity correlation function is directly related to the autocorrelation function

E(r)E∗(r + ∆r). Considering the “halo” term of the autocorrelation function (TF [cdiff(∆R)])

to be a slowly varying function compared with the term TF
[

|P (R0)|2
]

, the “halo” term can ef-

fectively be treated as a constant. The correlation length can then be associated with the term

TF
[

|P (R0)|2
]

.

Let us consider an aperture of diameter D, which yields numerical aperture NA = D/(2f). The

correlation length σ⊥ of follows D σ⊥
λf ∼ 1, yielding

σ⊥ ∼ λ

2NA
. (4.18)

This shows unique dependence of the correlation length on the numerical aperture.

Speckle grain (longitudinal direction)

Let us consider x−axis as the longitudinal direction and r⊥ as coordinates on the focal plane.

The size of the speckle grain along the longitudinal direction can be derived by considering the

electric field E(r) at position r = (xl, r⊥ = 0); we can simplify E(r) and I(r) with E(xl) and

I(xl) respectively. In the Eq. 4.2, we replace the term e
−i2π r·R

λf with exp
(

ik |R|2 /xl

)

in the

integrand [131]. The size of the speckle grain along the longitudinal direction corresponds to the

correlation length of the function δI(xl)δI(xl + ∆xl) and thus
∣

∣

∣E(xl)E∗(xl + ∆xl)
∣

∣

∣

2
. It yields

σ‖ ∼ 2λ
πNA2 . (4.19)

This also shows unique dependence of the correlation length on the numerical aperture. Besides,

we see that σ⊥/σ‖ ∼ NA.

Case of Gaussian laser beam

We can also have some analytical expressions for incoming field described as a Gaussian laser

beam of waist w; the intensity of the incoming field follows I ∝ exp
(−2|R|2/w2

)

. Let us assume that

the diffusive plate covers the full area lit by the Gaussian beam; aperture diameter much larger than

the waist. In the paraxial approximation, the correlation function δI(xl, r⊥)δI(xl + ∆xl, r⊥ + ∆r⊥)

is given by [70]

δI(xl, r⊥)δI(xl + ∆xl, r⊥ + ∆r⊥) ∝ 1
1 + 4x2

l /σ
2
‖

exp

(

− |r⊥|2 /σ2
⊥

1 + 4x2
l /σ

2
‖

)

, (4.20)

where σ‖ = 4λf2/(πw2) and σ⊥ = λf/(πw). Hence, σ‖ and σ⊥ can be interpreted as the speckle

grain size in the longitudinal and transverse direction; NA ∼ w/(2f) and σ⊥/σ‖ = NA/4.
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4.1.3 Statistical description of the intensity distribution

Figure 4.2: (a) The electrical field at any point M in the focal plane results from interference between the
electric field emitted by scatterers. (b) Analogy of the interference with two-dimensional random walk.

The probability distribution can be derived by considering a simple discrete model of the electric

field depicted in Fig. 4.2. The electric field E(r) results from a summation of electric fields emitted

by the all scatterers, yielding

E(r) =
N
∑

i

E0e
iφi , (4.21)

where {φi} is an ensemble of independent and identically distributed random phases, which are

uniformly distributed over [0, 2π]. The typical size of each independent scatterer is rdiff which is

much smaller than the size of the aperture; rdiff ≪ D. As a result, we can consider N to be a huge

number and we can apply the central limit theorem. The total electric field can be decomposed into

two independent random variables associated with the its real and imaginary values,

ER = Re [E(x)] =
N
∑

i

|E0| cos(φi),

EI = Im [E(x)] =
N
∑

i

|E0| sin(φi).

(4.22)

As depicted in Fig. 4.2(b), the representation in the complex plane of the resultant field is

analogous to a two-dimensional random walk. According to the central limit theorem, variables

variables ER and EI converge to the following normal distribution

P (ER, EI) =
1

2πσ2
E

exp

(

−E2
R + E2

I

2σ2
E

)

, (4.23)

where σE is the standard deviation and the normalization constant.
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In order to obtain the distribution of the intensity, I = E2
R +E2

I , we must introduce the following

change of variables [131],
ER =

√
I cosϕ

EI =
√
I sinϕ.

(4.24)

We obtain

P (I, ϕ) =
1

4πσ2
E

exp

(

− I

2σ2
E

)

, (4.25)

which is independent of ϕ. Thus, the distribution of the intensity follows exponential (Rayleigh)

distribution

p(I) =
1
I
e−I/I . (4.26)

The average intensity is given by I = 2σ2
E . The standard deviation is equal to the average intensity,

σI =
√

I2 − I
2 = I.

4.2 The implementation of laser speckle

Fig. 4.3 depicts the implementation of laser speckle. It consists of three set-ups: laser source,

optical manipulation, and speckle generation. In this section, we discuss the set-ups of laser source

and optical manipulation in subsection 4.2.1, the set-up of speckle generation in subsection 4.2.2, and

the speckle characterization in subsection 4.2.3. The details can also be found in Refs. [50,52,66,138].

4.2.1 Light source and optical manipulation

The aim of the set-ups laser source and optical manipulation is to have controlled incident beam

for the speckle field generation. The laser beam comes from a laser (Toptica TA-Pro) at wavelength

780 nm. With an optical amplifier, the laser can produce up to 2 W of power. The laser beam is

sent to an acousto-optic modulator (see AOM in set-up “laser source”) and we retrieve the -1 order

of diffraction for speckle laser source. The AOM allows not only modulation of the diffracted beam

but also fast switch for the beam. The diffracted beam is sent to the set-up optical manipulation

using a polarization-maintaining optical fiber (Thorlabs P3-780PM-FC-5 ).

We account for possible sources of noise or fluctuations. The frequency of the Toptica laser

is locked with respect to the second cooling laser discussed in subsection 3.1.3. It yields spectral

accuracy of around 1 MHz. Besides, the laser wavelength is close to D2 lines. This could result in

parasite light for the BEC in the vacuum cell. For this, a mechanical shutter (CC ) is place in front

of the AOM to achieve excellent extinction ratio for the speckle field. Furthermore, the optical fiber

has privileged polarization which minimizes optical fluctuation due to mechanical vibrations. For

this, we control the incoming polarization with a half wave plate in front of the fiber coupler. The
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Figure 4.3: The implementation of speckle disorder consists of three set-ups: The laser source, the optical
manipulation, and the speckle generation.

laser beam coming out of the fiber is further stabilized in polarization thanks to the two successive

polarizing beam splitter (PBS); it results in extinction ratio of at least 1000:1.

As discussed in the next section, the optical power required for the laser speckle is much less than

1 mW because its frequency is not very far from the D2 lines. In the optical manipulation set-up,

the input beam is split into two beams by a 10:90 beam splitter (BS) and only the transmitted

10% is used for laser speckle. This beam is further attenuated with an optical density filter. The

reflected beam is sent to a photodiode of a servo-loop system. The feedback signal is then sent to

the RF input of the acousto-optic modulator (see “AOM” in Fig. 4.3). This servo-loop provides

control and stability of the power of the laser speckle.

The transmitted beam is split further by a 50:50 beam splitter and we make use of the reflected

beam for the laser speckle. In this work, we consider laser speckle from a single beam; it is called

single speckle configuration in section 2.4. However, 50:50 beam splitter makes two-crossed speckle

configuration conceivable. For current experimental purposes, the transmitted beam can be used

as reference for a homogeneous beam.

Lastly, we shape the speckle laser beam. The waist (1/e2 radius) of the beam is enlarged to 14.6

mm after a telescope. The beam has a polarization along ey in the vacuum cell, parallel to the bias

magnetic field of the magnetic levitation, i.e. π-polarization.
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Figure 4.4: The speckle generation consists of a lens and a diffusive plate mounted in an optical tube. The
incident beam is truncated Gaussian beam with final waist of w = (9 ± 1) mm and diameter of D = (20.3 ±
0.1) mm. The effective focal length is d = (15.2±0.5) mm which gives numerical aperture NA = (0.55±0.02)

4.2.2 Speckle generation

Fig. 4.4 depicts the zoomed version of the speckle generation set-up shown in Fig. 4.3. It consists

of an aspheric converging lens (Thorlabs ACL2520-B) and a diffusive plate (Newport FSD10-3 )

placed in a tube with diameter 22.9 mm. The lens and the diffusive plate have non-negligible

thickness such that it is not trivial to determine the numerical aperture of the system. The distance

between the focal point and the flat surface is 15.7 mm. The speckle optics is situated outside

the vacuum cell. As shown in the figure, the glass window with thickness of 3 mm shift the

position of the focal point further by 1 mm. The scattering sample is placed after the lens and the

atomic cloud is situated around 16 mm from the scattering sample. From this, we ensure that the

position of the atoms is within 0.5 mm of the focal point. The effective focal point defined with

respect to the diffusive plate becomes d = (15.2 ± 0.5) mm. The diffusive plate has diffusion angle

θdiff = 5.2˚ ± 0.1˚. This results in speckle waist wd,

wd = θdiffd = 1.38 mm. (4.27)

The incident beam is quasi-uniform, with waist (1/e2 radius) of 14.6 mm, comparable to the

diameter of the tube. The incident beam is best described by truncated Gaussian beam. After

propagation through the thick lens and the diffusive plate, the diameter of the truncation slightly

decreases to D = (20.3 ± 0.1) mm. The waist becomes w = (9 ± 1) mm. With with θmax =
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arctan
(

D
2d

)

, the numerical aperture NA is given by

NA = sin (θmax) = (0.55 ± 0.02) .

4.2.3 Speckle characterization

Figure 4.5: (a) Simplified schematic representation of the speckle generation. (b) 3D representation of the
experimental laser speckle field. Figures are taken from Ref. [138].

The characterization of the speckle field consists essentially of measurement of intensity corre-

lation discussed in subsection 4.1.2. The simplified schema of the speckle generation is depicted in

Fig. 4.5(a). We are interested in the correlation measurement around the focal plane, which is also

the position of the atoms. It is given by

cexp(∆r) =
δI(r)δI(r + ∆r)

δI2
, (4.28)

with δI = I−I. The random intensity pattern is recorded with a high-resolution optical microscope.

Fig.4.5(b) depicts the 3D intensity pattern obtained from ex-situ measurement3. We can remark

that the speckle grain is elongated along the propagation axis. The extracted two-point correlation

functions in the transverse (z direction, same along y) and longitudinal (x direction) are shown as

blue squares in Fig. 4.6.

For each experimental curve, we deduce the half-width-at-half-maximum (HWHM) lengths,

noted σHWHM
⊥ and σHWHM

‖ , associated with the transversal and longitudinal directions respectively.

For consistency with the characteristic length defined in several theoretical references [43,106], the

transverse and longitudinal correlation lengths are given by σ⊥,‖ = σHWHM
⊥,‖ /1.39156, yielding

σ⊥ = (0.306 ± 0.007) µm, and σ‖ = (1.45 ± 0.04) µm.

3Measurement was done outside the vacuum chamber with an exact replication of the geometrical configuration.
See Ref. [50] for more details.
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Figure 4.6: Transverse (a) and longitudinal (b) correlation functions of the laser speckle, respectively along
the z (same along y) and x directions. Blue squares: experimental autocorrelation functions. Black solid
line (c2D): transverse Gaussian fit, yielding 1/e−radius of 0.50(1) μm. Red solid lines (c3D): effective
paraxial calculations used in the Born prediction of elastic scattering time. Green solid lines: beyond paraxial
calculations used in the calculation of the spectral functions of ultracold atoms in disordered potential,
see Chap. 5. Horizontal black arrows indicate the half-width-at-half-maximum (HWHM) lengths of the
correlation function: σHWHM

⊥ = 0.42(1) μm and σHWHM

‖ = 2.05(5) μm.

These values correspond to the correlation energy Eσ = �
2

m(σ2

⊥
σ‖)2/3

= h × 441 Hz.

Due to large numerical aperture (NA = 0.55±0.02), it is not easy to model the speckle field. We

can remark that the transverse correlation function is fairly close to Gaussian in accordance with

Eq. 4.20; see black solid line in Fig. 4.6(a). However, the longitudinal correlation function has a

rather complicated shape. Thus, we need to go beyond paraxial approximation.

For the project of the measurement of the spectral functions (see section 5.2), our collaborators,

M. Pasek and D. Delande, have developed realistic numerical disorder based on the geometry rep-

resented in Fig. 4.5(a); see Ref. [138]. It is then used for the calculation of of the spectral functions.

It consists of generating the electric field at the focal point as a sum of modes with wave vector k,

E(x) =
∑

k

E(k)P(k)eik·r, (4.29)

with E(k) a complex amplitude whose real and imaginary parts are uncorrelated random Gaussian

variables. P(k) is a phase mask expressed as,

P(k) = δ(|k| − kL) exp

(

−(tan θ)2

(w/d)2

)

Θ

(

D

2d
− tan |θ|

)

, (4.30)

where kL is the modulus of the laser wave vector, θ ∈ [−π/2, π/2] is the angle between the optical

axis and the vector k. w is the beam waist, D is the diaphragm diameter, d is the position where

the illumination field converges. The Heaviside function Θ
(

D
2d − tan |θ|

)

represents the truncation
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of the incident electric field due to the diaphragm. From the numerically generated speckle field,

we can obtain the corresponding correlation functions, which are represented by solid green lines

in Fig. 4.6. The best comparison with the experimental results was obtained for D = 20.4 mm,

d = 15.2 mm, and w = 9.9 mm. These values are consistent with the experimental parameters;

they lie within the experimental uncertainties.

For the Born prediction of the elastic scattering time, see Eq. 2.3, the correlation function

corresponds to correlation C(∆r)/V 2. For numerical calculation of the scattering time, we have

developed a simpler model compared with the one used for the calculation of the spectral functions.

It consists of introducing a global geometrical factor xscale to tune the numerical aperture and

calculating the correlation function using formula

c3D (∆x,∆r⊥) ∝
∣

∣

∣

∣

∣

TF

[

Θ
( |R|
Deff

− 1
)

exp

(

−2
|R|2
w2

eff

)

exp

(

−iπ |R|2 ∆x
λd

)]

(

∆r⊥
λd

)

∣

∣

∣

∣

∣

2

, (4.31)

where Deff = xscaleD and weff = xscalew. By setting xscale = 0.875 ± 0.005, we obtain the calculated

correlation function whose plots along the transverse and longitudinal directions are shown as red

solid lines in Fig. 4.6. This leads to an effective numerical aperture NAeff = 0.48 ± 0.02.

4.3 State-dependent disordered potentials

In this section, we study the disordered potentials associated with two “clock” states discussed

in Chap. 3, |1〉 = |F = 1,mF = −1〉 and |2〉 = |F = 2,mF = +1〉. The disordered potentials result

from the speckle intensity pattern discussed in previous section. In particular, we want to realize

the so-called “state-dependent disorder” where the state |1〉 has zero potential V1(r) and the state

|2〉 has controllable potential V2(r).

According to Eqs. 3.7 and 3.8, the optical potentials scale as Vg(r) ∼ I(r)/∆|g〉, where ∆|g〉 is

the laser detuning with respect to transitions of state |g〉; g = 1 or 2. Fig. 4.7 depicts the schema

for the realization of state-dependent disorder. The laser is quasi-resonant with the F = 2 → F ′

transition; we choose F ′ = 3 as reference for the optical detuning ∆. The detuning ∆ is chosen to

be much smaller than the hyperfine splitting ∆hf (similar to the “tune-in” scheme as described in

Ref. [139]). As depicted in the figure, the detuning ∆|1〉 ≈ −∆hf is much larger than the detuning

∆|2〉 = ∆. Consequently, we have V|1〉 ≪ V|2〉.

Detailed analyses of the optical potentials require calculation of the atomic polarizability with

taking into account all possible transitions. In subsection 4.3.1, we derive the atomic polarizabilities

α|1〉 and α|2〉 of the states |1〉 and |2〉 respectively. As discussed in subsection 3.1.3, the real part

of atomic susceptibility is related to the optical potential while the imaginary part is related to

the dissipation. These calculations serve for the determination of parameter VR of the disorder

amplitude and the estimated lifetime of the atoms in the disorder (see subsection 4.3.2).
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Figure 4.7: Schematic diagram of state-dependent disorder realized with a single monochromatic laser. The
laser is quasi-resonant to the F = 2 → F ′ = 3 transition (of detuning ∆) creating disordered potential for
the spin-state |2〉. The laser detuning with respect to the F = 1 → F ′ transition is approximately −∆hf,
much larger in absolute value than |∆| such that the optical potential of spin-state |1〉 is negligible.

4.3.1 Calculation of the atomic polarizability

The atomic polarizability depends on three inputs: the state |g〉, the light frequency ω, and the

light polarization ǫ. Let us consider |g〉 to be any the ground states of the D lines; |g〉 ≡ |F, mF 〉.
For the calculation of the atomic polarizability, we consider both D1 and D2 lines (see Fig. 3.1(a)).

For the evaluation of the state-dependent disorder, we are only interested in the states |1〉 = |F =

1, mF = −1〉 and |2〉 = |F = 2, mF = +1〉, and we are only interested in the π-transitions since our

laser speckle has linear polarization (parallel to the bias field).

General expression of the atomic polarizability. The atomic polarizability is a complex

quantity. As shown in Eq. 3.7, the atomic polarizability α|g〉, associated with a state |g〉, is related

to the optical potential, Vg(r), according to

Vg(r) = −Re
[

α|g〉

]

I(r)/(2ε0c), (4.32)
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where I(r) is the laser intensity. The real part, Re
[

α|g〉
]

, is given by4

Re
[

α|g〉 (ω, ǫ)
]

=
1
~

∑

f

2ωgf

ω2
gf − ω2

|〈f |er̂ · ǫ| g〉|2 , (4.33)

where |f〉 = |J ′, F ′,mF ′〉 are the excited states of the D lines, ωgf are the frequency of the transi-

tion between states |g〉 and |f〉, and 〈f |er̂ · ǫ| g〉 are the dipole matrix elements respectively. The

informations regarding the frequencies of the transitions are given in Ref. [122] and are listed in the

Appendix A. Furthermore, the imaginary part is associated with the dissipative scattering rate and

it is given by

Im
[

α|g〉 (ω, ǫ)
]

=
1
~

∑

f

(

2ωgf

ω2
gf − ω2

)2(
ω

ωgf

)3

|〈f |er̂ · ǫ| g〉|2 . (4.34)

Dipole matrix elements. Without loss of generality, we consider either π-polarization (q = 0)

or σ±-polarization (q = ±1). The matrix elements |〈J ′, F ′,mF ′ |er̂ · ǫ|J = 1/2, F,mF 〉|2 follow

∣

∣

〈

J ′, F ′,mF ′ |er̂ · ǫ|J, F,mF

〉∣

∣

2 =
∣

∣

〈

J = 1/2 ‖er‖ J ′〉∣
∣

2
SF F ′

∣

∣〈F,mF |F ′, 1, (mF + q),−q〉
∣

∣

2
, (4.35)

where q represents the light polarization and SF F ′ represents the relative hyperfine transition

strength factor. |〈J = 1/2 ‖er‖ J ′〉|2 is the transition dipole matrix element; J ′ = 1/2 and J ′ = 3/2

correspond to D1 lines and D2 lines respectively. The dipole matrix elements for state |1〉 = |J =

1/2, F = 1,mF = −1〉 are summarized in the table 4.1 and the dipole matrix elements for state

|2〉 = |J = 1/2, F = 2,mF = 1〉 are summarized in the table 4.2.

D line F ′ Transition
SF F ′

π σ− σ+

D2 line
2 −

√

1/8
√

1/4
√

1/24 5/12
1 −

√

5/24
√

5/24 5/12
0

√

1/6 1/6

D1 line
2

√

1/4 −
√

1/2 −
√

1/12 5/6
1

√

1/12 −
√

1/12 1/6

Table 4.1: Rubidium 87 dipole matrix elements for spin state |1〉 = |F = 1,mF = −1〉, expressed either as
multiples of 〈J = 1/2 ‖er‖ J ′ = 1/2〉 for the D1 line or as multiples of 〈J = 1/2 ‖er‖ J ′ = 3/2〉 for the D2

line.

4In other references, the factor
2ωgf

ω2
gf

−ω2 is often presented as 1

∆gf

= 1
ωgf−ω

+ 1
ωgf+ω

.
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D line F ′ Transition
SF F ′

π σ− σ+

D2 line
3 −

√

4/15
√

1/10
√

1/3 7/10
2

√

1/24 −
√

1/8
√

1/12 1/4
1

√

1/40
√

1/40 1/20

D1 line
2

√

1/12 −
√

1/4
√

1/6 1/2
1

√

1/4
√

1/4 1/2

Table 4.2: Rubidium 87 dipole matrix elements for spin state |2〉 = |F = 2,mF = +1〉, expressed either as
multiples of 〈J = 1/2 ‖er‖ J ′ = 1/2〉 for the D1 line or as multiples of 〈J = 1/2 ‖er‖ J ′ = 3/2〉 for the D2

line.

4.3.2 Parameter of disorder amplitude VR of the speckle disorder

The potential distribution of speckle disorder follows exponential distribution similar to the

intensity probability density given by Eq. 4.26. From this, we can associate disorder amplitude

VR to the average potential of the state |2〉 at the center of the speckle potential5 (r = 0). As

discussed in subsection 4.1.2, the speckle pattern has Gaussian profile with waist of wd = 1.38 mm.

By applying Eqs. 3.14 and 4.32, we obtain

VR = −
Re
[

α|2〉
]

ε0c

P

πw2
d

, (4.36)

where P is the power of the laser speckle.

Fig. 4.8 depicts the numerical calculation of disorder amplitude VR as function of detuning ∆

with respect to the F = 2 → F ′ = 3 transition, calculated for P = 1 µW and wd = 1.38 mm.

We remark the divergence associated with the transitions F = 2 → F ′ = 1, 2, 3. Around ∆ = 0,

positive and negative detuning result in the repulsive and attractive disorder potential respectively.

Examples shown in the figure are ∆ = ∆r = −2π × 73 MHz and ∆ = ∆b = 2π × 81 MHz,

corresponding to attractive and repulsive disorders respectively. They result in the same magnitude

of |VR|/P = 0.53kHz/µW, but opposite in sign.

From this calculation, disorder amplitude of around 5 kHz can be obtained with just 10 µW of

laser power. This is due to the small detuning of tens of MHz. As discussed later in Chap. 5, we

are interested in the interval of VR between6 |VR|/Eσ ∼ 0.1 and |VR|/Eσ ∼ 10. This corresponds

roughly to the disorder amplitude between |VR|/h ∼ 50 Hz and |VR|/h ∼ 5 kHz which requires

varying the laser power between 0.1 to 10 µW. It shows that only little amount of laser power is

required.

The ratio of the optical potential V1/V2 equals to the ratio of the corresponding atomic polar-

5The atoms are supposed to be located at r = 0.
6As discussed later in Chap. 5, |VR|/Eσ ≪ 1 corresponds to the quantum disorder regime while |VR|/Eσ ≫ 1

corresponds to the classical disorder regime.
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Figure 4.8: The estimated disorder amplitude VR = V̄2 for power P = 1 µW and speckle waist of 1.38 mm.
Around the F = 2 → F ′ = 3 transition, positive (negative) detuning results in positive (negative resp.) VR.

izability, α|1〉/α|2〉. Since α has typical 1/∆-dependence on the optical detuning and ∆ ≪ ∆hf, the

potential associated with the state |1〉 is negligible. For the aforementioned examples of detuning,

we have

|V1/V2| ∼ 0.01. (4.37)

However, we require potential V1 to be smaller than the chemical potential which is about 40 Hz.

This allow range of |VR| up to around 4 kHz.

Besides, estimation of the atomic lifetime in the disorder for |VR| /h = 4 kHz is around 0.58 ms.

Since the dissipation rate is proportional to the intensity like the optical potential, the lifetime is

inversely proportional to the disorder amplitude VR.

Lightshift measurement For experimental purposes, we keep detuning ∆ = ∆b = 2π ×81 MHz

for generating repulsive potential and ∆ = ∆r = −2π × 73 MHz for generating attractive potential.

In order to verify that the same power would give opposite disorder amplitude, we perform two-

photon rf-spectroscopy of atoms in the presence of homogeneous light field produced (see Fig. 4.3)

by the same laser used to generate the speckle disorder. From this, we obtain the lightshift. Fig.

4.9 depicts the spectrum excitations for the two values of the detuning ∆. As shown in the figure,

the lightshifts measured are reasonably equal in magnitude, Λr = −70 Hz for the attractive case

and Λb = 71 Hz for the repulsive case.
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Figure 4.9: The spectrum excitations measured in the presence of homogeneous light resulting in lightshift.
Blue points and line (red points and line) correspond to detuning ∆b = 83 MHz ( ∆r = −73 MHz respectively)
with respect to the F = 2 → F ′ = 3 transition corresponding to repulsive (attractive respectively) optical
potential. For laser power, Pcal = 200 nW, the lightshifts measured are 71 Hz for the repulsive case and −70
Hz for the attractive case.

In our experiment, it is very complicated to measure the exact laser power experienced by the

atoms. The laser power is measured ex-situ, see the “Optical manipulation” set-up in Fig. 4.3.

We also estimate the power loss due to mirror reflections, lens transmission, etc. However, the real

calibration of VR will be commented in section 5.2.

4.4 Conclusion

In this chapter, we have discussed the realization of the state-dependent disordered potential

for ultracold atoms introduced in Fig. 1.3. The disorder is realized with laser speckle. In the first

section, we have discussed several relevant notions such as the waist of the speckle field, the corre-

lation lengths (in transverse and longitudinal directions), and the Rayleigh probability distribution

of the intensity. In the second section, we have presented the implementation of the laser speckle.

In particular, we have characterized the correlation lengths from the correlation measurement. The

disorder is shown to be anisotropic. In relation with Chap. 2, we have deduced the experimental

value of the correlation energy (Eσ) (see Eq. 2.16). Furthermore, we have presented the imple-

mentation of the state-dependent potential in the third subsection. We have considered the optical

potentials of the two “clock” states, |1〉 = |F = 1, mF = −1〉 and |2〉 = |F = 2, mF = +1〉. Effec-

tively, only in the state |2〉 the disorder potential is realized. From this, we have introduced the

parameter of disorder amplitude VR which is equivalent to the average potential associated with the

Rayleigh distribution. Lastly, we also show that it is possible to realize both attractive (VR < 0)
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and repulsive (VR > 0) disordered potentials.

Combining the state-dependent disorder with the radio-frequency transfer (see subsection 3.3.1),

it would be possible to load matter wave in the disorder with controllable energy. In Chap. 5, we

present a proof of concept by measuring the spectral function of ultracold atoms in disordered

potential. However, the dissipation is found to be high such that the atomic lifetime in the disorder

is insufficient for the studies of Anderson transition. An upgraded version of the state-dependent

disordered potential for such purpose is presented in Chap. 6.
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The spectral function is an essential tool for characterization of complex systems associated with

interparticle interactions or random scatterers [140]. From this, we can extract information on the

energy-momentum relation of one-particle excitations in the systems in order to describe their re-

lated phenomena. As an example, the spectral function of strongly correlated electronic system can

be measured directly via angle-resolved photoemission spectroscopy (ARPES) [141]. This has many

applications, such as for studies of high-Tc superconductivity of cuprate superconductors [142]. For

ultracold atomic systems, the spectral functions are usually measured using radio-frequency spec-

troscopy [143], stimulated Raman spectroscopy [144], or Bragg spectroscopy [147,148]. For strongly
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interacting Fermi gases, the spectral function measurements lead to observations of pseudogap be-

havior associated with the pairing of fermions [145, 146]. For Bose gases, the measurements allow

novel approach for probing the superfluid-Mott insulator transition [147, 148] and the dynamics of

the quasiparticle in the Mott insulator regime [149].

As discussed in Chap. 2, the spectral function of cold atoms in disordered potential has been

invaluable for the estimation of the mobility edge of the Anderson transition, yet its measurement

was not available. In this chapter, we present our work on the direct measurement of the spectral

functions of ultracold atoms in disordered potentials. The ultracold atoms can be considered as

noninteracting particles at quasi-null momentum; see Chap. 3. The disordered potential is realized

with three-dimensional speckle disordered potentials as presented in Chap. 4. In this chapter, we

review several notions related to the spectral function in section 5.1 and we present the measurement

results in section 5.2. We also highlight the compatibility of the spectral function measurement with

previously measured elastic scattering time in section 5.3. As discussed further in the conclusion,

this work would pave the way for spectroscopic approach of studying the Anderson transition.

5.1 Spectral function

The Hamiltonian Ĥ of a complex quantum system can be decomposed in two terms as follows

Ĥ = Ĥ0 + V̂ , (5.1)

where Ĥ0 is the free particle Hamiltonian and V̂ is the perturbation Hamiltonian. Hamiltonian Ĥ0

has known basis. As an example, Hamiltonian Ĥ0 of an electron in a crystal is associated with

the basis of wave-vectors inside the Brillouin zone. The basis is then used to describe the effect

of the perturbation V̂ , which may result from interparticle interaction or disorder. For a matter

wave in a disordered system, we consider a single-particle problem with Ĥ0 = p2/(2m), the kinetic

energy. The disordered potential acts as the perturbation V (r). For disordered system, the plane

waves {|k〉} form an appropriate basis to describe the system. Although the kinetic energy does not

commute with the disordered potential, translation invariance emerges after the ensemble averaging.

For this, one need to assume that the disordered potential is statistically homogeneous.

For a matter wave of energy E in a disordered potential, the spectral function follows [140]

A(E,k) ≡ − 1
π

Im
[

G(E,k)
]

, (5.2)

where · · · denotes the disorder averaging and G is the retarded Green’s function.

In this section, we discuss several theoretical notions related to the spectral function that have

not been thoroughly discussed in Chap. 2. It contains five subsections. In the first subsection,
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we review some generalities about the Green’s function, including the so-called self-energy. In the

second subsection, we introduce the definition of the spectral function. In the third subsection,

we discuss the self energy in perturbative regime. In the fourth subsection, we consider a special

regime of strong disorder, the so-called classical disorder. Lastly, we provide a short summary of

these notions before presenting the experimental results in the next section.

5.1.1 The Green’s function

The Green function is useful to describe the evolution of the system. It is represented by an

operator1 Ĝ,

Ĝ(t) = −iΘ(t)e−iĤt/~, (5.3)

where Θ(t) is Heaviside distribution. It can be represented in the position-temporal basis, G(r′, r, t) =
〈

r
∣

∣

∣Ĝ
∣

∣

∣ r′

〉

, such that for an initial state Ψ(r′, t = 0), the evolved state Ψ(r, t) follows

Ψ(r, t) = 〈r|Ψ(t)〉 =
〈

r
∣

∣

∣Ĝ
∣

∣

∣Ψ(t = 0)
〉

=
∫

R

dr′ G(r′, r, t)Ψ(r′, 0).
(5.4)

The Green’s function, G(r′, r, t), can be interpreted as the “probability amplitude” for particle

transition from point r′ to point r.

We are interested in the Green’s function in the energy basis, Ĝ(E) = 1
~

∫

dt eiEt/~Ĝ(t) which

gives

Ĝ(E) =
1

E − Ĥ + i0+
. (5.5)

This Green’s function also follows the following equation

Ĝ(E) = Ĝ0(E) + Ĝ0(E)V̂ Ĝ(E), (5.6)

where Ĝ0(E) = 1
E−Ĥ0+i0+

is the Green’s function in the absence of hamiltonian V̂ . Upon iteration

and ensemble averaging, we can obtain the following series,

Ĝ(E) = Ĝ0(E) + Ĝ0(E)V̂ Ĝ0(E) + Ĝ0(E)V̂ Ĝ0(E)V̂ Ĝ0(E) + ... . (5.7)

The self energy In many theoretical works (see Refs. [68, 140, 150] as examples), the averaged

Green’s function can be written as follows,

Ĝ(E) = Ĝ0(E) + Ĝ0(E)Σ̂(E)Ĝ(E), (5.8)

1We consider the retarded Green function, defined for t > 0.
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where Σ̂(E) is the (retarded) self-energy operator. This is known as the Dyson equation. The

Green’s function also can be rewritten as

Ĝ(E) =
1

Ĝ−1
0 (E) − Σ̂(E)

. (5.9)

The self-energy operator contains all irreducible correlation function and can be shown as follows,

Σ̂(E) =
+∞
∑

n=0

Σ̂n,

= V̂ + δV̂ Ĝ0(E)δV̂ + ... ,

(5.10)

where δV̂ = V̂ − V̂ .

Before discussing the spectral function, we should represent the Green function in |k〉-basis, which

is given by G(E,k) =
〈

k
∣

∣

∣Ĝ(E)
∣

∣

∣k
〉

. Similarly, the self-energy can be represented as Σ(E,k) =
〈

k
∣

∣

∣Σ̂(E)
∣

∣

∣k
〉

. For Ek the kinetic energy associated with state |k〉, we obtain,

G(E,k) =
1

E − Ek − Σ(E,k)
. (5.11)

Let us express the self-energy in terms of its real and imaginary components, Σ(E,k) = Σr(E,k)−
iΣi(E,k). Let us approximate functions Σr(E,k) and Σi(E,k) to be smooth functions of energy E

around Ek. In addition, we can also evaluate the Green’s function G(k, t) =
〈

k
∣

∣

∣Ĝ(t)
∣

∣

∣k
〉

as follows

G(k, t) =

∫

G(E,k)e−iEt/~dE
2π

∼ exp (−i (Ek + Σr) t/~) exp (−Σit/~) .

(5.12)

From this expression, the real part of the self energy Σr can be associated with the dynamical phase.

The imaginary part of the self energy, Σi, can be interpreted as the lifetime of the excitation2, which

is given by ~/(2Σi).

5.1.2 The Spectral function

Based on the formalism described in previous subsection, we have at least two ways of expressing

the spectral function. The first expression invokes the self-energy, which is a complex function. For

2The lifetime is associated with
∣

∣G(k, t)
∣

∣

2
.
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Σ(E,k) = Σr(E,k) − iΣi(E,k), we obtain

A(E,k) = − 1

π
Im
[

G(E,k)
]

=
1

π

Σi(E,k)

(E − Ek − Σr(E,k))2 + Σ2
i (E,k)

.
(5.13)

For a free particle, the spectral function would be a Dirac delta distribution at E = Ek. For non-

zero Σ(E,k) = Σr − iΣi as depicted in Fig. 5.1, the real part of the self energy is associated with

the energy shift and the imaginary part is associated with the energy broadening.

Figure 5.1: Spectral function associated with the self-energy Σ = Σr − iΣi (in red line) and its comparison
with the free particle case (in green line). Taken from Ref. [150]

Secondly, the spectral function can be expressed as follows

A (E,k) = − 1

π
Im

〈

k

∣

∣

∣

∣

∣

(

1

E − Ĥ + i0+

)

∣

∣

∣

∣

∣

k

〉

=
〈

k
∣

∣

∣δ(E − Ĥ)
∣

∣

∣k
〉

. (5.14)

If one introduces the eigenstates |ψα〉, associated with energies Eα, of the Hamiltonian Ĥ, Eq. 5.14

can be rewritten as:

Ak (E) =
∑

α

|〈k|ψα〉|2 δ (E − Eα). (5.15)

|〈k|ψα〉|2 is the overlap function between the state |k〉 and state |ψα〉 at energy Eα. Furthermore,

it can be shown that
∫

dE A (E,k) = 1. Thus, the spectral function can be interpreted as the

probability density for a plane-wave |k〉 to have energy E in the disordered system. Besides, the

spectral function can be related to the density of state3, ρ(E). Considering that the overlap function

3The density of state per unit volume, ρ(E), follows

ρ(E) =
1

Ld
Tr
[

δ(E − Ĥ)
]

=

∫

ddk

(2π)d
Ak (E) .
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|〈k|ψα〉|2 is a slow varying function upon disorder averaging, we obtain

Ak (E) ∼ |〈k|ψα〉|2 ρ(E). (5.16)

5.1.3 The self energy within the Born approximation

In short, the Born approximation consists of considering only the first two terms of the self-energy

(Eq. 5.10),

Σ(E,k) ≈
〈

k
∣

∣

∣V̂
∣

∣

∣k
〉

+
〈

k
∣

∣

∣δV̂ G0(E,k)δV̂
∣

∣

∣k
〉

. (5.17)

The first term corresponds to average potential V̄ which is real. The second term has non-zero

imaginary part which is given by4,

Σ1,i(E,k) = −Im
[〈

k
∣

∣

∣δV̂ G0(E,k)δV̂
∣

∣

∣k
〉]

,

= π

∫

ddk′

(2π)d

∣

∣

∣

〈

k
∣

∣

∣δV̂
∣

∣

∣k′
〉∣

∣

∣

2
δ (E − Ek) .

(5.18)

We can show that
∣

∣

∣

〈

k
∣

∣

∣δV̂
∣

∣

∣k′

〉∣

∣

∣

2
is given by

∣

∣

∣

〈

k
∣

∣

∣δV̂
∣

∣

∣k′
〉
∣

∣

∣

2
= C̃(k − k′), (5.19)

where C̃(k − k′) is the speckle intensity correlation in Eq. 2.3 and in subsection 2.1.1. From this,

we deduce the scattering time τS within Born approximation,

Σ1,i(E,k) =
~

2τBorn
s

. (5.20)

It can be shown that the real part of Σ1 is small such that,

Ak(E) ≈ 1

π

~/(2τBorn
s )

(

E − Ek − V̄
)2

+ (~/(2τBorn
s ))

2
. (5.21)

It has maxima at E = Ek + V̄ with full width at half maximum (FWHM) of ~/(τBorn
s ).

Validity of Born approximation. As the offset potential V̄ has little importance, we show the

validity of the Born approximation as

|Σ1| = ~/(2τBorn
S ) ≪ Ek. (5.22)

4By applying Im
[

1
E−Ek+i0+

]

= − 1
π

δ (E − Ek).
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With Ek = ~
2k2/(2m) and lBorn

s = ~k
m τ

Born
s , we identify equivalent condition for the Born approxi-

mation, yielding

klBorn
s ≫ 1. (5.23)

5.1.4 The spectral function in strong disorder regime

Strong disorder regime is also called classical disorder regime, whereby the non-commutativity

of r̂ and p̂ can be neglected. This corresponds to the limit |δV | /Eσ → ∞ that is sometimes noted

as ~ → 0. The spectral function is approximated as follows

A(E,k) =
〈

k
∣

∣

∣δ(E − Ĥ)
∣

∣

∣k
〉

−→
~→0

Acl(E,k) = δ(E − Ek − V̂ ), (5.24)

where Acl(E,k) is the spectral function in the classical limit. It yields

Acl(E,k) = δ(E − Ek − V̂ ),

=
∫

dV P (V )δ(E − Ek − V ),

= P (E − Ek),

(5.25)

where P (V ) is the probability density of the disordered potential. Acl(E,k) corresponds to the

“classical” probability for a particle to have energy E = V + Ek, where Ek is the kinetic energy.

Figure 5.2: (a) Probability density of the Gaussian disorder with parameter VR. (b) Numerical works of
the spectral functions for Gaussian disorder for VR/Eσ = 2, VR/Eσ = 4 and the probability distribution
(VR/Eσ = ∞); taken from Ref. [151].

In many references on condensed matter physics, the Gaussian disorder is considered. Its prob-

ability distribution follows

P (V ) =
1√

2πVR

exp

(

− V 2

2V 2
R

)

, (5.26)

where VR corresponds to the standard deviation (see Fig. 5.2(a)). The parameter VR can be
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associated with the disorder strength and we can also show that V 2
R = C(∆r = 0). The convergence

of the spectral function towards the classical probability distribution has been studied by Trappe

et al. [151]. Fig. 5.2(b) depicts the calculated spectral functions for Gaussian disorder. The

convergence of the spectral function towards the probability distribution can already be seen for

VR/Eσ = 4.

5.1.5 Conclusion

In this section, we have looked at many aspects of the spectral function. Its first importance is to

characterize the energy-momentum relation as shown in Eq. 5.14. Secondly, the spectral function

contains information on the evolution of the matter wave in the disorder as shown in Eq. 5.13.

For spectral function with profile close to a Lorentzian, its width can be associated with certain

characteristic lifetime. Fourthly, we have shown that in the limit of Born approximation, the width

of the spectral function can be analytically derived based on Eqs. 5.20 and 2.3. Lastly, we have

discussed the classical limit whereby the spectral function converges to the probability distribution.

Probability distribution of speckle disordered potential. As discussed in Chap. 4, the

speckle disorder features Rayleigh distribution. The probability distribution for speckle disorder is

given by

P (V ) =
Θ (V/VR)

|VR| exp
(

− V

VR

)

, (5.27)

where VR is the disorder amplitude which can be either positive or negative. Fig. 5.3 depicts the

plots of the probability distribution for speckle repulsive potential (VR > 0), speckle attractive

potential (VR < 0), and Gaussian disorder. Speckle potential has several peculiarities. Firstly, its

probability density is asymmetrical. Secondly, the probability density has discontinuity at V = 0.

Thirdly, the potential landscape depend on the sign of VR. Repulsive speckle potential resembles

mountainous landscape above zero level. In the contrary, attractive potential resembles a landscape

full of calderas (or wells) below the zero level.

Classical disorder versus quantum disorder. As discussed in subsection 5.1.4, the classical

disorder regime characterized by the convergence of the spectral function towards the probabil-

ity density P (V ) in the limit of large |VR|/Eσ. In the opposite limit, there exists the so-called

“quantum” regime of weak disorder corresponding to |VR|/Eσ ≪ 1. In this regime, the spatial ex-

tension of typical eigenstates spans many disorder grains. As a consequence, the disorder potential

is smoothened resulting in effective disorder strength

VR,eff ∼ V 2
R

Eσ
, (5.28)
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Figure 5.3: The probability density for attractive speckle (shown in red), repulsive speckle (shown in blue),
and Gaussian speckle (shown in green); the standard deviation is |VR| for the three examples. For repulsive
speckle, wave propagates between “mountains” whereas for attractive speckle, wave propagates between
“wells”.

which is much smaller than its initial strength |VR| [68, 71]. In this extreme, the spectral function

is a narrow function with a width ∼ VR,eff. Hence, we can see that the profile of spectral function

has dependence on the ratio |VR|/Eσ.

5.2 Measurement of the spectral functions

In this section, we present the direct measurement of the spectral functions of noninteracting

ultracold atoms at quasi-null momentum in three-dimensional speckle disordered potentials. In the

first subsection, we describe the measurement protocol. In the second subsection, we present the

measurement results for both attractive (red-detuned) and repulsive (blue-detuned) laser speckle

disorder. In particular, we discuss the crossover between the so-called “quantum” regime of weak

disorder and the so-called “classical” regime of strong disorder.

5.2.1 Measurement protocol

Fig. 5.4 depicts the measurement scheme of the spectral functions. It combines the rf transfer

scheme presented in section 3.3 and state-dependent disorder scheme presented in section 4.3. States

|1〉 and |2〉 are the two “clock-states”, |F = 1,mF = −1〉 ≡ |1〉 and |F = 2,mF = 1〉 ≡ |2〉. Fig.

5.4(a) depicts the state-dependent disordered potential created using a near-resonant laser speckle

as presented in subsection 4.3.2. The laser has detuning ∆ with respect to the F = 2 → F ′ = 3

transition, which is much smaller compared with the hyperfine splitting of around 6.8 GHz, |∆| ≪
∆⋆

hf. Consequently, the optical potential of the state |1〉 becomes negligible. Red detuning, ∆ < 0

corresponds to attractive disordered potential (VR < 0), while blue detuning, ∆ > 0 corresponds

to repulsive one (VR > 0) (see Fig. 4.8). Lastly, the laser intensity is proportional to the disorder

strength |VR|, it can be varied over 2 orders of magnitude (see Fig. 5.5).

Fig. 5.4(b) and (c) depicts the measurement scheme of the spectral function based on the rf
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Figure 5.4: Measurement scheme of the spectral function using a state-dependent disordered
potential. (a) Disordered potential is created using a near resonant laser speckle with detuning ∆ with
respect to the hyperfine F = 2 → F ′ = 3 transition; red detuning, ∆ < 0, (blue detuning, ∆ > 0)
corresponds to attractive (repulsive respectively) disordered potential. The optical potential experienced by
atoms in the state |1〉 is negligible, since ∆⋆

hf
≫ |∆|. (b) and (c) A radio-frequency field at frequency ∆⋆

hf
+ δ

is applied to transfer a small fraction of atoms in a BEC in the state |1〉 to the state |2〉. The transfer rate
measured in this experiment is proportional to the spectral function.

transfer scheme for attractive and repulsive disorders respectively. The experiment starts with the

realization of a 87Rb-BEC of about n1 = 2 × 105 atoms in the state |1〉. Then, the disordered

potential for state |2〉 is turned on. At the same time, the transfer to the state |2〉 is performed

during time interval t0. The transfer rate, Γrf, is directly obtained by counting the atoms populating

the state |2〉, n2, via fluorescence imaging, according to n2(t0) ≃ n1(0)Γrft0 .

The transfer allows us to selectively populate eigenstates of the random potential around the

resonant energy Ef = Ei + ~ω set by the rf frequency ω (here Ei and Ef correspond to the total

energy of the initial and final states respectively). Because of the finite energy resolution of the

transfer, energy levels in the disorder behave as an effective continuum, whose density of states

ρ is equal to the density of states averaged over disorder realizations [51, 138]. According to the

Fermi golden rule, one can thus define a transfer rate Γrf, proportional to the squared modulus

of the transition amplitude from the initial state |1〉 to the targeted final states, which is directly

linked to the spectral function of the disordered potential (see Eq. 5.29 below). The initial state

of the BEC in a shallow trap very closely corresponds to a null momentum state |k = 0〉. The

total energy of the initial state can be taken equal to the internal energy E1 [138]. The external

energy of the final states is then given by Eδ = ~δ, where δ = ω − ∆⋆
hf is the rf detuning from the

bare resonant frequency corresponding to the hyperfine splitting between the respective internal

energies ∆⋆
hf/2π = (E2 − E1)/h ≃ 6.8 GHz (see Fig. 5.4)5. The rf transfer being associated with

5As discussed in section 3.3, the hyperfine splitting takes into account the magnetic shifts associated with the
“magic” bias field B⋆

0 = 3.23 G. This results in sharp resonance for the |1〉 ↔ |2〉 transition.
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a negligible momentum change, the transfer rate from state |1〉 to |2〉 is thus proportional to the

spectral function A (E = ~δ,k = 0):

Γrf ∝ A (E = ~δ,k = 0) =
∑

α

|〈ψα|k = 0〉|2 δ (~δ − Eα)

∼ |〈ψδ|k = 0〉|2ρ (E = ~δ) .
(5.29)

Here, |ψα〉 corresponds to the eigenstate of energy Eα and · · · denotes the averaging over disorder

realizations. One can thus determine the spectral function by measuring the transfer rate as a

function of the rf detuning δ. The spectral function A(E = ~δ,0) is finally obtained by repeating

the measurement at various values of the detuning δ.

The measurements are performed in accordance with several conditions. Firstly, the rf coupling

is weak enough such that the transfer rate Γ can be calculated via the Fermi golden rule as written

in Eq. 5.29 [152–155]. The Fermi golden rule is valid provided that the Rabi coupling, Ω, is much

smaller than the continuum width of the eigenstates of the random potential, ∆w. Secondly, the

duration t0 is chosen short enough, i.e., Γrft0 ≪ 1, such that only a small fraction of atoms is

transferred (a few percents at most). This assures the linear growth of the population in state |2〉
in t0. Thirdly, the time t0 is adapted such that the energy resolution, ∆E ∼ ~/t0 remains smaller

than the typical energy span of the spectral function, i.e. ∆w. These conditions are verified for

each disorder amplitude, so that the observed profile is not affected.

Besides, additional disorder averaging is not necessary in the experiment. The finite energy

resolution already provides an effective averaging over many energy states. In addition, the BEC

initial extension which is given by the Thomas-Fermi radius is very large compared with the speckle

grain size σ. Thus, the BEC “samples” efficiently the disordered potentials.

Comparison with numerical calculation. The experimental results are compared to the re-

sults of the numerical calculations. There are two important aspects. Firstly, the calculations take

into account the detailed statistical properties of the speckle disorder used in the experiment, as

discussed in subsection 4.2.3 (see the discussion which explains the “beyond paraxial” calculation

of the correlation functions shown in Fig. 4.6). Secondly, the calculations of the spectral functions

are based on the temporal representation (equivalent to the Eq. 5.14),

A (E,k) =
1
π~

Re
[
∫ ∞

0

〈

k
∣

∣e−iHt/~
∣

∣k
〉

eiEt/~dt

]

, (5.30)

which amounts to evaluating the (disorder-averaged) scalar product between the initial plane-wave

excitation |k〉 (here, |k = 0〉) and the time-evolved state exp (−iHt/~) |k〉, with H the disordered

Hamiltonian. More details about the numerical calculation are presented in Refs. [51, 138].
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5.2.2 Results

Fig. 5.5 shows the measured spectral functions, A(E = ~δ,k = 0), as well as the results of their

numerical calculations, for the cases of attractive (panel I on the top), and repulsive (panel II on the

below) disordered potentials with amplitudes |VR| ranging from 60 Hz to 4 kHz. The area under

the experimental curves is normalized in order to allow for a direct comparison with numerical

calculations [51, 138]. Raw numerical results have been convolved by the experimental resolution

function, yielding only minor corrections. The disorder strength has been precisely calibrated by

adjusting the experimental and numerical curves of panel (I.b), leading to a 14% correction of the

amplitude estimated from photometric measurements [51,52]. This correction factor is then applied

to all other measurements. The agreement is excellent over the whole range of disorder amplitudes.
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Figure 5.5: Experimental results. Measured (blue dots) and numerically calculated (red solid lines)
spectral functions A (E = ~δ,k = 0) of atoms in attractive (panel I on top) or repulsive (panel II) disordered
potentials with various amplitudes. The solid brown lines in panels (I.f) and (II.f) are the results of numerical
computations taking into account the residual effect of disorder in the initial state |1〉 [138]. In each panel,
the black vertical lines indicate the average value VR/h of the disorder. The small arrow in panel (II.f)
indicates the estimated position of the average ground state energy in local minima, Eb/h = 1.3 kHz. Insets
in panel (I.a) and (II.a) illustrate the disorder potential for the corresponding configuration. The probability
distribution P (V ) of the speckle potential is represented as a dashed green curve in panels (I.f) and (II.f).
Figures are taken from Refs. [51]

In the attractive case (Fig. 5.5, panel I), we observe a smooth crossover from the weak disorder

regime [panel (I.a)], where the spectral function is relatively narrow, symmetrical and centered closed

to the averaged disorder amplitude VR, to the strong disorder regime [panel (I.f)] where it becomes

strongly asymmetrical. As discussed in the previous section, these two marginal regimes can be

understood by comparing the disorder amplitude with the correlation energy, Eσ = ~
2

m(σ2
⊥

σ‖)2/3 ,

associated with the finite spatial correlation lengths of the disordered potential. As discussed in
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subsection 4.2.36, in our experiment, Eσ/h ≈ 441 Hz. Almost similar trend is observed for the

repulsive case (Fig. 5.5, panel II) where the potential distribution is bounded from below. For this

case, there is no state in the negative energy range (gray area) and the spectral function is strictly

zero for negative energy. In following two subsubsections, we discuss more about the similarities

and the differences between the attractive and the repulsive cases, in the quantum regime and in

the classical regime.

5.2.2.1 The quantum regime

Figure 5.6: (a) Depiction of the quantum regime of weak disorder. The spectral functions measured at
VR/h = ±60 Hz correspond to this regime. (b) Case VR/h = −60 Hz taken from panel (I.a) in Fig. 5.5. (c)
Case VR/h = 60 Hz taken from panel (II.a) in Fig. 5.5.

The quantum regime corresponds to disorder amplitude much weaker than the correlation energy,

i.e. |VR|/Eσ ≪ 1 (see Fig. 5.6). In this regime, the amplitude of the disordered potential is too

small to support bound states on the typical size σ = (σ2
⊥σ‖)1/3 of a speckle grain. Atoms with an

energy of the order of |VR| have a large de Broglie wavelength compared to σ and their wave function

extends over many speckle grains (see Fig. 5.6(a)). This leads to a smoothing of the disordered

potential (see, e.g., Refs. [42,43]), whose rescaled effective amplitude corresponds to the width of

the spectral function. Alternatively, a perturbative approach of scattering allows us to interpret

this width as the inverse lifetime �/τs, where τs is the elastic scattering time, of the initial state

6By substituting m with the atomic mass, σ⊥ ∼ 0.306 µm, and σ‖ ∼ 1.45 µm.
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|k = 0〉 [44]. This approach predicts a Lorentzian shape for the spectral function, with a width

∼ πV 2
R/Eσ [21,25,43]. This explains the quasi-Lorentzian shape shown in Fig. 5.6(b).

Fig. 5.6 shows the measurement of spectral functions for VR/h = −60 Hz and VR/h = 60 Hz,

corresponding to panels (I.a) and (II.a) in Fig. 5.5 respectively. Attempt of estimating the inverse

lifetime ~/τS based on the FWHM-width gives 1/τS = 2π × 44 Hz for the attractive case and

1/τS = 2π × 15 Hz for the repulsive case. Clearly, for initial state |k = 0〉, the Born approximation

does not apply. However, we can compare these widths with that of the perturbative approach,

which is given by ~/τB
S ∼ πV 2

R/Eσ = h× 25.6 Hz [68,70,71]. The width of the repulsive case is 1.7

smaller than the perturbative case. In the contrary, the width of the attractive case is 1.7 larger

than the perturbative case. While this shows that the measured widths have reasonable order of

magnitude, this also shows consistency with the calculation of the third order of the self energy7.

5.2.2.2 The classical regime

Contrary to the quantum regime, the classical regime corresponds to disorder amplitude much

stronger than the correlation energy, i.e. |VR|/Eσ ≫ 1. The cases VR/h = ±4008 Hz are ap-

proximately within this regime. The measured spectral functions are shown in Figs. 5.7(a) and

(b). In these figures, the dashed green curves represent the probability distribution of the speckle

potential towards which the spectral functions should converge8. The convergence is observed for

both attractive and repulsive cases. However, around |Eδ| ∼ 0, i.e. around the discontinuity of the

potential distribution, the spectral functions remain smooth.

The classical regime can also be understood by using the so-called “Franck-Condon principle”. In

this regime, atoms with an energy of the order of |VR| have a de Broglie wavelength small compared

to σ, in opposite to the situation in the quantum regime. The corresponding wave functions have

short spatial oscillations, except around the turning points rj selected by the resonance condition

V (rj) = ~δ, where atoms bounce classically on the disordered potential. This applies for both

attractive case (see Fig. 5.7(c)) and repulsive case (see Fig. 5.7(d)). The overlap with the uniform

initial state |k = 0〉 is thus negligible except at these positions. The transfer rate—or, equivalently,

the spectral function—is then a probe of the points where V = ~δ, i.e., the probability distribution

P (V ). This property was used in Ref. [132] to estimate the disorder amplitude VR.

For speckle disorder, the convergence towards the probability distribution fails for energy around

the zero level. However, the repulsive and the attractive cases show different trends. For the

repulsive case whereby the spectral function is zero for negative energy, it shows a pronounced and

narrow peak. Fig. 5.8 depicts the origin of the peak associated with the ground states of harmonic

7For speckle disorder, its correction to the τs scales as 1/V 3
R, negative for the attractive case, positive for the

repulsive case [66].
8Following discussion in subsection 5.1.4, by neglecting the kinetic energy term in Eq. 5.25, it yields directly

A(E, k = 0) = P (V = E).
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Figure 5.7: (a) and (b): The spectral functions measured for VR/h = −4008 Hz and VR/h = 4008 Hz
respectively, which correspond to panels (I.f) and (II.f) in Fig. 5.5 respectively. (c) and (d): Depictions
of the “Franck-Condon” principle for the regime of classical disorder for attractive and repulsive potentials
respectively, which correspond to the shaded red area in Fig. (a) and to shaded blue area in Fig. (b)
respectively.

oscillators around the local minima of the disordered potential. The ground states accumulate

around typical energy9 of Eb ∼
√

VREσ [151, 156]. As shown in Fig. 5.8(a) the peak is not far

from Eb = h × 1.3 kHz. Within the energy interval [0, 2Eb], shown as the blue shaded area, both

experimental data and numerical results of the spectral function show deviation from the classical

limit.

Fig. 5.9 depicts the trend for the attractive case around the zero level. The red shaded area

corresponds to interval [−2Eb, 2Eb] where deviation from the classical limit is apparent; Eb =
√

|VR|Eσ. For attractive speckle, the disordered potential features inverted harmonic potential

below zero level. As discussed in Ref. [156], near zero level, the wave functions can tunnel between

potential wells. As depicted in Fig. 5.9(b), the extension of the wave function near zero level can

9The typical frequency of the harmonic oscillator is given by ωb = 2
√

VR/m/σ. Thus the energy of the first ground

states is Eb = �ωb/2 =
√

VREσ
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Figure 5.8: (a) Spectral functions measured for VR/h = 4008 Hz with shaded area corresponding to interval
[0, 2Eb]; Eb =

√
VREσ. (b) Depictions of the wave function of the states corresponding to δ in the interval

[0, 2Eb]. The pronounced peak can be interpreted as a result of an accumulation of bound states around
�δ ∼ Eb.

span many speckle grains. Similar to the repulsive case10, we can deduce similar characteristic

energy Eb =
√

|VR|Eσ.

For the largest disorder amplitudes, VR/h = ±4008 Hz, we also consider the residual disorder on

state |1〉. Since V|1〉 ∼ −0.01
∣

∣

∣V|2〉

∣

∣

∣, we see that V|1〉 ∼ h × 40 Hz for the largest VR which is about

the same order of the chemical potential of the initial BEC. In order to take into account such effect

in our numerical calculation, we performed a preliminary propagation of the initial state |k = 0〉 in

the presence of the same speckle disorder with amplitude V|1〉 (which is always negative since the

laser is always red detuned with F = 1 → F ′ transitions). Then, the perturbed state replaced the

role of |k〉 in the temporal representation (see Eq. 5.30). In general, this results in slight broadening

of the measured spectral function [52], but its influence is shown to be marginal. The numerical

computations taking into account the residual effect of disorder in the initial state |1〉 are shown in

solid brown lines in Fig. 5.5 (see panels (I.f) and (II.f)) or Figs. (5.7, 5.8, and 5.9).

Concluding remarks

We have demonstrated a method that uses a state dependent disordered potential to probe the

spectral functions of ultracold atoms in 3D laser speckle potentials. This allowed us to study the

crossover from the quantum to the classical regime, the behavior being significantly different for

red-detuned or blue-detuned laser speckles. In the latter case, a pronounced peak attributed to the

lowest bound states in potential minima is observed, resulting in strong deviations from what we

would expect using a weak-scattering perturbative approach.

10As an example, for a state of energy E < 0, it must be able to tunnel a distance xb ∼ σ
√

|E/2VR| with typical

attenuation of γb ∼
√

2m|E|/�. The tunneling is possible for γbxb�1, i.e. |E|�
√

|VR|Eσ.
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Figure 5.9: (a) Spectral functions measured for VR/h = −4008 Hz with shaded area corresponding to interval
[−2Eb, 2Eb]; Eb =

√

|VR|Eσ. (b) Depictions of the wave function of the states corresponding to δ in the
interval [−2Eb, 2Eb]. For δ around zero, the extension of the wave function spans many disorder grain and the
spectral function smoothen the discontinuity associated with the classical limit, i.e. the potential distribution.

The present method, which yields the spectral function around zero momentum, could easily be

generalized to finite values of k by, for instance, using stimulated Raman transitions effected by two

laser beams whose angle allows one to select the desired value of k [144].

Furthermore, the measurement scheme of the spectral function presented here allows controlled

transfer of atoms to well-defined energy states in the disorder. This feature represents well the rf

transfer described in Fig. 1.3. The energy resolution set by the inverse of the transfer time can

be made narrow compared with the typical spectral width. The achieved energy resolution ranging

from 10 Hz to 100 Hz (which corresponds to a range between 0.5 nK and 5 nK) is strictly smaller

than the typical error bar of the mobility edge estimation in previous experimental attempts [40–42].

While the employed disorder parameters have similar oder of magnitude, our spectroscopic approach

would be promising for a direct and more precise measurement of the mobility edge.

5.3 Comparison with measurements of elastic scattering time

In this section, we present the measurements of the elastic scattering time and then we compare

the results with the estimated lifetime obtained from the spectral function measurements.

5.3.1 Measurements of the elastic scattering time τs for ultracold atoms

As discussed in subsection 2.1.2, the elastic scattering time can be determined from the mea-

surements of the momentum distribution n(k, t). The speckle disorder presented in Chap. 4 allows

realization of a quasi-two-dimensional configuration. The speckle grain is elongated along x-axis.

When atoms are initialized at momentum ki = kiey, their dynamics is essentially kept within the
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Figure 5.10: Measurement procedure of the elastic scattering time τs. (a) The momentum distri-
butions n(k, t) are observed for different propagation times t in the disorder, here shown for the parameters
VR/h = −104 Hz (attractive case) and ki = 2.31σ−1. The normalized height ñ(t) is determined from n(k, t)
by a Gaussian fit of the radially integrated angular profile [66]. (b) When plotted as a function of time t,
it shows an exponential decay from which τS is extracted, as illustrated for two different initial momentum
ki = 0.76σ−1 and ki = 2.31σ−1, still at VR/h = −104 Hz.

y − z plane.

Since we consider a quasi-two-dimensional configuration, the speckle grain σ is naturally asso-

ciated with the correlation length along the transverse direction. The correlation function shows

an exponential shape from which we define the length σ according to c2D = exp
(

−
(

y2 + z2
)

/σ2
)

.

The correlation measurement gives σ = 0.50(1) μm (see Fig. 4.6). Furthermore, the initial mo-

mentum ki can be easily tuned by applying magnetic force generated by the “Gradient coils”(see

Fig. 3.7) for certain short duration. With typical momentum spread as low as ∆k = 0.15 μm−1

(∆kσ = 0.08) thanks to the delta-kick cooling techniques, we have excellent control of parameter

kiσ, allowing exploration from the isotropic scattering regime (kiσ ≪ 1) to the forward scattering

regime (kiσ ≫ 1).

Similar to the spectral function measurements, the disorder amplitude VR is a tunable parameter

with VR > 0 for repulsive disorder and VR < 0 for attractive disorder. For elastic scattering time

measurements, the detuning of the laser speckle with respect to the F = 2 → F ′ transition is

typically 1 THz, much larger than that used for spectral function measurements, resulting in longer

atomic lifetime in the disorder.

Fig. 5.10 depicts the measurement procedure of the elastic scattering time τs. It consists of

analyzing the evolution of the peak in the momentum distributions associated with the initial

momentum. The speckle potential is turned on at time t = 0. As t increases, the initial peak

depletes accompanied with the ring formation in the momentum distribution. Fig. 5.10(a) depicts

the momentum distributions observed for t = 0 and t = 17.5 ms, both correspond to parameters

VR/h = −104 Hz and ki = 2.31σ−1. For each time t, we measure the normalized height ñ(t) of the
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peak; ñ(t = 0) = 1. Fig. 5.10(b) shows the plots of ñ(t) in a semi-logarithmic scale, showing linear

decreases. From the fitting according to Eq. 2.2, the elastic scattering time τs is deduced. The time

τs corresponds to the time constant of the exponential decay.

5.3.2 Measurement results of the elastic scattering time

Figure 5.11: Experimental (diamonds) and numerical (solid lines) values of τs as a function of the initial
momentum ki for different values of the disorder amplitude |VR| for attractive disorder (left panel) and
repulsive disorder (right panel). The initial momenta are shown in units of the characteristic frequency σ−1

of the disorder. Born predictions τBorn
s are indicated by dashed lines. Note that the curves are just shifted

down for the various disorder amplitudes due to the scaling τBorn
s ∝ 1/V 2

R. The filled squares are the estimated
lifetimes obtained from the spectral function measurements, indicated by their respective amplitude VR; the
colors are chosen based on the closest VR of the τs-measurement.

Fig. 5.11 shows the measured values of the elastic scattering time τs for both the attractive

and repulsive laser speckle disorder cases. The large set of disorder amplitude and momenta allows

us to observe variations of τs from 40 μs to 100 ms. These observations are compared to 2D

numerical calculations (solid lines) [66], showing remarkable agreement over the very broad data

range, confirming the quasi-2D character of our configuration. Deviations are nevertheless observed

in a small zone (very low momenta and disorder amplitudes, upper left part of the graphs) and

may be attributed to technical difficulties to precisely measure τs in this regime due to the finite

momentum resolution ∆k [50].

The Born prediction (Eq. 2.3) is also shown in Fig. 5.11 (dashed lines). Note that τBorn
s scales

with the rms value |VR| as 1/V 2
R, but does not depend on the specific form of the disorder amplitude

distribution P (V ). As a consequence, the prediction is strictly identical for both attractive and

102



CHAPTER 5. SPECTRAL FUNCTIONS OF ULTRACOLD ATOMS IN DISORDERED

POTENTIALS

repulsive speckles, since they possess the same frequency distribution C̃(kdis). In general, τBorn
s

shows a very good agreement with the data at low scattering strength, i.e., weak |VR| and large

ki (upper right part on Fig. 2.3), as expected for this first order perturbative approach. However,

significant deviations appear already for the lowest disorder amplitude (|VR|/h = 39 Hz, black

dots) when considering the low initial momentum range, ki . σ−1. As the disorder strength

|VR| increases, the deviations become more pronounced and extend to larger momenta. In strong

scattering conditions, the two regimes previously mentioned, isotropic and forward scattering, are

then not relevant anymore. Moreover, large differences are observed between attractive and repulsive

disorders, another signature of the complete failure of the Born approximation.

Lastly, we can try to juxtapose the measured τs with the width of measured spectral functions.

This is possible for two reasons. First11, n(k = ki, t) ≈
∣

∣

∣Uki
(t)
∣

∣

∣

2
, where

Uk(t) =
〈

k
∣

∣

∣exp (−itH/~)
∣

∣

∣k
〉

=

∫

dEe−iEtA(E,k). (5.31)

As explained earlier in section 5.1, we can relate τs to the inverse of the width of the spectral

function. This holds for spectral function with Lorentzian-shape. Nevertheless, τs should not differ

much from the inverse of the spectral width. Secondly, the quasi-2D character of the experiment

does no longer hold for small kiσ. As a result, the measured τs for the smallest kiσ (here, kiσ = 0.33)

would approach the τs associated with three-dimensional configuration at k = 012. The estimated

lifetimes from the measured spectral functions are shown as colored squares in Fig. 5.11, shown

with their respective disorder amplitudes. We can see that for all amplitude VR of the measured

spectral functions, the estimated lifetimes are not very far from the measured τs at parameters

kiσ = 0.33 and similar amplitudes VR. As an example, estimated lifetimes from the spectral

function measurements at |VR|/h = 416 Hz are not far from the measured τs at |VR|/h = ±459 Hz

and kiσ = 0.33, for both attractive and repulsive case. Hence, the estimated lifetimes from the

spectral function measurements are compatible with the measured elastic scattering time.

5.4 Conclusion

In this chapter, we have presented our work on the measurements of spectral functions of ultra-

cold atoms in disordered potentials. In section 5.1, we have reviewed several notions including the

regime of disorders (classical and quantum regime) and the relation between the spectral function

and the elastic scattering time τS . In section 5.2, we have presented the measurement results which

show excellent agreement with numerical calculations. We have also remarked the effect of the

potential distribution on the spectral function profile. In section 5.3, we have compared our results

11In principle, n(k = ki, t) = U†
ki

(t)Uki
(t) , but for t ∼ τs, we can approximate U†

ki
(t)Uki

(t) =
∣

∣Uki
(t)
∣

∣

2
.

12For σ‖ be the speckle grain size along the longitudinal axis, the system approaches 3D when kiσ‖ . 1.
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of the measurements of the spectral function with our results of the measurements of the elastic

scattering time.

Besides the measurement of the spectral functions, a key feature of the method presented in

section 5.2 is the controlled transfer of atoms to well-defined energy states in the disorder, the

targeted energy being chosen by the resonance condition. It opens the possibility to probe the

3D Anderson transition, via a subsequent wave packet expansion, with an unprecedented energy

resolution compared to earlier experimental attempts [40–42]. Nevertheless, we must circumvent

the limitation of the short lifetime of the atoms in the disorder due to the application of the near

resonant laser speckle. The solution is proposed in the next chapter.
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State-dependent speckle disorder scheme presented in Chap. 4 allows control of matter wave

energy in the disorder and direct measurement of the spectral function. However, there is still

a huge obstacle for further studies related to the critical regime of the Anderson transition. It

is the short lifetime of the atoms in the disordered optical potential caused by the mechanism of

spontaneous emission.

In this chapter, we propose a solution to circumvent this limitation by realizing state-dependent

disorder with two laser speckles. In the first section, we present this scheme and evaluate the

improved lifetime of the atoms in the disorder. The associated two speckle patterns have slight

spatial mismatch due to small difference in wavelength. The resulting limitation is addressed in the

second section. In the third section, we present the preliminary experimental implementation.

105



CHAPTER 6. BICHROMATIC STATE-DEPENDENT SPECKLE DISORDER

6.1 Bichromatic optical potential

In this section, we study the optical potential and the dissipation rate associated with two

lasers. This section consists of three parts. First, we discuss the rationale for the two laser sources.

Secondly, we will discuss the numerical calculations associated with the optical potential and the

dissipation based on the calculation of atomic polarizability presented in the subsection 4.3.1. We

show that the atomic lifetime in the disorder can be improved by three order of magnitude compared

to the speckle laser presented in Chap. 4. Lastly, we present an additional technique allowing further

improvement of the lifetime by about one order of magnitude.

6.1.1 Why two wavelengths are required?

∆/2π ~

Figure 6.1: (a) Schematic diagram of state-dependent disorder as shown in Fig. 4.7. (b) Equivalent schematic
diagram by showing the frequency of the laser speckle with respect to the D2 transitions; the chosen example
corresponds to repulsive disordered potential.

In order to show that one laser is not sufficient, we need to depict differently the schematic

diagram of the state-dependent disorder which is shown earlier in Fig. 4.7. The equivalent schematic

diagram is shown in Fig. 6.1(b). It represents the position of the laser frequency with respect to

most relevant atomic transitions, i.e. the D2 transitions. The F = 1 → F ′ transitions are separated

from the F = 2 → F ′ transitions by around 6.8 GHz. The presented case is the repulsive one. It

can be seen that the laser frequency is much closer to the F = 2 → F ′ transitions associated with

state |2〉 than to the F = 1 → F ′ transitions associated with state |1〉. We recall ∆, the detuning of

the laser with respect to the F = 2 → F ′ = 3 transition; ∆ = ∆b = 81 MHz for the repulsive case.

The potential VR approximately follows VR ∼ I/∆. With ΓD2 the natural line width of the D2

transition, the dissipation rate of the state |2〉, Γ2, approximately follows Γ2 ∼ ΓD2
I

∆2 , such that

Γ2 ∼ 1

�
|VR| ΓD2

|∆| . (6.1)
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The condition of low dissipation rate demands optical detuning in the order of several GHz. Let

us suppose |VR|/h = 500 Hz. Dissipation rate Γ2 = 1s−1 corresponds to detuning |∆| of about

19 GHz, whose order of magnitude is comparable to that of the hyperfine splitting ∆hf. We have

discussed in Chap. 4 that the state-dependent disorder realization with one laser requires the

detuning ∆ to be much smaller than the hyperfine splitting ∆hf, i.e. ∆/∆hf ≪ 1. Hence, we find

two contradictory conditions for ∆. This shows that we need more than one laser for the realization

of state-dependent disorder.

Figure 6.2: Schema of bichromatic state-dependent disordered potential for repulsive case. The principal
laser (called P−laser, shown in green) is blue-detuned with respect to the F = 2 → F ′ transitions; ∆p > 0.
The compensation laser (called C−laser, shown in orange) is red detuned with respect to the F = 1 → F ′

transitions, ∆c < 0, such that the resulting optical potential of the state |1〉 vanishes. The figure on the right
shows the contribution of each laser to optical potential of the states |1〉 and |2〉. The powers of the lasers are
chosen such that the potential of the state |1〉 vanishes while the potential of the state |2〉 is strictly positive.

As a solution, we consider realization of state-dependent disorder with two laser speckles. One

intuitive solution is to far detune one laser frequency with respect to the |2〉’s transitions and to use

a second laser to compensate the optical potential induced on the state |1〉. For these reasons, the

first laser is called the principal laser (or P−laser) and the second laser is called the compensation

laser (or C−laser). The solution for the repulsive case is depicted in Fig. 6.2. For the P−laser,

let us define its detuning ∆p with respect to the F = 2 → F ′ transition. To create a repulsive

potential, we require ∆p > 0. For ∆p > ∆hf, the P−laser creates repulsive potential for both states

|2〉 and |1〉. For state |1〉, the C−laser must compensate the potential induced by the P−laser.

Let us define its detuning with respect to the F = 1 → F ′ transition1. It is obvious that we need

∆c < 0 and |∆c| < ∆hf; otherwise, we would have a net attractive potential for the state |2〉. After

take into account some redundancy2, it is sufficient to consider the following range of detunings ∆p

and ∆c:

∆p > ∆hf and − ∆hf < ∆c < −∆′
02 (repulsive disorder) , (6.2)

1In practice, we consider F ′ = 3 for both ∆p and ∆c. Although the F = 1 → F ′ = 3 transition does not exist, it
does not prevent us to define the detuning ∆c.

2We can exchange the P −laser and the C−laser.
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where ∆′
02 = 2π × 229 MHz is the hyperfine splitting between levels F ′ = 0 and F ′ = 2 of the D2

excited states; ∆′
02 ≪ ∆hf and can sometimes be considered as “zero”.

Figure 6.3: Schema of bichromatic state-dependent disordered potential for attractive case. The principal
laser (called P−laser, shown in green) is red-detuned with respect to the F = 2 → F ′ transitions; ∆p < 0.
The compensation laser (called C−laser, shown in orange) is blue detuned with respect to F = 1 → F ′

transitions, ∆c > 0, such that the resulting optical potential of the state |1〉 vanishes. The figure on the right
shows the contribution of each laser to optical potential of the states |1〉 and |2〉. The powers of the lasers are
chosen such that the potential of the state |1〉 vanishes while the potential of the state |2〉 is strictly negative.

Let us also treat the attractive case, depicted in Fig. 6.3. The P−laser is red-detuned with

respect to the F = 2 → F ′ transitions, creating an attractive potential for both states |2〉 and |1〉.
For state |1〉, the C−laser must have ∆c > 0 in order to compensate the attractive potential induced

by the P−laser. Thus, the C−laser must be blue-detuned with respect to F = 1 → F ′ transitions;

∆c > 0. For the state |2〉, the potential created by the C−laser on state |2〉 is strictly weaker

than the one created by the P−laser, resulting in net attractive potential. Hence, we consider the

following range of detunings ∆p and ∆c:

∆p < −∆′
13 and ∆c > 0 (attractive disorder) , (6.3)

where ∆′
13 = 2π × 423.6 MHz is the hyperfine splitting between levels F ′ = 1 and F ′ = 3 of the D2

excited states; ∆′
13 ≪ ∆hf and can sometimes be considered as “zero”. However, we shall see in the

next subsection that for ∆c � ∆hf, the improvement of the atomic lifetime is marginal, such that

the effective range for ∆c becomes 0 < ∆c � ∆hf.

6.1.2 Estimation of atomic lifetime in the disorder

We aim to estimate the lifetime of the atom in the disorder, especially in the state |2〉, for a given

disorder amplitude VR. The atomic lifetimes in the states |1〉 and |2〉, noted τ1 and τ2 respectively,

follow

τ1 = Γ−1
1 , and τ2 = Γ−1

2 , (6.4)
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where Γ1 and Γ2 are the dissipation rate of the states |1〉 and |2〉 respectively. The disorder amplitude

VR is given by the average potential of the state |2〉. With vanishing potential for the state |1〉, we

obtain the following conditions:

V 1 = V p,1 + V c,1 = 0,

V 2 = V p,2 + V c,2 = VR,
(6.5)

where V p,1 and V p,2 are the average potentials created by the P−laser on the states |1〉 and |2〉
respectively, and V c,1 and V c,2 are the average potentials created by the C−laser on the states |1〉
and |2〉 respectively (see Figs. 6.2 and 6.3).

Let us consider that P−laser and C−laser have same beam waist, wd. By applying Eqs. 3.14

and 4.36, the potentials V p,1 and V p,2 are shown proportional to the power of the P−laser, Pp, as

follows:

V p,1 = −Re [αp,1]

ε0c

Pp

πw2
d

,

V p,2 = −Re [αp,2]

ε0c

Pp

πw2
d

,

(6.6)

where αp,1 and αp,2 are the atomic polarizability induced by the principal laser of the states |1〉
and |2〉 respectively. Similarly, the potentials V c,1 and V c,2 are proportional to Pc, the power of the

C−laser, according to

V c,1 = −Re [αc,1]

ε0c

Pc

πw2
d

,

V c,2 = −Re [αc,2]

ε0c

Pc

πw2
d

,

(6.7)

where αc,1 and αc,2, are the atomic polarizability induced by the compensation laser of the states

|1〉 and |2〉 respectively. From Eqs. 6.5, 6.6, and 6.7, we deduce the followings

Pp =
ε0cπw

2
dVR Re [αc,1]

Re [αc,2] Re [αp,1] − Re [αc,1] Re [αp,2]
,

Pc = − ε0cπw
2
dVR Re [αp,1]

Re [αc,2] Re [αp,1] − Re [αc,1] Re [αp,2]
.

(6.8)

For numerical calculation, we use the waist wd = 1.4 mm in accordance with the experimental value

mentioned in subsection 4.2.2.

Numerical evaluations of the laser powers, Pp and Pc, and also the atomic lifetimes, τ1 and τ2,

require the calculations of αp,1, αp,2, αc,1, and αc,2. Such calculations are already presented in

subsection 4.3.1; we keep the same notation. Let us also consider that P−laser and C−laser have

same polarization ǫ. Let ω2 be the frequency associated with the F = 2 → F ′ = 3 transition. The
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frequency of the P−laser becomes ω2 + ∆p. αp,1 and αp,2 are given by

αp,1 = α|1〉 (ω2 + ∆p, ǫ) ,

αp,2 = α|2〉 (ω2 + ∆p, ǫ) .
(6.9)

Similarly for the C−laser, let ω1 be the frequency associated with the imaginary F = 1 → F ′ = 3

transition. The frequency of the C−laser becomes ω1 + ∆c. Hence, αc,1 and αc,2 are given by

αc,1 = α|1〉 (ω1 + ∆c, ǫ) ,

αc,2 = α|2〉 (ω1 + ∆c, ǫ) .
(6.10)

In the following subsection, the numerical results are presented for π−polarization.

The dissipations Γ1 and Γ2 result essentially from the mechanism of spontaneous emission. In

case of single laser, the dissipation rate (in s−1) is related to the atomic polarizability α, the power,

P , and the beam waist, wd, according to

Γ =
2Im [α]

~ε0c

P

πw2
d

. (6.11)

With similar relation, we can deduce Γ1 and Γ2. The total dissipation rate of the state |1〉, Γ1, is a

sum of contributions from the P−laser and the C−laser, yielding

Γ1 =
2Im [αp,1]

~ε0c

Pp

πw2
d

+
2Im [αc,1]

~ε0c

Pc

πw2
d

. (6.12)

Similarly, the total dissipation rate of the state |2〉 yields

Γ2 =
2Im [αp,2]

~ε0c

Pp

πw2
d

+
2Im [αc,2]

~ε0c

Pc

πw2
d

. (6.13)

Since Pp and Pc are proportional to VR, the dissipation rates Γ1 and Γ2 are also proportional to

VR. However, we can show that Γ1 and Γ2 are independent of the waist wd.

6.1.3 Results

We present numerical results for VR/h = ±4 kHz, which also correspond to the strongest disorder

amplitudes of the measured spectral functions (see Chap. 5). Besides, we recall wd = 1.38 mm.

Results for arbitrary VR and wd can be easily obtained since Pp, Pc ∝ w2
dVR and τ1, τ2 ∝ V −1

R .

We recall that the main objective of the following numerical work is to improve the atomic

lifetime τ2. It was only 0.5 ms for VR/h = ±4 kHz when considering the single laser speckle. While

the atomic lifetime in the state |2〉 must be as long as possible, the lifetime in the state |1〉 must be

long enough to allow the radio-frequency transfer. For VR/h = ±4 kHz, we require τ1 > 10 ms; see
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subsection 3.3.1.

In this subsection, we present the numerical results for both repulsive and attractive cases. The

repulsive case has particular importance because all experiments related to Anderson localization

so far are carried out with repulsive disordered potential. For convenience purposes, several key

results are presented in Tab. 6.1.

Repulsive case

Fig. 6.4 shows the main numerical results for the repulsive case. The schema is recalled in

the first row, which shows the detunings ∆p and ∆c associated with the P−laser and the C−laser

respectively. Atomic lifetimes τ1 of the state |1〉 and τ2 of the state |2〉 are shown in the second

row (τ1 on the left and τ2 on the right). The powers Pp of the P−laser and Pc of the C−laser are

shown in the third row. The calculations of these quantities are presented for range of detunings

∆p/2π ∈ [6.9 GHz, 100 GHz] and |∆c|/2π ∈ [0.5 GHz, 6.8 GHz]; ∆c < 0. For facilitating further

discussion, we also represent the condition τ1 = 10 ms with dark red line in all colormaps.

The atomic lifetimes τ1 and τ2 are shown in logarithmic color scale. Both τ1 and τ2 vary more

remarkably with ∆c than with ∆p. The lifetime τ1 becomes shorter as ∆c approaches zero, i.e.

C−laser approaches resonance with respect to the state |1〉. Condition τ1 > 10 ms requires detuning

|∆c| larger than 2π × 1.6 GHz (see the τ1 = 10 ms line at ∆p/2π = 100 GHz). Unfortunately, the

lifetime τ2 has negative relationship with the lifetime τ1. τ2 increases as |∆c| → 0 and it decreases

as |∆c| approaches ∆hf. When |∆c| → ∆hf, the C−laser is almost resonance to the |2〉’s transitions.

For ∆p/2π = 100 GHz, τ1 = 10 ms is found at |∆c|/2π = 1.62 GHz. At these detunings, we obtain

τ2 = 149 ms (see Tab. 6.1).

The powers Pp and Pc are shown in linear color scale, in unit of mW. Compared with the colormap

of the lifetimes, we can remark stronger variations with ∆p. The power Pp of the P−laser increases

with ∆p. From the bar legend, the power Pp is considerably larger than power Pc. This is because

we consider a much larger range of the detuning ∆p compared with ∆c. For ∆p/2π = 100 GHz and

∆c/2π = −1.62 GHz, we obtain Pp = 5.16 mW and Pc = 69.6 µW (see Tab. 6.1).

It would be interesting to understand the contribution of each laser to the resultant potentials.

For state |2〉, contributions of the P−laser and the C−laser add up. For aforementioned detunings,

∆p/2π = 100 GHz and ∆c/2π = −1.62 GHz, we obtain V p,2/h = 3.19 kHz and V c,2/h = 0.81 kHz

respectively. Besides, we obtain V p,1 = 3.41 kHz; V c,1 = −V p,1. It can be shown that the ratio

V p,2/VR is independent of VR and wd, so does the ratio V p,1/VR. Within the range of detunings

considered for the repulsive case, the ratio V p,2/VR should lie between zero and one. Fig. 6.5 depicts

the numerical results of the ratios V p,1/VR (on the left) and V p,2/VR (on the right) for range of

detunings similar to that presented in Fig. 6.4. Both V p,1/VR and V p,2/VR are shown in linear color

scale. For V p,1/VR, it approaches zero for |∆c| → ∆hf and it is about one around the τ1 = 10 ms
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Figure 6.4: Numerical results for repulsive case; VR/h = 4 kHz. First row: schema taken from Fig.
6.2. Second row: Atomic lifetimes in the states |1〉 (Left) and |2〉 (Right), shown in logarithmic color scale.
The empty area on the left corresponds to τ1 ≤ 0.1 ms; on the right, τ2 ≤ 0.5 ms. Third row: The required
power for the principal laser (Pp, left) and the compensation laser (Pc, right). The detunings ∆p and |∆c|
(∆c < 0) are shown in horizontal and vertical axes respectively. Dark red line corresponds to situation where
τ1 = 10 ms.
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Figure 6.5: Optical potentials induced by the P−laser for repulsive case. (Left) The ratio V p,1/VR

between the potential created on the state |1〉 and the disorder amplitude VR. The empty area corresponds
to V p,1/VR > 2. (Right) The ratio V p,2/VR between the potential created on the state |2〉 and the disorder
amplitude VR. Both V p,1/VR and V p,2/VR are presented for detunings ∆p and ∆c similar to those shown in
Fig. 6.4. Dark red line corresponds to τ1 = 10 ms.

line. For V p,2/VR, it is about 0.8 around the τ1 = 10 ms line at relatively high ∆p (∆p ≫ ∆hf). We

can see that V p,2/VR approaches one as ∆c approaches resonances with the |1〉’s transitions and

V p,2/VR approaches zero as ∆c approaches resonances with the |2〉’s transitions.

For the atomic lifetimes in both states |1〉 and |2〉, we do not observe much improvement for

∆p ≫ ∆hf. At the same time, we expect the dissipation rates induced by the principal laser should

diminish at high ∆p. Thus, it would be interesting to evaluate the contribution of each laser to

the total dissipation. For this, we are interested in the calculation of the ratio Γp,2/Γ2, where

Γp,2 =
2Im[αp,2]

~ε0c
Pp

πw2
0

is the dissipation rate due to the principal laser on the state |2〉. The ratio

Γp,2/Γ2 is shown in Fig. 6.6. It can be easily shown that the ratio Γp,2/Γ2 is independent of the

parameters VR and wd. As shown in the figure, the contribution of the principal laser decreases as

∆p increases. The ratio Γp,2/Γ2 typically below 0.17 for range of detunings where τ1 > 10 ms such

as |∆c| > 1.7 GHz at ∆p ≫ ∆hf. We can see that the dissipation Γ2 is mainly contributed by the

C−laser.

For convenience purposes, key numerical results related to the repulsive case are presented in

the third column in Tab. 6.1.
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Figure 6.6: Ratio Γp,2/Γ2 for repulsive case. The ratio between the dissipation rate of the state |2〉 due
to the principal laser, Γp,2, and the total dissipation rate Γ2. Ratio Γp,2/Γ2 is presented for detunings ∆p

and ∆c similar to those shown in Fig. 6.4. Dark red line corresponds to τ1 = 10 ms.

Attractive case

Fig. 6.7 shows the main numerical results for the attractive case. The schema is recalled in

the first row, which shows the detunings ∆p and ∆c associated with the P−laser and the C−laser

respectively. Atomic lifetimes τ1 of the state |1〉 and τ2 of the state |2〉 are shown in the second

row (τ1 on the left and τ2 on the right). The powers Pp of the P−laser and Pc of the C−laser are

shown in the third row. The calculations of these quantities are presented for range of detunings

|∆p|/2π ∈ [0.5 GHz, 100 GHz] and ∆c/2π ∈ [0.5 GHz, 10 GHz]; ∆p < 0. For facilitating further

discussion, we also represent the condition τ1 = 10 ms with dark red line in all colormaps.

The atomic lifetimes τ1 and τ2 are shown in logarithmic color scale. Similar to the results of

the repulsive case, we remark negative relationship between τ1 and τ2. As ∆p approaches zero, τ1

increases and τ2 decreases; P−laser approaches the |2〉’s transitions. The opposite situations happen

when ∆c approaches zero, τ1 decreases and τ2 increases; C−laser approaches the |1〉’s transitions.

One non-trivial remark, τ2 decreases as ∆c increases. Hence, strategy of increasing detuning to lower

the dissipation rate does not always work. At high |∆p| (|∆p| ≫ ∆hf), condition τ1 > 10 ms requires

∆c/2π > 1.354 GHz. (see the τ1 = 10 ms line at |∆p|/2π = 100 GHz). For |∆p|/2π = 100 GHz and

∆c/2π = 1.354 GHz, we find τ1 = 10 ms and τ2 = 165 ms (see Tab. 6.1).

The powers Pp and Pc are shown in linear color scale, in unit of mW. Compared with the colormap
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Figure 6.7: Numerical results for attractive case; VR/h = −4 kHz. First row: schema taken from
Fig. 6.3. Second row: Atomic lifetimes in the states |1〉 (τ1, left) and |2〉 (τ2, right), shown in logarithmic
color scale. The empty area on the left corresponds to τ1 > 0.3 s; on the right, τ2 < 7.5 ms. Third row:
The required power for the principal laser (Pp, left) and the compensation laser (Pc, right). The detunings
|∆p| (∆p < 0) and ∆c are shown in horizontal and vertical axes respectively. Dark red line corresponds to
situation where τ1 = 10 ms.
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of the lifetimes, Pp and Pc show a rather positive relationship. Both of them increases with |∆p|
and ∆c. As the P−laser approaches the |2〉’s transitions, i.e. |∆p| approaches zero, both Pp and

Pc decrease to near zero value. As the C−laser approaches the |1〉’s transitions, i.e. ∆c approaches

zero, both Pp and Pc decrease; Pc decreases to near zero value. These tendencies are rather obvious.

The higher the detuning |∆p|, the higher the power Pp is required to create potential of around

VR. The higher the detuning ∆c, the higher the power Pc is required to compensate the potential

created by the P−laser. For |∆p|/2π = 100 GHz and ∆c/2π = 1.354 GHz, we obtain Pp = 8.14

mW and Pc = 130 µW (see Tab. 6.1).

Figure 6.8: Optical potentials induced by the P−laser for attractive case. (Left) The ratio V p,1/VR

between the potential created on the state |1〉 and the disorder amplitude VR. (Right) The ratio V p,2/VR

between the potential created on the state |2〉 and the disorder amplitude VR. Both V p,1/VR and V p,2/VR

are presented for detunings ∆p and ∆c similar to those shown in Fig. 6.7. Dark red line corresponds to
τ1 = 10 ms.

Similar to the repulsive case, we evaluate the contribution of the P−laser to the resultant po-

tentials, i.e. to evaluate the ratios V p,1/VR and V p,2/VR. Contrary to the repulsive case, V p,2

and V c,2 have opposite signs (see the schema in Fig. 6.3 or 6.7). As a result, we expect the ratio

V p,2/VR to be greater than one. Besides V p,2/VR > V p,1/VR since the P−laser is closer to the |2〉’s
transitions than to the |1〉’s transitions. For aforementioned detunings, |∆p|/2π = 100 GHz and

∆c/2π = 1.354 GHz, we find V p,2/VR = 1.242 and V p,1/VR = 1.166 (see Tab. 6.1). The colormaps

of the ratios V p,1/VR and V p,2/VR are presented in Fig. 6.8. Both ratios increase with |∆p| and

with ∆c.

Similar to the repulsive case, we can evaluate the contribution of the P−laser to the dissipation
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Figure 6.9: Ratio Γp,2/Γ2 for attractive case. The ratio between the dissipation rate of the state |2〉 due
to the principal laser, Γp,2, and the total dissipation rate Γ2. The empty area corresponds to Γp,2/Γ2 > 0.9.
Ratio Γp,2/Γ2 is presented for detunings ∆p and ∆c similar to those shown in Fig. 6.7. Dark red line
corresponds to τ1 = 10 ms.

rate of the state |2〉, i.e. the ratio Γp,2/Γ2. The ratio is expected to decrease as |∆p| increases and it is

expected to be close to one as |∆p| approaches the |2〉’s transitions. The colormap of the ratio Γp,2/Γ2

is presented in Fig. 6.9. We can see the variation with |∆p| confirms our predictions. We can also see

that the Γp,2/Γ2 decreases as ∆c increases. For aforementioned detunings, |∆p|/2π = 100 GHz and

∆c/2π = 1.354 GHz, we find Γp,2/Γ2 = 0.30 (see Tab. 6.1). This also suggests that the dissipation

rate of the state |2〉 is dominated by the contribution of the C−laser.

For convenience purposes, key numerical results related to the attractive case are presented in

the second column in Tab. 6.1.

Concluding remarks

We have summarized several key values for both attractive and repulsive cases in Tab. 6.1.

In general, the results are well understood. There is no peculiar value except around resonant

conditions. In addition, we have also found that the laser powers required are reasonable and that

none of the laser contribution is negligible. As we shall see in section 6.2, a new limitation arises from

the fluctuation of the potential in the state |1〉, which is proportional to V p,1. Let us assume certain

coefficient of 0.01 and consider the highest disorder amplitude (|VR|/h = 4 kHz). For resultant
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fluctuation limited to 40 Hz, i.e. 0.01 ·
∣

∣

∣V p,1/h
∣

∣

∣ . 40 Hz, we would require V p,1/VR . 1. For results

shown in the table, this condition is more or less satisfied.

Attractive case Repulsive case

Fixed conditions:
Disorder amplitude VR −h× 4 kHz h× 4 kHz
Lifetime in the state |1〉 (τ1) 10 ms 10 ms
Detuning ∆p −2π × 100 GHz 2π × 100 GHz

Detuning ∆c 2π × 1.354 GHz −2π × 1.622 GHz

Lifetime in the state |2〉 (τ2) 165 ms 149 ms

Power of the principal laser (Pp) 8.14 mW 5.16 mW

Power of the compensation laser (Pc) 130.2 µW 69.6 µW

Ratio V p,1/VR 1.166 0.853

Ratio V p,2/VR 1.242 0.797

Ratio Γp,2/Γ2 0.299 0.171

Optimized lifetime (τ ′
2) 0.68 s 0.69 s

Table 6.1: Summary of important numerical values for both attractive and repulsive cases mentioned in the

text. The optimized lifetime follows τ ′
2 = τ2 · V p,2/VR

Γp,2/Γ2
; see the scheme presented in Fig. 6.10.

We have evaluated the atomic lifetimes in the disorder associated with the states |1〉 and |2〉,
noted τ1 and τ2 respectively. From the numerical results, it is not a straightforward matter to

decide the best parameters of the laser detunings. For both repulsive and attractive cases, we

have remarked certain negative relationship between τ1 and τ2. With conditions |VR|/h = 4 kHz,

τ1 = 10 ms, and |∆p|/2π = 100 GHz, we have the lifetime τ2 of around 0.15 s (see Tab. 6.1).

Compared with one-laser configuration presented in Chap. 4, this constitutes improvement by

three orders of magnitude.

Besides, we have remarked that the lifetime τ2 does not improve much for high |∆p|; we might

expect τ2 would increase linearly with |∆p| when |∆p| ≫ ∆hf. From numerical results of the ratio

Γp,2/Γ2, we can see that the dissipation is largely contributed by the compensation laser. For both

repulsive and attractive cases, the optimum condition is surprisingly found for |∆c| . ∆hf. This

does not leave much room for optimization with respect to the parameter ∆c. As a result, it is

difficult to minimize the dissipation due to the C−laser.

6.1.4 Improving further atomic lifetime in the disorder

Would it be impossible to improve further the atomic lifetime? The answer turns out to be no!

Once some atoms are transferred into the state |2〉, the atoms left in the state |1〉 become irrelevant

and the condition of vanishing potential for the state |1〉 is no longer necessary. After the transfer,

the atomic lifetime in the state |2〉 can still be optimized. However, the disorder amplitude VR must

be kept constant.

118



CHAPTER 6. BICHROMATIC STATE-DEPENDENT SPECKLE DISORDER

 

Figure 6.10: Scheme of optimization of lifetime in the disorder by ramping the laser power; example is given
for repulsive disorder. (a) Effect of the ramp of the laser powers on the optical potentials. (b) The ramp of
the laser powers. (c) The optical potentials induced by each laser on the state |2〉.

In practice, it is much more convenient to tune the laser powers Pp and Pc than the laser

detunings. In addition, the optical potentials have linear dependence on the laser powers. Thus,

we only consider solutions by ramping the laser powers. From the numerical results of the ratio

Γp,2/Γ2, we have remarked dominant contribution of the compensation laser to the dissipation rate

Γ2. As a solution, we ramp down the power of the compensation laser to zero. At the same time,

the power of the principal laser is ramped to maintain the disorder amplitude VR. The scheme

for the repulsive case is depicted in Fig. 6.10. After the rf transfer sequence during time interval

[0, t0], we apply linear ramp to both principal laser and compensation laser for a duration tramp.

While the power Pc is ramped to zero, the power Pp is ramped to P
′

p; the prime symbol denotes the

corresponding values after the ramps. The power P ′
p corresponds to average potential V

′
p,2 = VR.

The power P ′
p can be deduced based on the value V p,2/VR shown in Fig. 6.5 for the repulsive

case (or Fig. 6.8 for the attractive case). After the ramps, V
′
c,2 = 0 and V

′
p,2 = VR. Hence

P ′
p = Pp × VR/V p,2. For aforementioned detunings of the repulsive case, ∆p/2π = 100 GHz and

∆c/2π = −1.62 GHz, we obtain P ′
p = 6.47 mW (for the attractive case with ∆p/2π = −100 GHz

and ∆c/2π = 1.354 GHz, P ′
p = 9.54 mW). The improved lifetime in the disorder, τ ′

2, can be deduced

based on the ratio Γp,2/Γ2 presented in Fig. 6.6 (or Fig. 6.9 for the attractive case). It follows

τ ′
2 = 1/Γ′

p,2 = 1/Γp,2 × V p,2/VR, and thus τ ′
2 = τ2 · (Γp,2/Γ2)−1 × V p,2/VR. For aforementioned

detunings of the repulsive case, we find τ ′
2 = 0.69 s (for the attractive case, τ ′

2 = 0.68 s); see Tab.

6.1. Even though it is desirable to increase further the lifetime, for weaker disorder amplitude,

for instance VR/h = 400 Hz, the evaluated lifetime becomes longer than 6 s. For most disorder

amplitudes associated with the previously measured spectral functions, the lifetime in the disorder

is beyond one second!
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Since we consider |∆p| ≫ ∆hf, it is not hard to show that τ ′
2 ∝ |∆p|/VR. It seems that the

lifetime τ ′
2 can be made even longer. However, increasing |∆p| would also increase the wavelength

difference between the two lasers, δλ/λ ∼ |∆p|/ωD2. This leads to another question: how large

wavelength difference can be? It turns out, we need to consider the fluctuation of the potential in

the state |1〉 resulting from the wavelength difference and this is discussed in the next section.

6.2 Bichromatic speckle disorder

The numerical results presented in previous section have assumed that the two lasers have

identical speckle patterns. In this section, we attempt to examine the validity of such assumption. In

subsection 4.1.2, we have identified several pertinent properties of speckle pattern3, the speckle waist

and the correlation lengths. The speckle waist is shown to be independent of the wavelength. Hence,

the envelope of the intensity pattern is identical for both laser speckles. This has already been taken

into account for the calculations presented in previous section. However, the correlation lengths, i.e.

the speckle grain, are linearly proportional to the wavelength. More generally, the speckle pattern

results from wave interference mechanism, resulting in the dependence on the wavelength.

In this section, we focus on the residual disordered potential in the state |1〉. For this, we

generalize the condition of vanishing potential, V p,1 + V c,1 = 0, to V1(r) = Vp,1(r) + Vc,1(r) with

V1(r) = 0. This problem is equivalent to evaluating the difference of two speckle intensity patterns.

Hence, we further simplify the problem by replacing the potentials Vp,1(r) and Vc,1(r) with intensities

Ip(r) and −Ic(r) such that

V1(r) ∝ Ip(r) − Ic(r). (6.14)

Intensities Ip(r) and Ic(r) can be considered as speckle patterns with difference only in their wave-

length, λp and λc respectively. In particular, we are interested in the numerical result based on

parameters presented in previous section; frequency difference of around 100 GHz at wavelength

λ = 780.24 nm corresponds to δλ = |λp − λc| = 0.2 nm.

Estimation of the residual potential

We estimate the amplitude of the residual potential by evaluating the variance associated with

the quantity II(r) = Ip(r) − Ic(r). Furthermore, we introduce Ip(r) = Ip(r) + δIp(r) and Ic(r) =

Ic(r) + δIc(r). Let us consider Ip(r) = Ic(r) = I0(r) and thus II(r) = 0. Because of the speckle

statistics, we have σ2
I,p(r) = σ2

I,c(r) = I2
0 (r), where σ2

I,p(r) = δI2
p (r) and σ2

I,c(r) = δI2
c (r) . The

3The waist follows wd = f · θdiff. The correlation lengths in transverse and longitudinal directions follow σ‖ ∼
2λ/(πNA2) and σ⊥ ∼ λ/(2NA).
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variance σ2
I ≡ (δIp(r) − δIc(r))2 can be normalized as follows

σ2
I (r, λp, λc)

I2
0 (r)

= 2 (1 − R(r)) , (6.15)

where R(r) is a dimensionless correlation function, which follows

R(r) ≡ δIp(r)δIc(r)/I2
0 (r). (6.16)

The function R(r) has value between zero and one, from which we can conveniently quantify the

degree of correlation between the two speckle patterns.

The case R = 1 corresponds to the optimal correlation. The random variables Ip(r) and

Ic(r) have linear relationship. This would describe exactly identical speckle patterns such that

σ2
I (r, λp, λc) = (σI,p(r) − σI,c(r))2 = 0, which is the ideal situation considered in section 6.1. How-

ever, this would be possible only if λp = λc.

Case R = 0 can be associated to the incoherent limit. This would describe two completely

independent speckle generations. In this case, the random variables Ip(r) and Ic(r) become inde-

pendent. The constant term in Eq. 6.15 can then be called the “incoherent” term, which is equal

to two.

The correlation function R(r) can be expressed as certain correlation between the electric fields

of the two laser speckles. By applying the Wick’s theorem4, we deduce

δIp(r)δIc(r) =
∣

∣

∣Ep(r)E∗
c (r)

∣

∣

∣

2
. (6.17)

The correlation function R(r) can be determined from the following correlation function

cE (r, λp, λc) ≡ Ep(r)E∗
c (r). (6.18)

The electric field Ep(r) and Ec(r) are obtained from the expression E(r) used in Eq. 4.2 by

replacing the wavelength λ by λp and λc respectively. The electric field follows

E(r) ∝ TF
[

P (R)eiφλ(R)
]

(r/λf) (6.19)

with φλ(R) = 2π(n − 1)l(R)/λ. Intuitively, the speckle decorrelation should result from the de-

pendence of φλ(R) on λ. With rms thickness of σl, we can identify a characteristic dephasing

δφ = 2π(n − 1)σl/lc with lc = λpλc/ |λp − λc| the coherence length5. Similar to the calculation of

4Ip(r)Ic(r) = Ep(r)E∗
p(r)Ec(r)E∗

c (r) = Ep(r)E∗
p(r).Ec(r)E∗

c (r) +
∣

∣Ep(r)E∗
c (r)

∣

∣

2
.

The correlation function Ep(r)E∗
c (r) is similar to the expression E(r)E∗(r + ∆r)

∣

∣

∆r=0
discussed in subsection

4.1.2.
5We see lc ≈ λ2/δλ ≈ N λ, where N = λ/δλ becomes the effective finesse.
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the average transmission, we would expect coefficient R to follows R ∼ exp(−δφ2/2).

Besides, for speckle grain of size σ ∼ λ/(2NA) linearly proportional to λ, mismatch between two

speckle patterns becomes significant after N = λ/δλ grains. This leads to typical characteristic

length for decorrelation, L = Nσ, or

L ∼ lc/(2NA). (6.20)

More formally, the correlation function cE (r, r′, λp, λc) can be expressed as follows

cE (r, λp, λc) ∝
∫

dRdR′ P (R)P ∗(R′)tp(R)t∗c(R′) exp

(

i
2π

f
r ·
(

R

λp
− R′

λc

))

, (6.21)

where tp(R) = exp
(

iφλp(R)
)

and tc(R
′) = exp (iφλc(R′)). By applying similar derivation pre-

sented in subsection 4.1.1, the correlation function tp(R)t∗c(R′) is given by

tp(R)t∗c(R′) = exp
(

−δφ2/2
)

exp
(

−σφ,pσφ,c

(

1 − l(R)l(R′)/σ2
l

))

, (6.22)

where σφ,p = 2π(n−1)σl/λp and σφ,c = 2π(n−1)σl/λc; δφ = |σφ,p − σφ,c|. Furthermore, by applying

the approximation l(R)l(R′)
σ2

l
≈ 1 − |R−R′|2

2r2
l

, we obtain

tp(R)t∗c(R′) = exp
(

−δφ2/2
)

exp

(

−π2θ2
diff

2

|R − R′|2
λpλc

)

, (6.23)

which shows two exponential terms. The first term, exp
(−δφ2/2

)

, is associated with the dephasing

due to the propagation through the diffusive plate. From the second term, we realize
√

λpλc/θdiff ∼
rdiff which is the effective size of the scatterers. We can see that the length rdiff is much smaller

than the size of the aperture. The second term can be approached with a Dirac delta distribution.

This leads to

cE (r, λp, λc) ∝ exp

(

−δφ2

2

)

· TF
[

|P (R0)|2
]

(κ1), (6.24)

where κ1 = r
flc

becomes a scaling factor.

From the expression of cE (r, λp, λc), we can deduce the dimensionless correlation function

R(r) ≡ δIp(r)δIc(r)/I2
0 (r) which is given by

R(r) =
|cE (r, λp, λc)|2

I2
0 (r)

,

= exp
(

−δφ2
)

· |F (r)|2 ,
(6.25)

where F (r) = TF
[

|P (R0)|2
]

(κ1)/TF
[

|P (R0)|2
]

(0); F (0) = 1 corresponds to the maxima of the
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function. The term TF
[

|P (R0)|2
]

(κ1) is analogous to the term TF
[

|P (R0)|2
] (

∆r
λf

)

in subsection

4.1.2 from which we have derived the size of the speckle grain. Here, the conjugate variable, i.e. the

scaling factor, gives the characteristic length L = lcf/D = lc/(2NA) that is foreseen in Eq. 6.20.

Furthermore the term exp
(−δφ2

)

results in the maximum of the correlation R(r) at r = 0, which

is strictly less than one. The maxima of R(r) at r = 0 also corresponds to the minima of
σ2

1(r,λp,λc)

I2
0 (r)

at r = 0, which is given by

σ2
1(r = 0, λp, λc)

I2
0 (r = 0)

= 2
(

1 − exp
(

−δφ2
))

. (6.26)

Figure 6.11: The normalized variance σ2
I/I

2
0 = 2(1−R) (see Eq. 6.15) calculated for δλ/λ = 1/100, obtained

after averaging procedure. See App. C for details on the calculation.

Fig. 6.11 depicts the numerically calculated σ2
I/I

2
0 . It is obtained from the square of the sub-

traction between two speckle patterns. The shown plot corresponds to δλ/λ = 1/100. The plot

confirms the dependence 2(1 − R(r)). At extremities, the two speckle patterns become completely

uncorrelated (R = 0), resulting in σ2
I/I

2
0 = 2. Around the center, R is at maximum and thus σ2

I/I
2
0

is at its minimum. We can see that the shape of the dip is approximately an inverted squared sinus

cardinal function associated with the Fourier transform of a square function. The width can then

be associated with the characteristic length L = lcf/D, where D is the width of the aperture.

From the quantity σ2
I/I

2
0 , we can estimate the minimum fluctuation of the disordered potential

at the state |1〉, noted σV . By assuming that the atomic cloud is around the center of the speckle
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fields, we have
∣

∣

∣σV /V p,1

∣

∣

∣ =
√

σ2
I/I

2
0 , and thus

∣

∣

∣σV /V p,1

∣

∣

∣ =
√

2 (1 − R(r = 0)),

=
√

2 (1 − exp (−δφ2)).
(6.27)

This relation shows a unique dependence on δφ which is approximately proportional to the difference

in the wavelength; we can show that δφ ∝ |λp − λc|. Under approximation δφ ≪ 1, we deduce

σV ≈
√

2 ·
∣

∣

∣V p,1

∣

∣

∣ · δφ (6.28)

From this relation, in order to have reasonably small fluctuation σV , the wavelength difference must

not be too large. At the same time, keeping σV below certain value results in constraint for V p,1

and thus VR.

Experimentally realistic numerical results

In section, 6.1, we have considered frequency difference of around |∆p|/2π = 100 GHz, which

corresponds to δλ = 0.2 nm or Nλ/δλ ≈ 3900. The coherence length lc = Nλ is 3 mm. With

ON ≈ 0.5, we have the characteristic length6 L = lc/(2ON) of 3 mm. This value is relatively large

compared to the speckle field extension. As a result, we can neglect the spatial variation of the

fluctuation, i.e. the factor F (r) in R(r). Hence, the fluctuation associated with the state |1〉 is

effectively given by σV .

For the estimation of the residual potential, we have typical values n ≈ 1.5, σl ≈ 10 µm, and

thus δφ ≈ 0.01; condition 2π(n− 1)σl/lc ≪ 1 holds. For σV limited to h× 40 Hz, typical energy of

the chemical potential of the BEC, we can see that
∣

∣

∣V p,1

∣

∣

∣ must be less than h× 2.8 kHz.

We have presented the calculation of V p,1 (see Fig. 6.5 for the repulsive case and in Fig.

6.8 for the attractive case). In particular, for the repulsive case with ∆p/2π = 100 GHz and

∆c/2π = −1.62 GHz, we find V p,1/VR = 0.85 and σV = 0.012VR (see Tab. 6.1). For VR/h = 4 kHz,

we have σV /h = 48 Hz. For the attractive case with ∆p/2π = −100 GHz and ∆c/2π = 1.354 GHz,

we find V p,1/VR = 1.166 and σV = 0.016|VR| (see Tab. 6.1). For VR/h = −4 kHz, we have

σV /h = 66 Hz. Hence, for |VR| /h = 4 kHz, we find the residual potential is about the same

order of magnitude as the chemical potential. |VR| /h = 4 kHz becomes typical limit for applicable

disorder amplitude.

6We have L which is the same order of magnitude as the speckle waist wd. In this case, the approximation we have
applied to Eq. 6.23 does not hold. However this will only result in additional term exp

(

−4r2/w′2
)

to the correlation
function R(r) (see Eq. 6.25), with w′ ≈ wd; see App. B.2 for complete derivation.
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6.3 Implementations

In this section, we present the preliminary implementation of the bichromatic speckle disorder.

It constitutes an upgrade with respect to the implementation presented in section 4.2, where the

experimental set-up was divided into three parts: “Laser source”, “Optical manipulation”, and

“Speckle generation”. Based on our presentation in previous two sections, the set-up “Speckle

generation” would not require any change. However, there are now two laser sources for generating

the speckle field. The set-up “Laser source” must incorporate the two lasers. Besides, we would like

to keep change to the set-up “Optical manipulation” as little as possible.

Figure 6.12: The upgraded set-up “laser source” consists of three set-up: laser source of the principal laser,
laser source of the compensation laser and the source of bichromatic laser beam.

The new “Laser source” must involve combining the two lasers beams before the light enters the

set-up “optical manipulation”. This assures that the two beam will have identical beam character-

istics. Fig. 6.12 depicts the upgraded set-up. It now consists of three separated parts: two set-ups

associated with the principal laser and the compensation laser, and one set-up associated with the

combination of the laser beams (see “Bichromatic laser”).

The set-up “Principal laser” features is slightly modified from the set-up “Laser source” presented

in Fig. 4.3. The principal laser beam is generated by the laser Toptica TA-Pro at wavelength 780.24

nm. The set-up “Compensation laser” is almost similar to “Principal laser”. The principal laser will

be detuned from the F = 2 → F ′ transitions by around 100 GHz, which is equivalent to 0.2 nm. The

frequency of the laser Toptica TA-Pro employed for this is proven to be very stable. In addition, we

can monitor easily the wavelength with a wavelength meter with resolution of a picometer. Hence,
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there would not be any need for servo-loop of frequency locking as shown in Fig. 4.3.

As depicted in Fig. 6.12, the compensation laser beam is generated by the laser Cheetah Sacher

Lasertechnik at 780.24 nm. It is a compact Bragg grating stabilized ridge waveguide laser module

which can produce up to 380 mW of laser power [157]. The compensation laser will be detuned by

around few GHz from the F = 1 → F ′ transitions. The laser frequency must be locked to attain

stability. It can be done conveniently with the frequency locking system previously used for the

laser Toptica TA-Pro.

For each laser, the laser beam is sent to an acousto-optic modulator and the diffracted beam

is sent to the set-up “Bichromatic laser” (see Fig.6.12) using an optical fiber. In the later set-up,

the two beams are combined and sent to set-up “Optical manipulation” through another optical

fiber. The power of each laser is controlled using servo-loop system of laser power previously

presented in section 4.2. This allows independent control of the two laser powers. Both principal

and compensation laser beam coming out of the fiber coupler are split by 70:30 beam splitter (BS).

The reflected beams serve as inputs for the servo-loop systems. The feedback signals are sent to the

acousto-optic modulators in each laser source set-up, AOM 1 for the principal laser and AOM 2

for the compensation laser (see Fig. 6.12). The transmitted beams from the 70:30 beam splitters

are combined using a 50:50 beam splitter. Then, the combined beam pass through a polarizer and

coupled to an optical fiber.

Similar to the set-ups presented in section 4.2, we put mechanical shutter (CC) in front of

each AOM-diffracted beam to achieve excellent extinction ratio for each source of speckle field.

To minimize fluctuations in polarization, we use polarization-maintaining optical fibers for the

transport of the laser beams and polarization beam splitters in front of fiber out-couplers.

Fig. 6.13 depicts the set-ups “Bichromatic laser”, “Optical manipulation”, and “Speckle gener-

ation”. The output beam from “Bichromatic laser” is sent to “Optical manipulation”. While there

is no modification for the “Speckle generation”, several minor changes are made for “optical ma-

nipulation”. As the typical power for the bichromatic laser beam is several mW, the optical density

filter is no longer needed. Furthermore, the reflected beam from the 10:90 beam splitter would no

longer be needed for a servo-loop system. Conversely, it would be difficult to control independently

the laser powers once the two laser beams are combined.

6.4 Conclusions

In this chapter, we have presented the realization of bichromatic state-dependent speckle disorder.

It involves two laser speckles to generate the disorder, that we have called the principal laser and the

compensation laser. We have performed numerical studies to explore the best parameters associated

with the two lasers. In particular, we evaluate the atomic lifetimes in the disorder, in both clock

states |1〉 and |2〉. We have shown that it is possible to achieve atomic lifetime in the state |2〉 of
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Figure 6.13: The set-up of bichromatic laser beam combined the principal and the compensation laser. This
beam is sent to set-up “optical manipulation” and then “speckle optics” which are similar to those discussed
in Chap. 4.

0.68 s for highest disorder amplitude used for the spectral function measurements (VR/h = ±4 kHz);

see Tab. 6.1.

However, a new limitation emerges from an effective residual potential in the state |1〉 due to

mismatch between two speckle patterns at different wavelengths. Moreover, the longer the atomic

lifetime, the larger the wavelength difference, and the stronger the residual potential. Hence, we

need to find a balanced solution. We have evaluated theoretically and numerically the expected

strength of the residual potential. Considering the proposed parameters and numerical results

listed in Tab. 6.1, it is possible to perform experiment with range of disorder amplitude used in

the spectral function measurements with improved atomic lifetime in the disorder by three order

of magnitude7! Lastly, we have also presented the preliminary implementation of the bichromatic

speckle disorder.

7From 0.5 ms for the single laser speckle to 0.68 s for the bichromatic laser speckle. Besides, ratio σV /VR ∼ 0.01
is similar to that in the previous state-dependent disorder scheme.
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Chapter 7

Conclusions and current works

In this manuscript, we have presented our works towards realization of spectroscopic approach

of the Anderson transition. We have developed techniques to control the energy of matter wave

in disordered potentials, which allow scanning through the critical regime of the phase transition

(see Chap. 2). Our techniques involve two distinct spin-states which are introduced in Chap. 3.

Furthermore, we have presented the technique of radio-frequency transfer between the two states

based on mechanism of two-photon transition. In Chap. 4, we have presented the realization of the

disorder by using a single laser speckle. In particular, we have implemented the technique of state-

dependent disordered potential, whereby the disorder is only significant for one of the two involved

spin states. By combining these techniques, we have realized coherent transfer of matter wave

from a disorder-free state into a state with controlled disorder. The corresponding energy in the

disordered potential is tunable with resolution mainly limited by the Fourier transform associated

with the rf transfer.

As a proof-of-principle, we have performed measurements of the spectral functions of matter

wave in disordered potentials (see Chap. 5). The results show excellent agreement with numerical

works carried out by our collaborators (Delande’s group in LKB). This has opened up prospects

for further studies of the Anderson transition. However, current realization of the state-dependent

disorder does not allow long propagation time for the atoms in the disorder. For this, we have

developed state-dependent disordered potential involving two laser speckles. From the numerical

studies related to the lifetime and the residual potential of the disorder-free spin state, we show

improvement of the atomic lifetime in the disorder. With this “upgraded” implementation, we

expect to observe the mobility edge of the Anderson transition.

Spectroscopy of Anderson localization

Based on the research plan presented in Fig. 1.3, the next goal would be the direct measurement

of the mobility edge (see Fig. 7.1(a)). In addition to the transfer procedure as being done for
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Figure 7.1: (a) Spectroscopic approach of Anderson transition; adapted from Fig. 1.3. The achieved energy
resolution with our techniques is typically significantly smaller than the characteristic energies of the system
such as disorder amplitude VR, the correlation energy Eσ = �

2/(mσ2), and the spectral function width.
This would allow direct measurement of the mobility edge (see Ec) with improved precision. (b) Existing
experimental and numerical results on the mobility edge determination, as shown in Fig. 2.8.

the spectral function measurement, we need to observe the expansion of the atomic wave packet

in presence of the disorder. With the new scheme of the state-dependent disorder (see Chap.

6), the propagation time is reasonably long to allow differentiation between the diffusive states

and the localized states. In order to observe the transition between the two phases, we need to

scan the energy of the matter wave, i.e. the detuning δ of the rf transfer. Thanks to the fine

energy resolution of the rf transfer, the transition should be more pronounced compared to earlier

experimental attempts [40–42]. Thus, our method would allow not only direct measurement of

the mobility edge, but also comparison with existing numerical predictions (see Fig. 7.1(b) or

Refs. [43, 107,158]).

Experimentally, it is possible to measure the diffusion rate or the localization length by analyzing

the expansion rate of the atomic cloud. We are interested in the measurements of the diffusion rate

D for energy above the mobility edge and the measurements of the localization length ξ for energy

below the mobility edge. The behaviors of D and ξ around the mobility edge are predicted by the

Eq. 2.10. The dependences of D and ξ on the energy are characterized by the critical exponents s

and ν respectively. Since our experimental method allows controlled and well-defined energy in the

disorder, it would be highly desirable to perform direct measurement of these exponents.

Signatures of Anderson transition in momentum space

As presented in section 5.3, the measurement of the elastic scattering time relies on observing the

evolution of the wave packet in the momentum space. The experimental scheme has also been used

to examine the signature of coherent backscattering (CBS) [44,45,72] (see section 2.2). Indeed, the

scheme can also be applied to study the Anderson transition in momentum space. In recent work

done in Delande’s group, the width of CBS peak also shows signature of Anderson transition [84].
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The width of the CBS peak width is shown to follow

ki∆θCBS(t) ∼

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

1/
√

D(E)t E > Ec,

1/t1/3 E = Ec,

1/ξ(E) E < Ec.

(7.1)

We can gain some intuition on the behavior of ki∆θCBS(t) since the width of the CBS peak is ap-

proximately inversely proportional to the spatial extension of the wave packet; ∆x ∼ (ki∆θCBS)−1.

In experiment, the measured width of CBS peak is affected by certain resolution ∆kres which

depends mainly on the temperature and the imaging resolution. Even though ∆kres in aforemen-

tioned experiments is already very narrow thanks to the delta-kick cooling technique. Observing

signature of Anderson transition from the CBS peak would require smaller ∆kres by around one

order of magnitude. Thus, it would be extremely challenging to observe such signature of phase

transition.

Figure 7.2: Coherent forward scattering (CFS) signatures. (a) CFS manifests as a peak complementary
to the CBS peak in the momentum distribution, which appears at the initial momentum and at longer
time [85]. (b) CFS peak constitutes signature of the Anderson transition [88]. It can be characterized by the
contrast between the CFS peak and the CBS peak, noted as Λ(t). For insulator (localized) phase, Λ(t) → 1
at large t. For metallic (diffusive) phase, Λ(t) → 0 at large t.

Another signature related to the momentum space is the so-called coherent forward scattering

(CFS) [85]. It is characterized by formation of a peak at the initial momentum hki in addition the

CBS peak. Subsequent related works suggest that the CFS peak is also a signature of Anderson

localization [86,87] and Anderson transition [88].

The phase transition can be observed from the contrast between the CFS peak and the CBS
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peak at long time. For diffusive states, the CFS peak vanishes whereas for localized states, the CFS

peak and the CBS peak form twin peaks. The phase transition is characterized with parameter Λ,

defined as the contrast between the CFS peak and the CBS peak. For diffusive states, Λ(t) → 0,

whereas for localized states, Λ(t) → 1.

Experimentally, observing CFS demands several experimental improvements; to reduce the

∆kres. Firstly, the initial velocity distribution must be extremely narrowed. Although it is less

stringent for CFS than for Anderson transition with CBS, we still need to cool the BEC to tens of

picokelvins [159]. Secondly the resolution of the imaging system has to be optimized. In particular,

we foresee implementation of optical tomoghraphic technique by introducing a spatially dependent

condition for the resonant fluorescence imaging. Such technique can be realized using magnetic

gradient [160] or with light-shift tomography [161]. Lastly, having such high-resolution imaging not

only allows studies of localization signatures in momentum spaces, but also allows other possibility

to probe multifractality [162,163].

Localization and diffusion in tailored disorders

(a )1 (a ) (a )2 3(a)
(a )( )( ) (a ) (a ))) ))

((a)

Figure 7.3: (a) Customizing speckle intensity statistics; figures are taken from Ref. [164]. (a1) Usual
Rayleigh speckle pattern and (a2 and a3) some customized speckle patterns with distinct intensity statistics.
(b) The hidden landscape theory. (b1) Measured vs (b2) simulated landscape in a vibrating plate (figures
are taken from Ref. [165]).

Throughout this manuscript, we have considered disordered potentials created using laser speckle.

Such realization features tunable disordered amplitude VR. On the other hand, tuning the corre-

lation energy Eσ is proven more challenging. However, we can have further level of control by

implementing a spatial light modulator (SLM) in place of a diffusive plate to generate the laser

speckle. SLM has opened up prospects to tailor the spatial correlation of the disorder and even its

probability density (see Ref. [164] or Fig. 7.3(a)).

In particular, we are interested in tailoring the disordered potential in order to study the hidden

landscape theory. This recent theoretical approach is developed by Filoche and Mayboroda [166]

with whom we envisage collaboration. They have demonstrated that both Anderson and weak
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localizations originate from the same universal mechanism, acting on any type of vibration, in any

dimension, and for any domain shape. The proposed theory reveals inside any vibrating system a

hidden landscape that divides the original domain into several weakly coupled vibrating subregions.

The hidden landscape then allows predictions of both the regions of localization of eigenfunctions and

the corresponding eigenvalues with remarkable accuracy (see Fig. 7.3(b)). The hidden landscape

theory offers a possibility to speed up considerably the calculations [167]. It also opens the prospect

to solve the inverse problem, i.e. to “engineer” specifically the disordered potential in order to

obtain the desired localization properties for a given application.

Within the hidden landscape theoretical framework, the localization properties can be inter-

preted as a “classical” percolation problem in an effective potential (which is directly related to the

landscape). We are interested in an effective percolation transition which emerges as the spatial

correlation is varied from quasi-uncorrelated systems to strongly correlated ones. Experimentally,

we aim to observe such crossover by varying the disorder amplitude across the correlation energy.

More generally, tailoring the disordered potential allows investigation of the Anderson transition

for different types of distribution of disorder. Such study will test the universality of the phase

transition (see Eq. 2.10). Besides, it is certainly more feasible to measure the spectral function

and the mobility edge with disorder very different from speckle disorder; it would be interesting to

identify the relevant microscopic details.

Other perspectives

In addition to the three aforementioned areas of further studies, there are still other possible

studies that can be envisaged with our experiment. The measurement scheme of the spectral

function could be implemented in a “reversed way,” as proposed in Refs. [144, 168], where the

ultracold atomic sample under investigation is in the disorder-sensitive state while the resonant

transfer is driven to the “free” state. This configuration could be used to probe the complex

excitation spectra of interacting and disordered quantum gases [144], for instance, to reveal the

predicted gapless excitation spectrum in the Bose glass phase [169, 170]. Furthermore, we can also

play with the interparticle interactions to investigate their effect on the Anderson transition [171]

and their role in the thermalization of matter waves in disordered potentials [172]. Hence, our

spectroscopic method would open multiple experimental prospects.
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Appendix A

Physical constants and rubidium-87

D-lines

Throughout the manuscript, we can find several fundamental constants1 and physical constants

of rubidium 87. The fundamental constants are listed in table A.1 and the physical constants are

listed in table A.2.

Speed of light c 299 792 458 m/s (exact)

Permeability of vacuum µ0 4π × 10−7 N/A2 (exact)

Permittivity of vacuum ε0
(µ0c

2)−1 (exact)
= 8.854187817 × 10−12F/m

Planck’s constant
h 6.626 068 96(33) × 10−34 J.s
~ 1.054 571 596 × 10−34 J.s

Elementary charge e0 1.602176462 × 10−19 C

Bohr magneton µB h · 1.399 624 604(35) MHz/G

Atomic mass unit u 1.660 538 782(83) × 10−27 kg

Electron mass me 9.109 382 15(45) × 10−31 kg

Bohr radius a0 0.5291772083 Å

Boltzmann’s constant kB 1.380 6504(24) × 10−23 J/K

Table A.1: Fundamental physical constants taken from Ref. [122].

1On November 16 2018 (at the end of the writing of this manuscript), the International Bureau of Weight and
Measures has voted to redefine several base units in the International System of Units (SI), including the redefinition
of the Planck’s constant (h = 6.626 070 15 × 10−34 J.s) [173]. Although such resolution has not been taken into
account in this work, the estimated correction is smaller than 1ppm which would not have any significance to the
interpretation of the results presented in this manuscript.
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Atomic number Z 37

Total nucleons Z +N 87

Atomic mass m 86.909 180 520(15) u

Nuclear spin I 3/2

Table A.2: Rubidium-87 physical properties from Ref. [122].

A.1 Properties of rubidium-87 D-lines

The D lines (transition 5s → 5p) consist of D1 line (52S1/2 → 52P1/2 transition) and D2 lines

(52S1/2 → 52P3/2 transition). The properties of the D2 lines are given in table A.3. The properties

of the D1 lines are given in table A.4.

Frequency ωD2 2π × 384.230 484 468 5(62) THz

Decay rate /
ΓD2

38.117(11) × 106 s−1

natural line width (FWHM) 2π × 6.0666(18) MHz

The dipole element erD2 〈J = 1/2 ‖er‖ J ′ = 1/2〉 = 4.22752e0a0

Table A.3: Optical properties of rubidium-87 D2 transition (52S1/2 → 52P3/2). Taken from Ref. [122].

Frequency ωD1 2π × 377.107 463 380(11) THz

Decay rate /
ΓD1

36.129(35) × 106 s−1

natural line width (FWHM) 2π × 5.7500(56) MHz

The dipole element erD1 〈J = 1/2 ‖er‖ J ′ = 1/2〉 = 2.9931e0a0

Table A.4: Optical properties of rubidium-87 D1 transition (52S1/2 → 52P1/2). Taken from Ref. [122].

The relation between decay rate and the dipole element is

ΓD =
ω3

D

3π~ε0c3

2J + 1

2J ′ + 1

∣

∣

〈

J ‖er‖ J ′〉∣
∣

2
; D = D1 (J ′ =

1

2
) or D2 (J ′ =

3

2
). (A.1)

Furthermore, the g−factors associated with the D lines are given in table A.5

A.2 Hyperfine structure of rubidium 87 D line

For the ground states (52S1/2), there are two hyperfine states: F = 1 and F = 2. For the D1

line excited states (52P1/2), there are two hyperfine states: F ′ = 1 and F ′ = 2. For the D2 line

excited states (52P3/2), there are four hyperfine states, F ′ = 0, 1 , 2 , and 3. The energies of these

hyperfine levels are given by

E = ~ (ω0 + ∆ωF ) . (A.2)

The values of ω0 and ∆ωF for each level are given in table A.6.
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Electron spin g−factor gS 2.002 319 304 3622(15)

Electron orbital g−factor gL 0.999 993 69

Fine structure Landé g−factor
gJ (52S1/2) 2.002 331 13(20)

gJ (52P1/2) 0.666

gJ (52P3/2) 1.3362(13)

Nuclear g−factor gI −0.000 995 141 4(10)

Clock transition Zeeman shift ∆ωclock/B
2 2π · 575.15 Hz/G2

Table A.5: Rubidium-87 D transition magnetic and electric field interaction parameters. Taken from Ref.
[122].

Notation J F or F ′ ω0 ∆ωF /2π (in Hz)

ground 52S1/2, F = 1 1/2 1 0 −4.271677 × 109

ground 52S1/2, F = 2 1/2 2 0 2.563006 × 109

D1-excited 52P1/2, F = 1 1/2 1 ωD1 −509.05 × 106

D1-excited 52P1/2, F = 2 1/2 2 ωD1 305.43 × 106

D2-excited 52P3/2, F = 0 3/2 0 ωD2 −302.074 × 106

D2-excited 52P3/2, F = 1 3/2 1 ωD2 −229.852 × 106

D2-excited 52P3/2, F = 2 3/2 2 ωD2 −72.911 × 106

D2-excited 52P3/2, F = 3 3/2 3 ωD2 193.741 × 106

Table A.6: Hyperfine levels with their corresponding energies taken from Ref. [122].
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Appendix B

Application of the Wick theorem for

speckle correlation functions

The Rayleigh-Sommerfeld formula. Let us consider an incident field, E(R), passing through

an aperture and a converging lens; R represents the coordinates in the aperture. The electric field

at point r around the focal point is given by

E(r) = − i

λ

∫

E(R)
eik|R−r|

|R − r|
1 + cos(θ)

2
dR, (B.1)

where λ is the wavelength, k = 2π/λ, and θ represents the angle between the ray and the longitudinal

axis; θ ≈ 0 for Fraunhofer diffraction.

The Huygens-Fresnel formula. Let us consider a diffusive plate in addition to the converging

lens. Let us also consider a uniform incident field E0. It induces transmission t(R). For r be

coordinates with respect to the focal point, the electric field E(r) is given by

E(r) = − i

λ

E0

f
e

i 2π
λ

(

f+ r2

2f

)

∫

dR P (R)t(R)e
−ik r·R

f ,

≡ − i

λ

E0

f
e

i 2π
λ

(

f+ r2

2f

)

TF [P (R)t(R)] (r/λf),

(B.2)

where f is the focal length of the lens and function P (R) represents the aperture.
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FUNCTIONS

Wick theorem. It is also called the Isserlis theorem. If (X1, ...X2n) is a zero-mean multivariate

normal random vector, then

X1X2 · · ·X2n =
∑∏

XiXj ,

X1X2 · · ·X2n−1 = 0,

where the notation
∑∏

means summing over all distinct ways of partitioning X1, ..., X2n into

pairs Xi, Xj and each summand is the product of the n pairs. For n = 2,

X1X2X3X4 = X1X2.X3X4 +X1X3.X2X4 +X1X4.X2X3.

Electric field correlation function. Let us consider electric field Ep(r) and Ec(r) obtained

from the expression E(r) above by replacing the wavelength λ by λp and λc respectively. We define

the following correlation function

CE

(

r, r′, λp, λc
)

=
|E0|2 eiφ′

f2λpλc

∫

dRdR′ P (R)P ∗(R′)tp(R)t∗c(R′) exp

(

i
2π

f

(

r · R

λp
− r′ · R′

λc

))

,

(B.3)

where φ′ = 2π
λp

(

f + r2

2f

)

−2π
λc

(

f + r′2

2f

)

, tp(R) = exp (i2π(n− 1)l(R)/λp), and tc(R
′) = exp (i2π(n− 1)l(R′)/λc).

We consider firstly λp 6= λc that is relevant to Chap. 6. The case λp = λc = λ is relevant to Chap.

4.

The correlation function tp(R)t∗c(R′) follows (by taking into account approximation l(R)l(R′)
σ2

l
≈

1 − |R−R′|2
2r2

l
)

tp(R)t∗c(R′) = exp
(

−δφ2/2
)

exp
(

−σφ,pσφ,c

(

1 − l(R)l(R′)/σ2
l

))

(B.4)

= exp
(

−δφ2/2
)

exp

(

−π2θ2
diff

2

|R − R′|2
λpλc

)

. (B.5)

where σφ,p = 2π(n − 1)σl/λp, σφ,c = 2π(n − 1)σl/λc, δφ = 2π(n − 1)σl/lc, lc = λpλc/ |λc − λp|,
θdiff = 2(n− 1)σl/rl.

B.1 Correlation function for monochromatic speckle field

Autocorrelation function of electric field

We are interested in the expression E(r)E∗(r + ∆r) which can be obtained by substituting

r′ = r + ∆r and λp = λc = λ in the expression CE (r, r′, λp, λc). With change of variables

R0 = R2 and ∆R = R2 − R1, and approximation P (R0 − ∆R)P (R0) ≈ |P (R0)|2, we deduce
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FUNCTIONS

E(r)E∗(r + ∆r) =
|E0|2
f2λ2

∫

dR1

∫

dR2 P (R1)P (R2)t(R1)t∗(R2)e
−ik

r·R1−(r+∆r)·R2

f ,

=
|E0|2
f2λ2

· TF
[

|P (R0)|2
]

(

∆r

λf

)

· TF [cdiff(∆R)]

(

r + ∆r

λf

)

.

(B.6)

The approximation P (R0 − ∆R)P (R0) ≈ |P (R0)|2 is valid because the support of the function

cdiff(∆R) is typically rdiff which is much smaller than that of P (R0).

B.2 Correlation function for bichromatic speckle field

Lastly, by applying changement of variables, R0 = R+R′

2 and ∆R = R−R′, and approximation

P (R)P ∗(R′) ≈ |P (R0)|2, we obtain the following,

CE

(

r, r′, λp, λc
)

=
|E0|2 eiφ′

exp
(−δφ2/2

)

f2λpλc
· TF

[

|P (R0)|2
]

(κ1) · TF
[

exp

(

−π2θ2
diff

2

∆R2

λpλc

)]

(κ2),

(B.7)

where κ1 = 1
f

(

r
λp

− r′

λc

)

and κ2 = 1
2f

(

r
λp

+ r′

λc

)

. For r = r′, we have κ1 = r
flc

and κ2 = r

fλ̄
,

where λ̄ = 2λpλc/(λp + λc) and cE(r, λp, λc) ≡ CE (r, r′ = r, λp, λc). The term TF
[

|P (R0)|2
]

(κ1)

is analogous to the term TF
[

|P (R0)|2
] (

∆r
λf

)

from which we have derived the size of speckle

grain. As a result, we obtain a characteristic length L = lcf/D = lc/(2NA). Secondly, the term

TF

[

exp
(

−π2θ2
diff

2
∆R2

λpλc

)]

(κ2) is equal to 2π λpλc

π2θ2
diff

exp
(−2r2/w′2) with w′ = wλ̄/

√

λpλc ≈ w. The

resulting characteristic length is approximately the speckle waist; 1.4 mm in our experiment.

More generally, from the expression of CE (r, r′, λp, λc), we can deduce the dimensionless corre-

lation function R(r) ≡ δIp(r)δIc(r)/ (σI,p(r)σI,c(r)) which is given by

R(r) =
|CE (r, r, λp, λc)|2

Ip(r).Ic(r)
,

= exp
(

−δφ2
)

· |F (r)|2 · exp

(

−4
r2

w′2

)

,

(B.8)

where F (r) = TF
[

|P (R0)|2
]

(κ1)/TF
[

|P (R0)|2
]

(0); F (0) = 1 corresponds to the maxima of the

function.
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Appendix C

Numerical work of bichromatic

speckle disorder

With software MATLAB, we can generate speckle figures which take into account physical pa-

rameters such as wavelength (λ), diameter of the aperture D, etc. The program consists of creating

a random matrix associated with the thickness l(R) of the diffusive plate at all point R inside

the aperture1. From this, the program calculates the corresponding matrix associated with the

random phase φ(R) = 2π
λ (n− 1)l(R) and performs discrete Fourier transform in order to generate

the speckle pattern.

In case of bichromatic speckle pattern, we need to generate two speckle figures associated with

different wavelengths and subtract them. For ∆X be the step associated with the discretization

associated with the aperture coordinates. Based on the discrete Fourier transform, the spatial step

in the focal plane, ∆x, is given by

∆x =
1

N

f

∆X
λ, (C.1)

where N is the number of points along each axis. We can see that ∆x is proportional to the

wavelength λ. This results in mismatch of coordinates of the two speckle figures. To circumvent

this problem, we have performed subsampling for each generated speckle pattern. For this, we need

to choose δλ such that λ/δλ is a integer. Then, we only keep the points where the coordinates of

the two numerically generated speckle patterns coincide. The effective spatial step ∆xeff becomes

∆xeff =
1

N

f

∆X
lc, (C.2)

with lc = λ(λ + δλ)/δλ. The number of effective points are reduced, Neff ≈ N δλ
λ . Although many

coordinate points are lost, it makes subtraction of the two speckle patterns possible and it provides

1In order to simulate the aperture, we create a matrix composed of 1 and 0; one for area inside the pupil and zero
otherwise.
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reliable numerical results. Thus, the number N at the beginning must be huge.

The numerical procedure involves fast Fourier transform algorithm2. For efficient calculation,

the initial number of points N must be a multiple of small prime numbers. Nevertheless, the

time required to generate two-dimensional patterns would be enormous without any significant

importance compared with one-dimensional case. Hence, we only consider numerical study related

to one-dimensional speckle patterns.
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Figure C.1: Subtraction of two speckle figures of different wavelength obtained after subsampling. They
share same step of f lc

N∆X
. The substracted speckle pattern shows much smaller variation around the middle

point. The simulation is realized for δλ/λ = 0.01. Courtesy of Baptiste Lecoutre.

Fig. C.1 depicts the results of the substraction of the two speckle. The two speckle patterns are

associated with δλ/λ = 1/100. Here, N = 105 but after the subsampling Neff = Nδλ/λ = 1000; the

higher λ/δλ, the more number of points discarded because of the subsampling procedure.

From Fig. C.1, we can see that the fluctuation appears smaller around the middle point. After

the averaging procedure, the intensity fluctuation diminishes greatly. The minima of the variance is

found at the center of the coordinates in agreement to the theoretical analyses discussed in previous

subsection. We also remark a non-zero residual variance as predicted. The analytical result of the

variance is presented in red line.

For experimental purposes, we would be interested in the residual potential associated with the

minima and the spatial width of the dip around the minima. Fig. C.2 depicts the influence of

the parameters σl associated with the effective thickness of the diffusive plate and D associated

with the numerical aperture (NA = D/(2f)). From previous subsection, we obtain the minima

2
(

1 − exp
(−δφ2

))

. Increasing the thickness σl of the diffusive plate results in the increase of the

minima. This is confirmed by the numerical works shown in Fig. C.2. The curve 2 is obtained with

σl twice compared with that of curve 1. Also, we expect width related with the numerical aperture

(from term sinc2
(

2πx
lc

NA
)

for one-dimensional case),

L = lc/(2NA). (C.3)

This has been also confirmed with numerical works, from Fig. C.2, curve 3 obtained with numerical

2The calculation time scales as O(N log N)
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APPENDIX C. NUMERICAL WORK OF BICHROMATIC SPECKLE DISORDER
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Figure C.2: The variance σ2
V dependence on the numerical aperture (D/(2f)) and the rough plate variance

σl. Curve 1 is a reference, curve 2 obtained for σl twice the reference, and curve 3 obtained for diameter
of the diaphragm (i. e. the numerical aperture) reduced by half. Increasing σl would increase the residual
potential around the minima. Reducing the numerical aperture by half will double the width of the dip.

opening twice as that of curve 1 has wider dip with factor two.
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Titre: potentiel désordonné sélectif en état de spin pour les études de la transition d’Anderson avec

des atomes froids
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Résumé: Dans ce manuscrit, nous présentons
notre avancement pour réaliser une méthode spectro-
scopique pour étudier la transition d’Anderson avec
des atomes froids. Cela repose sur la réalisation d’un
potentiel désordonné sélectif en état de spin, le désor-
dre n’étant significatif que pour l’un des deux états
de spin impliqués. En combinant cela avec la tech-
nique de transfert par radiofréquence d’un état in-
sensible au désordre à un état exclusivement sensible
au désordre, il devient possible de charger une onde
de matière dans le désordre dans des états d’énergie
bien définies. Pour prouver le concept, nous avons ef-
fectué des mesures des fonctions spectrales d’atomes
ultra-froids dans des potentiels désordonnés, qui sont
directement proportionnels au taux de transfert des
atomes. Nous présentons les résultats en montrant

un excellent accord avec les calculs numériques. Cela
a ouvert des perspectives pour d’autres études sur la
transition d’Anderson. En particulier, nous cherchons
à observer la transition entre les états diffusifs et les
états localisés séparés par une énergie critique, appelée
le seuil de mobilité. Une telle étude nécessite la réali-
sation d’un désordre sélectif en état de spin qui permet
un long temps de propagation dans le désordre afin de
distinguer les deux phases. À cette fin, nous présen-
tons un nouveau schéma du désordre sélectif en état
de spin avec deux lasers du speckle (speckle bichro-
matique). Cela ouvre la voie à une approche spectro-
scopique de la transition d’Anderson avec des atomes
froids avec une résolution en énergie bien supérieure à
celles des expériences précédentes.

Title: State-dependent disordered potential for studies of Anderson transition with ultracold atoms

Keywords: Anderson localization - Phase transition - Mobility edge - Speckle - Bose-Einstein Condensate
- Atomic polarizability

Abstract: In this manuscript, we present our
progress towards realizing a spectroscopic method to
study of Anderson transition with ultracold atoms.
This relies on the realization of state-dependent dis-
ordered potential whereby the disorder is significant
only for one of two involved spin-states. Combined
with technique of radio-frequency transfer from the
disorder-free state to the state with controlled disor-
der, it becomes possible to load a matter wave in the
disorder in a well-defined energy states. As a proof
of principle, we have performed measurements of the
spectral functions of ultracold atoms in disordered po-
tentials, which are directly proportional to the trans-
fer rate of the atoms. We present the results show-

ing excellent agreement with numerical calculations.
This has opened up prospects for further studies of
the Anderson transition. In particular we seek to
observe transition between the diffusive and the lo-
calized states separated by a critical energy, the so-
called mobility edge. Such study requires realization
of state-dependent disorder which allows long propa-
gation time in the disorder in order to distinguish the
two phases. For this purpose, we present a new scheme
of the state-dependent disorder with two laser speck-
les (bichromatic laser speckle). This paves the way
towards spectroscopic approach of Anderson transi-
tion with ultracold atoms with energy resolution much
higher than those in the previous experiments.
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