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Chapter 1

Introduction

1.1 Optical Networks Evolution

1.1.1 Towards All-Optical Networks

Optical networks have played a critical role in making possible the global communication
revolution that has brought the world together, enabled emerging countries to join the
digital world economy and improved the quality of life for people all around the globe.
They are considered the cornerstone of future Internet especially with emerging applica-
tions such as Internet Protocol Television (IPTV), video on demand, cloud computing
and grid computing applications. Moreover, they provide the physical infrastructure of
the core and metro backbone networks, which makes it a need to increase optical network
capacity while existing services for the end-user have to get cheaper and cheaper.

The history of modern day fiber optic communication dates back to 1960s when Dr.
Charles K. Kao proposed that the losses in an optical fiber based on silica glass can
be reduced to 20 dB/km by removal of contaminants. Since the late 1980s, fiber-optic
networks have steadily become the bedrock for the ever-expanding global telecommuni-
cations system. Early fiber-optic links, such as the eighth transatlantic telecommunica-
tions cable installed in 1988, were relatively simple systems by today’s standards and
used on-off keying (OOK) to transmit a few hundred megabits per second over a single
optical fiber where data were impressed on a single optical channel [6]. The optical
signal, because of fiber loss and possible signal distortion, was detected and electrically
regenerated and then converted back to optical at all intermediates nodes along the path
from source node to destination node, this is called optical-to-electrical-to-optical (OEO)
regeneration, it is know as the opaque mode of the network [7, 8]. As a result of OEO,
the opaque mode has the advantage of traffic grooming which enables using efficiently
the optical channel capacity where we can groom small demands together if the chan-
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CHAPTER 1. INTRODUCTION

nels are not already occupied. Moreover, signal regeneration is essential to re-amplify,
re-shape and re-time optical signal (it’s know to be 3R) to improve signal quality and
allow it to reach long distance. Nevertheless, we can’t ignore the fact that the signal’s
regeneration cost increases as the rate of the signal and the modulation format complex-
ity increases. Thus, it significantly impact the capital expenditure (CAPEX) and the
operational expense or the operational expenditure (OPEX).

By the early 1990s, wavelength-division-multiplexing (WDM) has been realized in
optical transmission where data channel is modulated onto optical carrier with a unique
wavelength then, optical carriers are multiplexed and transmitted in a single fiber. How-
ever, OEO regeneration represented an obstacle for commercial viability of WDM trans-
mission system before the advent of optical amplifiers due to the high cost of signal
regeneration for N wavelengths which makes the implementation cost to upgrade the
system increase roughly proportion to the capacity increase [6]. Therefore, the availabil-
ity of optical amplifiers, especially the most successful one erbium-doped-fiber amplifier
(EDFA), and the fact that a single amplifier can simultaneously amplify multiple wave-
lengths, enable WDM being economically possible.

The other technology that underpinned the optical networks is the optical switching
which enabled the switching from one of n input fiber routes to any of n output fiber
routes and does so for all the wavelengths carried by the fiber. Thus, the signal is
kept in the optical domain without any OEO regeneration in the middle, neither for
signal amplification nor for switching, hence, it decreases the CAPEX and OPEX. This
represents the second mode of the network called the all-optical network or transparent
network [7]. The third mode of the network is the the translucent mode which is a
compromise between the opaque mode and the all-optical transparent one. It takes
benefit from both of them in such a way that the best trade-off between traffic grooming,
and signal regeneration is found, optimizing cost. Hence, every node can be opaque,
transparent or both according to the traffic to satisfy, routing constraints, regenerator
placement strategy, and optimization objective [8].

1.1.2 Optical Networks Capacity Improvement

Due to the continuous growth of traffic and since the EDFA-based intensity modulation
with direct-detection were reaching their limits in serving the network traffic demands,
and in order to sustain such traffic increase, while existing services for end-users have
to get cheaper and cheaper, there were different approaches by the operators to increase
the network’s capacity. The simplest solution is to install new fiber whenever there is a
bandwidth need which will result in a need to install new amplifiers and WDM system
deployment. Thus, it is not an economical solution which usually kept as a last resort
[8]. The second approach is based on increasing the number of WDM channels in the
C-band by reducing the channel spacing between the channels. The two main examples

Hussein Chouman 2



1.1. OPTICAL NETWORKS EVOLUTION

are Dense Wavelength Division Multiplexing (DWDM) and Ultra Dense Wavelength
Division Multiplexing (UDWDM) technologies. On the one hand, DWDM technology
uses a 0.4 nm (50 GHz) channel spacing which results in more than 80 channels per
fiber in the EDFA amplifier C-Band, is showing a very good performance in terms of
reach. On the other hand, the studies performed on an Ultra Dense Wavelength Division
Multiplexing (UDWDM) technology with even narrower spacing (< 0.2 nm) and smaller
per-channel signal bandwidth. However, it does not match higher data-rates’ (e.g., 100
Gb/s and beyond) channel spacing requirement which needs more than 25 GHz [8].

As a result to the constraints on the bandwidth imposed by optical amplifiers and
ultimately by the fiber itself, it is important to maximize spectral efficiency, measured
in bit/s/Hz to increase the fiber capacity [9]. Therefore, coherent technologies, which
have restarted to attract a large interest [10] by the year 2005, made it possible to
have higher spectral-efficient multi-level modulation formats such as M-ary phase shift
keying and quadrature amplitude modulation (QAM). Consequently, the per-channel
data-rate is increased using high-level modulation formats [9]. Therefore, it allowed
a breakthrough in fiber’s capacity evolution offering enough capacity for the observed
exponential growth of traffic. Nevertheless, the larger the number of constellation points
is, the more sensitive to impairments the transmission is, which can involve significant
impact on the transmission reach [8]. Thus, based on the availability of different bit-
rates, and the trade-off between the transmission reach and the channel’s rate, we have
three categories for optical network. In the first category, the highest single rate is used
without considering the traffic demand volume, this is called the single-line-rate (SLR).
In the second category, networks mix optical transponders with different fixed data-rates,
which can have different optical reaches, it is known as mixed-line-rate (MLR) which
allows overcoming the over-design challenges of SLR transponders. The third category
concerns elastic transponders with on-demand data-rate adaptation [11,12].

The ability to have higher-order modulation format based on coherent detection has
increased fiber’s capacity, however, increasing the channel bit-rate beyond beyond 100
Gb/s at the same optical reach is increasingly difficult due to the nonlinear Shannon
limit and increasing the baud-rate considerably is also difficult [13]. Moreover, the
need to decrease the cost per bit and energy per bit by increasing spectral efficiency is
very critical. Additionally, since capacity limit of optical fiber should be reached soon,
there is a renewed interest on spectrum utilization. Indeed, the conventional fixed-grid
optical networks are characterized by a non-optimized use of spectrum resources as a
fixed channel spacing must be used, even if the required signal spectrum amount is
smaller. Modern photonic integrated circuits technology have led to a change in the
optical network architecture from rigid and homogeneous to flexible and heterogeneous
in terms of the bit-rate, center frequency spacing, modulation format, and optical reach.
The elastic optical network is a network architecture towards beyond the 100 Gb/s era
[13].

Hussein Chouman 3
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1.2 Motivation and Objective

According to Cisco [14], the overall IP traffc is exponentially growing and will follow the
same trend in the coming years. Thus, the major lines rates in metro/core network are
100 Gb/s and beyond [1, 13]. Additionally, due to the need to enhance the flexibility
and reconfigurability in the network that is moving toward software-defined-network
and consequently, instead of using separate transceiver for each modulation format,
elastic transponders based on multi-level modulation formats are able to switch among
different modulation formats [15, 16]. However, due to the need to have all-optical
networks in order to reduce the OEO-conversions, we can’t ignore the trade-off between
the transmission reach and channel’s rate which leads to a very low transmission reach
for the highest-order modulation formats. Another constraint resulting from transparent
optical networks is the need of optical channels to conserve the same wavelength in all
the fibers between the source and destination node (wavelength continuity constraint
(WCC) is explained in details in Sec. 2.3.1). This problem results in non-efficient use of
wavelength resources and blocking some demands which is solved by using wavelength
converters.

The only commercially available products that offer wavelength conversion are OEO-
regenerators (in this dissertation, we will refer to them by OEO-WCs). However, they
suffer from the fact that their cost increases as the data-rate increases [17]. Thus,
using them only for wavelength conversion functionality (in case a regeneration is not
required) is a costly solution. Hence, all-optical wavelength converters (AO-WCs), which
shift signals’ wavelengths in the optical domain, become a crucial need to avoid the use
of regenerators in transparent networks. Demonstrated AO-WCs in laboratories [18–27]
have some limitations compared to OEO-WCs: the channel’s quality of transmission
(QoT) is slightly degraded after every conversion, thus, the more the channel undergoes
conversion, the more its QoT is worsened. Moreover, it is not possible to convert from
any wavelength to any wavelength (detailed in Sec.2.3.1.1) as in OEO-WCs case [27,28].
Therefore, these limitation might affect wavelength converters contributions in optical
networks which depend on a lot of factors as detailed in Ch. 2 [4].

Thus, using AO-WCs will add some design constraints which should be taken into
consideration to optimize their contribution. In literature, there are few works that
consider AO-WCs’ limitations at the network level [22–24]. They show that these limi-
tations aren’t an obstacle to obtain the same network blocking performance compared
to the case of using OEO-WCs, which don’t have any limitations. However, this need
to be deeply investigated considering all the factors mentioned above and see which one
optimizing the contribution of AO-WCs in optical networks. Therefore, in this thesis
work,

• We will design transparent optical networks, based on WDM of the fixed-grid or
the conventional channel spacing of 50 GHz, assuming the online and the offline
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Figure 1.1: Bit-rates Evolution [1]

traffic assumptions.

• we will study if AO-WCs with their limitations can give the same performance
enhancement as OEO-WCs in multi-rate transparent optical networks.

• We will consider two different transmission layers, the MLR and the elastic
transponder. The reasons of using two different modulation formats categories
is that during the start of the thesis, there was an interest in the MLR where
the operators where upgrading the network containing the legacy 10 Gb/s OOK
by adding 100 Gb/s PM-QPSK. However, due to the traffic growth and since the
major lines in metro and core network are 100 Gb/s and beyond [13] as shown in
Fig 1.1 which displays bit-rates evolution by Cisco, we moved in the second part
of this thesis to the elastic transponders that enable us to vary the modulation
format toward the 400 Gb/s 64-QAM.

1.3 Thesis Structure

This dissertation covers the following topics:

• This chapter provides a background for the proposed research, the motivation and
the overall objectives.

• In Ch. 2, we will show a brief survey on:

Hussein Chouman 5
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1. An overview about optical networks design problems and different approaches
to solve them.

2. A survey on the work done in literature regarding AO-WCs and how to benefit
from wavelength converter in a optical networks.

• In Ch. 3, we will present the optical transmission impairments in optical commu-
nications. Afterwards, we will introduce the transmission layer models used to
estimate the QoT performance in two different scenarios based on different bit-
rates and modulation formats used:

1. The dispersion-compensated transmission using MLR 10 Gb/s OOK based
on direct detection and 100 Gb/s PM-QPSK based on coherent detection
case. QoT estimation in this case be based on the Gaussian approximation.
Moreover, we will show the experimental results hold in ETS laboratories, in
Montréal, in the MLR scenario.

2. The dispersion-uncompensated transmission using only coherent-detection
based modulation formats in which the QoT estimation is done using the
Gaussian-noise (GN) model.

• In Ch. 4, we will study the dependence of wavelength converters contributions
on the traffic serving order (TSO) of the demands of the traffic matrix based
on the LogNormal distribution. Therefore, the chapter will start by showing the
heuristics used (the routing algorithm, the wavelength assignment algorithm and
the modulation format allocation algorithms) and we will define the TSOs used.
Finally, we will show the simulation results and conclusion.

• In Ch. 5, we will study the performance of optical networks using AO-WCs and
compare the results to the case when OEO-WCs are used in order to find the op-
timum conditions of AO-WCs to give contributions as OEO-WCs. Therefore, the
chapter will start by showing the heuristics used (the routing algorithms, the wave-
length assignment algorithms and the modulation format allocation algorithm).
Finally, we will show the simulation results and conclusion.

• Finally, Ch. 6 draws the conclusions, and includes some suggestions for possible
future research plans.
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Chapter 2

Wavelength Convertible Networks
Design

2.1 Introduction

In WDM transparent optical networks, a traffic demand is sent from a source node s to a
destination node d using a wavelength channel called a lightpath, which is a connection
in the optical layer similar to the one in a circuit-switched network. To establish a
lightpath, a route has to be chosen and a particular wavelength has to be assigned to it.
This problem is known as the routing and wavelength assignment problem (RWA).

Solving the RWA problem in transparent networks is subject to the following con-
straints. Firstly, if wavelength conversion capability is not available at intermediate
nodes, the same wavelength must be assigned along the entire route over different links
traversed by the lightpath; this is called the WCC (in this dissertation, we will refer
to the cases where converters are not used as wavelength continuous networks). Sec-
ondly, lightpaths that are traversing a common physical link cannot be assigned the
same wavelength. This is called the wavelength clash constraint. Thirdly, physical layer
impairments accumulation affects the signal transmission reach and it is considered as
additional constraints for the RWA decisions which is known as physical layer impairment
aware (PLI-RWA) or QoT-aware RWA (QoT-RWA). On the other hand, if wavelength
conversion is enabled (in this dissertation, we will refer to the cases where converters
are used as wavelength convertible networks), the WCC is released and thus, it improves
network blocking performance and link utilization (defined in Sec. 2.3.1). However, this
enhancement is not straightforward and it is subject to many conditions that will be
detailed afterward.

Therefore, this chapter is organized as follows. Sec. 2.2 presents a literature survey
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about the basic fundamentals of optical networks design and the possible approached
to solve RWA problem. Sec. 2.3 presents a brief summary about types of wavelength
converters and their required characteristics at the network level. Afterwards, the con-
ditions or the scenarios that optimize the gain from wavelength-converters are detailed.
Finally, Sec.2.4 concludes this chapter and perspective work.

2.2 RWA in Wavelength Continuous Network

Traffic demands are typically assumed to be either static (demands are known before-
hand) or dynamic (demands arrive unexpectedly with random holding times). RWA
for the static assumption is also known as the network planning phase, which typi-
cally occurs before a network is deployed, consists of processing a large set of demands
(traffic matrix) at one time. Therefore, the main emphasis of network planning is on
accommodating the traffic matrix and minimizing the resources needed, such as num-
ber of wavelengths, fibers or number of transceivers in a network; alternatively, it aims
to allocate the highest number of lightpaths, e.g. minimize the blocking, for a given
number of wavelengths and a traffic matrix. On the other hand, for the dynamic traffic
assumption, demands are generally processed sequentially. It is known as the network
operation phase and it aims to set up lightpaths and assign wavelengths in a manner
which minimizes the blocking or maximizes the number of connections in the network at
any time taking into consideration that requests need to be processed online and thus,
the solution must be computationally simple. Therefore, in this section we will introduce
different approaches that have been suggested in literature to handle the RWA problem.

2.2.1 Optimization Approaches

Integer linear programming formulation
A linear program is a mathematical model, that aims to find a set of non-negative
values for variables, which maximizes or minimizes a linear objective function
while satisfying a system of linear constraints. A linear program, in which all
variables are required to be integers, is called an integer linear program (ILP). If
just some of variables are integers, the ILP is called mixed-ILP [29]. The static
RWA is formulated as mixed-ILP problem and it has been shown that it is NP-
complete (non-deterministic polynomial time) [30], which means that the time
required, using any currently known algorithms, to find an optimal solution for such
problems increases exponentially as the size of the problem increases. Therefore,
polynomial-time algorithms or heuristics which result in sub-optimal solutions are
preferred [29].

Heuristics
For real-sized networks, because of the high complexity of the problem doesn’t

Hussein Chouman 8



2.2. RWA IN WAVELENGTH CONTINUOUS NETWORK

allow to find the optimal solution in reasonable time, one often has to use a heuris-
tic algorithm. A heuristic approach is the one in which the algorithm goes in a
deterministic way following a set of instructions; it works reasonably well in many
cases, but for which there is no proof that it will always produce an optimal re-
sult. On the other hand, this approach is very fast and easy to implement. An
example of heuristics algorithms is the greedy algorithm which is any algorithm
that follows the problem solving of making the locally optimum choice at each
stage with the hope of finding the global optimum. Greedy algorithms usually
use an iterative process until a certain condition is reached for example, authors
in [31, 32] served the demands of the traffic matrix iteratively, for that purpose,
they have suggested different traffic serving orderings based either on the traffic
demands’ volume (connection demands ordered according to their requested bit-
rate, and serve first the demand that requires the highest bit-rate) or based on the
the demands’ shortest-path (connection demands ordered according to the physi-
cal length of their shortest-path, and serve first the demand whose shortest-path
utilizes the lowest physical route length). The performance metric used are the
percentage of the blocked demands and the network utilization or fiber occupancy.

Meta-heuristics
A meta-heuristic is a heuristic method to solve a general class of computational
problems in the hope of obtaining a more efficient or more robust procedure. It
designates a computational method that optimizes a problem by iteratively trying
to improve a candidate solution with regard to a given performance metric. Meta-
heuristics make few or no assumptions about the problem being optimized and can
search very large spaces of candidate solutions. However, they do not guarantee
an optimal solution is ever found. There are many meta-heuristic algorithms,
among which genetic algorithm, tabu-search and simulated-annealing are the most
popular and widely applied to solve network optimization problems [29].

2.2.2 Decoupling RWA

Solving routing and wavelength assignment together is hard, thus, the problem is usually
decoupled in two sub-problems, so-called routing problem and wavelength assignment
problem, and solved sequentially. Usually, the routing sub-problem is solved first and
then the wavelength assignment is carried out for the selected route. In this section,
we will do a brief review about solutions offered in the literature for each sub-problem
[29,30,33].
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2.2.2.1 Routing sub-problem

In this section, we focus on various approaches proposed in literature to solve the routing
sub-problem [33]:

ILP formulation for static lightpath establishment
Similar to RWA, the routing problem can also be formulated as an ILP ; the
primary difference between this formulation and the RWA formulation is that WCC
is not imposed. Instead, WCC is imposed when actually assigning wavelengths to
the lightpaths.

Fixed Routing
This approach always chooses the same fixed route, for instance, the shortest-path-
routing calculated using Dijkstra’s algorithm [34], or any predetermined path.
The connection is blocked in the case of failure of any link in the route or the
non-availability of a common wavelength in the path. This is a straightforward
approach, however it can’t handle a failure in the network and leads to higher
blocking, thus, the routing scheme must either consider alternate paths or dynam-
ically fixed route.

Fixed-Alternative Routing (FAR)
This algorithm considers multiple routes between s and d of the traffic demand,
This set of routes is called alternate-routes; it could be the first, second, ..., and
kth shortest paths. Moreover, alternate-routes could be link-disjoint routes (don’t
have any common link with the first route) in some cases. Therefore, among these
routes, fixed-alternate routing, unlike fixed-routing, tries to establish connection
on the first available route; thus, it improves network blocking performance and
provides some degree of fault tolerance upon link failure. On the other hand,
unlike adaptive routing, it doesn’t consider the network state which may lead to
the congestion of the network.

Adaptive Routing
In this algorithm, the route from s to d is chosen dynamically based on the net-
work state. For instance, the least-loaded routing (LLR) algorithm routes the
connection on the path with the lowest congestion, which is measured based on
the number of wavelengths available on the link, among the predetermined routes.
The performance of LLR showed that it is better than that of the fixed-alternate
routing, however, it has a higher complexity [29].

The routing algorithms used in this thesis are the FAR and the LLR algorithms due to
their importance as will be shown in Sec. 2.3.2.
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2.2.2.2 Wavelength Assignment Sub-problem

In this section, we first introduce the static wavelength-assignment problem, i.e., given
a set of lightpaths and their routes, assign a wavelength to each lightpath One approach
to solving this problem is to formulate it as a graph-coloring. Afterwards, we discuss
different wavelength-assignment heuristics proposed in literature [30]:

Static wavelength assignment
Static wavelength assignment aims to assign wavelengths to different lightpaths in
a manner which minimizes the number of wavelengths used under the WCC and
thus, it reduces to the graph coloring problem as stated below:.

1. Construct an auxiliary graph G(V, E) such that each lightpath in the system
is represented as a node in an auxiliary graph G.

2. There is an un-directed edge between two nodes in a graph G if the corre-
sponding lightpaths pass through a common physical fiber link.

3. The nodes of the graph are colored such that no two adjacent nodes have the
same color.

This problem has been shown to be NP-complete, therefore heuristics algorithms
are used to find sub-optimal solutions.

Random
This scheme chooses a wavelength randomly (usually with uniform distribution)
among the set of available wavelengths on the required route.

First-fit (FF)
In this scheme, all wavelengths are numbered. While searching for an avail-
able wavelength, a lowered-numbered wavelength is considered before the higher-
numbered one and thus, the first available wavelength is selected. The idea behind
this scheme is to pack all the in-use wavelengths toward the lower end of the
wavelength space so that continuous longer paths towards the higher end of the
wavelength space will have a higher probability of being available. This algorithm
performs well in terms of blocking probability and fairness, and is preferred in
practice because of its low computational complexity.

Least-used
This scheme chooses the wavelength that is least used in the network in an attempt
to balance the load among all wavelengths. This scheme also requires additional
storage and computation cost (global information is required to compute the least-
used wavelength); thus, it is not preferred in practice.

Most-used
If instead of using the least-used wavelength, we allocate a connection to the most-
used wavelength, we implement the Most-used wavelength assignment algorithm.
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Figure 2.1: Various PLI-RWA approaches [2]

Most-used algorithms slightly outperforms the FF algorithm, however, it is not
preferred since it requires additional storage and computational cost similar to
those in Least-used algorithm.

Max-sum
Max-sum attempts to minimize network blocking by maximizing the remaining
path capacities after lightpath establishment. This scheme was proposed for multi-
fiber networks, but it can also be applied to single-fiber network.

Least-loaded
This scheme was proposed for multi-fiber networks. It selects the wavelength that
has the largest residual capacity on the most-loaded link along route. For example,
if each link has m = 5 fibers where each fiber has only two wavelengths λi and
λj , thus, mi = 5 and mj = 5 are the initial status of λi and λj respectively on all
the fibers. Each time a lightpath to be allocated a wavelength, i or j on a certain
link, the value of mi or mj are compares and the algorithms choose the wavelength
corresponding to the higher value. When used in single-fiber networks, the residual
capacity is either 1 or 0; thus, the heuristic chooses the lowest-indexed wavelength
with residual capacity 1. Thus, it reduces to FF.

The differences between the algorithms above is not significant, however, the FF has
low complexity and small computational overhead and good blocking performance [29]
and it is the algorithms used in this thesis-work.
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2.2.3 PLI-RWA

In transparent networks, due to the absence of regenerators, the lightpaths QoT is de-
graded due to transmission impairments accumulation which should be taken into con-
sideration while designing a network. Therefore, in addition to the availability of routes
and wavelengths, an RWA technique should also consider physical layer impairments.
This type of algorithms, called PLI-RWA algorithms, avoids provisioning a lightpath
with an unsatisfactory QoT.

As shown in Fig. 2.1, three main approaches have been considered in [2] to handle
PLI-RWA problem:

Group A
The general approach in group A is to compute the route and/or the wavelength
in the traditional way and finally, verify the selected lightpath considering the
physical layer impairments. The final path is chosen in a way that verifies the PLI,
for instance, it should satisfy a minimum Q value or a BER threshold.

Group B
The general approach in group B considers the PLI values in the routing and/or
wavelength assignment decisions. For instance, the link cost is based on the resid-
ual dispersion, the four-wave mixing, the Q-factor or the noise variance (these
transmission impairments are defined in Sec. 3.2) [35]. The noise variance is the
preferred one as it considers the linear and the non-linear impairments in addition
to its additive nature that simplifies computation.

Group C
The general approach in group C is a combination of the two previous approaches:
the PLI constraints are taken into account in the routing (case C-1), or in the
wavelength assignment (case C-2) or in both (case C-3); but there is a final phase
of verification of the PLI constraints that enables the re-attempt process in the
lightpath selection phase.

The above verification are not only applied to the lightpath being established, however,
a new lightpath with an acceptable QoT may provoke so much cross-talk impairments
in the network, that QoT for another lightpath may drop below the desired threshold;
thus, a good RWA algorithm should evaluate the BER of not only a candidate lightpath
provided by the RWA, but also of any lightpath that the candidate lightpath might
disrupt. For instance, in the MLR scenario (10 Gb/s 00K coexisting with 100 Gb/s
PM-QPSK), the OOK channel can significantly degrade the performance of the already
allocated PM-QPSK channel due to the XPM (detailed in Sec.3.3.1). Therefore, to
avoid this problem and to have a stability, a typical approach assumes the worst-case
scenario [35], which assumes that the PM-QPSK channel is in the center of the C-band
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Figure 2.2: Example about fragmentation problem and the role of a wavelength converter
in a network

spectrum and it is fully surrounded by OOK channels. Hence, if the lightpath’s QoT is
acceptable in this scenario, the actual lightpath QoT will be still acceptable even if new
OOK channels are established in the network. This solution can be inefficient, since the
lightpath’s QoT can be estimated as unacceptable while it is not the case, however, it
provides stability for the network.

2.3 Wavelength Converters in Optical Networks

After the overview above about optical network designs fundamentals, this section deals
with the design of optical network including wavelength converter. Thus, it is divided
in two parts: in the first part, we will define the benefits of wavelength conversion
in a network, the types of wavelength converters and their required characteristics by
operators and network designers are explained; in the second part, the conditions to
benefit of wavelength converters in optical networks are presented.

2.3.1 Wavelength Conversion Benefits

As we mentioned in Sec. 2.1, there are two constraints to be considered when establishing
a lightpath, the WCC and the clash constraints. However, these constraints results in a
fragmented wavelength resource usage over the course of network operation, which leads
to a low utilization network resources. The problem is illustrated by Fig. 2.2: initially,
the connection from node A to node B is blocked knowing that there is a free wavelength
on each of the links between the two nodes, however, they are of different indexes and
consequently, the connection is blocked. In contrast, the advent of a wavelength converter
in the intermediate node enabled a successful connection between the nodes A and B,
by converting the wavelength of the lightpath. As a result, the wavelength converter
enabled us of benefiting from the available wavelength resources. Hence, it improved the
link utilization and consequently, it reduced network blocking.
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Figure 2.3: Node with complete wavelength conversion [3]

Figure 2.4: Node with partial wavelength conversion [3]

2.3.1.1 Limited and Sparse

The previous section have demonstrated the importance of wavelength converters in a
network. However, they are expensive devices, thus, it is not economically possible to
equip all nodes in a WDM network with these devices. If all the wavelength nodes in the
network support wavelength conversion, it is called full wavelength conversion. However,
if only a small part of the the nodes can perform wavelength conversion, the network
is called with sparse wavelength conversion (nodes to be equipped with converters are
chosen using wavelength converters placement algorithms however, this problem is not
detailed in this dissertation). Moreover, the nodes supporting wavelength converters
are of two types: in case each output port of the optical switch is associated with a
dedicated wavelength converter, this is called complete wavelength conversion as shown
in Fig. 2.3. Whereas, partial wavelength conversion is the case with limited number of
converters in the node as shown in Fig. 2.4. In this work we assume full and complete
wavelength conversion to simplify our work. In theses conditions, the question that may
rise is : what are the requirements of theses converters to be used by networks designers
and operators?
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2.3.1.2 Wavelength Converters Requirements at Network Level

From a system level point of view, the features required by network operators of a
practical wavelength converter in a network are [27,28,36]:

1. Tuning range: broadband tunable operation that is capable of arbitrary input and
output wavelengths without any guard band.

2. Cascadability : high-quality operation without any degradations of the signal qual-
ity to obtain high cascadability. Wavelength converters’ cascadability is the max-
imum number of cascaded wavelength converters that a wavelength channel can
pass through without degrading its quality beyond the FEC limit.

3. Format transparency or modulation format-agnostic: it is the capability to convert
a signal for any modulation format.

4. Polarization independence: since the input signal can reach the wavelength con-
verter with any random state of polarization, the converter should not be sensitive
to that.

Wavelength conversion is achieved either through the conventional opto-electronic wave-
length conversion or the all-optical wavelength conversion. In the opto-electronic wave-
length conversion, the optical signal is converted into the electronic domain and then
reconverted to an optical signal of different wavelength [24]. The only commercially
available products to do wavelength conversion are the OEO-regenerators which not
only convert the signal’s wavelength but also regenerate it. However, when signal regen-
eration is not required, these are considered expensive solution due to their high cost
and energy consumption that are expected to increase as the bit-rates become higher
and more advanced signal modulation technologies, with digital coherent detection such
as DP-QPSK or DP-16QAM, are employed. Alternatively, authors in [37] proposed a
regenerator for dual polarization QAM signals applying OEO conversion and regener-
ation in the digital domain without intermediate FEC. This device could be used as
wavelength converter but with limited transmission reach due to the absence of FEC.

On the other hand, when using all-optical wavelength conversion, the optical signal
is allowed to remain in the optical domain throughout the conversion process; there is
no opto-electronic conversion. There are different approaches to perform the all-optical
conversion that could be summarized as follows. The first approach is based on using
wave-mixing, for example, the four-wave-mixing (FWM, defined in Sec.3.2) or difference
frequency generation; the second approach is based on cross modulation, for example,
the cross-gain modulation, XPM; the third approach is based on using periodically poled
lithium niobate waveguide channel and cascaded second order non-linearity effect. AO-
WCs based on FWM conversion schemes, which takes place in a third-order medium such
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Figure 2.5: Example H-hop network with a single traffic stream using all the links [4]

as fibers, passive waveguides or active media such as semiconductor optical amplifiers,
seem to be well suited for future networks as it is the only category of wavelength
converters that offer a wide range of transparency to bit-rates and modulation formats
[18–27] which suits the network or operators’ requirements.

2.3.2 How to Benefit From Wavelength Converters In Optical Net-
works

After showing the advantage of wavelength converters in terms of link utilization and
how can they enhance network blocking performance, we need to understand how can
we benefit from wavelength converters in optical network. Therefore, in this section, we
will go through the parameters or the factors that impact the usefulness of wavelength
converters in WDM optical networks:

1. Topological dependence:
In wavelength-continuous networks, the longer in hop-length H, the route between
s and d, the harder to find free common wavelength to satisfy the WCC, thus, the
higher the network blocking will be. That’s why the network diameter D (which is
defined as the maximum over all pairs of nodes of the hop-length of their defined
routes) is considered an important factor in improving network blocking perfor-
mance. However, in wavelength-convertible networks, the impact of increasing D
is less dramatic because a connection can access any wavelength on each link along
a route. Therefore, the longer the network’s diameter, the more the divergence in
performance between networks with and without wavelength conversion capability,
which means an increased gain of using wavelength converters [38,39].

However, results presented in the literature have shown that wavelength converters
generally provide more significant improvements in network performance in mesh
topologies than in ring topologies [38,40], despite the fact that large ring topologies
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having correspondingly large route lengths. This is because in a ring topology,
a large proportion of connections which use any given link also require the use
of an adjacent link, only a small proportion of connections require the use of a
link without the use of the adjacent link. There are thus a large proportions of
connections which use any two adjacent links in the network. Thus, it reduces
the mixing of connections along routes [39], consequently reducing the need for
wavelength converters. We can illustrate this effect using an extreme example of
a single traffic stream offered to a multiple-hop route as depicted in Fig.2.5. If we
consider an H-hop route, then each traffic stream requires the use of every link
along the H-hop route. If no wavelength converters are used along the route, each
lightpath is established using a common wavelength on each link. At any point in
time exactly the same wavelengths are allocated to lightpaths on each link. The
blocking probability experienced thus reduces to the one-hop blocking probability
and wavelength converters provide no improvement in the performance.

Barry and Humblet quantified this effect using the interference length, L, which
they defined as the expected number of links shared by two lightpaths which share
some link [39]. In the simple example outlined here of a single traffic stream offered
to an H-hop route, the interference length is L = H. Barry and Humblet analyti-
cally showed that for a route of fixed length, as the interference length increases,
the benefit of wavelength converters decreases [16]. Moreover, they identified the
effective path length, which is the ratio H/L, thus, as the the load mixture between
links increases, L decreases. Therefore, the benefit of wavelength converters is
dependent on which of the hop-length and the nodal-degree dominates in a given
topology which makes it hard to predict a priori without detailed analysis [40], es-
pecially that L is dependent on the topology and the routing algorithms used [39].
Thus, in ring topology the low nodal degree dominates the high hop-length. On the
other hand, for the hypercube or the fully-meshed topologies, which are highly con-
nected, this was not valid and wavelength converters can’t improve significantly
the blocking performance. That’s because the short hop-lengths dominates the
high nodal degree [40].

Hence, using the effective path length, we can understand the previously mentioned
contradiction for the ring and the hypercube or fully-meshed topologies. The
former consists of large H and large L, thus, the ratio H/L is low. In the latter,
the hypercube or fully-meshed topologies, have low H and low L, since it has
high nodal degree that results in low-load correlation, the ratio is also low which
results in a low contribution of wavelength converters. In contrast, mesh-torus
topologies showed very high gain since they have relatively long routes and short
L. Consequently, load-correlation is fairly low while hop-lengths are large enough so
that the converters improve performance dramatically. In mesh-torus topologies,
nodes are organized into two-dimensional grid where the nodes of the first and
last columns are connected; it forms a torus, as shown in 25-node example in
Fig. 2.6 [38]. They can be viewed as an extreme case with respect to the average
number of hops required in a meshed topology, however, the benefit of wavelength
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Figure 2.6: 25-node mesh torus network topology

converters may not be that huge in other meshed topologies, but as the network size
increases, the blocking probability decreases very slowly in wavelength-continuous
networks, whereas for wavelength-convertible network, it drops fast [38].

2. Number of wavelengths effect:
The number of wavelength is an important factor that impacts the gain of wave-
length converters since the increased number of wavelengths allows increase mixing
of connections [38]. Therefore, wavelength converters are more useful when the
number of wavelengths per fiber is larger, especially at low load, because when
the number of wavelengths is higher, the blocking is mainly due to the inability
to use resources efficiently in the absence of converters and not due to the lack of
resources [40].

On the other hand, as the number of wavelengths is increased, the offered load
which can be supported in a network for a given blocking probability also increases.
Authors in [40] estimated the benefit of wavelength converters in terms of the link
utilization at a fixed blocking probability (the gain is the ratio of utilization after
and before). Furthermore, they showed that the gain increases till a peak point
and then starts decreasing as the number of wavelengths increases.

3. Wavelength assignment effect:
Results in [41] and [42] showed that the most-used algorithm performs the best
among other investigated algorithms particularly in networks with high number
of wavelength where increase mixing occurs, thus, a good wavelength assignment
can be effective. The results were deduced in comparison to least-used, random,
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and FF algorithms. The FF algorithm gives performance which is close to the
performance achieved by the most-used algorithm. However, the former has an
advantage over the most-used algorithm, it requires to know the state of the links
on the route whereas, the most-used algorithm requires a global knowledge of the
network state which makes it more computationally complex.

4. Routing algorithm effect:
It was shown that for the same network topology and traffic load, the gain in block-
ing or utilization (ratio of maximum offered load for wavelength-convertible and
wavelength continuous networks) may be significantly different from one algorithm
to another:

(a) Alternate paths effect
The fixed shortest-path routing algorithm minimizes the H for a given topol-
ogy which reduces the effective length H/L and consequently wavelength con-
verters gain. Therefore, using alternate-paths increases the mixing and thus,
reduces L. Moreover, it increases H due to the longer paths used by demands.
Furthermore, authors in [43] showed that the gain is increased as the num-
ber of the alternate paths increases. However, they showed that the benefits
in blocking probability obtained by adding an alternate route (and therefore
exploiting more link-disjoint paths) may be significantly more than the ben-
efits obtained by adding (any degree of) wavelength converters in the case of
fixed-alternate routing, at low loads and when the number of alternate routes
between node pairs does not fully exploit the connectivity of the network
topology (i.e., the number of alternate routes between node pairs is less than
the edge connectivity of the network).

(b) Dynamic routing effect
Authors in [42] reported that dynamic routing schemes such as least-loaded
routing (LLR) achieve remarkably better performance than the fixed shortest-
path routing algorithm in wavelength-continuous and wavelength-convertible
networks. The disadvantage of LLR algorithm is that it considers the conges-
tion of the paths without considering hop-length and thus, it may lead to high
congestion of the network at heavy load especially in wavelength-convertible
networks. As a result, it will block the subsequent demands requiring short
paths. Therefore, to handle this trade-off, Li et. al. [44–46], proposed an al-
gorithm called weighted-least-congested-route (WLCR) which considers the
distribution of free wavelengths and the hop length of each route jointly thus,
the path weight is proportional to the number of free wavelengths in the route
and inversely proportional to its length. Consequently, among set of routes
between s and d, WLCR chooses the route with the highest weight. WLCR
outperformed LLR, fixed-alternate routing and fixed shortest-path routing
algorithms due to the balance it provides between the length of the path and
its congestion while making the routing decision.
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5. Network conversion density:
In the previous sections, the main assumption was full wavelength conversion, how-
ever, this is not a realistic assumption since wavelength converters are expensive
devices and they are usually only put on few nodes. Therefore, authors in [40]
modeled a network with sparse wavelength conversion assuming that a node is
capable of wavelength conversion with probability q, the conversion density of the
network, to study the effect of q on the performance enhancement using 11 x 11 and
101 x 101 node bidirectional mesh-torus network. The conclusions show that the
blocking probability drops more steeply with the conversion density as the number
of wavelengths increases. The advantage of wavelength conversion are much higher
in a larger network and as network size increases, performance increases dramati-
cally initially with conversion density. For example, in the 101 x 101 node topology
case, having number of wavelengths to be 5, a decrease in blocking probability of
two orders of magnitude occurs as the conversion density increases from 0 to 0.2.
In contrast, as the number of wavelength increases up to 8, a decrease in blocking
probability of two orders of magnitude occurs as the conversion density increases
from 0 to 0.1. This not only suggests that having a converter at every node of
the network may be unnecessary to achieve a given performance, but also the pro-
portion of converter nodes required is a function of the size of the network and
the number of wavelengths per fiber. Finally, in this thesis-work, we will consider
that each node is equipped with unlimited number of AO-WCs to simplify the
assumption. In other words, to avoid solving the wavelength converter placement
problem, we assume complete and full wavelength conversion scenarios.

6. AO-WCs’ limitations:
AO-WCs are limited in terms of tuning range and cascadability which degrade
optical networks’ performance enhancement. Therefore, these limitations should
be considered while solving the RWA in order to decrease their impact on the gain
wavelength converters can contribute. Up to our knowledge, there is no study
that considers the effect of AO-WCs’ conversion range and cascadability except
in [23, 24]. Their study aimed to take advantage of an AO-WC’s unique multi-
wavelength conversion (can convert multiple channels simultaneously) capability
to maximize converter sharing. The results showed that, to have the same network
blocking performance as in the case of OEO-WC, the maximum number of cascaded
converters needed is four for the CORONET topology while it is only two for the
Japan topology. The input bandwidth is 1000 GHz and the maximum amount to
shift equals 1400 GHz. Moreover, the study shows that using multi-wavelength
conversion AO-WCs resulted in a 60% reduction of the total number of converters
needed and doubled the resource utilization at 5% of network blocking.
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2.4 Conclusion

In this chapter, we have introduced the fundamentals of optical networks design which
aims to find routes and allocating resources (RWA) for traffic demands that are either
known beforehand (static traffic assumption) or arrives sequentially and occupy resources
for a deterministic period (dynamic traffic assumption). RWA is considered NP-complete
problem and thus, the time required to find an optimal solution for such problems in-
creases exponentially as the size of the problem increases. Therefore, heuristic algorithms
that find sub-optimal solutions are preferred due to their simplicity. Moreover, RWA is
decoupled in two sub-problems, the routing sub-problem and the wavelength allocation
sub-problem where we have shown different approaches and heuristics used to solve each
of them. Additionally, since we are assuming transparent optical network, the QoT of
the lightpath should be considered before establishing the lightpath and this recalls for
what’s called physical layer impairment aware RWA (PLi-RWA) where we have shown
different approaches to handle this problem.

In the second section, we have presented wavelength convertible networks design. It
started by the required characteristics of AO-WCs in order to be accepted by network
designers and operators and the different approaches to design AO-WCs. Afterwards,
we have presented an overview about the conditions of benefiting from wavelength con-
verters in optical networks which are as follows: the network topology, the number of
wavelengths per fiber, the number of alternative paths between source and destination
of traffic demands, wavelength assignment algorithms and routing algorithms. There-
fore, the target of this thesis is to investigate which of these factors enables AO-WCs
to result in a network performance enhancement as OEO-WCs especially that AO-WCs
add constraints regarding their limitations (tuning range and cascadability) that should
be taken into consideration while designing the network.

Hussein Chouman 22



Chapter 3

Transmission Layer Model

3.1 Introduction

In transparent optical networks, the optical signal is not regenerated at the intermediate
nodes over the route and hence, PLIs accumulation may result in an unacceptable QoT
of the lightpath at the receiver. Therefore, a performance prediction tool is used to
estimate the lightpath performance and confirm its QoT before establishing it. In this
thesis-work, we have used two different transmission layer models based on two different
categories of modulation formats and bit-rates and thus, dominating PLIs correspond to
two stages. In the first stage of this thesis, during building our first network model, based
on offline traffic assumption, upgrading network to increase its capacity by including the
100 Gb/s PM-QPSK to their infrastructure without losing the legacy 10 Gb/s OOK.
This is known as MLR network [5,35,47–51] where the 10 Gb/s OOK is based on direct
detection and hence, unlike the 100 Gb/s PM-QPSK where fibers chromatic dispersion
(CD) compensation is done electronically, dispersion compensating fibers (DCFs) are
used for this goal and hence, we call it the compensated transmission model. On the other
hand, due to the exponential increase of network traffic, operators are moving towards
400 Gb/s links [1], thus, when we have started the second stage of this work, which is the
operational phase based on the online simulation, we found the need to move towards
using higher-order modulation formats based on elastic transponder [16]. Therefore,
in this latter scenario, all the formats are based on coherent detection and electronics
CD compensation which makes no need for DCFs. This is known as uncompensated-
transmission [52, 53].

This chapter is organized as follows: Sec. 3.2 includes a brief overview and definitions
of the transmission layer impairments. Afterwards, Sec. 3.3.1 and Sec.3.4 describe the
models of the compensated and uncompensated transmissions.

23
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3.2 Transmission Impairments

Physical layer impairments can be classified into linear and nonlinear effects. Linear
impairments are independent of the signal power and affect each of the wavelengths
(optical channels) individually, whereas nonlinear impairments affect not only each opti-
cal channel individually but they also cause disturbance and interference between them
[2,54].

3.2.1 Linear impairments

The important linear impairments are:
Fiber attenuation, amplifier spontaneous emission (ASE) noise, chromatic dispersion
(CD) or group velocity dispersion, GVD and polarization mode dispersion (PMD). They
are defined as follows:

Fiber attenuation:
The signal power traveling along the fiber decreases exponentially with increasing
distance. The attenuation coefficient α is expressed in dB per unit length. For
typical fiber optic communication systems working at 1530 to 1570 nm (191-196
THz), the attenuation coefficient of single-mode fiber (SMF), the most widespread
optical fiber in the world, is 0.2 dB/km. Fiber attenuation losses are compensated
by using EDFA optical amplifiers.

ASE:
EDFAs are used in fiber optic communication systems to compensate for attenu-
ation and components’ insertion losses. However, they result in ASE noise which
is generated by spontaneous decay of electrons in the upper energy levels to lower
energy levels in the atoms of Erbium doped material [54]. This results in the emis-
sion of photons in a wide frequency range. The amplifier noise is quantified by
noise figure value, which is the ratio of the OSNR before the amplification to the
same ratio after the amplification and is expressed in dB.

Single-span optically amplified systems are characterized by an optical amplifier
at the receiver input, called pre-amplifier which has a high gain in order to obtain
a high power at the photodiode input. Therefore, the performance depends exclu-
sively on the optical pre-amplifier ASE noise, that turns out to be: Gaussian, white
(over the well-known C-band that ranges between 1530 and 1570 nm or 191-196
THz) and additive on the input optical field. When using only one amplifier at the
end of the link, the Rx received power decreases exponentially as a function of fiber
length. As a result, the maximum reach cannot be very long (a few hundreds of
km at best). Therefore, if we want to go further, we need to use in-line amplifiers
which is also known as multi-span system. The ASE noise at the end of the system
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is the accumulation of all the generated ASE noises at each span. Therefore, the
maximum number of spans is defined by the required OSNR at the receiver.

CD:
CD causes pulse broadening in the time domain, thus, it results in interference
among consecutive pulses and it is called the inter-symbol-interference which af-
fects the receiver performance by spreading the pulse energy beyond the allocated
bit slot. The time delay accumulated over a certain distance, by two spectral
components, is described by the GVD parameter β2 (the second order derivation
of the propagation constant β), however, in fiber optic communication, dispersion
parameter D is a more commonly used parameter for expressing the propagation
delay among two pulses. D is related to β2 as follows:

D = −2πc

λ2
β2 (3.1)

where λ is wavelength of the carrier signal and c is the speed of light in vacuum.
D and β2 have units of ps/(nm-km) and s2 m-1 respectively, the typical value of D
is 17 dB/km ps/(nm-km) when SMF is used. A countermeasure to the dispersion
is to compensate dispersion, using negative-dispersion fibers. Therefore, when the
accumulated dispersion is zero, there is no distortion, the signal is fully recovered.

PMD
Optical fibers have irregular core radius or shape along the fiber length and thus, it
results in randomly varying difference among the refractive indices of two principle
states of polarization of the fiber. Therefore, the light propagates with different
velocities in the two axes and the signal broadens along the propagation [54]. This
is called the PMD.

The effect of PMD is accounted for with an OSNR penalty [35]. However, due to
the stochastic nature of PMD, the penalty related to a given value of mean DGD
which is defined:

∆τRMS = Dp

√
L (3.2)

where ∆τRMS is the mean DGD and Dp is the PMD parameter expressed in
picoseconds per square root of kilometers of fiber length L. Dp has typical values
of 0.01-1 ps/

√
km.

3.2.2 Non-linear Impairments

Nonlinear effects in optical fibers occur due to (1) change in the refractive index of
the medium with optical intensity and, (2) inelastic scattering phenomena. These non-
linearities are defined as follows [55,56]:
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3.2.2.1 Inelastic Scattering

At high power level (beyond few tenths of mwatts), the inelastic scattering phenomenon
can induce stimulated effects such as Stimulated Brillouin Scattering (SBS) and Stimu-
lated Raman Scattering (SRS). The intensity of scattered light grows with the incident
power. The difference between Brillouin and Raman scattering is that the Brillouin
generated photons (acoustic) are coherent and give rise to a macroscopic acoustic wave
in the fiber, while in Raman scattering the phonons (optical) are incoherent and no
macroscopic wave is generated. These impairments set an upper limit on the amount of
optical power that can be emitted into an optical link [55,56].

3.2.2.2 Nonlinear Refractive Index Effects

The power dependence of the refractive index is responsible for the Kerr-effect which
leads to nonlinear phase shift. Depending upon the type of input signal, the Kerr-non-
linearity manifests itself in three different effects such as:

Self-Phase Modulation (SPM):
In a medium that has an intensity-dependent refractive index, the higher inten-
sity portions of an optical pulse encounter a higher refractive index of the fiber
compared with the lower intensity portions while it travels through the fiber. This
refractive index change results in a phase change and since this nonlinear phase
modulation is self-induced, the nonlinear phenomenon resulted is called SPM.

For phase modulated optical communication systems, SPM manifests itself as the
rotation of constellation from its original position. At the receiver the rotated
constellation points are erroneously decoded and become source of penalty [54].
Moreover, phase modulation of signals due to SPM converted to intensity modu-
lation through dispersion and thus results in waveform distortions.

Cross-Phase Modulation (XPM):
The refractive index not only varies with the power of the central channel but also
with the power in the neighboring channels in a nonlinear fashion, thus, XPM is
the modulation of the signal phase that is proportional to the power of the signal
in the neighboring channels in a WDM systems [54].

The main limitation of quadrature phase shift keying (QPSK) operated in a hybrid
scenario, i.e., with two or more different formats mixed on the WDM comb, lies
in its limited tolerance to XPM caused by neighboring intensity-modulated OOK
channels. The impact XPM is usually decreased by increasing the channel spacing,
introducing guard-band between QPSK and OOK channels or decreasing the power
of the OOK channel [35,57].
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Figure 3.1: Point-to-point link schematic

Four-Wave Mixing (FWM):
The FWM process originates as follows, if three optical fields with carrier frequen-
cies ω1, ω2 and ω3, copropagate inside the fiber simultaneously, they generate a
fourth field with frequency ω4, which is related to other frequencies by a relation,
ω1 + ω2 = ω3 + ω4.

SPM and XPM are significant mainly for high bit rate systems, but the FWM effect
is independent of the bit rate and is critically dependent on the channel spacing
and fiber dispersion. Since the dispersion varies with wavelength, the signal waves
and the generated waves have different group velocities. This destroys the phase
matching of interacting waves and lowers the efficiency of power transfer to newly
generated frequencies. The higher the group velocity mismatch and wider the
channel spacing, the lower the four wave mixing [55,56].

Performance estimation models should take into account these impairments as will
be shown in the next sections.

3.3 Compensated Transmission

To meet the explosive transmission requirements in the backbone network based on
WDM, the channel’s rate is increased from 10 Gb/s using OOK to higher bit-rates by
introducing different modulation formats such as: 40 Gb/s differential quadrature phase-
shift keying (DQPSK) and 100 Gb/s PM-QPSK [35,58] using the conventional channel
bandwidth and spacing [59]. However, due to different traffic demands, some lightpaths
may not require the 100 Gb/s rate hence, MLR networks should be supported for cost-
efficient networks to provision various demand flexibly [60]. The disadvantage of the
MLR scenario is that the OOK and xQPSK channels coexist on the same physical fiber
which will result in XPM that will mainly degrade the xQPSK performance and thus,
it should be well studied while designing the links. Therefore, in this section, we will
show the MLR model used to estimate the performance of each modulation modulation
taking into account all the PLIs.
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Table 3.1: The characteristics of fiber used [5]

Fiber type α (dB/km) D (ps/nm.km) Aeff (µm2) Ls(km)

SMF 0.23 17.1 80 80
DCF 0.5 -92 20 15

3.3.1 MLR Model

The lightpath QoT is measured using the bit-error-rate (BER) which is computed using
the Gaussian approximation as defined follows [35]:

BER =
1

2
erfc

(
Q√

2

)
(3.3)

where Q is the Q-factor that depends on the modulation format used by the lightpath
and is calculated in the following sections. However, before we go in details about how
to calculate Q-factor, we need to show how the OSNR is calculated in this model since
it will be needed afterwards.

3.3.1.1 OSNR Calculation

In compensated transmission links, every span includes a SMF and DCF to compensate
for the fiber CD characterized as shown in Tab. 3.1, where L, α, D and Aeff are fiber
length, fiber attenuation, fiber CD and fiber effective area. Moreover, to compensate
fiber attenuation losses, each fiber is followed by an EDFA amplifier as shown in Fig. 3.1.
However, EDFA contributes by the ASE noise and thus, the OSNR at the receiver nodes
becomes as follows:

OSNR =
Pch

Ns · PASE
(3.4)

where Pch is the channel’s average optical power, Ns is the number of spans between two
nodes and PASE is the ASE noise contributed by a single span is calculated as follows:

PASE = h · f0 · F ·Bref · ((GSMF − 1) + (GDCF − 1)) (3.5)

where F is the noise figure, h is Planck’s constant, f0 is the C-band center frequency,
GSMF and GDCf are the amplifiers gain, which compensate exactly for the fiber loses,
and Bref = 12.5 GHz is the reference bandwidth (equivalent to 0.1 nm) at which the
OSNR is measured at the receiver. Now, using this OSNR, we will show how is the
lightpath Q-factor is calculated for different modulation formats.
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3.3.1.2 OOK BER Estimation

In the case of OOK, the most relevant impairments are ASE, CD, GVD, SPM and XPM
[35]. SPM and XPM interplay with chromatic dispersion cannot be avoided in practice
through engineering rules. Hence, cumulative criteria have to be found to assess the
amount of SPM and XPM. For this purpose, authors in [61] have chosen to use the
NL phase φNL, which is the average phase variation due to Kerr effect. Therefore,
criteria chosen are OSNR, the PMD coefficient, the residual dispersion dres and φNL.
Uncompensated PMD is not an issue for most type of fibers at 10 Gb/s, however it
becomes an issue at 40 Gb/s or higher bit-rates [2, 35]. BER is linked to the remaining
parameters using the Q-factor that is calculated as follow [61]:

Q = Q′ ·
√

OSNR ·
√
Bref

Be
(3.6)

where Be is the electrical bandwidth of the receiver, around 7.5 GHZ for 10 Gb/s with
FEC. Q′ ranges from 0% to 75%, it’s depending on the residual dispersion dres and the
average phase variation due to Kerr effect φNL and it was obtained as an average of
60,000 simulations.

3.3.1.3 xQPSK BER Estimation

The evaluation of BER for PM-QPSK and DQPSK signals, affected by Additive White
Gaussian Noise (AWGN) and phase noise, involves the evaluation of an infinite series
series of Bessel function which require high computational operations. On the other
hand, a very accurate but much simpler approximation can also be obtained by observing
that, in QPSK systems, errors occur when the received phase, affected by nonlinear phase
noise and AWGN, differs from the transmitted one by more than π/4. Since the non-
linear phase noise due to SPM and XPM is modeled as a Gaussian phase noise with
variance σ2

NL, thus, the Q-factor due to ASE and phase noise is defined as [35]:

Q =
π/4√

k
2ρ

(
θ

sin(θ)

)2
+ σ2

NL

(3.7)

where k=1, 2 for PM-QPSK and DQPSK respectively, ρ is the signal to noise ratio
(SNR) per symbol related to OSNR by:

ρ = n ·Bref · T ·OSNR (3.8)

where n=1, 2 is the ratio between the number of noise and signal polarization for PM-
QPSK and DQPSK respectively, T=40, 50 ps is the symbol time for PM-QPSK and
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DQPSK respectively. θ is the angle for which the contribution of AWGN to the distri-
bution of the total phase around π/4 is maximum, is defined as follows:

θ =
π/4

k + 2ρσ2
NL

(3.9)

where the Gaussian phase noise variance σ2
NL constitutes of the noise variances due to

SPM and XPM as follows:
σ2

NL = σ2
SPM + σ2

XPM (3.10)

where σ2
SPM is defined as [62,63]:

σ2
SPM '

a· < φ2
SPM,SMF >

(3ρ)
+
a· < φ2

SPM,DCF >

(3ρ)
(3.11)

where < φ2
SPM > is the average nonlinear phase shift is defined as:

< φ2
SPM >= Ns · γ · Leff · Pch (3.12)

where, a = 4, 2 for DQPSK and PM-QPSK respectively and Leff is the effective length.
Hence, using eq. 3.11 we calculate the variance of the nonlinear phase shift due to SPM
[35]. On the other hand, σ2

XPM (the second part of eq. 3.10) is the variance of the nonlin-
ear phase shift due to XPM at the destination node and therefore, it is the accumulation
of XPM along the spans which is either a coherent or incoheren accumulation [35]. When
an independent interfering OOK channel j contributes to XPM at different spans due
to add/drop of channels, in this case, XPM accumulates incoherently (randomly). On
the other hand, when an interfering channel j is present along the whole path, i.e. no
add/drop is performed at the wavelength, XPM accumulates coherently. The latter case
is the most pessimistic since the variance grows quadratically with the number of spans
and make it unfeasible the coexistence of xQPSK channels and OOK channels, whereas,
in the incoherent accumulation, which is the most realistic scenario, XPM grows linearly
and thus, it is the assumption we will use in this thesis-work. Accordingly, XPM at the
receiver becomes:

σ2
XPM =

∑
j

·σ2
j (3.13)

where σ2
j is defined as follows:

σ2
j =

∑
i

σ2
i-span,j (3.14)

where σ2
i-span,j is the XPM contribution of interfering OOK channel j, in span i, which

consists of SMF and DCF fibers, thus, it is defined as:

σ2
i-span,j = σ2

i-SMF,j + σ2
i-DCF,j (3.15)

where σ2
i-SMF,j and σ2

i-DCF,j are the XPM contributions in the SMF and DCF fibers

respectively. Finally, σ2
i-span,j is calculated as per equation (9) of [35].
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Figure 3.2: BER vs Pch for different number of spans

3.3.2 System Performance

The performance of xQPSK channels mainly depend on σNL which is dependent on: Nch,
the number of OOK channels surrounding PM-QPSK or DQPSK, the channel spacing
∆f , the fiber and DCF characteristics, the number of spans in the point-to-point link
Ns and finally the channels average optical power. However, the fiber types used are
SMF and DCF characterized as shown in Tab. 3.1 and ∆f = 50 GHz [59], hence, the
optimum channel power, Pch,opt, is dependent on Nch and Ns.

To find the Pch,opt, we plot the BER, calculated using the Gaussian approximation,
of a ligthpath, assuming it’s using PM-QPSK, versus the Pch for multiple values Ns and
fixed Nch= 80 as shown in Fig. 3.2 which is analyzed as follows. The plots show that
BER decreases as the power of the channel is increased until a minimum point and then,
it starts increasing again; this performance is due to non-linearity. The Pch,opt is almost
the same for any Ns. Therefore, we are left with the number of channels to decide the
Pch,opt.

For that purpose, we plot BER of a light path using PM-QPSK versus Pch for multiple
values of Nch and fixed value of Ns= 25 as shown in Fig. 3.3. Conclusions could be driven
are as follows: increasing the number of channels leads to significant degradation in BER
and variation in the Pch,opt as well. Thus, for a stable design, we will use the worst-
case assumption where we assume that the link if fully loaded of OOK channels with a
central PM-QPSK channel (or DQPSK). It is true that this is a pessimistic assumption,
however, any change in the number of OOK channels is already considered and will not
affect the performance of already established lightpaths using xQPSK. Finally, having
the number of channels fixed, we need to find the Pch,opt. For that purpose, we plot in
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Figure 3.3: BER vs Pch for different number of channels

Fig. 3.4 the maximum possible Ns that a lightpath can reach satisfying the FEC limit
versus Pch using different modulation formats. The result shows that Pch,opt = - 4dBm
is the required operational power that we will use.

3.4 Uncompensated Transmission Model

Uncompensated transmission are less impacted by non-linearity than dispersion-
managed links and thus, made it possible to use multi-level modulation formats with
polarization multiplexing which increased system spectral efficiency [52, 53] . To un-
derstand the behavior of uncompensated transmission, certain perturbative models of
fiber non-linear propagation can provide accurate system performance prediction. In this
thesis-work we will be using the Gaussian-noise (GN) model which had proved itself a rel-
atively simple and sufficiently reliable at the same time for performance prediction over
wide range of system scenarios, effective for both system analysis and design [52,53,64].
Therefore, in this section, we introduce the GN-model, its assumptions, validations and
limitations and define the formulas and equations that will benefit our work to estimate
the point-to-point link performance.
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at BER= 10-3

3.4.1 GN-model

3.4.1.1 Validation and Limitations

The GN-model is based on certain assumptions and have some limitations as shown
below, otherwise it need to be confirmed. One of the most pillars is assuming that non-
linear-interference (NLI) noise is approximately Gaussian and additive [52,65]. Moreover,
an important limitation is that signal is assumed to be Gaussian itself, which requires
accumulated dispersion and symbol rate to be large enough. This makes the prediction
in single span inaccurate. Therefore, in order to have reliable predictions, the following
limitations need to be considered:

1. Symbol Rate Rs ≥ 28 GBaud.

2. Channel spacing ≤ 100 GHz.

3. Nch ≥ 3 channels.

4. Dispersion (D) ≥ 2 ps/(nm.km).

5. Nspans > 1 span.
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3.4.1.2 GN-model Reference Formula

The GN-model reference formula providesGNLI(f), that is the NLI noise power-spectral-
density (PSD) at the end of the link. The following version was derived based on three
main assumptions: 1)the transmitted signals are dual-polarization; 2)a span consists
of a single fiber type; 3)the links are homogeneous (made up of identical spans) and
transparent (the loss of each span is is totally compensated by the the optical amplifier).
As a result, the NLI’s PSD generated at frequency f :

GNLI(f) =
16

27
γ2L2

eff ·
∫ ∞
−∞

∫ ∞
−∞

GWDM (f1)GWDM (f2)GWDM (f1 + f2 − f)

· ρ(f1, f2, f) · χ(f1, f2.f)df2df1 (3.16)

It can be physically interpreted as describing the beating of each thin spectral slice of the
WDM signal with all other FWM processs, where ρ(f1, f2, f) is the FWM efficiency of
the beating of the 3 pump frequencies f1, f2 and f3 = f1 + f2− f creating an interfering
frequency at f for the lumped amplification case and thus, it is defined as:

ρ(f1, f2, f) =

∣∣∣∣∣1− e−2αLsej4π
2β2Ls(f1−f)(f2−f)

α− j4π2β2(f1 − f)(f2 − f)

∣∣∣∣∣
2

· L2
eff (3.17)

χ(f1, f2, f) takes into account coherent interference at the receiver location on NLI pro-
duced in each span defined as:

χ(f1, f2, f) =
sin2(2Nsπ2(f1 − f)(f2 − f)β2Ls)

sin2(2π2(f1 − f)(f2 − f)β2Ls)
(3.18)

where GWDM (f1) ·GWDM (f2) ·GWDM (f1 +f2−f) represents the PSD i.e., the strength
that each of three pumps carries; α is fiber attenuation coefficient [km-1] such that the
signal power is attenuated as exp(-2αLs); β2 is the absolute value (always positive) of
dispersion in [ps2km−1]; γ is fiber non-linearity coefficient [W−1km−1]; Ls is the span
length [km]; Leff is the effective length [km], defined as [1 - exp(-2αLs)]/sα; Ns: is the
link total number of spans.

3.4.1.3 Analytical Closed-Form Formula

In the general case, the reference formula can not be solved analytically, thus, closed-form
approximate formulas, that help in carrying out performance assessment in wavelength-
routed network, were derived in [52] based on different assumptions:

I Ideal Nyquist-WDM over single span
The term ‘ideal Nyquist-WDM’ means a system whereby each channel has a per-
fectly rectangular spectrum of width equal to Rs and the channel spacing also
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coincides with Rs. Additionally, the amplification should be lumped, which means
an optical amplifier that compensate for the fiber losses is placed at the end of the
span.

II Non-Nyquist-WDM over single span
The assumptions in this approximation are as follows. Lumped amplification at the
end of the span and transparency. An equal number of channels to the left and
right of the center channel where all channels are identical. It starts causing non-
negligible error if the spans <10 dB. The derivation assumes rectangular spectra,
otherwise, going from spectra to raised-cosine with roll-off 0.3, causes an error up to
0.3 dB. Finally, the the error is decreased more as the symbol rate goes higher than
25 GBaud. Then, the NLI PSD at the center of the center channel is approximately:

GNLI(0) ≈ 8

27
γ2G3

WDML
2
eff

asinh

(
π2

2 β2L
2
eff,aB

2
chN

2
Bch
∆f

ch

)
πβ2L2

eff,a

(3.19)

where Bch is the -3 dB bandwidth of each channel and ∆f is the channel spacing.
This approximation fits with this thesis-work and it will be the assumption we use
in estimating the link performance.

III Whole system solver
In reality, it is hard to fulfill the homogeneous and transparency assumptions. More-
over, channels may have different launch power, symbol rates and uneven spacing.
Thus, the ’whole system solver’ approximation can accommodate the all these di-
versities provided that the incoherent GN-model or IGN-model (will be detailed in
the next section) of incoherent accumulation is accepted. This formula still pro-
vides reasonably reliable results, typically to within 1.5 dB of accuracy versus the
GN-model reference formula [52].

3.4.2 IGN-model

The GN-model reference formula accounts for the coherent interference that occurs at
the Rx among the NLI generated in each single span. On the other hand, an alternative
model which coincides with the GN-model over each single span but makes the further
approximation of completely neglecting coherent interference among NLI generated in
different spans is called the incoherent GN-model, or IGN-model. According to it, the
total NLI PSD at the end of the link is simply:

GincNLI(f) =

Ns∑
n=1

GnNLI(f) (3.20)

where GnNLI(f) is the NLI PSD generated in the nth span alone, then propagated through
the link all the way to the Rx. In case the links are transparent and homogeneous, thus
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the NLI PSD becomes:
GincNLI(f) = GNLI(f) ·Ns (3.21)

3.4.3 System Performance

The performance of optical coherent systems or the QoT is decided b means of BER
which is linked to the OSNR. The later is calculated using the previous approximations
of the GN-model reference formula. Moreover, in the GN-model, NLI noise is assumed
to be Gaussian and additive [52, 65], similar to ASE. additionally, ASE and NLI are
assumed to be uncorrelated, therefore, their power could be added at the denominator
of the OSNR, which becomes:

OSNR =
Pch

PASE + PNLI
(3.22)

where PASE is the total ASE noise power at the end of the link calculated using eq. 3.5
but considering only the ASE noise generated from one amplifier that compensates for
diber losses since DCFs are not used in the uncompensated transmission and thus, their
corresponding amplifier are not needed, hence, PASE becomes:

PASE = Ns · P (1)
ASE = Ns · h · f0 · F ·Bref · (G− 1) (3.23)

where P
(1)
ASE is the ASE power generated for a single span. PNLI is the NLI power which

could approximated, if the GNLI(f) is assumed locally white across the bandwidth,
similar to ASE noise. This approximation has an almost negligible impact on the main
system performance as shown in [52], it simplifies the performance estimation since it
would require estimating GNLI(f) at only one frequency:

PNLI = GNLI(f) ·Rs = Ns · η1 · P 3
ch (3.24)

where η(1) is the non-linearity PSD for a single span, it is a power-independent coefficient.
The form on the right is used for link optimization and finding the channel’s optimal
power; thus, assuming the IGN approximation, η(1) is calculated as follows:

η(1) =
P

(1)
NLI

P 3
ch

=
8

27
γ2L2

eff

asinh

(
π2

2 β2L
2
eff,aB

2
chN

2
Bch
∆f

ch

)
πβ2B2

chL
2
eff,a

(3.25)

P
(1)
NLI and η(1) are the NLI power and coefficient at the end of a single span. Therefore,

using all the above derivations, the final form of the OSNR, assuming the ’Non-Nyquist-
WDM over single span’ approximation, is as follows:

OSNR =
Pch

Ns · P (1)
ASE +Ns · η(1)P 3

ch

(3.26)
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Figure 3.5: Point-to-point link schematic

Using OSNR calculated in Eq. 3.26, the expected BER at the receiver is calculated as
follows:

BERPM−BPSK =
1

2
erfc

(√
OSNR

)
(3.27)

BERPM−QPSK =
1

2
erfc

(√
OSNR

2

)
(3.28)

BERPM−16QAM =
3

8
erfc

(√
OSNR

10

)
− 9

64
erfc2

(√
OSNR

10

)
(3.29)

BERPM−64QAM =
7

24
erfc

(√
OSNR

42

)
− 49

384
erfc2

(√
OSNR

42

)
(3.30)

where BERPM−BPSK , BERPM−QPSK , BERPM−16QAM and BERPM−64QAM corre-
sponds to the BER of the lightpaths using PM-BPSK, PM-QPSK, PM-16QAM or PM-
64QAM respectively. The higher the modulation format to be used, the higher the
required OSNR. The latter is affected by the fiber’s non-linearity, PASE and Pch, how-
ever, in this work the fiber used is SMF (characterized as written in Tab. 3.1), the span
length is 100 km preceded by an EDFA optical amplifier that compensates for fiber losses
as shown in Fig. 3.5, the channel spacing is ∆=50 GHz as per the ITU standards [59],
the symbol rate is Rs= 32 GBaud and consequently the channel’s bandwidth is:

Bch = (1 +m) ·Rs (3.31)

where m is the roll-off assuming raised cosine signal spectrum. Therefore, to find the
channel’s optimum power, Pch,opt, we are left with the number of spans Ns and number
of channels in the fiber Nch.

First of all, we assume that all the channels have the same power in order to use the
Non-Nyquist-WDM over single span approximation. The number of channels is fixed to
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Figure 3.6: OSNR vs Pch for different Ns

Nch= 80, then, in Fig. 3.6 we plot OSNR verus Pch for multiple values of Ns. The figure
shows that OSNR keeps increasing till a max point and then starts decreasing. Pch,opt
is shown to be independent of Ns. In [52], it is calculated as follows:

Pch,opt = 3

√
PASE

2η
(3.32)

This equation shows that Pch,opt is independent of the modulation format and mainly
depends on the fiber type, span length, symbol rate (and consequently the channel’s
bandwidth) and the number of channels in the links as shown in eq. 3.25. All these
parameters have constant values in this work unless the number of channels in the link
which varies during network operation time.

Hence, to understand the effect of Nch, we plot in Fig. 3.7, OSNR versus Pch for Ns=
25 spans and multiple number of channels Nch. We have observed the same non-linear
attitude as Fig.3.6 with one main difference: Pch,opt changes as the number of channels
in the link changes. Therefore, this will make it impossible to decide Pch,opt especially
since the number of lightpaths in the link is variable. Moreover, since establishing a new
lightpath will degrade the performance of the already established lightpaths, therefore,
to guarantee stable performance in the system, we will use the worst-case assumption
where we assume that the link if fully loaded and thus, any change in the number of
channels is already considered and will not affect its performance. It’s true that this is
a pessimistic assumption, however, it will guarantee stability. Therefore, Pch is fixed to
the Pch,opt at Nch = 80.
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Figure 3.7: OSNR vs Pch for different Nch

3.5 Conclusion

In this chapter we have defined two different transmission layer models: 1)the mixed-
line-rate (MLR) model and 2)the Gaussian-noise (GN) model. In the first part, the 100
Gb/s PM-QPSK based on coherent detection, co-exists with the 10 Gb/s OOK based
on direct detection and where dispersion is compensated using dispersion-compensating-
fibers. The PM-QPSK lightpath performance is degraded mainly due to XPM impacted
by OOK channels.

On the contrary, the model in the second part doesn’t include dispersion compensat-
ing fibers since we have used elastic transponder without including the 10 Gb/s OOK
modulation format, thus, dispersion compensating is done thanks to DSP, using elec-
tronic compensation. In this case, performance is degraded due to fiber non-linearity
resulted mainly due to FWM and thus, the channels’ performance estimation is done
using the GN-model.
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Chapter 4

Simulation Results: Offline Traffic
assumption

4.1 Introduction

Satisfying the wavelength-continuity constraint (WCC) becomes harder as demands’
path lengths increase, therefore, enabling wavelength conversions enhances network
blocking performance through releasing this constraint which increases the capability
of the network to serve the demands with longer source (s) to destination (d) paths.
However, modulation formats suffer from a trade-off between their transmission reach
and their capacity since the higher the capacity, the lower the transmission reach. Thus,
as the path length of the demand increases, the probability of using higher-order mod-
ulation formats decreases. Hence, to increase networks spectral efficiency and reduce
latency, the network is required to route demands over the shortest paths possible.
Thus, it increases the allocation of higher-level modulation formats.

Knowing the traffic demands in advance gives an advantage of deciding which traffic
to be served first. Authors in [32] show the importance of TSO in wavelength continuous
networks which affects the capability of the network to use higher order modulation
formats. Thus, in this chapter we study the impact of TSOs on wavelength convertible
networks and on the gain obtained of using wavelength converters. Hence, we will use two
different TSOs based on demands’ traffic volume and demands’ shortest-path physical
length. The routing algorithm used is the FAR algorithm, the wavelength assignment is
the FF and the traffic matrix is based on realistic data [66] which shows that the traffic
distribution follows a LogNormal rule.

Network design is done in two stages. First, the design phase or static-RWA, where
traffic are known beforehand, and second, the operational phase or dynamic-RWA, where
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Figure 4.1: Heuristic skeleton

traffic demands arrive sequentially and stay some determined time in the network and
leave.

The online design will be detailed in Ch. 5, while the offline network design is studied
in this chapter. It is structured as follows: Sec. 4.2 presents the physical and network
model, in addition to the simulation and performance parameters. Afterwards, simula-
tion results and their analysis are shown in Sec. 4.3. Finally, Sec. 4.4, concludes this
chapter.
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Figure 4.2: Different candidates of the heuristic used.

4.2 Network Model

Static-RWA is considered as an ILP problem which is classified as NP-complete problem
(defined in Sec. 2.2.1). Therefore, for real-sized networks, one often has to use a heuristic
algorithm to find a sub-optimal solution in reasonable time. The heuristic used in this
chapter, to serve the set of traffic demands of the traffic matrix, follows the steps shown
in Fig. 4.1. They are explained as follows:

1. On a given physical topology and traffic matrix, the heuristic iteratively satisfies
the traffic demands following one of the following TSOs:

I Traffic decreasing (TD):
The set of demands are ordered according to their requested bit-rate in the
decreasing order and thus, demands are served from the highest to the lowest.

II Distance increasing (DI):
The set of demands are ordered according to the physical length of their
shortest-path from the lowest to the highest and thus, the heuristic starts
by serving the demand whose shortest-path has the shortest physical route
length.

2. When the TSO algorithm chooses the demand to be served, Ti,j the heuristic finds
a route from the set of routes available between source s and destination d using
FAR routing algorithms (defined in Sec. 2.2.2.1).
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3. Afterwards, to allocate wavelengths, the FF algorithm (explained in Sec. 2.2.2.2)
is used . However, based on the type of wavelength converter used, we have the
following scenarios:

i If wavelength conversions are not allowed, the only constraint is the WCC.
Therefore, this scenario is referred to by DINWC or TDNWC if DI or TD are
used, respectively.

ii On the other hand, if wavelength conversions are allowed therefore, WCC is
released and conversion is done by OEO-WCs where the lightpath’s QoT is
not affected due to the regeneration. Thus, FF allocates the first available
wavelength on each link. These scenario are referred by DIOEO or TDOEO if
DI or TD are used respectively.

In case the wavelength assignment algorithm cannot find a solution in the current
path, the heuristic goes back to step (2) to check resources in the next path avail-
able, based on the routing algorithm used. However, if there are no more paths
available, the demand is blocked.

4. When the wavelength assignment algorithm finds a solution, the heuristic calcu-
lates the lightpath’s OSNRRx expected at the receiver, and allocates the highest
possible modulation format. The modulation formats used in this work are the 100
Gb/s PM-QPSK and 200 Gb/s 16-QAM where their sensitivity is based on a real
transponder used in Orange core network scenario [8, 67]. Therefore, if OSNRRx

doesn’t satisfy the minimum required sensitivity of the lowest possible modulation
format, PM-QPSK, the heuristic goes back to step (2) to check the next path. If
there is no more paths available, the demand is blocked.

5. When the modulation format is chosen, if its capacity (C) is higher or equal to
the demand’s requested bit-rate, then the demand is routed using a single channel.
Otherwise, the heuristic goes back to step (2) to serve the demand’s residual traffic
Ti,j = Ti,j - C which could be served on different route.

In order to summarize, all the possible heuristic candidates are displayed in Fig. 4.2.

4.2.1 Simulation Parameters

To run the simulations, which are carried in the open-source network planner
Net2Plan [68], there are different parameters to be configured:

Average traffic per demand (ATD)
The traffic matrix provides a critical input to research efforts related to perfor-
mance assessment. Most research studies conducted on these topics make use of
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Figure 4.3: 17-Node German network topology.

synthetically generated traffic matrices to evaluate the resulting performance of
the scheme being designed. Because almost no data has been published on actual
traffic matrices, researchers have had to resort to arbitrary assumptions, some of
which can be quite unrealistic. In [66], authors provide some initial solutions for
generating synthetic traffic matrices. Their solutions are based on two datasets, one
collected from Sprint’s European backbone and one collected from the Abilene’s
network; their goal is to determine which probability distribution and correspond-
ing parameters are suitable to be used as random number generators to populate
a static traffic matrix. They conclude that, in order to populate a static traffic
matrix, a LogNormal distribution must be used. Based on this study, we generate
for this work a traffic matrix that has a LogNormal distribution. We vary the
average the average traffic per demand (ATD) from 320 Gb/s to 560 Gb/s leading
to a total traffic load varying from 80 Tb/s to 160 Tb/s.

Number of wavelengths/fiber (ω)
ω is the available number of wavelengths per fiber which is set to ω= 80.

Alternative paths (κ)
κ is the max number of alternative paths between s and d of each traffic demand.
For this chapter, we fix it to κ= 6.

Physical topology
The physical topology used for these simulations is the 17-Node German topol-
ogy [8] shown in Fig.4.3, it is characterized as follows: number of nodes is 17,
average link length is 170 km and average node degree is 3.05.
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4.2.2 Performance Parameters

To compare the quality of service resulted from using the above heuristic candidates, we
use the following performance parameters:

Blocked traffic percentage (BTP)
In order to understand how much each heuristic candidate can serve traffic volume,
we use the percentage of blocked traffic calculated as follows:

BTP = 100 ·
∑

i

∑
j Ti,j,blocked∑

i

∑
j Ti,j,requested

(4.1)

where Ti,j, requested and Ti,j, blocked are the requested bit-rate to be served and the
blocked bit-rate of the traffic demand from i to j, respectively.

Fiber utilized percentage (FUP)
Gives information about the efficiency of using the network spectral resources by
the heuristic and its calculated as follows:

FUP = 100 ·
∑L

1 NWUm
L · ω (4.2)

where NWUm is the number of wavelengths used in the fiber m and L is the
total number of links in the topology. It is important to note that in order to
compare the resulting FUPs of two heuristics, they are supposed to have the same
BTP performance and thus, the heuristic that gives a lower FUP among the two
is more efficient in terms of spectrum usage than the other heuristic and this is
important because operators aim to minimize their use of the available spectrum
which increases the probability for future demands to be accepted.

Modulation formats distribution
A demand may be routed over a long path that may not enable the lightpath
to be allocated a higher order modulation format. Thus, the allocated format’s
capacity may be less than the traffic demand required bit-rate to be served, hence,
resulting in either blocking some of the traffic or using multiple lightpaths to serve
a demand. Therefore, to understand which heuristic favors more the higher order
modulation format, the distribution of lightpaths are plotted.

We note that each result is the average of 10 simulations ran for 10 different traffic
matrices based on 10 seeds.
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Figure 4.4: BTP vs. ATD using TD-based heuristics.
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Figure 4.5: BTP vs. ATD using DI-based heuristics.

4.3 Simulation Results

To facilitate results explanations, we will divide them into two sub-sections: in the first
one, we compare the gain of using wavelength converters for each TSO separately; in
the second sub-section, we compare the performance of TD to that of DI in wavelength
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Figure 4.6: FUP vs. ATD using different heuristic candidate.

continuous networks and in wavelength convertible networks.

4.3.1 Sensitivity Of The Gain Of Using Wavelength Converters to TSO

Fig. 4.4 shows the resulting BTP performance of using TDOEO and TDNWC heuristics
and Fig. 4.5 shows the resulting BTP performance of using DIOEO and DINWC heuristics.
For ATD ≤ 380 Gb/s, the BTP gain of using wavelength converters for the case of DI
is higher compared to the case of TD. As ATD increases beyond 380 Gb/s, the gain
decreases for the case of DI, while it disappears for the case of TD. This decrease in
wavelength converters’ gain is normal due to the increase in network’s congestion with
ATD (explained in Sec. 2.3.2). To understand the different gain performance between
the two TSOs, we use the FUP and the modulations formats distribution:

The FUP results for all the heuristic candidates are displayed in Fig. 4.6, they are
commented as follows. For the case of DI, the FUP ranges between 54.5 to 56 % for
ATD ≤ 380 Gb/s and 56 to 61 % for ATD ≥ 380 Gb/s, which means that FUP increases
by 10 % between the two traffic regimes. On the other hand, for the case of TD, the
FUP ranges between 60 to 62 % for ATD ≤ 380 Gb/s and 62 to 71 % at for ATD ≥
380 Gb/s which means that FUP increases by 20 % between the two traffic regimes.
Therefore, the increasing slope of FUP for the case of TD is much higher than the case
of DI. Hence, as ATD increases, TD results in more congestion compared to DI and this
explains why for the case of TD, wavelength converters’ gain disappeared faster than
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the case of DI.

For deeper analysis, to demonstrate how using wavelength converters affects the rout-
ing of demands, modulation formats distributions are plotted in Figs. 4.7 and 4.8 which
display the number of lightpaths using 200 Gb/s 16-QAM and 100 Gb/s PM-QPSK
resulted of all the heuristics, respectively. The results show that enabling wavelength
conversion:

1. doesn’t affect the number of lightpaths using 16-QAM for DI (Fig. 4.7);

2. decreases the number of lightpaths using 16-QAM for TD (Fig. 4.7);

3. increases the number of lightpaths using PM-QPSK for TD and DI (Fig. 4.8).

Before analyzing these results, we need to recall two points: i)the modulation format
allocation algorithm (explained in Sec. 4.2) allocates the highest possible modulation
formats, which means that it is independent of the traffic demand’s bit-rate and it
depends only on the length of the route. ii)DI serves first the demands whose shortest-
path has the shortest physical route lengths. Thus, demands which are allocated 16-
QAM modulation format are served first while demands which are allocated PM-QPSK
modulation format are served afterwards. Moreover, the first served demands need
less wavelength conversions due to short-length nature of demands and due to the very
low congestion. Afterwards, as the heuristic starts serving longer demands and the
network is more congested (due to the earlier served demands), the need to wavelength
conversions increases. Consequently, when DI is used in wavelength convertible networks,
wavelength converters are mainly used by lightpaths allocated PM-QPSK, rather than
16-QAM. That’s why, we don’t see any change in the number of lightpaths using 16-
QAM(Fig. 4.7). On the other hand, TD’s policy does not give priority to the shortest
routes demands, thus, enabling wavelength conversion increases the opportunities of
longer routes demands to be served and increases the number of lightpaths using PM-
QPSK (Fig. 4.8) and consequently increases network congestion. Therefore, it decreases
the probability to serve the short routes demands which consequently decreases the
number of lighpaths using 16-QAM in the TDOEO compared to the TDNWC.

4.3.2 TD vs DI in Wavelength Continuous and Wavelength Convert-
ible Networks

In this section TD and DI are compared in two scenarios of wavelength conversion: in
the first one, wavelength conversions are not allowed, thus, Fig. 4.9 shows the resulting
BTP of using TDNWC and DINWC heuristics. On the other hand, wavelength conversions
are allowed using OEO-WCs, thus, Fig. 4.10 shows the resulting BTP of using TDOEO

and DIOEO heuristics. To simplify the analysis, the comparison of TD to DI is divided
into three traffic regimes:
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Figure 4.7: No. lihtpaths using 16-QAM vs. ATD using different heuristic candidates.
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Figure 4.8: No. lihtpaths using PM-QPSK vs. ATD using different heuristic candidates.

1. Lower traffic regime, ATD ≤ 380 Gb/s:
TD outperforms DI in terms of the BTP for wavelength convertible network
(Fig. 4.9) and wavelength continuous network (Fig. 4.10).
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Figure 4.9: BTP vs. ATD for TD vs DI in wavelength-continuous networks.
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Figure 4.10: BTP vs. ATD for TD vs DI in wavelength-convertible networks.
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2. Middle traffic regime, 380 Gb/s ≤ ATD ≤ 480 Gb/s:
In wavelength continuous network, TDNWC keeps in outperforming DINWC in terms
of the BTP (Fig. 4.9). However, for wavelength convertible network DIOEO starts
outperforming TDOEO in terms of the BTP (Fig. 4.10).

3. Higher traffic regime, ATD ≥ 480 Gb/s:
In this regime, it is totally opposite to the lower traffic regime, DI outperforms TD
in terms of the BTP for wavelength convertible network (Fig. 4.10) and wavelength
continuous network (Fig. 4.9).

To understand this interchanging of the hierarchies between TD and DI in different
traffic regimes, we need to visit the modulation formats distribution results: in the
lower traffic regime, the number of lightpaths using 16-QAM resulted of TD heuristic
(with and without wavelength converter) is slightly lower than the case of DI (Fig. 4.7).
Thus, TD (TDOEO or TDNWC) allocates almost the same number of 16-QAM as DI,
which means that at the lower traffic regime with low congestion, not giving the priority
to the demands whose shortest-paths have the shortest physical routes doesn’t affect
the number of 16-QAM allocated up to ATD= 380 Gb/s or 480 Gb/s. Moreover, TD
(TDOEO or TDNWC) allocates higher number of lightpaths using PM-QPSK than DI
(Fig. 4.8), therefore, it results by TD to outperform DI in terms of BTP in the lower
traffic regime (Figs. 4.9 and 4.10).

As ATD increases, DI starts to outperform TD in the middle traffic regime (ATD
> 380 Gb/s) and higher traffic regime (ATD > 480 Gb/s) for wavelength convertible
networks and wavelength continuous networks respectively. On the one hand, the reason
of this interchange is that at higher congestion levels, DI has higher ability to favor more
lightpahs using 16-QAM compared to TD and thus, it serves more traffic. Moreover,
even though TD favors higher number of lightpaths using PM-QPSK than DI (Fig. 4.8)
but the impact of 16-QAM on performance is higher. On the other hand, the inter-
change ATD point is different between wavelength convertible network and wavelength
continuous network since: enabling wavelength conversion decreases the ability of TD to
favor 16-QAM, thus, it explains why DI starts outperforming TD at lower ATD in case
of wavelength convertible networks than the case of wavelength continuous networks.

4.4 Conclusion

In this chapter, we have studied the dependence of the gain obtained from using wave-
length converters in multi-rate optical network on the TSOs. Therefore, we have designed
the network assuming static traffic assumption where the traffic matrix is based on re-
alistic data that has LogNormal distribution. The heuristic algorithm used for solving
the RWA problem is based on FAR routing algorithm and FF wavelength allocation
algorithm. Moreover, the modulation format allocation algorithm allocates the highest
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possible among the modulation format used which are the PM-QPSK 100 Gb/s and
16-QAM 200 Gb/s. Serving the traffic demands was done using two TSOs: TD, which
orders the connection demands according to their requested bit-rate, and serve first the
demand that requires the highest bit-rate. Th second TSO is DI, which orders the con-
nection demands according to the physical length of their shortest-path, and serves first
the demand whose shortest-path utilizes the lowest physical route length.

The obtained results show that the gain of using wavelength converters when DI is
used, is higher compared to the case of TD. Moreover, the gain in general decreases
with ATD but it disappears in the case of TD for ATD > 380 Gb/s. On the other
hand, comparing TD to DI we conclude the follows results: TD outperforms DI for ATD
< 380 Gb/s in wavelength convertible networks, and ATD < 480 Gb/s in wavelength
continuous network. As ATD increases beyond these two points, DI start outperforming
TD due to the high congestion resulted by TD which favors less number of lightpaths
using 16-QAM compared to DI especially in the wavelength convertible networks and
that is why we see that DI started outperforming TD at lower ATD value in wavelength
convertible networks than in the case of wavelength continuous networks.

Finally, we note that in this chapter, the wavelength converters is based on OEO-
WCs and thus, we didn’t consider AO-WCs which will be considered in the next chapter
to study if it can replace OEO-WCs in the network operational phase.
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Chapter 5

Simulation Results: Online Traffic
assumption

5.1 Introduction

After designing the network in the static phase in Ch. 4, and considering the effect of
TSO on network gain from using wavelength converters, in this chapter, the network is
designed assuming the dynamic traffic assumption. The network model is implemented
by discrete-event network simulator where each event occurs at a particular instant in
time as shown in Fig.5.1 which displays two types of event: 1)traffic demands arrive the
system sequentially following Poisson distribution with average arrival rate per unit time
λ. If the demand is served, it occupies resources for a period of time called the holding or
service time which is assumed to be uniformly distributed between 0 and 1. 2)After this
period, the occupied resources are released, which is called the departure event. On the
other hand, if the network can’t serve the demand, it is blocked. The amount of blocked
demands, in addition to other performance parameters, decide the network quality of
service (QoS) which is improved using wavelength converters. Therefore, we need to
analyze network performance using AO-WCs and whether they can replace OEO-WCs.

In this chapter, a comparison between AO-WCs’ and OEO-WCs’ contribution to
optical networks performance is done using FAR and LLR routing algorithms (defined in
Sec. 2.2.2.1), due to their advantage on improving wavelength conversion contribution in
optical networks (as explained in Sec. 2.3.2), and the first-fit (FF) wavelength assignment
algorithm is used due to its low complexity (detailed in Sec. 2.2.2.2). Additionally,
another wavelength assignment that considers the number of conversions per lightpath
is proposed. The heuristics used are introduced in Sec. 5.2. Afterwards, these heuristics
will be applied to a real physical topology and the corresponding results are presented
in Secs. 5.3 and 5.4.
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Figure 5.1: Discrete events: arrival and departures.

5.2 Routing, Modulation Format and Wavelength Alloca-
tion Algorithms

When a traffic demand arrives to the network, it served using the following heuristic
algorithm which has different flavors that are shown afterwards.

5.2.1 Heuristic algorithm

For each demand, the route, modulation format and wavelength are decided using the
following heuristic:

1. The heuristic chooses a route with available wavelength resources from the set of
routes between source s and destination d using one of the following options of
algorithms (defined in Sec.2.2.2.1):

I FAR routing algorithm.

II LLR routing algorithm.

2. Afterwards, to allocate wavelengths, there two categories of algorithms and for
each category there are different possibilities depending on the wavelength conver-
sion scenario. If wavelength conversion is not allowed, the only constraint is the
WCC. On the other hand, if conversion is allowed therefore, the WCC is released
and conversion is done either by OEO-WCs or AO-WCs: If OEO-WCs are used,
the lightpath QoT is not affected due to the regeneration and thus, there is no lim-
itations on conversion. However, if AO-WCs are used, there are limitations on the
number of conversions and the conversion range for a channel. Hence, wavelength
assignment scenarios are as follows:
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A First-fit algorithm (FF):
In this first category, the FF algorithm (explained in Sec.2.2.2.2) is used, thus,
based on the type of wavelength converter used, we have the following scenarios:

i If wavelength converters are not enabled,
the only constraint to be satisfied is the WCC. This scenario is referred by
FFNWC.

ii If OEO-WC is used,
FF allocates the first available wavelength on each link. This scenario is
referred by FFOEO.

iii If AO-WCs are used,
This scenario is referred by FFAO and it works as follows: in every path,
if wavelength conversions are enabled, there are a lot of combinations of
wavelengths that could be chosen. For example, if the route has m links
and the number of wavelengths on each fiber is n, therefore, we have nm

possible combinations of wavelengths that could be chosen. Hence, FFAO

allocates the first set of wavelengths that satisfies AO-WCs’ limitations.

B Minimum-conversion (MC):
In this category, the MC algorithm is used which is defined as follows. In every
path, if wavelength conversions are enabled, there are a lot of combinations of
wavelengths that could be chosen. For example, if the route has m links and
the number of wavelengths on each fiber is n, therefore, we have nm possible
combinations of wavelengths that could be chosen. Hence, the MC algorithm
chooses the combination that uses the least number of conversions among all the
combinations available. Compared to the FF algorithm, MC has much higher
complexity which increases exponentially with the number of links in the route
and number of wavelengths per fiber, however, it aims to decrease the number
of wavelength conversions. Hence, based on the type of wavelength converters
used, we have the following scenarios:

i If wavelength converters are not enabled, MC works as FFNWC.

ii If OEO-WCs are used,
this scenario is referred by MCOEO, it aims to find solution that minimizes
the number of conversions used and consequently, the energy consumption
resulting from OEO-conversions.

iii If AO-WCs are used,
MC chooses a combination of wavelength that not only requires the mini-
mum number of conversions per channel, but that satisfies AO-WCs’ limi-
tations also. This scenario is referred to by MCAO

In case the wavelength assignment algorithm cannot satisfy the conditions (WCC
or AO-WCs’ limitations) in the current path, the heuristic goes back to step (1)
to check resources in the next path available, based on the routing algorithm used.
If there are no more paths available, the demand is blocked.
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3. In case the wavelength assignment algorithm finds a solution that satisfies the
required conditions, the heuristic calculates the lightpath’s OSNRRx expected at
the receiver, and allocates the highest possible format. The modulation formats
used in this work are the PM-QPSK 100 Gb/s and 16-QAM 200 Gb/s where their
sensitivity is based on real transponders used in Orange core network scenario
[8,67]. Therefore, if OSNRRx doesn’t satisfy the sensitivity of the PM-QPSK, the
heuristic checks the next path. If there are no more paths available, the demand
is blocked.

5.2.2 Heuristics Flavors

In the previous section, there are different possible combinations that could be obtained
using 2 different routing algorithms and 5 different wavelength assignment algorithms
which result in 10 flavors of the heuristic used. Thus, in order to summarize all possible
heuristic flavors are displayed in Fig. 5.2.

However, we note that for any heuristic that enables wavelength conversion, we try to
serve the demand first without wavelength converters in order to guarantee that all the
alternative paths can’t satisfy the WCC, then, if the demand can’t be served, we use the
heuristic required to satisfy the demand. For instance, if the heuristic applied is FAR-
MCAO, we try to serve the demand using FAR-FFNWC, where wavelength conversion
are not allowed and thus, if all the paths can’t satisfy the demand, we use FAR-MCAO.
The same strategy is applied if FAR-FFOEO, FAR-FFAO and FAR-MCOEO are used.
Moreover, if the heuristic applied is LLR-FFOEO, LLR-FFAO, LLR-MCOEO or LLR-
MCAO, we try to serve the demand using LLR-FFNWC heuristic flavor first.

The aim of having this variety of flavors is to understand the sensitivity of the network
performance gain obtained by using AO-WCs to the routing and wavelength assignment
algorithms and other parameters, which are defined in the next section, in order optimize
this gain.

5.2.3 Simulation Parameters

Based on the heuristics introduced before, the simulation parameters to be configured
are as follows:

Arrival rate (Λ)
Λ is the demands’ average arrival rate per unit time to the network. It is, in
addition other parameters, the network’s load since the higher it is, the more
network is congested or loaded.
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Figure 5.2: Different flavors of the heuristic used.

Number of wavelengths/fiber (ω)
ω is the available number of wavelengths per fiber initially.

Network’s load
Network load: as explained in Chapter II, blocking at high network congestion
is mainly due to the non-availability of wavelength resources, whereas, at low
network congestion, this problem probability is very low, since the blocking is
either due to the WCC constraints or not satisfying AO-WCs’ limitations and
OSNR requirements. Therefore, to monitor the gain of wavelength converter and
then understand how this gain is impacted when AO-WCs is used instead of OEO-
WC, it’s important to work at lower congestion level, which is directly related with
Λ and ω: it increases with Λ while it decreases with w. Hence, to vary network
load, we should vary Λ, however, we will fix ω for two reasons: 1)it is usually fixed
in network and decided beforehand during the offline phase; 2)increasing ω will
increase the complexity of the MC wavelength assignment, therefore, we intend to
fix it at ω=15.
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Alternative paths (κ)
The routing algorithms used in this thesis are FAR or LLR and in both cases there
should be a set of routes between each demand’s source and destination, therefore,
one of the main simulations parameters is the max number of alternative paths, κ,
which is ranged between κ= 1 to 6.

AO-WCs’ cascadability (C)
To consider wavelength converters’ limitations, we consider the cascadability (de-
fined in Sec. 2.3.1.2), therefore, the maximum number of cascaded wavelength
converters allowed is defined as C.

AO-WCs’ tuning range (R)
Another limitation of AO-WCs is the tuning range (defined in Sec. 2.3.1.2), there-
fore, it is defined as R. For example, if tuning range is set to 250 GHz, which is
equivalent to the bandwidth of 5 channels, we will say R= 5x50 GHz and in this
case, R is 33.3 % of the full range which is 15x50 GHz (15 is the total number of
wavelengths per fiber defined above).

Simulation time
The simulations keeps running until a specific number of demands arrived to the
network, either served or blocked. This number is set to 10,000 demands.

Buffering time
Generally, in network design, when a demand arrives to the network, if it can’t
be served, it may be saved in the buffer for a limited buffering time. However, in
this work, buffering is not allowed in order to trace the gain of using wavelength
converter in a network.

Physical topology
The physical topology used to run simulations is the German topology shown in
Fig.4.3, it is characterized as follows [8]: number of nodes is 17, average link length
is 170 km and average node degree is 3.05.

5.2.4 Performance Metrics

The network performance is estimated using the following parameters:

Blocking
One of the main targets of network design is to serve the highest possible number
of demands for a fixed number of transceivers or wavelengths. In other words, the
target is to reach the lowest blocking possible with fixed resources. Therefore, to
estimate which wavelength assignment or routing algorithms can better optimize
the performance, we use the percentage of the number of demands blocked over
the total number of demands required to be served.
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Figure 5.3: Blocking versus arrival rate (Λ) using FAR-FFNWC and FAR-FFOEO heuris-
tics at different κ.

Modulation formats distribution
It is true that serving more demands is the major priority in network design,
however, a demand may be routed over a long path that may not enable the
use of higher order the modulation format, and thus, the allocated modulation
format may have a capacity less than the required traffic volume to be served ,
hence, resulting in either blocking some of the traffic or using multiple lightpaths
if wavelength resources are available. Therefore, to understand which heuristic is
favoring more the higher order modulation format, the percentage distribution of
lightpaths using the 200 Gb/s 16-QAM, since it is the highest-level format, used
by the served demands.

Number of conversions
This performance parameter reflects the cost especially if OEO-WC is used, then it
reflects energy consumption. Moreover, at a fixed blocking, the lower the number
of conversions, the lower is the need for wavelength converters.

5.3 Simulation Results: The Gain of Using OEO-WCs

In this section we compare wavelength continuous network performance with wavelength
convertible network using OEO-WCs and analyze the effect of different parameters such
as Λ, κ, the wavelength assignment (FF or MC) and the routing algorithms (FAR or
LLR).
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Figure 5.4: Blocking versus arrival rate (Λ) using LLR-FFNWC and LLR-FFOEO heuris-
tics at different κ.
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Figure 5.5: Blocking versus arrival rate (Λ) using FAR-FFOEO and FAR-MCOEO heuris-
tics at different κ.

5.3.1 Sensitivity to the Number of Alternative Paths

To understand the effect of κ on OEO-WCs network performance gain, the percentage of
blocked demands versus Λ for different κ are plotted as follows: Fig 5.3, where FAR and
FF are used, shows the performance of FAR-FFNWC and FAR-FFOEO heuristics. Fig 5.4,
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Figure 5.6: Blocking versus arrival rate (Λ) using LLR-FFOEO and LLR-MCOEO heuris-
tics at different κ.

where LLR and FF are used, shows the performance of LLR-FFNWC and LLR-FFOEO

heuristics. The same conclusions are made for both figures: 1)the blocking increases
with Λ due to the increase in the network load and thus, increase in network congestion
which leads to the decrease of the wavelengths resources availability. On the contrary, the
blocking at lower load is mainly due to the WCC, therefore, using OEO-WCs significantly
improves the performance at lower load comparing to its humble contribution at high
congestion. Moreover, 2)this contribution increases with κ since the probability to satisfy
WCC decreases with longer routes, therefore, using OEO-WCs increases the probability
to route demands over longer paths and consequently, increases OEO-WCs’ contribution
to network blocking enhancement.

5.3.2 Sensitivity to Wavelength Assignment Algorithms

In the previous section, we have demonstrated the impact of κ using the two different
routing algorithms while with just the FF wavelength assignment. Therefore, to un-
derstand the impact of MC wavelength assignment, we plot the percentage of blocked
demands using FAR-FFOEO and FAR-MCOEO heuristics in Fig. 5.5 and LLR-FFOEO

and LLR-MCOEO heuristics in Fig. 5.6. The results show that MCOEO and FFOEO have
almost the same blocking performance for the same routing algorithm.

On the other hand, since MC aims to minimize the number of conversions, we plot the
it using FAR-FFOEO and FAR-MCOEO heuristics in Fig. 5.7 and using LLR-FFOEO and
LLR-MCOEO heuristics in Fig. 5.8. The results show that MC significantly decreases
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Figure 5.7: Number of conversions vs. arrival rate using FAR-FFOEO and FAR-MCOEO

heuristics at different κ.
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Figure 5.8: Number of conversions vs. arrival rate using LLR-FFOEO and LLR-MCOEO

heuristics at different κ.

the number of conversions used with respect to FF especially at high traffic load, or
high Λ, where the need for wavelength conversions increases due to congestion and thus,
using a simple wavelength assignment that targets only to find wavelengths resources
will increase the number of conversions used comparing to MC which economize this
need. Moreover, the number of conversions also is impacted by κ since increasing it
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will increase the probability of the demands to be routed over alternative paths without
using wavelength conversions because the policy is not to use wavelength conversion
unless serving the demand failed to satisfy the WCC constraints at the beginning. We
note the number of conversions in Figs. 5.7 and 5.8 are plot for κ= 4 and 6 only since
at κ= 2 we didn’t notice any gain for OEO-WCs.

5.3.3 Sensitivity to Routing algorithms

The sensitivity to routing algorithm is studied based on two performance parameters,
the blocking ratio and the modulation formats distribution.

Blocking Performance

After understanding the impact of κ and wavelength assignment on OEO-WCs gain,
we are left with the routing algorithms effect. Therefore, to compare FAR to LLR in
wavelength convertible networks, the percentage of blocked traffic versus Λ for FAR-
FFOEO and LLR-FFOEO heuristics are plot in Fig. 5.9 and FAR-MCOEO and LLR-
MCOEO heuristics in Fig. 5.10. The plots clearly show that LLR outperforms FAR in
both wavelength assignments and this is explained as follows: FAR routes demands over
the first available path from shortest to longest, therefore, this policy may lead some
physical links to be fully congested and consequently, blocking demands that arrive
afterwards. On the contrary, LLR routes demands over the least congested path which
distributes traffic between the alternative path and thus, at low load regime, it doesn’t
allow links to be fully congested which enhances its performance in comparison with
FAR. However, this advantage decreases as the traffic increases since network will have
to be congested over all its links.

Modulation Format Distribution Performance

On the other hand, since LLR routes the demands without considering the length of the
path, thus, it decreases the probability of using higher order order modulation formats in
comparison to FAR routing algorithm which gives priority to the shortest paths between
the source and destination of any demand. Fig. 5.11 shows the percentage of lightpaths
using 200 Gb/s 16-QAM versus Λ when FAR-FFOEO and LLR-FFOEO heuristics are
used while Fig. 5.12 shows the results when FAR-MCOEO and LLR-MCOEO heuristics
are used. The results show that, independent from the wavelength assignment used: at
κ= 2, where the difference between FAR and LLR is very low, the percentage dropped
from 44 % (for the FAR case) to 39 % (for the LLR case). Moreover, at κ= 4 or 6, the
percentage dropped from 41 % (for the FAR case) to 33 % (for the LLR case). Hence,
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Figure 5.9: Blocking versus arrival rate (Λ) using FAR-FFOEO and LLR-FFOEO heuris-
tics at different κ.
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Figure 5.10: Blocking versus arrival rate (Λ) using FAR-MCOEO and LLR-MCOEO

heuristics at different κ.

comparing FAR to LLR, there is a trade-off between the blocking performance and the
level of the modulation formats used by the lightpaths.
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Figure 5.11: % lightpaths using 200 Gb/s vs. Λ in FAR-FFOEO and LLR-FFOEO heuris-
tics at different κ.
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Figure 5.13: % Blocking vs. C at Λ= 95, R= 2x50 GHz and κ= 6.

5.4 Simulation Results: Network Gain from Using AO-
WCs

After demonstrating the impact of each factor on the OEO-WCs’ gain in the previous
section, we need to know if AO-WCs with their limitations can have the same contri-
bution in enhancing network performance. Therefore, using AO-WCs, we will study
the sensitivity of the contribution to the maximum number of conversions allowed per
lightpath, C, and converters’ maximum conversion range allowed, R. For this issue, we
will do the analysis in the zone where the highest gain obtained from using OEO-WCs
is observed, thus, the number of alternative paths is fixed to κ= 6, the arrival rate is
fixed to Λ= 95, the lowest traffic regime.

The heuristics used here are the ones that consider AO-WCs: FAR-FFAO, FAR-
MCAO, LLR-FFAO and LLR-FFAO. Their corresponding blocking performance versus
C are plot in Figs. 5.13 and 5.14 corresponding to R= 2x50 GHz (13.3 % of the full
range) and R= 4x50 GHz (26.6 % of the full range), respectively. Moreover, in each
figure there are two horizontal dotted lines, which consider the cases where OEO-WCs
are used, in red and in green which refer to FAR-FFOEO and LLR-FFOEO at Λ= 95 and
κ= 6. These lines are references to check at what C and R do the AO-WCs give the
same performance as OEO-WCs. Looking at the figures, the following conclusions are
derived:

In Fig. 5.13, where R= 2x50 GHz, the blocking performance with AO-WCs cannot
reach the blocking performance with OEO-WCs for all the heuristics. However, as R
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Figure 5.14: % Blocking vs. C at Λ= 95, R= 4x50 GHz and κ= 6.
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Figure 5.15: Gainrelative vs. C at Λ= 95, R= 4x50 GHz and κ= 6.

increases to R= 4x50 GHz, the blocking performance with AO-WCs reaches the same
blocking performance as OEO-WCs, at C= 2 for the LLR and at C= 3 for the FAR
routing algorithms. This difference in the number of conversions required is due to
the difference in congestion between the two routing algorithms and thus, routing the
demand in the least-congested path, will decrease it’s need to undergo conversions com-
paring to FAR where lightpath is pushed to undergo more conversion to be routed in
the first available path.

Hussein Chouman 69



CHAPTER 5. SIMULATION RESULTS: ONLINE TRAFFIC ASSUMPTION

Furthermore, at C= 1 and R=2x50 GHz (Fig. 5.14), LLR-FFOEO and LLR-MCOEO

performances reach the red dotted line, which corresponds to the blocking performance
of the network when FAR is used with OEO-WCs. This means that using LLR routing
algorithm, with only 1 conversion allowed per lightpath, the blocking performance can
reach the same level of using FAR routing algorithm with OEO-WCs. However, we
shouldn’t ignore that LLR leads to a decrease in the number of lightpaths that use the
higher modulation formats 16-QAM 200 Gb/s.

Another interesting point comes out when the relative gain, which is defined as
follows, is observed:

Gainrelative =
GainAO
GainOEO

(5.1)

where GainAO and GainOEO are the blocking gain of using AO-WCs and OEO-WCs
respectively, it is defined as follows:

Gain =
BlockingNWC

BlockingWC
(5.2)

where BlockingNWC and BlockingWC are the resulting blocking percentages in wave-
length continuous network and wavelength convertible networks respectively. The rel-
ative gain for all heuristics are plotted in Fig. 5.15, we notice that it reaches up to
90 % at C= 1 for all the heuristics. This is very interesting in the case of AO-WCs
where the more the lightpath undergoes conversion with AO-WCs, the more the perfor-
mance is degraded, thus, allowing only 1 conversion per lightpath to reach up to 90 %
of what OEO-WCs can achieve, means that AO-WCs can replace OEO-WCs with slight
difference in performance at network level.

Moreover, in terms of cost, if the number of conversions per channel is limited to
1, even when OEO-WCs are used, this will significantly decrease energy consumption
through decreasing the total number OEO conversions. To clarify this, the number of
conversions used in each heuristic versus C, are plotted in in Figs. 5.16 and 5.17 for FAR
and LLR routing algorithms, respectively. In each figure, the results shown corresponds
to the FF and MC wavelength assignment. Moreover, in each figure there are two
horizontal lines corresponding to the cases when no limitation is imposed on number of
conversions per lightpath. The results show that limiting the number of conversions per
lightpath will dramatically decrease the total number of conversions up to 60 % at C= 1
in the cases of FAR-FF and LLR-FF while there is no notable change in the cases FAR-
MC and LLR-MC. This means that in the cases where the FF wavelength assignment,
limiting the number of conversions will decrease the total number of conversions and
even make it approximately equal to the case of MC.
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Figure 5.16: Number of conversions vs. C at Λ= 95, R= 4x50 GHz and κ= 6 using
FAR.
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Figure 5.17: Number of conversions vs. C at Λ= 95, R= 4x50 GHz and κ= 6 using LLR.
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5.5 Conclusion

In this chapter we have designed the network assuming dynamic traffic assumption aim-
ing to compare wavelength convertible performance using AO-WCs and OEO-WCs. For
the the routing algorithms, we have used FAR and LLR, for the wavelength assignment
we have used the FF and we have introduced the minimum number of conversions per
lightpath (MC) algorithm. The modulation formats used are 100 Gb/s PM-QPSK and
200 Gb/s 16-QAM and the lightpath is assigned the highest possible formats based on
the expected OSNR at the receiver.

The results have shown that AO-WCs of a maximum number of wavelength conver-
sions per lightpath C= 2 or 3 for the LLR and FAR routing algorithms, respectively, and
a tuning range R= 4x50 GHz (less than 30 % of the full spectrum range) achieve the
same network blocking performance as OEO-WCs. Moreover, using AO-WCs at C=1:
1)FAR and LLR reach 90 % of OEO-WCs’ network blocking performance enhancement
(independent of the wavelength assignment used) and 2) when FF is used (with LLR or
FAR), the number of conversions saved are more than 50 % comparing to the case when
OEO-WCs without any limitations. 3)LLR achieved the same blocking performance
as FAR with OEO-WCs. However, FAR have shown the ability to favor higher order
modulation formats more than LLR.

Finally, In terms of wavelength assignment, FF and MC have shown the same block-
ing performance however, MC significantly outperforms FF in terms on number of con-
version used and this is good when OEO-WCs are used due to the energy MC through
decreasing the OEO conversions.
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Chapter 6

Conclusions and future work

6.1 Summary and Conclusions

In this work, we have investigated AO-WCs (which are limited in their cascadability,
tuning range and they degrade channel’s QoT) ability to replace conventional OEO-based
wavelength converters (OEO-WCs, which are able to perform wavelength conversion
without affecting the quality of the converted channel) and give the same network’s
blocking performance enhancement in WDM multi-rate all-optical networks.

We have used two different transmission layer models based on two different cate-
gories of modulation formats and bit-rates. In the first one, CD is compensated using
DCFs in the case of the legacy 10 Gb/s OOK which coexists with the 100 Gb/s PM-
QPSK where CD compensation is done electronically. This is knows as MLR model
where the 10 Gb/s OOK impacts the 100 Gb/s PM-QPSK performance due to XPM.
On the other hand, due to the need to move towards using higher-order modulation for-
mats based on elastic transponder, the second transmission model includes modulation
formats based on coherent detection and electronic CD compensation which makes no
need for DCFs. This is known as uncompensated-transmission.

For the network model, the routing algorithms used are the FAR and LLR due to their
importance in optimizing the performance of wavelength-convertible network. Moreover,
for the wavelength assignment problem, we have used the FF and MC (find the set of
wavelengths that uses the minimum number of conversions in the path) algorithms.
Independently of the wavelength assignment algorithms used, the results show:

• LLR outperforms FAR in terms of the ratio of blocked demands, however, it alle-
viates the capability of the network to use higher-order modulation format since
it doesn’t consider the length of the route but only its congestion.
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• In case of LLR routing algorithm, for a maximum number of wavelength conversion
allowed per channel C= 2, AO-WCs results the same the performance as OEO-
WCs. On the other hand, for FAR routing algorithm, the performance reached
the same as OEO-WCs at C= 3. The maximum conversion range allowed per
channel for both routing algorithms was R= 4x50 GHz (less than 30 % of the total
spectrum range assumed 15x50 GHz).

• Using LLR routing algorithm, AO-WCs with R= 4x50 GHz and C= 1 results the
same blocking performance as FAR routing algorithm with OEO-WCs.

• Using LLR or FAR routing algorithms, AO-WCs with R= 4x50 GHz and C= 1,
achieve 80 to 90 % of the blocking gain of OEO-WCs.

This means that AO-WCs, with the results shown in literature especially in terms of
cascadability, are able to yield the same network performance as OEO-WCs. Moreover,
using LLR routing algorithm, in addition to outperforming FAR, show less need number
of conversions per lightpath which makes it more suitable to be used in case of AO-
WCs. On the other hand, in terms of wavelength assignment, MC reduces significantly
the total number of wavelength conversions done compared to FF. This result is good
for the case of OEO-WCs since MC reduces energy consumption

The former study has been conducted assuming dynamic traffic assumption, how-
ever, in the static phase of the network where traffic are know beforehand, there is an
advantage of ordering the demands of the traffic matrix. Therefore, this thesis has also
studied the dependence of network’s performance enhancement due to OEO-WCs on
the TSOs where the traffic are served either in the decreasing order of traffic demands’
capacity (TD) or the increasing order of traffic demands’ shortest-path (DI). The routing
and wavelength assignment algorithms are FAR and FF respectively. Simulation results
showed that:

• The gain of wavelength converters using DI is higher compared to TD especially
at the higher traffic regime where the gain in the TD case disappears.

• TD outperforms DI in the lower traffic regime, however, as traffic increases, DI
outperform TD in the higher traffic regime.

• DI has higher ability to favor higher-order modulation formats compared to TD
which affects the results in the higher traffic regime where the need of higher
capacity modulation formats is critical.
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6.2 Future Research Proposals

While the main objective of this research has been fulfilled, several research opportunities
could be derived from the material presented in this thesis. We propose some directions
for future research:

• The topology chosen for this work has short average links lengths in order to guar-
antee that blocking of demands is done either due to lack of wavelength resources
or WCC. Hence, another realistic topologies with longer links lengths should be
investigated to confirm results obtained in this work.

• The routing algorithms considered are FAR and LLR which weight the paths based
either on their length or their congestion level. However, we need to test another
routing algorithms which weight the path based on AO-WCs constraints while take
the routing decision. For instance, a routing algorithm that routes the demand
over the path which needs minimum number of conversion per channel.

• AO-WCs limitations considered in this work were in terms of the maximum tuning
range and maximum number of conversions allowed, however, when a channel
undergoes a wavelength conversion, its QoT is degraded. Therefore, we need to
add an OSNR penalty to have more precise scenarios.

• In this thesis, we have assumed the full wavelength conversion scenario (defined
in Sec. 2.3.1.1) to simplify analysis. However, wavelength converters are expensive
devices, thus, it is not economically possible to equip all nodes in a WDM network
with these devices. Therefore, after our investigations of how to benefit from AO-
WCs, we need to consider the wavelength-placement problem which should also
take into considerations AO-WCs limitations.
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Résumé: La croissance continue du trafic Inter-
net implique une augmentation de la consommation
d’énergie en raison des nombreuses conversions op-
tique à électronique (OEO) requises par les routeurs
et les commutateurs. L’utilisation de réseaux trans-
parents pourraient freiner cette croissance incontrôlée,
mais le maintien des données dans le domaine op-
tique a deux conséquences néfastes: une accumula-
tion du bruit et des non-linéarités de l’amplification
qui dégrade fortement les performances au niveau de
la couche physique. et la contrainte de continuité de
longueur d’onde (WCC) reflétant la conservation de
la longueur d’onde du signal optique dans les réseaux
optiques multiplexés en longueur d’onde (WDM) qui
dégradent les performances du réseau, notamment sa
probabilité de blocage. Les convertisseurs de longueur
d’onde (WC) peuvent pallier la contrainte WCC, mais
les seuls dispositifs suffisamment matures disponibles
dans le commerce sont les WC basés sur OEO (OEO-
WC). Cependant, leur coût augmente avec les débits
binaires. D’autre part, des convertisseurs de longueur

d’onde tout optique (AO-WC) ont été démontrés dans
des laboratoires de recherche, avec toutefois une plage
de conversion limitée et une dégradation du signal con-
verti.

Dans cette thèse, nous concevons la couche de
transmission en utilisant deux ensembles de for-
mats de modulation différents avec des plages de
débits différentes; et par conséquent différents modèles
d’estimation de performance. Au niveau du réseau,
nos analyses montrent que la contribution des WC
dépend des demandes de trafic servant à l’ordre dans
un scénario de planification du réseau; qu’en utilisant
des algorithmes fixed-alternate-routing (FAR) ou least-
loaded-routing (LLR) et un algorithme d’affectation de
longueur d’onde first-fit (FF), les AO-WCs offrent les
mêmes améliorations de performances que les OEO-
WC. De plus, nous identifions une plage de conversion
et une cascadabilité optimale d’AO-WC qui montre que
le LLR nécessite un nombre de conversions par canal
inférieur au FAR.

Title: Impairment-aware design and performance evaluation of all-optical wavelength convertible
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Abstract: The continuous growth of Internet traf-
fic implies an increased power consumption due to
the many optical-to-electronic (OEO) conversions re-
quired by routers and switches. Transparent net-
works could curb this uncontrolled growth, but keep-
ing the data in the optical domain has two adverse
consequences: physical layer impairments accumula-
tion which strongly degrades the performance due to
amplification noise and non-linearities; and the wave-
length continuity constraint (WCC) to keep the optical
signal’s wavelength unchanged in wavelength-division-
multiplexed (WDM) optical networks which degrades
network blocking performance. Wavelength convert-
ers (WCs) can alleviate the WCC constraint, but the
only commercially available devices are the OEO-based
WCs (OEO-WCs), however, their cost increases with
bit-rates. On the other hand, all-optical wavelength
converters (AO-WCs) have been demonstrated in re-

search laboratories albeit with a limited conversion
range and a performance that degrades converted sig-
nal’s quality.

In this thesis, we design the transmission layer us-
ing two different modulation formats sets with differ-
ent bit-rates ranges; and consequently different per-
formance estimation models. At the network level,
our analyses show that WCs’ contribution depends on
traffic demands serving ordering in the offline traffic
assumption; that using fixed-alternate routing (FAR)
or least-loaded routing (LLR) algorithms and first-
fit (FF) wavelength assignment algorithm, AO-WCs
give the same performance enhancement as OEO-WCs.
Moreover, we identify an optimum AO-WC conversion
range and cascadability which shows that LLR requires
lower number of conversions per channel compared to
FAR.
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