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Résumé en français

La distribution quantique de clé (QKD) est une des premières technologies quantiques
qui ait atteint un stade commercial, en proposant une solution au problème de la
distribution d’une clé cryptographique entre deux entités, et en garantissant une
sécurité à long terme. Elle est maintenant proche de la maturité technologique, et
plusieurs méthodes sont disponibles en pratique. Cette thèse étudie la distribution
quantique de clé à variables continues (CV-QKD), qui a plusieurs éléments communs
avec les communications optiques cohérentes classiques, et qui pourrait permettre à
beaucoup d’utilisateurs d’accéder à la QKD.

L’utilisation de techniques de traitement numérique (Digital Signal Processor ou
DSP), typiques en communications classiques, a été seulement partiellement exploitée
dans les implémentations CV-QKD précédentes. Dans ce travail nous mettons en
œuvre expérimentalement des techniques usuelles dans les communications classiques,
comme la mise en forme d’impulsions, le filtrage adaptatif et la récupération de mode.
Notre objectif est d’augmenter ainsi le taux de clé secrète, et d’optimiser l’utilisation
de la bande passante disponible. Pour montrer l’application de ces techniques nous
avons implémenté en parallèle deux expériences avec deux perspectives différentes :
de bas en haut et de haut en bas. Pour une première implémentation nous avons conçu
une plateforme flexible nous permettant de développer nos propres algorithmes en
partant de zéro, le taux de répétition du système étant le principal facteur limitant
en conditions commerciales. Une implémentation alternative a été mis en place pour
tester des systèmes plus performants capables de fonctionner à un taux de symbole
comparable aux systèmes de communication classiques. Pour ce deuxième alternative
nous sommes parties d’algorithmes disponibles et nous avons étudié la viabilité de la
CV-QKD dans ce type de systèmes.

La possibilité d’intégrer des composants dans un circuit photonique (PIC) est un autre
avantage de CV-QKD. Nous avons testé un PIC en silicium intégrant un coupleur
hybride 180o et deux photodiodes en germanium. Une implémentation expérimental
à été mis en place pour tester le comportement de plusieurs unités de ce dispositif en
travaillant avec un oscillateur local transmis en utilisant des impulsions de lumière.
Avec ce système nous avons fait tourner le protocole GG02 pour montrer que les
paramètres mesurés sont compatibles avec la génération de clé secrète dans ce condi-
tions. Une notable amélioration des résultats est envisageable avec la correction de
certains éléments dans le processus de fabrication et packaging.



Un des facteurs les plus limitants de QKD est la chute des performances dans les
canaux ayant des pertes très élevées, typiquement des fibres optiques dont la longueur
dépasse la centaine de kilomètres. Mais la distance utile peut être étendue notablement
en utilisant des liens en espace libre, en particulier avec des satellites, où les pertes à
une certaine distance peuvent être inférieures à celles des fibres. Nous considérons
un modèle pour le canal descendant et prédisons les taux de clé secrète attendus
à différentes altitudes pour CV-QKD. Ces résultats aboutissent à une technologie
potentiellement utilisable pour les communications par satellite, en étendant la portée
jusqu’à des distances intercontinentales.



Preface

This document covers most of the work developed during my PhD (2016-2019). It is a
period when commercial implementations of Quantum Key Distribution (QKD) are a
reality, but they are still pursuing their technological maturity. This context creates a
very interesting atmosphere where many research groups introduce their proposals
to solve particular problems. In our case we focus on Continuous Variables QKD
(CV-QKD) and propose two independent experimental solutions with the following
objectives: (a) increasing the secret key rate by taking advantage of the techniques
used in classical coherent communications; (b) facilitating the expansion of QKD by
integrating the components in a photonic chip, reducing cost, size and consumption.
Additionally we provide a theoretical analysis about the feasibility of CV-QKD over
satellite links.

The content is divided into 10 chapters organized in different sections:

I Section 1. Introduction provides the context to understand CV-QKD.

• Chapter 1. The security concepts and the contributions of QKD are dis-
cussed, as well as the current state of QKD technology.

• Chapter 2. The fundamental aspects of CV-QKD are introduced. Basic se-
curity proofs using the entanglement based version of the protocol are
explained, but the main focus are the "prepare-and-measure" implemen-
tations. Special emphasis is given to the study of the coherent detector
accommodating the concepts typically used in Physics and Engineering.

I Section 2. Bandwidth efficient CV-QKD. We introduce relevant concepts of
signal processing in the implementation of CV-QKD experiments. These ideas
have been used in the classical optical coherent communication industry for a
couple of decades but they are relatively new in the context of CV-QKD.

• Chapter 3. The main tools used in classical coherent communications are
explained. We focus on the tasks related to the digital signal processing
(DSP): sampling, pulse shaping, adaptive filtering and frequency and phase
recovery.

• Chapter 4. The concepts in the previous chapter are adapted to CV-QKD
and an experimental set up operating in real time at rates in the order of
Msymbols/s is described.

• Chapter 5. In this case a classical coherent communication system operating
at rates in the order of Gsymbols/s is tested in CV-QKD conditions. The



parameter estimation is adapted to this kind of system and the preliminary
results are presented.

I Section 3. On-chip CV-QKD. The possibility of integrating multiple functionali-
ties inside a single photonic chip is a very promising alternative for CV-QKD.
We discuss the integration of a coherent detector in a silicon chip.

• Chapter 6 gives an overview of the basic concepts required to understand
the discussion in the next chapter.

• Chapter 7. We describe the design, packaging and testing of a 180◦ hybrid
with a balanced detector integrated in a silicon photonics chip. The results
of the tests using the unit as part of Bob’s receiver in a CV-QKD set up are
shown.

I Section 4. Free-space CV-QKD. Fibre is not the only medium that can be used
for CV-QKD communications. Free-space can be an attractive alternative in some
cases, especially for intercontinental distances if satellites can be used. The work
in this part is only theoretical, but proof-of-principle experiments are planned
for the future.

• Chapter 8 is used as an introductory chapter for general free-space CV-
QKD. We will see that the communication will suffer from fading, but it can
be parametrized assuming certain impairments (effective parameters). We
will describe a methodology consisting on a subdivision of the channel as a
function of the transmittance (binning) to obtain positive secret key rates.

• Chapter 9 The previous technique is applied to the particular case of down-
link communications (satellite-to-Earth). We show that it is possible to
obtain positive secret key rates using low-Earth-orbit (LEO) satellites, and
potentially for higher orbits using wider optics.

I Section 5. We wrap up the main new ideas and draw the conclusions and future
steps in chapter 10.

The results would not have been possible without the involvement of many people.
For the sake of facilitating a context maintaining clarity only the institutions will be
cited here (more details in the acknowledgements). The work on bandwidth efficient
CV-QKD was performed in close collaboration with Nokia Bell Labs (Nozay), and
the real time proof-of-principle experiment developed at Sorbonne Université. The
tests on the chips were carried out at IOGS and C2N∗. The feasibility study on satellite
CV-QKD was completed in collaboration with ASI (Italian Space Agency), INRIA and
Università di Padova.

∗ Relevant work in this topic not covered by this document was also carried out at Columbia University
and Sorbonne Université.
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Collaboration is a powerful force to accomplish many practical goals.
In order for two or more autonomous entities to collaborate, they need
to communicate using at least one channel. Messages consisting of
sequences of symbols with previously agreed meaning are distributed
among the entities and they might act accordingly. In a scenario where
all the parties collaborate, getting the messages without errors is the
main desirable quality of the communication link. Channels are not
ideal and the resources available for communication are not infinite,
so it is not possible to take for granted that a plain message will ar-
rive without errors to the destination. Fortunately Claude Shannon
demonstrated in 1948 [1] that information can be transmitted through
a noisy channel without errors if we add certain amount of redun-
dant information. This settle the basis for information theory and the
development of modern communication systems.

1.1 Security concepts

In many occasions a subset of the population might not trust some
other part of the community, but they would like to continue com-
municating in order to collaborate. This creates a division of users in
trusted and untrusted parties which might share the communication
medium. The fact of operating in an environment where the commu-
nication might be affected not only by noise and imperfections, but
also deliberately by certain users, requires arrangements to circumvent
the security issues that can arise in those scenarios. Secure commu-
nications is the generic term to denominate this framework of tools,
which can provide a relatively flexible set of services to adapt to most
practical cases.

The typical services of interest for the trusted parties are confidentiality,
authentication, integrity, non-repudiation, availability and anonymity.
We talk about authentication when the entities have the capability
of proving their identity. When we can confirm that the message is
complete we talk about integrity, and it is usually associated with
the non-repudiation of received messages and availability (robustness
to denial of service attacks). The capacity of communicating anony-
mously or hiding (partially) that the communication is taking place
might be interesting in some occasions. All the services come at the
cost of resources and can be combined in different fashions to attain
multiple objectives.

Confidentiality is perhaps the most relevant property for the trusted
parties, meaning that the original message would remain secret to the
untrusted parties even if they have access to the message transmitted
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through the channel. There are several solutions to this problem, and
they will be treated in more detail in the next sections of this chapter.

1.1.1 Hiding the information

Throughout History many methods to hide information have been
invented. A three phase process can be identified in the most basic and
practical schemes:

I The transmitter Alice A has a box with two inputs: (1) the plain
message p and (2) the secret key k. The output of the box is the
encrypted message mk .

I The encrypted message mk is transmitted through the channel
to Bob who receives it, but some untrusted entities can also read
the message.

I Bob has a box with two inputs: (1) the received encrypted mes-
sage mk and (2) the secret key k ′1

1: In many schemes k = k′ and we talk
about symmetric cryptography.

. If the secret key corresponds to
the encrypted message the output of the box is the plain message
p.

Note that the security of the communication relies on two factors: the
secrecy of the keys and the algorithms performed on the boxes. The
first intuition might indicate that it is better to come up with ingenious
designs for the operations in the boxes and keep them secret. This is
called security by obscurity and it is not recommended in practice,
as it is not possible to rule out that the enemy knows the system (as
occurred during the WWII with the Enigma machine). This is a typical
practice since Auguste Kerckhoffs enunciated his desirable features
for a cryptographic system [2] and it was reiterated more formally by
Shannon in the 20th century.

The current trend is to publish the design of the boxes and rely only on
the secrecy of the key to guarantee the confidentiality of the communi-
cation. Of course the algorithms performed by the boxes must be non
elementary because in that case it would be possible for an attacker to
guess the key. For example, shift cipher (or Caesar’s cipher) is a simple
cryptographic method where the boxes only shift the letters of the al-
phabet by the value of the key. If the alphabet is known and relatively
small, it would be possible for an attacker to guess the message trying
iterations of the key.

The previous example raises the question of whether some algorithms
are more secure than others, and if so, if it is possible to construct
a perfectly secure algorithm. Those dilemmas are not easy to solve
without a little bit more context. In practice the attacker will require
to perform some work to try to decipher the messages in the channel.
This work can be quantified in processing power, so in this sense it
is possible to run benchmarks on the average number of operations
required to decipher a message encrypted by a particular algorithm,
which is typically a function of the number of bits used in the key.
Most of the modern algorithms require an exponential processing time
with respect to the size of the key, which makes them intractable in
most cases. The performance of the cryptoanalysis benchmarks for
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a particular algorithm can improve for two reasons: (a) a conceptual
error is discovered in the cryptography scheme; (b) a better algorithm
to treat the problem is discovered.

Many different encryption algorithms have been developed during
the 20th century, and from this experience we currently have a good
choice of algorithms (ciphers) in our hands. Perhaps the most well
known symmetric cipher is AES [3] which is the NIST standard at the
moment of writing. The algorithms can be implemented in software,
which makes them a very versatile solution, and they can also be
implemented in hardware when very high throughputs are necessary.
As long as no breakthrough discovery happens, they remain a reliable
resource for confidentiality.

Even though symmetric cryptosystems are thought to be secure for
the short and medium term, their security is always related to the com-
putational resources of the attacker, so the uncertainty about whether
a message was decoded cannot be ruled out. Strategies to mitigate this
assumption are key refreshment (renew the key every few time units)
or the increase of the key size (but this also affects the computational
requirements for the trusted parties).

It would be interesting to use a scheme of communication whose secu-
rity does not depend on the computational resources of the attacker.
Those schemes are indeed possible and are said to be information-
theoretically secure.

1.1.2 Information-theoretical security

In 1917 Gilbert Vernam constructed a cipher that used a punched tape
to encode the message via a XOR operation2 2: The story is not completely clear, since

the first mention of the XOR mechanism
for encryption dates from 1882 by a cer-
tain Frank Miller [4].

. It operated with a tape
loop for the key, so some weaknesses in the security were noticed
and other implementations used the key only once, hence the name
one-time pad.

In 1945, Shannon proved3 3: It seems that Soviet scientist Vladimir
Kotelnikov arrived to the proof in 1941.

[5] that the one-time pad protocol is secure
independently of the computational resources of the attacker as long
as three conditions are fulfilled:

I The key and the message are strings of the same length and are
kept secret.

I The key is completely random.
I The key is only used once.

A communication protocol of this type opens the possibility of long
term security, since the security is not compromised by the elapsed
time since the communication. Interesting as it might seem it is not the
most practical scheme for implementation.

One drawback is the requirement of true randomness, which prevents
the use of pseudo-random number generators. A good candidate for
true randomness generation are quantum random number generators
(QRNG) which generate the samples from the entropy characteristic to
fundamental quantum mechanical processes. The evolution of QRNG
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in terms of rate, cost and size during the last few years has been
remarkable, so this difficult is becoming less important.

The other main drawback is the size of the keys, which needs to be
equal to the total size of the messages. If the key is pre-shared there can
be issues with the storage. If the key is distributed then the bandwidth
is doubled at best, since a key of the size of the message needs to
be distributed. In this sense other symmetric systems like AES are
less secure but still very competitive, since a key of a few kilobits can
encode a much higher amount of plain message.

Nevertheless all current cryptosystems rely on the secrecy of the keys
and their renewal (with the same rate as the message for one-time pad
or regularly for other symmetric schemes). This announces the next
subject on secure communications and main topic of this thesis: how
to distribute the keys between the trusted users.

1.1.3 Distribution of the key

One option to distribute keys for symmetric cryptography is to pre-
share them or to distribute them physically via a trusted courier. Al-
though an interesting option, especially with the current capacity
storage cost, in many occasions it is not practical and other dynamic
schemes need to be implemented.

One of the first proposals to distribute keys without pre-shared secret
is due to Merkle [6], Diffie and Hellman [7]. The objective is to share
a key K and the basic idea is that each user has two related keys: a
secret key KS that is only known to the user, and a public key KP that
is known to all the users (and thus they can do operations with it).
Different evolutions of this asymmetric public key scheme exist for
encryption and signature, but the basic idea is that some operations
are easy to perform knowing KS but difficult if it is unknown. Famous
implementations are RSA [8], based on the complexity of factorizing
large numbers and ElGamal [9], based on the discrete logarithm.

The main impairment of asymmetric protocols is that the secret key
would be discovered if the attacker could solve the functions that
guard the security of the protocol (e.g.: factoring, discrete logarithm...),
so their security is clearly computationally based. Asymmetric crypto-
graphic schemes are in a more adverse situation in terms of security
than symmetric systems, since more efficient algorithms are known to
tackle asymmetric systems. In particular Shor’s algorithm [10] is capa-
ble of efficiently solve the factoring and discrete algorithm problems,
compromising currently used RSA. Shor’s algorithm requires a fault
tolerant quantum computer to be implemented, which does not exist
at the time of writing, but considerable efforts are being invested in its
construction and it is expected to be operational in the future.

A fully operational quantum computer would be a formidable tool for
cryptoanalysts, so it is interesting to design mechanisms that are not
vulnerable to algorithms that could exploit the advantages of a quan-
tum computer. This trend is known as post-quantum cryptography
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and its security lays on the assumption that the set of NP (nondeter-
ministic polynomial time) problems is not fully contained in the BQP
(bounded-error quantum polynomial time) complexity class, which
contains the problems that could be solved efficiently by a quantum
computer. The problem is that the frontier between BQP and NP is
not well established and there is no proven certainty about the exis-
tence of NP problems outside BQP4 4: We know that some NP problems that

do not belong to P (polynomial time) be-
long also to BQP. The most famous ex-
ample is factoring.

. For a certain problem we only
know that no known algorithms exist at the moment, but they could
be discovered in the future.

The challenge of post-quantum cryptography is to discover algorithms
that can be implemented classically, for which no counter analysis
algorithm is known (even within quantum algorithms). This classical
nature makes them very flexible, since a simple software update would
suffice to deploy them, but their main weakness is that the security
might decrease after the communication time, since new algorithms
could be discovered. For this reason they are not advisable for long
term security.

The properties of quantum mechanics allow the characterization of
the privacy shared by two parties after the exchange of symbols un-
der certain conditions. Those symbols can be processed to generate
a secret key K common to both parties solving the problem of key
distribution. Imperfections can be characterized by an arbitrary small
security parameter ε that will remain constant with time, making it a
good candidate for situations where long term security5 5: Note that this paragraph only relates

to the key exchange. The cipher used af-
terwards should also provide long-term
security if we want to have this charac-
teristic globally.

is needed.

Different quantum key distribution (QKD) protocols can exploit the
properties of quantum mechanics and information theory in a different
way, but they rely heavily in the characterization of the communication
channel. This makes the implementation more complex with respect to
the classical counterparts, that rely mainly on mathematical abstraction
implementable by software. In the following section we study the most
relevant characteristics of these protocols.

1.2 Quantum key distribution

An article by Nick Herbert on superluminal communication [11] trig-
gered two famous counter articles by Wootters and Zurek [12] and
Dieks [13] formally proving the impossibility of creating an identical
copy of an unknown quantum state. This concept is known today as
no-cloning theorem and the idea is related to the 1970 article by James
Park [14] showing that it is not possible to create a non-disturbing
measuring mechanism.

During the decade of 1970 Stephen Wiesner had the idea of using the
properties of quantum mechanics to devise a system that could prevent
the forgery of bank notes [15]. In a generalization of his scheme the
banknotes are released by the bank with a serial number and a series
of quantum states∗. The quantum states can have four possible values

∗ The storage of the quantum states is one of the most important practical impairments
of this protocol, since it requires the use of quantum memories, which are currently in
an early development stage.
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forming conjugate observables that are chosen randomly and are only
known to the bank66: In his article Wiesner used the pho-

tons in four polarization states |H 〉, |V 〉,
|+〉 and |−〉 as quantum states. This is
equivalent to choosing randomly two
values in two non-orthogonal bases.

. When the users want to exchange the banknote
with the bank, they need to send the quantum states associated with
the serial number for verification. An honest user would have no
problems passing the verification, but the user of a cloned banknote
would only pass the test with probability pN , with N the number of
states77: For the set of states in the article p =

3/4.
. As N becomes large the probability of detecting forged money

approaches 1.

1.2.1 BB84

The same idea of conjugate observables was used by Charles Bennett
and Gilles Brassard with a new purpose. They assumed that the two
trusted entities Alice and Bob have at their disposal a quantum in-
secure channel and a classical authenticated channel. Then they can
exchange information through the quantum channel and characterize
if the channel has been eavesdropped revealing some information
through the classical channel. This opens the possibility of indefinitely
expanding a secret key using an insecure medium. In their famous
BB84 protocol [16] they provide a possible implementation of this
idea.

In the original protocol the conjugate states are implemented based on
the polarization of light. Alice has a single photon source and a mech-
anism that can prepare states in two non-orthogonal bases {|H〉 , |V〉}
and {|+〉 , |−〉}. A perfectly random generator generates two bits, one
to choose the basis and the other to choose the state in the basis, and
they are stored in Alice’s memory. A sequence of N states is transmit-
ted through the quantum channel. Bob chooses randomly the basis in
which the photons are detected and stores in his memory the basis and
the measured value. Once the complete sequence is received, Alice
reveals the sequences of bases used for preparation and Bob reveals
the bases used for measurement and the slots without measurements.
With this information they can retain only the coincident values. At
this point the generated and measured values should coincide if no
errors occurred during the communication phase. In order to check
the errors, Alice and Bob need to reveal some part of the key and check
the mismatches, i.e. the error rate. A subsequent phase can purify
the correlated values of Alice and Bob as a function of the measured
errors88: As in BB84 and similar protocols

the states are independently transmitted
through the channel it is typical to talk
about qubit error rate (QBER). There is
an upper bound to the error supported
by each protocol.

to obtain a perfectly private key.

The distinct property of the protocols of this kind is that they are par-
ticularly sensitive to the effects suffered by the quantum states that
carry the information. That includes the noise on the channel and the
imperfections on the system, but more importantly for security, the
presence of eavesdroppers in the channel. Remember that a measure-
ment implies the collapse of the quantum state and it would need
to be regenerated in order to avoid the abandon of this value in the
secret key. We can argue that if at the moment of communication only
Alice knows the basis of the state, an eavesdropper Eve will need to
perform her measurement in a random basis and regenerate the qubit.
For the value to be part of the key Alice and Bob need to use the same
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basis, so two things can happen with the measurement of Eve: (a) with
probability 1/2 Eve measures in the correct basis and regenerates the
same qubit; (b) with probability 1/2 Eve measures in the wrong basis
and (b1) with probability 1/2 the measurement is projected on the right
value at Bob’s (b2) with probability 1/2 the measurement projects in
the wrong value. In cases (a) and (b1) which count for 3/4 of the total,
the presence of Eve is not detected, but case (b2) will introduce a mis-
match in the strings with probability 1/4. If Alice and Bob are willing
to sacrifice n bits revealing them, they can detect an eavesdropper in
the channel with probability 1 − (3/4)n.

Some noticeable remarks can be discerned from this protocol:

I All the wrong measurements are assumed to be caused by Eve,
even though in practice they could be produced by noise or
imperfections in the system. This makes the protocol very secure,
but it can also be too conservative for some applications.

I It will stop working as soon as Eve interferes too much. We
will assume that the objective of the eavesdropper is to obtain
information without obstructing the communication, so denial
of service (DoS) attacks will not be considered. There are always
simpler methods to prevent communication having access to the
channel.

I It does not transmit messages, only the key. The real communi-
cation will take place later, using the generated key.

I Several assumptions are made, for example the availability of a
perfect single photon source or perfect preparation and measure-
ment of states.

I A certain number of assumptions are used to construct a mathe-
matical framework that will allow the analysis of the security. In
this case the probability of error as a function of the activities of
Eve.

Many more QKD protocols have been invented since 1984, but the
great majority share all these characteristics. The main distinction is
the assumptions they make and how they treat the security problem.
We can say that the groundwork of QKD is to construct a satisfying
model of the communication system and develop a mathematical
framework that takes into consideration the laws of quantum mechan-
ics. The mathematical framework is usually called security proof and
it will be valid only when the hypothesis of the model are valid. The
security does not need to be perfect, but the probability of success-
ful eavesdropping must be arbitrary small within the context of the
model.

1.2.2 Common principles of QKD protocols

Most of the available QKD protocols can be divided into the following
steps:

I Distribution of quantum states. Quantum states are created,
transmitted and measured between the two entities. A process
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to agree on the used bases (sifting) is usually needed. After this
phase Alice and Bob share two sets of partially correlated values.

I Parameter estimation. Alice and Bob reveal a random part of
their correlated values in order to estimate the channel. The
revealed values will not be used in the final key, so there is
a trade-off between the values revealed to have an accurate
estimation of the channel and the final length of the key.

I Reconciliation. The correlation in the first phase is not perfect
and needs to be corrected. Classical error correcting codes can
be used in most cases. The output of this phase is a shared string
of values with no errors.

I Privacy amplification. Not all the values in the previous string
are secret, so a classical process is performed in order to adapt
the string to the secret key length predicted by the security proof
as a function of the estimated parameters9

9: The size of the key will decrease for
worse conditions of the estimated param-
eters, becoming null after certain param-
eter conditions are exceeded.

. The result is a shared
secret key.

Remark that only the first phase involves quantum mechanics directly,
the rest of the steps being completely classical. For this reason in proof-
of-principle scenarios it is typical to complete the quantum distribution
and obtain the estimated parameters. The security proof will predict
the length of the key if the reconciliation efficiency is known. While
a commercial product would require the completion of all phases we
will use the proof-of-principle approach.

1.2.3 Relevant concepts

In 1991 Artur Ekert [17] published E91 a QKD algorithm that was
conceptually different from BB84, since the security was based on the
use of entangled photons. Other protocols based on entanglement
like BBM92 [18] followed soon. This opened the division between
entanglement-based protocols and non-entanglement-based ones. Very
soon it was realized that there is a framework where an entanglement-
based protocol has a non-entanglement equivalent and vice-versa. In
some occasions the implementation is more natural using entangled
states, but generally the non-entanglement version (also called prepare
and measure) is preferred.

The concept of using entanglement for QKD is interesting because it
expanded the idea of entanglement swapping to its use as quantum
repeaters[19]. Optical amplifiers as used in classical communications
would irreversibly corrupt the quantum states, so they cannot be used
to recover the signal lost due to the channel attenuation. The idea
behind quantum repeaters is to use quantum teleportation in order to
guarantee the distribution of entangled photons between two locations.
It is a promising but challenging field that would be useful not only
for QKD, but for other communication protocols as well.

The losses in the channel will degrade the achievable key exchange
between the trusted parties. As the losses are function of the channel
distance this seriously limits the range of QKD. The limits for a re-
peaterless setting can be calculated independently of the protocol [20],
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although in practice some protocols will perform better than others
at longer distances. A recently developed family of protocols called
twin-field (TF-QKD) [21, 22] has been able to surpass the repeater-
less limit, but it can be interpreted as a repeater model simplified for
implementation.

One possible bypass to overcome the distance limit is the use of trusted
nodes, i.e. dividing a long communication distance into several shorter
point-to-point links. An interesting aspect of trusted nodes is that a
network of trusted users could be constructed, but the inconvenience
is that all the nodes have information about the key, so they need to
be trusted. There should be also some physical security mechanism to
ensure that the intermediate devices are not tampered with. The most
extensive trusted node network at the moment of writing expands for
more than 2 000 km between several major cities in China[23].

A possible concern with the proposals so far is that a malfunction
(imperfection or malicious attack) in some of the components of the
system could compromise the security of the system. In 1998 Mayers
and Yao [24] introduced the idea that self-testing quantum systems
would be useful to reduce this device dependence on QKD. Self-testing
only considers the input-output statistics of a black box performing
some operations, and in order to prove honesty from the black box a
suitable function should be used. Ten years later Colbeck [25] proposed
the use of Bell tests in order to verify the honesty of the devices. The
protocols working under this settings have the advantage of removing
unnecessary trust in the components, hence their name device indepen-
dent protocols (DI-QKD). The concept can be extended to randomness
expansion and randomness amplification. The main drawback is their
complex implementation since it is difficult to obtain loophole-free
Bell test measurements or equivalent [26–28].

A less restrictive approach is to assume that only the detectors can be
untrusted leading to the family of measurement device independent
[29] protocols (MDI-QKD). They are more easily implementable than
DI protocols [30] and eliminate the dependence on the trustfulness of
the detector (the measurements can even be done by a third untrusted
party).

So far we have considered the exchanged states independently. It is
possible to use some relation between the different states as the source
of correlation between Alice and Bob. The family of protocols that uses
the phase between consecutive states as resource is called distributed-
phase reference QKD. The two main examples are differential phase
shift (DPS)[31, 32] and coherent one-way (COW)[33]. Their main ad-
vantage is the simplification under some operational settings.

The great majority of the previous protocols work with states that can
take only a discrete set of values. This simplifies the analysis of the
system, but can make the implementation difficult since those states
can be difficult to generate or detect. QKD can also be extended to
an infinite dimensional Hilbert space in what is called continuous
variable QKD (CV-QKD) in contrast to the previous ones, referred as
discrete variable (DV-QKD). The infinite dimensional Hilbert space
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can be simplified to a finite dimension working in phase space, and
for Gaussian states (and in particular coherent states) the information
can be bounded in order to obtain security proofs. The main advan-
tage of this family is the simplification of the implementation, as it is
possible to construct a commercial QKD system using only standard
telecommunication technology.

Some of the previous characteristics can be combined in order to adapt
to different scenarios. For example it is possible to have MDI-CV-QKD
taking the advantage of CV and MDI approaches. Not all the combina-
tions are possible but many of the concepts can be combined.

1.3 QKD today

At the time of writing QKD is an emerging technology that is con-
tinuously evolving and expanding. Numerous groups in the world
work on the development of new ideas and the improvement of the
technology in order to facilitate the access to high secret key rates
at convenient distances. Other groups focus on the weak points of
protocols and implementations to ensure that they work as expected
under malicious conditions in what is known as quantum hacking.
This provides an iterative approach where protocols and implemen-
tations are improved to work in more realistic conditions. A simple
example would be BB84 with decoy states[34], an evolution of BB84
that can work with weak coherent states of light instead of perfect
single-photon sources.

It is not the purpose of this document to cover the whole field since
extensive general QKD reviews can be found in the literature [35, 36],
as well as more specific ones on CV-QKD [37]. We will only mention
the features more closely related to this document.

The use of photonic integrated chips (PIC) for applications in quantum
technology has grown extensively over the last years. Researches in
Bristol [38] have recently developed silicon chips capable of running
several DV-QKD protocols. The use of PICs for CV-QKD has also
recently proven viable [39, 40] obtaining levels of shot noise compatible
with the generation of key.

During several years the use of satellites for QKD was restricted to
the general purpose satellites available in orbit, either using retro-
reflecting satellites [41] or optical classical communication ones [42]. It
was not until the use of satellites prepared for QKD by Japan [43] and
China [44, 45] that the interest in the field exploded [46]. Its interest
relies mainly on the possibility of communicating over intercontinental
distances, exchanging key between different passages of low earth
orbit (LEO) satellites.

1.3.1 Quantum technologies ecosystem

QKD can be understood as a primitive (a resource) for other tasks,
and in this sense it is one of many of the primitives without classical
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equivalent that are expected to be provided by the so called second
quantum revolution. The first revolution being the one that used the
properties of quantum mechanics to construct the devices that allowed
the current (classical) information age (lasers and integrated transis-
tors), the second quantum revolution focuses more on the processing
of information using its quantum properties. This affects communica-
tions, computing and sensing devices, as well as generators of entropy
such as quantum random number generators (QRNG).

QRNGs are probably the most closely related technology to QKD since
randomness is required to run the protocols. Many technologies are al-
ready available and interestingly some of them could be implemented
as PIC [47–50] and be integrated in the same die as the QKD devices.

Quantum communications is a very diverse field, containing not only
QKD but also other primitives like secret sharing[51], coin-flipping
[16, 52], quantum money [53, 54], communication complexity [55, 56]
and many other sub-fields. The capstone would be the construction of
a Quantum Internet [57] capable of integrating all these services, task
that is already under development [58].

Quantum computing can also benefit from the developments in QKD,
since additional functionalities like blind computing or verification
could use QKD as a primitive if required. In summary, QKD is evolving
in an environment that is targeting technical maturity and this should
be beneficial for the introduction of QKD and related technologies in
more facets of the society.

1.3.2 Criticism

QKD is probably the first quantum information technology that has
been successfully commercialized but, although functional, QKD sys-
tems require equipment and conditions that are not suitable for all
needs. For example, a quantum channel might not be available or
the hardware requires special conditions. This contrasts with classical
solutions that can run on any software platform typically. This makes
QKD in general less practical, but it provides a functionality that has
no classical equivalent. The most promising classical alternative at this
moment is post-quantum cryptography, that could probably provide
a sufficient level of security for most users, but it is not guaranteed
that its security would not decrease over time. It is likely that both
technologies will evolve to find their place in the market and coexist
in many environments.

One aspect that reduces the functionality is the limited achievable
distance without repeaters. This requires the creation of a network of
trusted nodes which is a far from optimal solution. The situation is
expected to improve with the arrival of efficient repeaters and with
the generalization of satellite QKD.

The typically low secret key rates are also a source of debate, since
they would make the combination of QKD and one-time pad difficult
in practice. An alternative is to combine QKD with AES or other
symmetric cryptosystems, using AES to do the encryption and QKD
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to renew the key as frequently as possible. The increase of secret key
rate will be one of the main topics of this manuscript.

The fact of requiring an authenticated channel means that there should
be some pre-shared secret between the trusted parties before the be-
ginning of the communications. This limits the possible scenarios for
the application of QKD.

Another important criticism comes from the lack of standards, as with
so many different protocols and configurations it is difficult to evalu-
ate the security of a potential commercial system. This situation has
recently changed with the creation of groups with the responsibility of
developing security standards for QKD equipment and protocols, like
the Industry Specification Group (ISG) on Quantum Key Distribution
for Users (QKD) of ETSI [59]. ITU, IETF and IEEE are also making
progress on the subject.

The elevated cost is claimed as one of the factors delaying the imple-
mentation of QKD. This is probably due to the fact that most of the
systems are still in an early R&D phase. A reduction of the cost is
expected from the integration of devices in chips of different kinds,
maybe coexisting with other technologies like classical communica-
tions.

The previous arguments have led to the idea that QKD is a very special-
ized tool that can only serve niche applications. Although this might
be true up to a certain point, it is also true that QKD is the only known
method capable of distributing secret keys dynamically with proven
long term confidence. This property has generated a lot of commercial
interest, and all the advances that can be introduced (rate, range, cost,
standards...) will improve the reception of QKD among more actors
and scenarios.
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The objective of this chapter is to explain the basic concepts of CV-
QKD, covering the most usual implementations and explaining their
characteristics. Additional bibliography can be found in the previ-
ous theses of the group [60–66] and the abundant literature on the
subject.

2.1 Basic concepts

The objective of QKD is to convert a set of N exchanged states into a
chain of ` secret bits common to Alice and Bob. The secret key rate
(SKR) can be defined as

K ≡
`

N
(2.1)

It is desirable that the SKR is as high as possible under certain given
conditions, but certain security conditions need to be satisfied.

2.1.1 Security conditions

Security is a rather abstract concept that does not have a straightfor-
ward definition. In what relates to QKD, the most widespread defini-
tion accepted by the community has been proposed by Renato Renner
[67]. The underlying concept is the distance between a perfect key and
the key obtained key after the QKD process, and the possibility of
accepting an arbitrary small failure probability ε . Written in simple
words this implies that for a QKD protocol to be ε-secure, the keys
computed by Alice and Bob need to be (up to a small probability ε)

I identical,
I uniformly distributed,
I independent of the knowledge of the adversary.

An interesting property of this definition is that it is composable [68]
and can be extended to any QKD system.

2.1.2 QKD using continuous-variables

The previous notions are general for any QKD system including the
systems based in continuous-variables (CV) that we are going to study
in this document.

The use of CV states for QKD raises from the fact that the non-orthogonality
property required for QKD can be obtained from the characteristics
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of quadrature measurements in phase space (appendix A). The first
systems were conceived using squeezed states [69–71] but very soon
the it was realized that coherent states could also be used [72, 73].

The possibility of using squeezed or coherent states is very interesting,
since in one hand it is possible to use the mathematical machinery
related to Gaussian states (family to which both squeezed and co-
herent states belong), and in the other hand, especially for coherent
states, it simplifies the equipment required for the preparation and
measurement of states. This fact is crucial, since those devices are eas-
ily and cost-effectively accessible, which is one of the most interesting
characteristics of CV-QKD with respect to DV-QKD.

Non-orthogonality is not sufficient for QKD and a protocol is required
in order to generate a secret key and guarantee the security at the same
time. Different security proofs have been developed during the years
comprising the many useful CV-QKD scenarios, but some of them still
remain a challenge.

2.1.3 Conditions on the security proofs

The security of QKD is based on mathematical constructions over phys-
ical assumptions. The physical assumptions are in one hand the laws
of quantum mechanics, which are imposed, and in the other the model
of the system, that can be chosen. A mathematical framework over the
physical assumptions estimating the secret information between Alice
and Bob is called a security proof.

Different models of the system will have different security proofs and
one model can have several security proofs, not necessary tight in
terms of optimization of the secret key. Also for some models it might
be hard to find a security proof and it is not available at the moment.

Some parameters that might influence the model are the type of states
involved (coherent, squeezed, thermal...), the type of detector (one pro-
jection, simultaneous projections...), the length of the communication
(asymptotic, finite), the modulation format (continuous, discrete, Gaus-
sian, QPSK...), the characteristics of the channel and many more.

We will assume that the source of states will generate coherent states
modulated using a discrete modulation that in some cases (Gaussian)
can be well approximated to a continuous distribution. We will con-
template the cases of one projection measurements and simultaneous
projection measurements.

Security of QKD relies on evaluating the transmission channel, and
its evaluation may be unwarranted if the number of symbols used in
the estimation is too small. Therefore one of the most difficult condi-
tions to tackle is the finite number of symbols used in a key. We will
assume that the number of exchanged states is sufficient to approach
the asymptotic limit and only a practical consideration on the finite
size effects will be taken in the parameter estimation.

The type of channel (lossy, noisy, linear, general...) is also important, as
well as the resources assigned to the eavesdropper Eve. While the rest
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of resources are still considered unbounded, if we restrict the quantum
capacities of Eve we can distinguish three possible attacks that she can
perform:

- Individual attacks. Eve can interact individually with the states
sent by Alice and store her ancillae in a quantum memory. She
will be able to perform measurements on them only before the
error correction phase.

- Collective attacks. Similar to individual attacks, but in this case
Eve can wait until the end of the process to perform the best
possible collective measurement on her ensemble of ancillae.

- Coherent or general attacks. In this case the interaction with
Alice’s states is done collectively and the measurements on Eve’s
ancillae can be performed jointly after the end of the process.
They are the most powerful attacks allowed by quantum me-
chanics.

2.1.4 Considerations

A CV-QKD implementation can have at least two possible versions,
one using entangled states called entanglement version, and other
that does not use entangled states and is called prepare and measure
(P&M). They are completely equivalent from the theoretical point of
view and security, but typically it is easier to perform the mathematical
procedures using the entanglement version, and the physical imple-
mentation with the prepare and measure version since it is generally
easier to build.

We will start describing the process of coherent detection, taking into
account the typical perspectives in Physics and Engineering. We will
continue describing a basic scheme using the entanglement version of
the protocol, demonstrating some simple but relevant security proofs.
The GG02 protocol will be explained afterwards and the previous
basic model will be extended to consider realistic imperfections on the
system.

2.2 Coherent detection

We would like to work with coherent states with a low average photon
number 〈n〉, which are difficult to detect using direct optoelectronic
mechanisms, since their average power at the detection will be lower
than the typical thermal noise. An option to improve this kind of de-
tection is to use another coherent state of much higher power that
interferes with the received signal. This state, that can be generated
at the receiver and does not need to be modulated, is generally called
local oscillator (LO) and serves as a local mode reference in coher-
ent detectors, i.e. the results of the measurements are related to the
polarization, frequency and phase of the LO.
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Figure 2.1: Optical hybrid scheme. Func-
tional representation of 180◦ (top) and
90◦ hybrids with photodetectors in bal-
anced configuration. The signal phasors
with respect to the LO are represented
in the right side for each case. Figure
adapted from [74, 75].

The optical element that mixes the signal is called optical hybrid and
can have different configurations. The most simple configuration cor-
responds to the 180◦ hybrid (a beam splitter) that has two inputs and
two outputs differentiated by a phase of 180◦, as can be seen in figure
2.1. At least one of the outputs needs to be read by a photodetector,
but in order to maximize the efficiency it is convenient to read both
outputs, and as they are in opposite phase if we use a balanced detec-
tor we can eliminate the continuous part of the detected signal, which
typically does not add information. The photocurrents at each of the
photodiodes in the upper part of figure 2.1 is

I1(t) =
R
2

[
Ps(t) + P` + 2

√
Ps(t)P` cos

{
ωIF t + θsig(t) − θ`(t)

}]
I2(t) =

R
2

[
Ps(t) + P` − 2

√
Ps(t)P` cos

{
ωIF t + θsiq(t) − θ`(t)

}] (2.2)

and the difference of both in balanced configuration is

I(t) = I1(t) − I2(t) = 2R
√

Ps(t)P` cos
{
ωIF t + θsig(t) − θ`(t)

}
(2.3)

The measurement in a 180◦ hybrid gives a real value that can be in-
terpreted as the projection over the LO mode, giving a phasor whose
angle is illustrated at the top right part of figure 2.1.

Another possibility for the interference is to use a device with four
inputs and four outputs where each output is separated by a phase
of 90◦. The outputs can also be grouped by 180◦ to take advantage of
the balanced detection, but in this case we have two real values that
correspond to the projections with the original LO and the LO with a
phase of 90◦. Those values are typically combined in a complex number
and represent the measured values over the two IQ quadratures (in-
phase and quadrature):

Ic(t) = II (t) + iIQ(t) = R
√

Ps(t)P` exp [i {θs(t) + θn(t)}] (2.4)
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This last kind of devices is typically called 90◦ hybrid or coherent
detector with phase diversity, and only two of the inputs are used.
They can be duplicated adding a polarization beam splitter (PBS) in
order to obtain diversity in polarization (i.e. two inputs and eight
optical outputs). Note that the two types of detectors described are
only sensitive to the phase, but its derivative (the frequency) will play
an important role in the mode of operating the devices.

2.2.1 Coherent detection: regimes of operation

Coherent detectors can be operated in different conditions depending
on the mode matching. Let us begin assuming that the polarization is
controlled by an independent mechanism and that the interference is
only dependent on the frequency and the phase. Alice will generate a
baseband signal a(t) of bandwidth B that will be mixed by the carrier
tone at frequency ωs =

c
λs

to produce an optical signal of bandwidth B
centred at ωs . It can be represented as

s(t) = a(t)eiωs t (2.5)

This signal will arrive with an average number of photons per symbol
〈nr 〉 at Bob’s coherent detector and his objective will be to maximize
the information from the photons arriving to his signal input. In the
optical hybrid the LO with frequency ωLO will be mixed with the
received signal in order to obtain (1) a gain by a factor

√
P` and (2)

a reference for the phase. It is possible that the carrier frequency of
the signal is not matched with the LO frequency and we have a beat
at an intermediate frequency ωIL = |ωLO −ωs |. We can use a scheme
considering the positive and negative images of the signal involved
in the mixing, like in figure 2.2. It is possible to distinguish three
particular cases as a function of the value of ωIF:

I ωIF = 0 and both frequencies match. The overlap of the spectral
images is perfect and the signal is directly in baseband, i.e. no
additional demodulation is needed as the phase observed in the
phasors of figure 2.1 does not depend on the ωIF. This mode of
operation is very interesting since the demodulation is direct
and the noise the weakest possible, but it is difficult to obtain in
practice since an optical phase locking loop (OPLL) needs to be
implemented.

• In a 180◦ hybrid equation 2.3 simplifies to

I(t) = 2R
√

Ps(t)P` cos
{
θsig(t) − θ`(t)

}
(2.6)

which is the projection of the signal phasor over the LO ref-
erence. Only one real signal is recovered, hence the informa-
tion is limited to the positive part of the spectrum and only
one projection is measured at the time11

11: A phase modulator can be intro-
duced in order to measure arbitrary
phases, but not simultaneously.

. The fundamental
SNR is optimal and it corresponds [74] to SNRf = 2〈nr 〉/N0.
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• A 90◦ hybrid obtains a complex signal that can be used
to recover all the information of the spectrum and the
two quadratures are measured simultaneously, but with
a penalty of 3 dB in the SNR with respect to the 180◦ hybrid.

I ωIF > B/2 and there is no overlap in the spectrum. Both 180◦

and 90◦ hybrids can recover the entire spectrum and suffer from
the uncertainty penalty of measuring the two quadratures at the
same time. As can be inferred from equations 2.3 and 2.4 there is
a residual modulation at eiωI F that needs to be treated in order
to recover the signal. This can be done using another mixing step
(in the RF range typically) or directly digitally, but it can be noisy
if the band is large.

I 0 < ωIF < B/2 and there is overlap in the spectrum.

• The overlap in the spectrum is an issue for 180◦ hybrids
since they cannot discriminate the content of the coincident
part as they only provide one real value.

• For a 90◦ hybrid it is possible to work with an overlapped
spectrum, since the complex signal obtained contains the
information of the two spectral images. This case is very
interesting since it allows the operation with performances
close to ωIF = 0 but without the need of an OPPL. In the
absence of OPPL the detuning will be a function of time
ωIF (t), but the required bandwidth needs to be only slightly
higher than the signal bandwidth to accommodate it. This
mode of operation is generally called intradyne and typ-
ically the demodulation and the required processing are
done digitally.

Table 2.1 summarizes the most relevant characteristics of the differ-
ent modes of operation, but the main message is that measuring two
quadratures simultaneously introduces a 3 dB impairment in the SNR
and that the choice of hybrid will affect the possible modes of opera-
tion.

The telecommunications community typically uses the terms homo-
dyne to refer to the operation when ωIF = 0 and heterodyne when
ωIF > B/2, since they are typically more concerned with the demodu-
lation steps. In physics the demodulation is usually direct (ωIF = 0)
and the term homodyne refers typically to the fact of measuring only
one projection, while heterodyne is used for the simultaneous mea-
sures of two projections (if the demodulation is direct a 90◦ hybrid
is used). Due to this conflict of notation we will try to avoid these
terms in the rest of the text and we will refer directly to the number of
simultaneous quadratures projected (single or double projection) or
the intermediate frequency1212: For the CV-QKD community homo-

dyne can be understood as a 180◦ hybrid
operating at ωI F = 0 and heterodyne
to the rest of scenarios that measure two
simultaneous quadratures.

.

2.2.2 Coherent detection in CV-QKD

The great majority of CV-QKD implementations up to recent times
were in the scenario ωIF = 0 in the line of [76]. This can be achieved
using the same coherent source for signal and LO and in most cases the
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Accessible by 90º hybrid
Accessible by 180º hybrid

Figure 2.2: Optical mixing of signal and LO as a function of the frequency offset. The left side of the figure illustrates an optical signal
of bandwidth B centred at ωS before being mixed with a LO at frequency ωLO. Three cases are studied depending on the frequency
separation between the LO and the signal carrier. The right side of the figure depicts the result after mixing, reflecting the two spectral
images and its possible overlap. Note that a 180◦ hybrid would produce a real sequence, which has a Hermitian spectrum, i.e. the left
side of the spectrum does not provide information and it is not typically represented. This implies that a 180◦ hybrid would only be
able to recover the positive side of the spectrum of the mixed signal. It is only when ωIF > B/2 that a 180◦ hybrid could recover all the
information of the original signal.

LO is transmitted through the same channel as the signal using some
multiplexing mechanism. The signal and LO in those transmitted LO
(TLO) schemes are mutually coherent, so only a global phase needs
to be recovered between Alice and Bob, something that can be easily
done even with single quadrature measurements. For this reason phase
diversity is not typically implemented in those set ups, since a better
SNR can be achieved without it, although nothing prevents from its
application.

The transmission of the LO through the channel is not an optimal
approach, since it is energy and bandwidth inefficient and can be a
vulnerability for side channel attacks [77]. The trend in recent years
is to transit from TLO schemes to real local LO (LLO) systems, trans-
mitting only the signal through the channel and generating the LO
at Bob’s [78, 79]. The main difficulty of this scheme is to recover the
mode of the two lasers. Regarding the frequency mixing, in general
we will have ωIF , 0 and we can take three possible actions:

I Implement an optical phase locked loop (OPLL) and recover
ωIF = 0. This is in general difficult and costly to do.

I Work at ωIF > 0 using a 90◦ hybrid [80].
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Table 2.1: Relevant properties of coherent detectors.

180◦ hybrid
ωIF = 0

180◦ hybrid
ωIF > B/2

90◦ hybrid
ωIF ≥ 0

Photocurrent
expression

I(t) = 2R
√

Ps(t)P`
× cos

{
θsig(t) − θ`(t)

} Ic(t) = 2R
√

Ps(t)P`
× exp [i {θs(t) + θn(t)}]

Ic(t) = II (t) + iIQ(t)

= R
√

Ps(t)P`
× exp [i {θs(t) + θn(t)}]

Measured
quadratures 1 2 2

Fundamental
SNR 2 〈nr 〉N0

〈nr 〉
N0

〈nr 〉
N0

Demodulation Direct Additional step required
Direct if ωIF = 0,
additional step otherwise

Detector
bandwidth B/2 > B > B

Drawbacks Requires PLL
Only one quadrature

Higher noise
Cannot work if 0 < ωIF < B/2

Higher noise
Uses two (balanced) detectors

Advantages
Optimal SNR
Low detector bandwidth
Direct detection

Two quadratures with
one (balanced) detector

Can work if 0 ≤ ωIF ≤ B/2
(intradyne)

I Work at ωIF > B/2 using a 180◦.

The use of 90◦ hybrids and ωIF (t) ≈ 0 (intradyne) with polarization
diversity (double polarization, DP) is practical because the bandwidth
of the mixed signal will fit on the bandwidth of the detector without
further down-conversion to baseband. The four output signals can
be digitized and all the processing can be done digitally correcting
the signal accordingly and without the use of actuators like OPLL
or polarization controllers. This is the most common approach in
classical communications and the one on which we will focus in the
next chapters.

2.2.3 Coherent detection: noise consequences

The fundamental noise in coherent detectors will be given by the
Poissonian arrival of photons to the detector (shot noise) and the
number of quadratures measured. As the main source of photons is
the LO, the current variance in the detector is well approximated by

〈
∆I2〉 = 2eI`B (2.7)

The fact that the shot noise depends only on the LO implies that this
value should be calibrated. In most occasions it is more practical to do
it after detection, amplification and digitalization, in the units managed
by Bob’s software (typically quantized volts). As shot noise does not
come alone in this setting, it is important to distinguish it from other
sources of noise like thermal noise.
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In general, high values of LO power are interesting to overcome other
noise sources, but it is important to satisfy the requirement of linear
operation, i.e. the LO should not saturate the detectors and the detec-
tors should not introduce classical noise that is function of the optical
power (e.g. relative intensity noise RIN).

Briefly, if the detector is linear and the shot noise can be reliably cali-
brated, coherent detectors can be used for CV-QKD.

2.3 CV-QKD: entanglement version

Let us assume that Alice can generate a two-mode squeezed state13

13: Two-mode squeezing involves two
modes of the electromagnetic field that,
with a linear combination of the quadra-
tures of the two fields, exhibits quan-
tum noise reduction below the shot noise
level.

with covariance matrix Γ

Γ =

(
V · 12 Z · σz

Z · σz V · 12

)
(2.8)

where σz =

(
1 0
0 −1

)
is the third Pauli matrix, V = VA+ 1 = 2|α |2 + 1 =

2〈nt〉+1 is the variance of the state taking into account the fundamental
shot noise N0 (the shot noise will be referred as one shot noise unit: N0 =

1 SNU), VA is the variance in the displacement of the state normalized
to the fundamental shot noise, α is the displacement vector in phase
space, 〈nt〉 is the average number of photons per symbol at the input
of the channel and Z is a function of V that will vary depending on
the distribution of the states (we will see that for Gaussian modulation
Z =
√

V2 − 1).

Alice measures one part of the two-mode state using a double projec-
tion coherent detection and transmits the other part to Bob, along a
lossy noisy channel with transmission efficiency T and excess noise ξ∗.
Through a process of symmetrization14 14: The basic idea of symmetrization is

to take advantage of some symmetries
of the QKD protocols, like the invariance
of the protocol to the order of exchanged
symbols.

[64] it is possible to guarantee
that the state after the transmission through the channel and before
the measurement by Bob can be expressed by the following covariance
matrix

ΓAB =

(
V · 12 Z · σz

Z · σz (1 +TVA +Tξ) · 12

)
(2.9)

At this point Bob can apply a projective measurement considering one
or two quadratures. The equivalent model of the described scenario is
represented for both scenarios in figures 2.3 and 2.4. If no beam splitter
is used and the measurement is considered only on one projection the
covariance matrix after the measurement would be

Γ
1quad
AB |b

=

(
V − TZ2

1+TVA+T ξ
0

0 V

)
(2.10)

∗ The optimal point for Eve to attack is the input of the channel (the output of Alice),
so in this document we will use this point as the reference for the excess noise ξ . In
practice ξ is estimated at Bob’s and its value corresponds to T ξ (or ηT ξ considering a
detector of efficiency η < 1).
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Figure 2.3: EPR scheme for the measure-
ment of one quadrature at Bob’s. Each
detection block implies the coherent de-
tection of the bottom block.

V DetectionDetection

Detection

EPR

̶
result

LO

input

Detection

Channel
T, ξ

Eve

Alice

Bob

Figure 2.4: EPR scheme for the simulta-
neous measurement of two quadratures
at Bob’s. Each detection block is as in
figure 2.3

If the projection is done over two projections the covariance matrix
after the measurement would correspond to

Γ
2quad
AB |b

=

(
VA + 1 − TZ2

TVA+2+T ξ 0
0 VA + 1 − TZ2

TVA+2+T ξ

)
(2.11)

These matrices, with three independent variables VA, T and ξ, will
be important to bound the information that an eavesdropper can ob-
tain from the communication. An interesting fact is that from the
measurements done by Alice and Bob we can establish a system of
three independent equations that groups the three previous variables
(shown in table 2.2), i.e. we can construct the covariance matrix from
the measurements. This is the cornerstone of CV-QKD and will allow
us to construct security proofs depending on the conditions assumed
for the implementation.

Table 2.2: Relations between elements in
the covariance matrix and measured val-
ues for untrusted scenario. Note that in
this model all the variances besides VA

and N0 are considered excess noise. The
possible losses inside Bob’s detector are
also assumed untrusted and considered
in T . Variances are considered normal-
ized to N0 and N0 = 1 SNU.

Single quadrature Double quadrature〈
x2〉 = VA

〈xy〉2 = TVA〈
y2〉 = 1 +TVA +Tξ

〈
x2〉 = VA

〈xy〉2 = TVA〈
y2〉 = 2 +TVA +Tξ

SNR = TVA

1+T ξ =
2T 〈nt 〉
1+T ξ SNR = TVA

2+T ξ =
T 〈nt 〉

1+T ξ/2

Note that VA and ξ are conserved in the two schemes, but the division
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of the signal in two in the double projection scheme doubles the shot
noise, reducing the SNR.

In the next section some security proofs for the proposed scheme will
be covered before continuing with the presentation of prepare and
measure schemes.

2.4 Some relevant security proofs

The possible security proofs are very diverse and here we will only
sketch the most relevant and straightforward given the previous model.
Security proofs against general attacks and comprising finite size ef-
fects are in practice the most challenging to obtain. We will describe
the principles of asymptotic security proofs against collective attacks
for the described entanglement model.

2.4.1 Security proof against collective attacks for
Gaussian modulation

A Gaussian modulation can be described as the 2-dimensional normal
probability distribution over the phase space points (xI , xQ) with zero
mean and variance σ2:

f (xI , xQ) =
1

2πσ2 exp

[
−

x2
I + x2

Q

2σ2

]
(2.12)

When the states modulated by Alice follow a Gaussian distribution
it can be proven [81, 82] in the asymptotic limit that the resulting key
rate is

Kasympt
coll = I(a : b) − S(b : E) (2.13)

where I(a : b) is the mutual information between Alice and Bob after
correcting the errors in the received values, and S(b : E) is the Holevo
bound between Bob’s string and Eve’s quantum state that we have
calculated before.

Eve’s state can be written as ρE = trAB (ρABE )which implies that ρABE

is pure, and after measurement by Bob ρAE is still pure. Using the
properties of Von Neumann entropy we can write

S(AB) = S(E)

S(A|b) = S(E |b)
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which lead to

S(b : E) = S(E) − S(E |b)

= S(AB) − S(AB|b)
(2.14)

We can prove that f : ρAB → f (ρAB) = S(b : E) satisfies the property of
extremality of Gaussian states (see appendix B) and f (ρAB) ≤ f

(
ρG
AB

)
,

i.e. we can compute S(b : E) assuming that the state ρAB is Gaussian
obtaining a general bound on S(b : E) and the SKR satisfies

Kasympt
coll ≥ I(a : b) − f

(
ρGAB

)
(2.15)

This shows that 2.13 is a lower bound for the SKR using Gaussian mod-
ulation. In order to compute the length of the key after the transmission
of N states we need to:

I Calculate I(a : b). It can be done directly after error correction or
before error correction having an estimation of the efficiency of
the communication β (see appendix C).

I Calculate the Holevo bound using matrices ΓAB and ΓAB |b taking
into account that for Gaussian modulation Z =

√
V2 − 1.

We know from appendix B that ΓAB and ΓAB |b are characterized by
their symplectic spectra {νi}3i=1 (see appendix B for calculations) and
the Holevo bound can be obtained directly from those eigenvalues
and the function g(x)

g(x) = (x + 1) log2(x + 1) − x log2 x (2.16)

resulting in

S(b; E) = g

(
ν1 − 1

2

)
+ g

(
ν2 − 1

2

)
− g

(
ν3 − 1

2

)
(2.17)

The SKR for collective attacks converges to the SKR for coherent attacks
in the asymptotic case [83]. In the finite size regime similar conclusions
can be obtained [84]. We will consider only the case of collective attacks
in the following.

2.4.2 Security proof against collective attacks under
linear channel for QPSK modulation

Quadrature phase-shift keying (QPSK or 4-QAM) is a very common
modulation format in classical communications characterized by four
points of equal modulus separated by phase factors of π/2. The four
possible coherent states {|αk〉}k=0...3 can be described as

|αk〉 :=
��ikα〉

= e−α
2/2

∑
n≥0

αn

√
n!

eikn(π/2) |n〉 (2.18)
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QPSK modulations do not share the properties of Gaussian distribu-
tions, but equation 2.13 still holds for QPSK modulations if the channel
is assumed to be linear [85]. In this case, for low values of VA

Z = 2α2
3∑

k=0

λ
3/2
k−1

λ
1/2
k

(2.19)

where {
λ0,2 =

1
2 e−α

2 (
cosh

(
α2) ± cos

(
α2) )

λ1,3 =
1
2 e−α

2 (
sinh

(
α2) ± sin

(
α2) ) (2.20)

This security proof has the advantage of simplicity, but the constraint
of been limited to linear channels. More advanced proofs have been
proposed recently without this constraint [86–88] but use more sophis-
ticated techniques like semi-definite programming (SDP). In general
QPSK will require lower levels of VA to operate with respect to a Gaus-
sian modulation and will be more sensitive to the excess noise.

2.5 CV-QKD: Prepare and measure

The previous schemes could be implemented with two-mode squeezed
states, but the generation and distribution of those states is experimen-
tally impractical. Fortunately there is a perfect equivalence between
the previously illustrated EPR version and a version of the scheme in
which Alice encodes the information in the phase space quadratures
of the coherent states[72, 89]. This simplifies the generation of the
states, since they can be provided by a coherent source (a laser) and a
modulator, two much more accessible devices than the EPR sources.

2.5.1 A CV-QKD protocol: GG02

The most widespread protocol for CV-QKD is known as GG02 and was
proposed in 2002 by Frédéric Grosshans and Philippe Grangier [72,
73] and it has most of the protocol characteristics described previously.
It was proposed initially for coherent state sources and Gaussian mod-
ulation with 180◦ hybrids and ωIF = 0, but it can be easily extended to
other configurations. The main steps are:

1. Alice draws N 2-dimensional samples from a random distribu-
tion  and uses them to modulate a coherent source obtain-
ing the N coherent states |q1 + ip1〉 , · · · , |qn + ipN 〉, that are sent
through an insecure quantum channel of transmittance T and
excess noise ξ. For a desired VA of operation, the average number
of transmitted photons 〈nt〉 should satisfy the relation VA = 2〈nt〉.

2. Bob performs the measurement of the received states, after which
Alice and Bob share N pairs of correlated variables.

a) If Bob has a suitable detector he can measure simultane-
ously the two quadratures.
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b) With a single quadrature detector, Bob is required to mea-
sure randomly one of the two quadratures, for which a
phase modulator is generally needed. Bob also needs to
communicate the bases to Alice after the measurement
phase so that she can take them into account when cal-
culating the correlation with Bob (sifting).

3. Alice and Bob reveal the data
(
xi1 , yi1

)
, · · · ,

(
xim , yim

)
of m ran-

domly chosen indices {i1, · · · , im} ∈ {1, · · · , N}. With these pa-
rameters they will perform the parameter estimation. The secu-
rity bounds can be calculated for estimated parameters to obtain
the length ` of the final key.

4. Alice and Bob need to correct the errors on the n = N −m remain-
ing values they share. In practice they use the shared values to
establish a common bit string U with the help of classical error
correcting codes.

I Direct reconciliation is the method using the values of Alice
as reference for the error correction, where she performs
the coding and Bob the decoding (much harder task). The
security of this method cannot be extended beyond 3 dB
losses, so it is rarely used in practice.

I A more useful method is reverse reconciliation, where the
values of Bob are used as basis for the error correction. In
this case it is Alice the one performing the computationally
demanding task of decoding and there is no theoretical
limit to the attenuation apart from the efficiency of the error
correcting code.

5. After reconciliation Alice and Bob share two identical strings U
that are not completely secret. With U and the length of the key
` it is possible to implement a process of privacy amplification
using 2-universal hashing. This process is common to all QKD
protocols and when applied in both entities, Alice and Bob obtain
two identical copies of the secret key of size `.

The security of the protocol requires that entropy used for the gen-
eration of the samples is completely random (e.g. from a quantum
random number generator, QRNG). A good calibration of the different
parameters is also important and its imperfections will be discussed in
the next section.

2.6 Introduction of imperfections

As mentioned earlier, in many occasions it is possible to accommodate
the security proofs to different physical models of the set up. In these
models it is possible to include imperfections on different parts [90]
such as modulation, detection, laser noise... We will focus on two
imperfections relevant to most CV-QKD experiments: the study of
lossy noisy detectors and the effects arising from the fact that the
parameters are estimated using a finite number of values.
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2.6.1 Noisy and inefficient detector

The model we used to introduce the subject in section 2.3 is particularly
simple, since it assumes that the only noise present is the fundamental
quantum noise and that all the photons arriving to the input of Bob
are measured by the detectors. In practice the detectors have losses
and not all the photons are detected. Also, the readout electronics
are subject to the effects of thermal noise, which produces additional
independent electronic noise that adds to the fundamental noise.

Assuming that the different sources of noise at Bob’s can be calibrated,
it is possible to modify the entanglement version of the protocol adapt-
ing the model in the following way:

I The losses between Bob’s input and the output of the photo-
diodes can be modelled as a beam splitter of transmittance η.
The signal arriving from the channel is introduced in one of the
inputs of the beam splitter, and vacuum in the other, assuming
that the detector is trusted.

I The electronic noise is assumed to be accessible only to Bob and
can be modelled as an additional EPR source of variance v that
is introduced in the second input of the beam splitter. The value
of v will be different depending on the type of detection.

With these modifications the entanglement version of the protocol is
illustrated in figure 2.5. This model is especially important in actual
implementations, where the electronic noise can be a considerable
fraction of the fundamental noise. It also improves the estimation of
T , since now the transmittance is divided into a trusted part η and an
untrusted part T . The assumptions are in general considered realistic,
since Eve would need to entangle herself with the EPR source caus-
ing the electronic noise, which is inside Bob who we assume entirely
trusted. The efficiency η should be fairly constant during normal oper-
ation. The improvements in terms of key rate are substantial and this
is typically called the realistic or trusted detector scenario, in contrast
to the model in section 2.3 which might be too paranoid in some cases∗

and receives the name of untrusted scenario, since all the noise and
losses are assumed under the control of Eve. The new relations with
the values of the covariance matrix are provided in table 2.3.

Single quadrature Double quadrature〈
x2〉 = VA

〈xy〉2 = ηTVA〈
y2〉 = 1 +Vel + ηTVA + ηTξ

〈
x2〉 = VA

〈xy〉2 = ηTVA〈
y2〉 = 2 + 2Vel + ηTVA + ηTξ

SNR = ηTVA

1+Vel+ηT ξ
=

2ηT 〈nt 〉
1+Vel+ηT ξ

SNR = ηTVA

2+2Vel+ηT ξ
=

ηT 〈nt 〉
1+Vel+ηT ξ/2

Table 2.3: Relations between elements
in the covariance matrix and measured
values for trusted detector scenario. Vari-
ances are considered normalized to N0
and N0 = 1 SNU.

∗ For weak values of Vel the resulting SKR of the realistic model with electronic noise
Vel is comparable to the SKR using the paranoid model without considering Vel, so it
can be used as a quick reference for the realistic model.
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Figure 2.5: Entanglement version of the protocol including detector imperfections. Single (homodyne) and double (heterodyne)
projections are considered. Each yellow block comprises a coherent detector as in figure 2.3.

Calculating the security bounds in the realistic case

The bounds for the SKR can be calculated using the same procedure as
in section 2.3, the state ρAB being described by the same matrix Γ, but
the two-mode state shared between Alice and Bob will interact with
the state from the EPR source generating the electronic noise via the
beam splitter of efficiency η. This will produce a state ρAB3FG described
by a 8 × 8 covariance matrix γAB3FG that we will rearrange to obtain
γAFGB3 and the state after measurement by Bob described by the 6 × 6
covariance matrix γAFG |b will be used to calculate the Holevo bound.
The notation is as in figure 2.5 and the procedure is as follows:

The EPR state of variance v is described by the covariance matrix

γF0G =


v · 12

√(
v2 − 1

)
· σz√(

v2 − 1
)
· σz v · 12

 (2.21)

The state is independent with respect to the state ρAB at the other
input of the beam splitter, so the state at that point can be described as
γAB1 ⊕ γF0G. The beam splitter transformation between two modes can
be described as

YBS
B2F0
=

[ √
η · 12

√
1 − η · 12

−
√

1 − η · 12
√
η · 12

]
(2.22)

but extending it to accommodate A and G gives the symplectic transfor-
mation YBS = 1A ⊕ YBS

B2F0
⊕ 1G = 12 ⊕ YBS

B2F0
⊕ 12 that acts on γAB1 ⊕ γF0G

to give

γAB3FG =
(
YBS

)T [
γAB1 ⊕ γF0G

]
YBS (2.23)



2.6 Introduction of imperfections 31

and can be rearranged to obtain the desired configuration

γAFGB3 =

[
γAFG σT

AFGB3

σAFGB3 γB3

]
(2.24)

The matrix γAFG can be extracted in order to calculate the resulting
covariance matrix after measurement γAFG |b and its three symplectic
eigenvalues {ν3, ν4, ν5} can be calculated15 15: The last eigenvalue is always one, so

it does not influence the Holevo bound
as g(0) = 0.

(see appendix B.1.1). Along
with the two eigenvalues already calculated for Γ {ν1, ν2}, the Holevo
bound is calculated as

S(b : E) = g

(
ν1 − 1

2

)
+ g

(
ν2 − 1

2

)
− g

(
ν3 − 1

2

)
− g

(
ν4 − 1

2

)
(2.25)

2.6.2 Finite size effects on the parameter estimation

The relations of covariance matrices parameters with the measured
values of table 2.2 can be updated to those of table 2.3. Note that the
imperfect scenario is based on the trust in the estimations done for η
and Vel (reason why sometimes it is called trusted detector scenario).
If these parameters are assumed stable they can be measured off-line
with arbitrary precision, but for the other parameters we will only have
a fraction m/N of symbols to perform the parameter estimation and
the precision in the estimation will be limited by those parameters.

The uncertainty in the parameter estimation is only a small part of the
denominated finite size effects, which arise from the fact of working
with keys of finite size. In general the effects will tend to disappear
as the lengths of the keys grow larger, but in general they need to be
taken into account. We will use the same technique employed in [76]
that relies in a linear channel hypothesis, which is not fully general:

y = t x + z (2.26)

with t =
√
ηT and variances

σ2
z = σ0 + ηTξ (2.27)

σ2
B = ηTVA + σ

2
z (2.28)

Where σ0 is the noise measured without signal, i.e. electronic and shot
noise (for 1 projection σ0 = N0(1+Vel), for two projections σ0 = 2N0(1+
Vel)). We can use maximum likelihood estimators for the linear models
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[91] using N symbols for the estimation during protocol execution and
N ′ for the off-line estimations (N ′ > N):

t̂ =
∑N

i=1 xiyi∑N
i=1 x2

i

σ̂2
z =

1
N

N∑
i=1

(yi − t̂ xi)
2

σ̂2
0 =

1
N ′

N ′∑
i=1

y2
0

V̂A =
1
N

N∑
i=1

x2
i

(2.29)

The previous estimators are independent and their distributions are
characterized by:

t̂ ∼
(
t, σ2

z∑N
i=1 x

2
i

)
N σ̂2

z

σ2 ,
N ′σ̂2

0
σ2

0
, NV̂A

VA
∼ χ2(m − 1)

(2.30)

And we can find confidence values for those parameters:

∆T = zεPE/2

√
σ̂2
z

NVA
(2.31)

∆σ2
z = zεPE/2

σ̂2
√

2
√

N
(2.32)

∆σ2
0 = zεPE/2

σ̂0
2
√

2
√

N ′
(2.33)

∆VA = zεPE/2
V̂A

√
2

√
N

(2.34)

A typical confidence value is εPE = 10−10 and zεPE/2 is such that 1 −

erf
(
zεPE/2/

√
2
)
/2 = εPE/2. erf(x) can be calculated as

erf(x) =
2
√
π

∫ x

0
e−t

2
dt (2.35)

The excess noise can be extrapolated from ξ =
σ2−σ2

0
t̂2 , so the estima-

tion of the parameters that are estimated during the execution of the
protocol can be adapted as
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V̂A,FSE = V̂A − zεPE/2
V̂A

√
2

√
N

(2.36)

T̂FSE = T̂ − zεPE/2

√
σ̂2
z

NVA
(2.37)

ξ̂FSE =
σ2
z + ∆σ

2
z − σ

2
0 − ∆σ

2
0

ηT̂FSE
(2.38)

The estimated values resulting of this procedure are always more
pessimistic than the initial estimations, but the finite size effects on
the parameters will decrease as the number of symbols used in the
estimation increases.

2.7 Motivations of this thesis

After this brief introduction, CV-QKD appears to be a very interest-
ing technology, but many challenges need to be overcome before it
becomes a user friendly and commercially viable technology. Each of
the three following sections of this thesis will focus on improving a
particular aspect of CV-QKD:

Section 2 Optimize the bandwidth efficiency. CV-QKD shares many as-
pects with classical optical coherent communications, but for
the moment most of the implementations have not used all the
available resource tool kit. We will show the principles of clas-
sical communications (chapter 3) and how they can be used in
CV-QKD, with an ad hoc proof-of-principle in chapter 4 and in
a development platform for high rate commercial systems in
chapter 5.

Section 3 Improve the integrability. CV-QKD systems have the potential
of been more cost effective than their DV counterpart since the
devices are easily implementable. One possibility is to integrate
them in photonic integrated circuits (PIC) that can perform the
same tasks as the bulk components at a fraction of the cost and
size. We study the performance of different devices developed
for CV-QKD.

Section 4 Increase the achievable distances. One of the main challenges in
CV-QKD is the tolerance to losses, which is especially critical in
fibre deployments since the losses grow exponentially with the
distance. In free space channels the signal losses are quadratic
with the distance, but they can suffer from fading. We study
them as a possibility to extend the communication range and
in particular the use of satellites in order to potentially achieve
intercontinental distances with CV-QKD.
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This section will study the current optical coherent communication
systems focusing on the classical objective of information theory, i.e.
maximize the mutual information between transmitter and receiver
(see appendix C). The field of classical communication is broad and
many standard books [92, 93] and articles [74] are available. In this
chapter only basic techniques to operate in a fibre medium will be
presented.

3.1 Introduction

The concepts of information theory introduced in chapter 2 and in
appendix C can be applied to both analogue and digital systems∗. The
easy access to high performance and low cost digital devices makes
that nowadays communication industry relies almost completely on
digital systems for the exchange of information.

Theoretical ideas of the mid 20th century for efficient communication
schemes became a practical reality in the last decades due to the im-
provement of technology, but the demand for information grew at a
very fast pace during the same time. The optical regime of electromag-
netic waves can provide high information data rates, since the carrier
(in the order of hundreds of THz) can be modulated and detected over
bandwidths approaching the hundreds of GHz in some occasions.

Although it is possible to establish optical communications in free
space as we will see in section 4, the most usual medium for optical
communications is fibre. Optical fibres are flexible and thin threads
of silica that are transparent to certain wavelengths in the near infra-
red part of the spectrum17 17: The most interesting parts of the

spectrum are the C-band around 1.5 µm
where fibres induce the minimum atten-
uation (typically 0.2 dB/km) and the
O-band around 1.3 µm where the dis-
persion due to the medium is minimal
(attenuation is higher but for short dis-
tances it can be beneficial to reduce the
dispersion).

and provide a guided medium to the light.
Single mode fibres (SMF), which only allow the propagation of one
spacial mode are the most common choice for communication appli-
cations, and wavelength multiplexing (WDM) is a common choice to
aggregate more bandwidth using multiple wavelengths over the same
medium.

The losses in the fibre will increase exponentially with the factor of
attenuation per distance. Even if this factor is low, it can translate into
20 dB of loss after 100 km, which is detrimental for the communica-
tion. This is one of the main problems for the implementation of long
distance QKD systems, but in classical communications it is possible
to regenerate the signal using optical amplifiers, erbium-doped fibre
amplifiers (EDFA) being the most extensively used. This allows the
possibility of transferring high data rates over long distances. For this

∗ The approach in early CV-QKD systems was relatively close to an analogue system,
since close to continuous Gaussian modulations were used, along with very long
words for error correction.
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reason classical optical communications are the dominant technology
for the backbone of Internet, and as technology gets more accessible it
also provides access to the final users.

The first attempts to use light for digital communications relied on
the concept of intensity modulation and direct detection (IM-DD),
where the receiver is a photodetector that can detect the intensity of
the light that was modulated in intensity by the source (e.g.: a laser).
This method does not exploit all the available bandwidth, but it is
simple and robust, as it is not sensitive to phase and polarization
misalignments. The symbols will correspond to positive real number
values, so it is equivalent to having one degree of freedom. Modulation
methods like on-off keying (OOK) or frequency shift keying (FSK) can
be used to exploit those systems.

Coherent communications is the generic term used for systems that
can recover the relative phase of the transmitted symbols. The symbols
now belong to the realm of complex numbers and it is equivalent to
having two degrees of freedom, potentially doubling the bandwidth
with respect to IM-DD. As indicated in the previous chapter, in order
to obtain a phase reference it is necessary to make an interferometric
measurement between the signal arriving from the channel and a local
oscillator operating in the receiver with a mode as close as possible to
the one received. In order to achieve this it is necessary to establish
phase-locked loops to maintain the relation between transmitter and
receiver, but with the current processing power of digital electronics,
it is more convenient to use digital signal processing techniques to
achieve this purpose. The detection is performed with at least two
balanced detectors.

In a similar way, another degree of freedom could be employed if we
are capable of discerning two polarizations in the received signal. If so
a double polarization modulator could be used at the transmitter and
a double polarization interferometer (DP 90o hybrid) could be used
before the detection with four balanced detectors. This scheme could
potentially duplicate the data rate with respect to a single polarization
scheme.

3.2 Principles of coherent communications

Adopting a very abstract point of view, we can separate the problem of
transmitting a message from Alice to Bob into two steps: (1) preparing
the message to tolerate the errors in the communication, and (2) adapt-
ing the message to the medium and the capabilities of transmitter and
receiver. Alice and Bob should previously agree on the schemes to use
in those two steps.

3.2.1 Channel coding

We know that the equivalent communication channel will be noisy,
with error variance σ2

n . If a fraction η of the transmitted power Ptx
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arrives to the receiver we will have a signal-to-noise ratio

SNR (dB) = 10 log10

(
ηPtx

σ2
n

)
(3.1)

Shannon [1] tells us the maximum information that we can achieve if
we assume that the channel only introduces additive white Gaussian
noise (AWGN) and losses. The fact that it is not infinite means that we
can have errors and the way to have a reliable communication without
errors is to add redundancy to the message. If we assume that the
original message is encoded in a logical string of bits, the way to add
redundancy is to divide the original message into a sequence {mi}

k−1
i=0

of size k bits. A code will associate each possible string {mi}
k−1
i=0 with

a codeword {ci}n−1
i=0 of size n bits adding n − k redundancy bits to the

information. Multiple sequences of codewords can be concatenated
to complete the entire message. The codes will typically operate in a
forward direction, that is without requiring acknowledgement from
the receiver, hence the usual name forward error correcting (FEC)
code.

An important property of the code is the code rate, which can be defined
as the ratio of message bits over total bits of the codeword k/n, and it
is always smaller than one. In principle we would like to have rates as
close as possible to one, but this can go in detriment of the robustness
of the code as it will start to fail with probability ec. That means that
in general there will be a trade-off between ec and the k/n.

Fortunately some families of very efficient codes that are also very
robust have been developed over the years (low-density parity-check
codes (LDPC), Turbo Codes, Raptor Codes...). They do it at the expense
of working with longer codewords (high values of k and n), which
makes them computationally complex to implement, especially on the
receiver side.

For a communication link it is desirable to use the FEC with highest
rate that supports a given SNR with negligible ec. In practice the opti-
mality in terms of rate depends on the SNR, so if the SNR changes it is
advisable to change the code in order to work in the best conditions.

3.2.2 Modulation formats

Codewords are logical entities (e.g. bit strings) and they need to be
adapted to the real communication channel. In digital communica-
tion schemes it is common to map a sequence of bits to a position
in the phase space. The set of coordinates of this position is known
mathematically as symbol and for practical reasons it can take a set of
discrete values. The set of possible symbols of a modulation scheme
constitute the constellation and typically constitute a power of two,
providing the possibility of mapping an integer number of bits to
each symbol deterministically18 18: Some examples of constellations are

BPSK (1 bit/symbol), QPSK/4-QAM/4-
PSK (2 bits/symbol), 8-PSK (3 bits/sym-
bol), 16-QAM (4 bits/symbol), M-QAM
(d bits/symbol with M = 2d ).

. A transmitter will convert the logical
string {ci}n−1

i=0 of size n into a sequence of N physical symbols {xi}N−1
i=0 ,

while the receiver will do the reverse mapping to convert the received
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symbols {yi}N−1
i=0 into the logical string {c̃i}n−1

i=0 , which might not be the
same if errors occurred.

The idea behind using coordinates of phase space as symbols is to
allow the receiver to associate the environment of those points to
the decision about the symbol that has been transmitted. Even if the
transmitter prepares the symbols correctly the measurements at the
detector will be influenced by additive noise and other imperfections
(an example for an AWGN with a high order constellation can be seen
in figure 3.1). The possible criteria on the decision are diverse and
are mostly derived from statistical techniques, but the most general
problem consists in deciding the symbol that has been transmitted as
a function of the symbol that has been received. In order to recover
the transmitted symbols at the receiver the most common approach
is to use a maximum likelihood estimation (MLE) or some related
method.

Figure 3.1: High order modulation con-
stellation before and after an AWGN
channel.

Components at the transmitter

Optical modulators are devices capable of changing the amplitude,
phase or polarization of the electromagnetic wave under certain con-
trol commands (see figure 3.2). They generally consist in a wave guide
of a material that can change its refractive index as a function of the
control signal. The control signals typically used are electromagnetic
(electro-optic modulators) or mechanic (acousto-optic modulators).
The lithium niobate LiNbO3 electro-optic modulators are the most ex-
tended in the telecommunications market due to their fast response, al-
lowing bandwidths in the order of GHz. The basic modulation scheme
would comprise a modulation in one polarization of the phase and
the amplitude. This can be done using a succession of amplitude and
phase modulators or directly an IQ modulator. The relations between
the values corresponding to the amplitude/phase and IQ schemes
come directly from the Cartesian and polar representations of complex
numbers. If a(t) is the temporal modulation signal that we want to
apply, we see that both methods are equivalent (∠a(t) denotes the
angle of a(t)):
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a(t) = Re{a(t)} + i Im{a(t)} = aI (t) + i aQ(t) (3.2)

= |a(t)|ei∠a(t) (3.3)

When the modulation a(t) is mixed with the carrier signal at frequency
fc = c/λc the equivalent band pass signal s(t) at the output of the
modulator is expressed as

s(t) = Re{a(t)ei2π fc t } (3.4)

A typical scheme for the transmitter with an IQ modulator can be seen
in the upper part of figure 3.3. The signal aI (t) and aQ(t) that act on
the arms of the modulator come from digital to analogue converters
(DAC) that act on the order of the digital signal processing (DSP)
algorithms of the transmitter. These algorithms are of great importance
for the operation of modern digital communication systems and will
be covered in a latter chapter.

Figure 3.2: Devices for phase, amplitude
and IQ modulation and their action in
phase space. Image source: [74].

Components at the receiver

In order to recover the signal a(t) at the receiver side we also need to
perform electro-optical operations over the signal s̃(t), which is the sig-
nal s(t) with the effects of the channel s̃(t) = s(t) ∗ h(t). The process can
be followed in figure 3.3. The optical part consists in the interference
of s̃(t)with the local oscillator tone that will not be perfectly matched
in frequency, phase and polarization. The interferometry can be per-
formed with discrete components, but they are typically integrated in a
90o hybrid, as defined in the previous chapter. Only the AC part of the
signal is of interest, so the outputs of the 90o are detected by pairs of
photodiodes connected in a balanced configuration that subtracts the
DC component19 19: In practice there will be some re-

silient part that is measured with the
common mode rejection ratio (CMRR).

. Each balanced detector output will correspond to a
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Figure 3.3: Coherent communication
transmission and reception schemes. Im-
age source: [74].

projection of the phase space and the signal will be typically amplified
before the digitalization in an ADC. The receiver part of the DSP will
treat the received values to recover the information.

The scheme uses one polarization to simplify the illustration, but it
can be duplicated using beam splitters and a polarization rotator to
work with two polarizations. Most commercially available systems
work with two polarizations, especially at the receiver size, since it can
recover rotations in polarization of a signal that has been modulated in
one polarization. An alternative scheme would be to implement a po-
larization tracking that dynamically corrects the polarization rotation,
but it tends to be more complex in classical systems.

There are very extended standards for the commercialization of in-
tegrated coherent receivers (ICR) that fulfil the typical requirements
for classical coherent communications and allow interoperation. Some
examples are OIF-DPC-RX-01.2 or OIF-DPC-MRX-01.0.

Transceivers, a combination of transmitter and receiver in the same
device, are also widely extended in coherent communications, since
the same laser can be used for transmission and as local oscillator.

Probability constellation shaping (PCS)

If the original codeword has an equally probable distribution of bits,
the corresponding symbols will be equally probable as well, and the
distribution along the constellation will be homogeneous, as it can be
seen in the left part of figure 3.4. Using more complex mathematical
machinery it is possible to use a mapping that reshapes the constel-
lation to have more probability in the center, like in the right part of
the figure. The intention of this technique is to approach the capacity
of the channel, since the distribution resembles more a bidimensional
Gaussian distribution, which is the (continuous) distribution that more
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closely approaches the capacity bound. The mapping is done prob-
abilistically hence the name probability constellation shaping (PCS)
and can be applied to any high order constellation, like 64-QAM and
above. Note that the separation of the points would be the same as
before the shaping, only the probability distribution changes.

Figure 3.4: Distribution of symbols in
phase space for a PCS-QAM modulation.
Image courtesy of Nokia Bell Labs.

3.2.3 Typical operation mode

Figure 3.5: Achievable information rates
(AIR) as a function of SNR. GMI stands
for Generalized Mutual Information and
is equivalent to AIR in systems using soft
decision forward error correction (SD-
FEC). Image source: [94].

The achievable information rate (AIR) is the optimal mutual informa-
tion (MI) that we can obtain using a given combination of modulation
format and FEC as a function of the SNR. The MI will be lower than the
AIR, as it is also be affected if we use additional symbols to facilitate
the communications (e.g.: synchronization symbols, phase reference
symbols...). In figure 3.5 we can see the typical curves of AIR as a func-
tion of the SNR for commonly used discrete modulations and their
comparison with the capacity of the channel (that could be achieved
with a continuous Gaussian modulation and a code of infinite size).
We remark that for discrete modulations the AIR saturates after certain
SNR, meaning that for a channel with good SNR it should be conve-
nient to use a higher density constellation to optimize the MI. There is
also a gap between the capacity and the AIR that increases with the
SNR that can be attributed to the quantization error and the efficiency
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of the codes.

The selected coding and modulation scheme will determine the achiev-
able information rate (AIR) between Alice and Bob, as can be seen in
figure 3.5. We can introduce the communication efficiency β, that will
be function of the SNR s, as the ratio of AIR and channel capacity:

β(s) =
AIR(s)

C(s)
(3.5)

In order to optimize the communication rate this quantity should be
as close as possible to one. Typically the SNR of the link is known
and a good combination of modulation and code needs to be selected.
For high SNR the sensible choice is to select a modulation whose AIR
does not saturate at that SNR and then select a FEC that can work in
that regime. For low SNR all the modulations approach to the channel
capacity and it is interesting to work with the one with lowest density,
as the algorithms to work with them are more robust and the main
difficulty is to obtain a FEC that can work at low SNR2020: In CV-QKD it is typical to work at

low SNR, so the main element influenc-
ing β is the error correcting code (see
appendix C). The error correcting code
in CV-QKD is used after the symbol ex-
change as part of the reconciliation. It
can be based on Alice’s symbols (direct
reconciliation, DR) or more typically in
Bob’s (reverse reconciliation, RR). This is
also true for any SNR if the modulation
is Gaussian.

.

Channel coding and modulation are very related concepts, but they
can be studied independently as there is a direct mapping between
the symbols used in the modulation/demodulation system and the
logical strings (of bits) used by the codes. The performance factor
that both modules use to interact is the SNR which can be related to
the correlation between the symbols of Alice and Bob {xi , yi} at the
modulation level, as well as to the bit error rate (BER) resulting from
the code.

In the following we will assume that there is a provision of codes
that can reliably work by a factor β of the channel capacity at any
reasonable SNR, and we will focus mainly on the symbol level.

3.3 General scheme

The complete scheme of a typical double polarization classical coherent
communication system is illustrated in figure 3.6, separating the three
integral parts: Alice (in red), the channel (in green) and Bob (in blue).

Alice is using a laser that generates a light beam at a fixed frequency
fA = c/λA. This beam is modulated by a double polarization IQ mod-
ulator driven by an analogue signal generated by four DACs (an
amplifier is usually required between the DAC and modulator, but it
is not shown in the figure). Each digital signal at the input of the DAC
has been generated by the transmitting part of the DSP.

Bob is composed of an interferometric part, that mixes the received
signal from the channel with the local oscillator at frequency fB = c/λB
(we will assume that the mixed signal fits in the bandwidth of the
detector without further conversions). The mixed signal is detected
using pairs of balanced photodiodes whose output photocurrent is
amplified with transimpedance amplifiers (TIA) before arriving to the
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ADCs. The signal is processed by the DSP to maximize the mutual
information between Alice and Bob.

Carrier 
source
(Laser)

λ/4

IQ modulator

PBS

DAC DAC

PBS Channel

Carrier 
source

(LO Laser)

Mixer

(90º 
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Balanced
detector
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detector

Amplifier ADC
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detector

Amplifier ADC
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DAC DAC

IQ modulator

DSP  Tx

Figure 3.6: General scheme for a double polarization coherent communication system.

Note that with this scheme, for given hardware and channel, the perfor-
mance of the system will depend crucially on the algorithms running
on the DSP. Note also that the coding and the modulation can be
treated independently, so the DSP characteristics will only depend on
two factors:

I The available hardware. The DSP needs to know the charac-
teristics of the equipment. Some examples are the linewidth
and optical power of the lasers, the resolution, bandwidth and
sampling rate of the DAC/ADC, the polarizations diversity in
transmission/reception, the expected electronic noise...

I The channel. The channel will introduce loss and other undesir-
able effects on the received signal. Depending on its characteris-
tics the DSP can be customized to operate under certain channel
conditions.

Before studying the main characteristics of the DSP we will cover the
more common effects on fiber channels.

3.4 Channel model

A coherent transmission between two entities Alice and Bob can be
modelled under several assumptions and the characteristics of the
DSP should be adapted to the expected model and conditions.

We assume that Alice modulates a nearly monochromatic pulse of
light of wavelength λ and linewidth ∆ν using a double polarization IQ
modulator (or equivalent system) of bandwidth B. The original polar-
ization of the laser is linear, but at the output of the modulator the two
orthogonal principal polarizations (H and V) will carry information
on the two projections (I and Q), allowing three degrees of freedom
(time, polarization and projection). We will treat the symbols as pairs
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of complex numbers and we will notate the k-th symbol transmitted
by Alice by

xk =
[
xH ,k

xV ,k

]
=

[
xH ,k,I + j xH ,k,Q

xV ,k,I + j xV ,k,Q

]
(3.6)

The discrete sequence {xk}N will be converted to a continuous signal
x(t) and used to cause a modulation in Alice’s laser that will be trans-
mitted through the channel once it is appropriately attenuated. Bob
will be equipped with an independent IQ intensity detector that can
obtain two projections (I and Q) per principal polarization (H and V),
i.e. four values that are noted by yk in a way analogous to xk . If we can
construct a baseband equivalent model consisting of a channel with
temporal response h(t) and additive noise z(t) the signal y(t) received
at Bob’s will be the convolution of the original signal with the channel
plus the additive noise:

y(t) = x(t) ∗ h(t) + z(t) (3.7)

Note that the previous expression relates to electronic signals and
h(t) is the equivalent baseband channel seen in the electronic domain,
although the real channel is optical. Classical coherent communication
systems need to deal with certain challenges, mainly:

I Modern systems work in the digital domain, so the signal y(t)
needs to be: (1) sampled at a sampling rate sr R; (2) quantized to
2d values where d is the resolution in bits.

I The clocks of Alice and Bob might not be synchronized, so the
optimal sampling time needs to be estimated in order to obtain
the samples at the most convenient time.

I In order to maximize the mutual information, the effects h(t) of
the channel need to be inverted to a certain degree.

The first task is performed by the analog-to-digital converter (ADC),
while the last two are performed by the digital signal processing rou-
tines at the reception (DSPrx). The performance of those two systems
and the effects introduced in h(t)will determine the portion of infor-
mation that will be recovered from the communication. In order to
increase the performance of the system, two additional concepts are
typically used:

I Some side information (references), known a priori by both en-
tities can be transmitted by Alice so that Bob can estimate h(t)
with certain degree of accuracy.

I The information transmitted by Alice can have some redundancy
in order to be able to reconstruct the original message even if
some parts were not correctly estimated without the need to re-
transmit the message. This is done with forward error correcting
codes (FEC).

Clearly there is a compromise between the amount of side informa-
tion and redundancy we transmit and the useful information rate, so
efficient classical communications require a trade-off between these
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resources and the useful symbols as a function of the conditions of the
channel.

Constant amplitude non dispersive channel

The simplest realistic channel to consider is the one of constant trans-
mission efficiency  2 and random instantaneous phase φ(t). The polar-
ization axes might have rotated in the channel, so some information
could have been interchanged at the receiver. With these assumptions
and considering a delay td between Alice and Bob (Bob is the reference
for t = 0), the channel temporal response can be written as:

ha(t) =
[
R(θ(t))

] [
 e jφ(t)

 e jφ(t)

]
δ(t + td) (3.8)

where θ(t) is the instantaneous angle discrepancy between Alice and
Bob’s polarization axes, and the matrix R(θ(t)) is given by:

[
R(θ(t))

]
=

[
cos(θ(t)) sin(θ(t))
−sin(θ(t)) cos(θ(t))

]
(3.9)

This can be a good model for fixed length fiber or controlled free-space
systems where the symbols do not interact between themselves, e.g.: a
system transmitting separated optical pulses.

Polarization dispersion

Imperfections in the fiber can cause the two polarizations to perceive
different refractive indices, therefore they will travel at different speeds
causing a differential group delay (DGD) between the two axes. This
can be modelled by the following Jones matrix where ∆τ is the delay
in the communication path:

[
J(θ(t),∆τ)

]
=

[
cos(θ(t))e j∆τ/2 sin(θ(t))
−sin(θ(t)) cos(θ(t))e−j∆τ/2

]
(3.10)

The resulting equivalent channel is:

hb(t) =
[
J(θ(t),∆τ)

] [
 e jφ(t)

 e jφ(t)

]
δ(t + td) (3.11)

The compensation of the polarization dispersion is important in long
communication channels. For short channels ∆τ → 0 and J→ R.
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Temporal dispersion

A typical effect in communications is the temporal dispersion of the
energy of the symbols, the channel will not only contain a temporal
coefficient at δ(t), but a more general response taking into account the
the effects of the dispersion hdisp:

hc(t) =
[
J(θ(t),∆τ)

]
hdisp(t) (3.12)

The information of a symbol is spread in time, causing the interference
with contiguous symbols in what is called inter-symbol interference
(ISI). We can simplify hdisp(t) assuming that the maximum value of the
transmittance occurs at t = 0 and it decreases for contiguous values,
i.e.: |hdisp,X (0)| = |hdisp,Y (0)| =  and |hdisp(t , 0)| < 

3.4.1 Fluctuating transmittance

In some channels the transmittance is not constant and  →  (t).
This complicates the analysis, since  is a fundamental parameter for
CV-QKD, and it will be treated in section 4 for the case of free-space
channels.

3.5 Digital signal processing (DSP)

3.5.1 Sampling and time

The DSP will work mainly with two different kinds of values in the
digital domain: symbols and samples. Symbols will be the more ab-
stract entity of the two and the one we are going to use to perform
the calculations related to information theory. The operations related
to signal processing will be performed in samples due to the need of
representing signals evolving in time. The sampling theory indicates
that in order to correctly reproduce a temporal signal in the digital
domain we need at least two samples per symbol.

Typically we want to establish a communication at a certain symbol
rate R common to Alice and Bob (usually given in Bauds, 1 Baud = 1 Bd
= 1 symbol per second), that will be directly related with the bandwidth
B of the modulated signal. The DSP operations at Alice and Bob will be
performed using sA and sB samples per symbol respectively, both not
lower than two but not necessarily equal meaning that Alice and Bob
can use different sample rates even at the same symbol rate2121: It is typical to adapt the sampling

rate of the DSP to the to the sampling
rate of the DAC in Alice, and that of the
ADC in Bob.

. Samples
are related to the symbols by a series of digital transformations and
will be more linked to the actual modulated or received values than
the symbols.

Notice that if B is the bandwidth of the optically modulated IQ signal,
the bandwidth of the electronic signals I and Q will be B/2 and can be
represented as in figure 3.7. It is important to remark that even if the
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bandwidth of each of the electronic signals is half of the optical one,
the sampling condition needs to be maintained.

Figure 3.7: Bandwidth corresponding to
the I and Q components of the signal
[74].

One important factor when working with two separated entities with
independent clocks is the frequency and phase synchronization be-
tween both clocks. The frequency offset in the clock can be estimated
at the receiver using DSP techniques and corrected acting on the clock
that triggers the ADC. We will assume that the deviation on the clocks
is sufficiently accurate for the rates we are managing.

The sampling theorem states that it is possible to perfectly recover the
original signal with only two samples per symbol at the receiver. For
this it is required that the sampling time is optimal (the center of the
transmitted symbol coinciding at one of the two samples), something
that will not occur in general since the clock phase of Alice and Bob is
not the same. Fortunately it is possible to insert a phase delay in the
digital domain to adjust the clock phase of the receiver to the clock
phase of the transmitter. The pulse shaping filter will help to correct
the clock phase and the inter-symbol interference (ISI) discussed in the
previous section.

3.5.2 Pulse shaping: raised cosine

Pulse shaping is the process of transforming the original symbols of
the constellation into samples adapted to the channel. This is done
passing the signal through a filter with certain properties. The most
interesting property in most cases is the mitigation of the ISI without
extending the original bandwidth.

It is practical to design the shaping filter in frequency trying to obtain
a flat spectral response when transmitting a long sequence of symbols.
The first choice could be the rectangular window, which has a sinc
response in time with zeros in the multiples of the sampling period T ,
condition that satisfies the ISI constraint. The main inconvenience of
this filter is that its temporal response is infinite and the initial lobes
have considerable weight.

It is possible to modify slightly the sinc response to obtain a very flexi-
ble filter that is called raised cosine (RC) and has frequency response
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HRC( f ) and impulse response hRC(t):

HRC( f ) =


1, | f | ≤ 1−β

2T
1
2

[
1 + cos

(
πT
β

[
| f | − 1−β

2T

] )]
, 1−β

2T < | f | ≤ 1+β
2T

0, otherwise

(3.13)

hRC(t) =


π

4T sinc
(

1
2β

)
, t = ± T

2β

1
T sinc

(
t
T

) cos
(
πβt
T

)
1−

(
2βt
T

)2 , otherwise
(3.14)

where the term β = ROF is the roll-off factor and it serves to adapt
the excess of bandwidth with respect to the original signal. If the
input signal has a symbol rate R, the output of the RC filter occupies
a bandwidth B = (1 + ROF) · R. If ROF = 0 we have a sinc filter and
we maintain the bandwidth, but in practice it is more convenient to
use a slightly higher ROF to increase the performance at the cost of
some bandwidth. At ROF = 1 we would double the bandwidth but
the temporal response would be very narrow. In the upper part of
figure 3.8 we can see representations of the raised cosine filter in time
and frequency for different values of ROF. Note that the values at the
multiples of T are zero.

Figure 3.8: Raised cosine and root raised cosine time and frequency representations.

Without other effect apart from the ISI it would be sufficient to apply
the RC filter at the transmitter, but as we discussed earlier we will
have a clock phase mismatch between Alice and Bob, meaning that
we will not necessarily sample at the correct times at Bob’s side. One
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way to solve this problem is to use some method to estimate the
phase and apply a delay digitally at the receiver. A more complete
approach consists in using an adaptive filter that solves the clock
phase mismatch and other problems from the channel. This filter will
be discussed in the next section, but one of its functions will be to
complete the pulse shaping, meaning that it is practical to divide the
pulse shaping between Alice and Bob.

Applying a RC in both entities would no longer sustain the anti-ISI
property that we want, but HRRC( f ) =

√
HRC( f )would do. This filter is

called root raised cosine (RRC) and its impulse response reads:

hRRC(t) =



1
Ts

(
1 + β

(
4
π − 1

))
, t = 0

β

Ts
√

2

[(
1 + 2

π

)
sin

(
π

4β

)
+

(
1 − 2

π

)
cos

(
π

4β

)]
, t = ±Ts

4β

1
Ts

sin
[
π t

Ts
(1−β)

]
+4β t

Ts
cos

[
π t

Ts
(1+β)

]
π t

Ts

[
1−

(
4β t

Ts

)2
] , otherwise

(3.15)

After this separation of one RC into two RRC the process is the follow-
ing:

I Alice does the pulse shaping with hRRC[n] (the digital version of
hRRC(t) with a finite number of taps NA but sufficient to approxi-
mate the desired response).

I Bob initializes its adaptive filter with hRRC[n], a filter of NB taps.

Note that the pulse shaping with RRC does not satisfy the ISI criterion,
as can be seen in figure 3.8. It is only the combination of the pulse
shaping at Alice and Bob that accomplishes the effect. In figure 3.9 we
can see the effect of pulse shaping in a sequence of symbols represented
in IQ. The information at each temporal point now depends on the
contiguous symbols (the lower the ROF the higher the influence) and
the discrete regular distribution of the symbols in the constellation is
not so clear in the samples that are sent to the DAC.

3.5.3 Adaptive filter

When Bob receives a signal transmitted over a generic channel the
phase and the polarization at the receiver will not be aligned to the ones
transmitted. Also, the optimal sampling clock phase is not known by
Bob’s ADC. The purpose of the adaptive filter is to correct at least the
clock phase recovery and the polarization recovery (in some occasions
also the signal phase). This task is quite ambitious and typically the
adaptive filter is the most complex element of the DSP.

In order to simplify the problem we will assume that we know some
characteristic of the signal. For example we might know that the trans-
mitted signal has constant modulus, or we might know the transmitted
value for certain symbols (pilots). If we have this kind of knowledge
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Figure 3.9: QPSK sequence after pulse shaping with RRC filter (ROF=0.1).

we can establish a training phase during which, using the known in-
formation, we adapt the coefficients of the filter in order to minimize
some criteria.

An example for a double polarization set up is illustrated in figure 3.10.
In this case we have two complex signals at the input, two complex
signals at the output and four filters communicating them in a butterfly
fashion. The coefficients of those filters are initialized in the training
phase and can be continuously updated during the execution of the
DSP.

The coefficients of the filters need to follow some criteria to be updated.
Two of the most commonly used methods are CMA and DD-LMS. Con-
stant modulus algorithm (CMA) assumes that all the symbols used in
the training or updating have constant modulus and iteratively adapts
the filters until this is achieved in the output. Decision-directed least-
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mean-square requires to know (or at least decide using a ML criterion)
the symbol that has been transmitted. If the symbol is known also the
phase can be corrected at this stage. These are iterative algorithms and
they need to be tuned as a function of the stability of the channel and
other parameters like the pilot rate.

Figure 3.10: Butterfly structure of the
adaptive filter [74].

3.5.4 Frequency and phase recovery

A frequency mismatch ∆ f between the lasers of Alice and Bob will
have an effect h∆ f (t) = ei2π∆ f t on the received signal. This can be seen
as a rotation of the constellation with time at constant angular velocity.
This mismatch can happen due to a detuning between the two lasers
and typically does not exceed 100 MHz. When the drift ∆ f is slow,
which is often the case, the effect can be compensated applying the
opposite effect: e−i2π∆ f t .

The phase coherence of the lasers is inversely proportional to their
linewidth and this characteristic is not so stable as the frequency. If
the evolution of phase drift between the two lases is noted as φ(t) it
is necessary to find and estimation φ̂(t) and correct it multiplying by
e−iφ̂(t).

There are several options to obtain a good estimation φ̂(t). It is possible
to agree on the value of certain symbols between Alice and Bob and use
them as reference (pilots). The channel characteristics can be estimated
from the difference in amplitude and phase between the received
and the expected symbols. This method reduces the throughput as
additional symbols need to be inserted only for channel estimation
purposes, but it provides robustness to the communication.

Another option is to use the information symbols to estimate the
channel. They are typically based on the estimation after a decision and
the comparison with the received symbol. They tend to be particularly
efficient with low density constellations and their main advantage is
that they do not add symbol overhead.

Many methods exist, the most extended being Viterbi-Viterbi, blind
phase search and Kalman filtering.
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3.5.5 Synchronization

At the beginning of the communication Alice and Bob might not know
at which point the message has started, so a synchronization mecha-
nism is necessary. The most extended way to achieve synchronization
is to send a sequence of symbols repeated regularly. The desirable
feature of the sequence is that its autocorrelation is zero except at
the origin (i.e. when the signal matches itself). Those sequences are
called CAZAC (constant amplitude zero autocorrelation) and one of
the most commonly used is the Frank–Zadoff–Chu (FZC) which has
expressions of the form

xu(n) = exp
(
− j

πun (n + cf + 2q)
NFZC

)
(3.16)

with NFZC the length of the sequence, 0 ≤ n < NZC, 0 < u < NZC,
gcd (NZC , u) = 1, cf = NZC mod 2 and q ∈ Z.

The first thing that the receiver does is to calculate the cross-correlation
between the received signal and the CAZAC sequence. Peaks will be
obtained at the origin of the sequence and the location of the rest of
the symbols can be inferred if a known pattern was used.

The cross-correlation also serves to detect which is the right combi-
nation of ADC outputs to reconstruct the IQ signal, as only the right
combination will give a strong positive peak. Also, some of the previ-
ous algorithms can only be applied at Bob’s if we know the pattern of
symbols (which are reference, information...) that we are processing.
For example, during phase correction with references it is necessary to
know if a symbol is a reference or information.

3.5.6 DSP scheme

The receiver will take the most heavy load of all the previously de-
scribed techniques, especially when the regime of operation pushes
the limits near what is theoretically possible. Both Alice and Bob need
to agree on a pattern for the symbols (synchronization, references,
information...) and a modulation format for each kind of symbol. With
the ideas described previously, the DSP at the transmitter for a double
polarization coherent system would look as in figure 3.11, perform-
ing mainly the pulse shaping. The receiver will need to perform the
most complex operations in order to recover as much information
as possible from the received symbols. Its DSP is sketched in figure
3.12.
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Figure 3.11: Scheme of the DSP at the transmitter.

Figure 3.12: Scheme of the DSP at the receiver. CFE: Carrier Frequency Estimation; CPE: Carrier Phase Estimation.

3.6 Coherent communications and CV-QKD

The underlying principles of classical coherent communications and
CV-QKD are the same. Early classical communications had a consid-
erable amount of electronic noise, but modern systems can achieve
10 dB of clearance (ratio between the shot noise and the electronic
noise), which makes shot noise the main source of noise in practice.
This can create synergies in the development of technologies for both
applications.

Classical communications are mainly focussed on the optimization
of the mutual information, a parameter that does not depend on the
nature of the noise. CV-QKD on the other side needs to the determine
the fraction of the noise that corresponds to the fundamental shot noise
(and possibly also the fraction of electronic noise if this parameter is
assumed trusted), which changes the way of approaching the problem,
since certain noise parameters need to be parametrized before hand
and/or during the execution of the protocol.

For CV-QKD it is also important to have an accurate estimation of
what is happening in the channel. In classical applications it is the
same, but some of the algorithms might mask some of the effects. It
is important that the DSP does not perform operations that might
hide the presence of an eavesdropper from the parameters used in the
estimation.

Another difference is the implementation of the error correcting code,
that is used directly on the transmitted data in classical communication
while in CV-QKD is applied after the symbol exchange.

In the rest of the section we will explore the possibilities of imple-
menting a CV-QKD system using the techniques of classical coherent
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communications presented in this chapter. We will start building the
system and the DSP from scratch in chapter 4 while chapter 5 will fol-
low the opposite approach, studying the possibility of implementing
CV-QKD over a high rate classical coherent communications system
with a fully operational DSP.
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This chapter will study the possibility of building a CV-QKD system
using classical coherent communications techniques. We examine its
possible advantages and the consequences for security before propos-
ing a proof-of-principle experiment to test the concept. The implemen-
tation of the main DSP algorithms is discussed and the initial results
evaluated.

4.1 Motivation

Early communication systems like the electric telegraph used electro-
magnetic pulses well defined in time in order to be able to discern
the different symbols. An analogous idea is used in the first CV-QKD
implementations. Typically a laser is pulsed (directly or by an exter-
nal intensity modulator) to produce a train of light impulsions with
regular repetition rate R and certain average power, and each of them
is modulated by Alice and detected by Bob (interfering with a pulsed
or continuous wave LO). The separation between the pulses is such
that each of them can be considered independent from the others in
the sense that an effect in one of the pulses will not influence the state
of the others.

The main advantage of this strategy is to provide a simple system
where the distinction between symbols is straightforward and direct
detection can be applied (if ωIF = 0), but if we calculate the Fourier
transform of a train of pulses, the bandwidth B of the spectrum would
be much wider than the symbol rate (B � R). This has two main
drawbacks: (a) the available bandwidth in the channel is not used
efficiently; (b) the electronics involved in the system are required to
operate at higher bandwidths B > R. Another disadvantage might be
the need of chopping a continuous wave (CW) laser in order to work
with pulses.23 23: In LLO CV-QKD systems it is nec-

essary to have relatively long coherence
times between Alice’s and Bob’s lasers,
so it is convenient to use CW lasers.

If the set up has side mechanisms to compensate the
effects in the channel (polarization controller, time synchronization...)
the operations in the digital domain could be done directly in symbols
and the sampling done at rate R.

As discussed in the previous section, classical coherent communica-
tion systems solve the problem of bandwidth efficiency applying a
particular filter to the symbols before the transmission over the chan-
nel (pulse shaping). The use of (root) raised cosine filters allows the
reliable transmission occupying bandwidths in the order of the symbol
rate, adjustable by the roll-off factor (ROF) B = (1 +ROF) R. For an in-
tradyne detection system, the minimum bandwidth of the electronics
should be slightly higher than B/2 to take into account the detuning,
but the sampling rate should be at least 2R. This configuration is in
general more practical since DACs and ADCs with high sampling
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rate are generally accessible, but they do not always provide the high
analogue bandwidths that would be required in a pulsed scheme.

4.2 CV-QKD using pulse shaping

The efficiency in terms of bandwidth of using pulse shaping translates
as symbols overlapping in time, meaning that the value of the signal
at any given time is a function of all the symbols in the sequence
(in practice only the ones in the vicinity are relevant). It is only at a
particular moment that the value of the signal corresponds to the value
of the symbol.

The general course of action for a communication at symbol rate R can
be described as follows:

1. Alice generates at rate R the symbols x[n] to transmit. The se-
quence x[n] includes the subsequences interleaved in a previ-
ously agreed order:

I xsync[n]: deterministic CAZAC sequence for synchroniza-
tion.

I xref[n]: deterministic values for channel reference (mainly
phase).

I xsecret[n]: random values that will be used in the generation
of the secret key.

2. Alice converts the symbols x[n] to samples at rate sAR and filters
them using a RRC filter before sending them to the DAC. The
bandwidth of the optical signal is B = (1 + ROF) R and each
IQ electronic signal occupies a bandwidth B/2. Optionally it is
possible to apply a pre-distorsion filter before sending the signal
to the DAC in order to correct some predictable imperfections
of the hardware, like the spectral response of the amplifiers for
example.

3. Alice’s CW laser is modulated by the IQ signals and transmitted
through the channel. The received signal interferes with Bob’s
CW LO and is converted using balanced photodetectors to 2
(SP) or 4 (DP) electronic signals which are amplified by tran-
simpedance amplifiers (TIA).

4. Bob recovers the signals from the ADC at rate sBR and processes
the information:

I The cross-correlation with the CAZAC sequence allows the
synchronization between Alice and Bob. With the agreed
pattern Bob knows how to identify each symbol.

I The adaptive filter recovers the polarization, the phase clock
and other channel effects. The pulse shaping is completed in
this step and it is possible to convert the samples to symbols
y[n] at rate R.

I yref[n] can be used to better estimate the channel and recover
the frequency and phase mismatch.
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5. Alice and Bob use the symbols xsecret[n] and ysecret[n] to continue
the CV-QKD protocol. One part will be used for parameter es-
timation, then error correction and privacy amplification of the
rest.

The system described is simply a classical coherent scheme, used not to
transmit information directly, but to exchange quantum states between
Alice and Bob. We already know that coherent systems work in the
classical world, so the most important question now is whether this is
secure for CV-QKD.

4.3 Is it secure?

As it was indicated in chapter 2, the security proofs are constructed
based on the laws of quantum mechanics and a model of the system.
We will study the key aspects of the pulsed shaping paradigm and
see if they affect the assumptions for the model used in CV-QKD for
Gaussian modulated states under collective attacks (see chapter 2).

Detector noise. In order to comfortably use the CV-QKD protocols,
the predominant source of noise in the detector should be the shot
noise. There are many commercial devices that can provide in the
order of 10 dB of clearance which is sufficient for CV-QKD under
trusted detector assumptions. It is important to characterize well the
spectrum of the electronic noise and the shot noise24 24: The theoretical shot noise spectrum

is flat, but the electronic response might
introduce effects that need to be ac-
counted for.

, and integrate
them over the bandwidth of interest. In the intradyne detection that
we are considering, the detuning between the two lasers also needs to
be considered in the integration bandwidth.

Variances. The eavesdropping on the states should be recognizable
by the trusted parties in the form of excess noise, so the typical modula-
tion variances for the signal are typically much lower than in classical
communications, in the order of a few shot noise units. This is a prob-
lem for LLO CV-QKD systems that need to recover the mode of the
transmitted signal from the received one and if it is too weak it might
be practically impossible. A typical solution is to send stronger agreed
signals multiplexed in time, frequency and/or polarization, to act
as references. This solution can be implemented with pulsed or CW
schemes in a similar manner, and in both cases it is necessary to pay
attention to the dynamic range of the components, particularly to the
effective resolution of the DAC/ADC and the extinction ratio of the
modulators. The peculiarity of pulse shaping is that the temporal val-
ues depend on the neighbouring symbols so if there is a sequence
{secret, reference, secret} the shape would be mainly governed by the
reference but the influence of the secret symbols would still be there
and it can be recovered after DSP.
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DSP. It is the most complex novelty of the CW scheme and it should
be linear, conserve the signal bandwidth, conserve the energy and able
to work in different modes.

Linearity. To maintain the linear properties of quantum mechanics
it is necessary to avoid non-linear operations in the DSP. Filters will
be linear and time-invariant (LTI) in general, so unless other effects
like erasures or copies are introduced the typical DSP operations will
not introduce non-linear effects. Note that there will be border effects
due to the finite size of the filters, but those can be arbitrarily reduced
extending their number of taps.

Bandwidth. All the signal information needs to be taken into consid-
eration, so parts of the signal cannot be filtered out.

Energy conservation. The DSP can process the d complex signals
(d = 1 for SP and d = 2 for DP) from the ADC to form d new signals
with the correct polarizations and sampling phase. It is important
that the factor E between the sum of energy of the input and output
signals

∑
d

∑
n |sd,in[n]|2 = E

∑
d

∑
n |sd,out[n]|2 is constant and taken

into account in further steps2525: Ideally E should be one for simplic-
ity, but sometimes it is interesting to nor-
malize the energy of the constellation to
one. If variance comparisons need to be
made as in the case of CV-QKD the factor
E needs to be carried over in this case.

. This can be translated to a weighting
factor in the coefficients of each filter.

Calibration mode. In order to avoid the conversion of units it is con-
venient to calibrate the shot noise and the electronic noise in the units
used by the DSP. In the absence of signal the adaptive algorithms can
diverge falsifying the results, so it is convenient to have a calibration
or dummy mode where the adaptive filters are initialized to the Dirac
delta filter δ[n] and not updated. In this calibration mode the process
is the following: (1) the electronic noise σ2

el is measured without light,
(2) the LO is injected at the PLO of interest measuring σ2

el + N0, (3) N0,
the clearance and the electronic noise in SNU Vel can be obtained from
the two previous quantities.

Signal mode. When the signal is on, the adaptive filter can start
working in order to correct the defects on the channel. After the com-
plete sequence of symbols is recovered and the mode corrected using
the reference symbols, the secret symbols will take part in the rest of
the CV-QKD protocol.

If all these conditions are satisfied, then all the transformations due
to the DSP can be considered linear and the validity of the security
proofs described in chapter 2 should still hold. It can be argued that
some of the process might be imperfect, so a confidence margin εDSP

could be added to the estimated parameters, but the quantification of
those imperfections on the final parameters could be matter of a more
profound analysis. The first thing to evaluate is the noise that the DSP
can add to the parameters, and for this we propose a proof-of-principle
experiment implementing the most relevant features.
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4.4 Proposed proof-of-principle experiment

We propose a proof-of-principle experiment to integrate the concepts
of the previous chapters. Its performance will depend on the adopted
hardware and the algorithms implemented by the DSP.

4.4.1 Hardware description

A fundamental part of the proof-of-principle experiment is the DSP,
and the intention is to construct a system that can execute the DSP on
real time26 26: The experiment is focussed on the

signal processing part novelties, and this
is the part targeted as real time, at least
for the exchange of states involved in
the formation of one key. More comput-
ing demanding tasks like CV-QKD post-
processing are not considered to be on
real time for the moment.

, processing the data continuously.

Several options were studied for the logical electronics. The use of
benchtop oscilloscopes was discarded due to the difficulty of com-
municating between the DAC/ADC and the software continuously
for relatively long times (longer than the memory of the oscilloscope).
FPGAs could be a good candidate, but the time required to develop
the DSP routings would be high.

The final solution was to use a PXI (PCI eXtensions for Instrumenta-
tion) chassis with one controller and modules for the DAC and ADC.
The equipment is produced by Keysight and the key component is the
M3302A PXIe AWG and Digitizer Combo module. In order to simplify
the development experiment and reduce costs, the DSPs of Alice and
Bob are running on the same machine, but there is no fundamental
reason that would prevent the separation27 27: The only technical aspect that could

be different is the clock frequency align-
ment, but in practice it is not an issue at
the frequencies of interest for the experi-
ment.

(only additional classical
communication task would need to be implemented).

The M3302A has 4 outputs and 8 inputs. The output sampling rate is
500 MSPS with 16 bits of resolution and an analogue bandwidth of 200
MHz. The input sampling rate is 100 MSPS using 14 bits per sample
and allowing 100 MHz of bandwidth. If we would only consider the
bandwidth of the electronics we could approach a symbol rate of 100
MBd (remember that the signals seen by the DAC/ADC occupy one
half of the optical bandwidth), but the requirement of using 2 samples
per symbol limits the symbol rate to 50 MBd, since the ADC can only
sample at 100 MSPS.

The electronic bandwidth is given by B/2 = (1 +ROF)R/2, with ROF
between zero and one, so knowing that the maximum available symbol
rate is 50 MBd the maximum bandwidth that should be managed by
the electronics will be 100 MHz (in practice ROF values tend to be
low, so 60 MHz is a more realistic value). In the spirit of using readily
available commercial devices we used the Koheron PD100B balanced
detectors with TIA amplifiers, which can achieve 10 dB of clearance
in the bandwidth of interest. More advanced home-made equipment
is also been developed to improve the performance of the system.
Given the expected 10 dB of clearance we will use the trusted detector
version of the security proof, assuming that the electronic noise can be
calibrated and trusted.

The initial channel medium will be fibre (although it could be extended
to free space as discussed in section 4), so changes in the polarization
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are expected. A possibility for correction is to use a polarization con-
troller, but as in most of the classical communication systems we decide
to implement diversity in polarization at the receiver, so a double po-
larization 90◦ hybrid mixes Bob’s LO with the signal arriving from the
channel. Its eight optical outputs are measured using four balanced
detectors connected to the ADC inputs of the M3302A.

As the electronic bandwidth of the detectors is not particularly large
and the repetition rate is relatively low it is convenient to use fre-
quency locked narrow linewidth lasers as sources of light. The narrow
linewidth allows longer coherence times in phase, which could be
recovered at rates of MHz using reference symbols. The fact of locking
the frequency of the laser reduces the effect of the detuning between
the lasers of Alice and Bob, which could displace the signal out of the
band of the detectors. A pair of Pure Photonics PPCL590 laser is used
with nominal linewidth of 10 kHz and where the frequency locking is
achieved locking the wavelength of the laser to the resonance bands
obtained from an acetylene gas chamber. Note that this locking system
does not involve communication between Alice and Bob, but some
trial and error to find the best channel to use in order to have a good
locking in the two lasers.

The modulation of the optical signal at Alice is accomplished by
lithium niobate modulators. Their linewidth exceeds 10 GHz and they
need a driver, as the DAC in the M3302A is not able provide enough
power for their operation. Having polarization diversity at the detector
we can choose to use one or two polarizations at the transmitter. In
this case we decided to use only one for simplicity, but the system can
be extended to two. It is possible to use either one IQ modulator or a
combination of amplitude and phase modulators, and several models
from iXblue and EOspace have been tested. The amplifiers are iXblue
DR-AN-10-HO.

The point of operation of modulators can drift in time, so it is important
to correct it dynamically during the execution of the protocol. In order
to achieve this a modulation controller can be placed after the IQ or the
amplitude modulator. The controller acts over the DC port in order to
adjust the bias, which is estimated introducing a dither signal (a small
modulation in amplitude at a low frequency) also in the DC port. The
equipment used is iXblue MBC-DG-LAB for the amplitude modulator
and iXblue MBC-IQ-LAB for the IQ modulator.

A combination of variable optical attenuator (VOA), beam splitter and
power meter is placed before Alice’s output in order to measure the
optical power injected to the channel. The channel can be a back-to-
back (B2B) link, a VOA to simulate certain attenuation or a spool of
fibre to create more realistic conditions.

4.4.2 DSP description

Keysight provides access to its libraries in many programming lan-
guages (C/C++, C#, Matlab, Python, LabView). We decided to imple-
ment the software in Python, creating three different libraries:
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I Keysight with functions dedicated to the communication with
the hardware.

I DSP, containing the signal processing algorithms.
I CVQKD for the functions related to parameter estimation and

key generation.

Python scripts can be created in order to call the previous functionali-
ties in the desired way depending on the case.

Given the available hardware it is interesting to choose symbol rates
that are factors of the sampling frequencies (500 MSPS for Alice and
100 MSPS for Bob), so that we have an integer number of samples per
symbol. The system will then be able to operate at 50, 25, 20, 10, 5 and
1 MBd.

The nominal resolution on the DAC is 16 bits, which is sufficient to
approximate a Gaussian distribution without security concerns [90].
The 14 bit resolution in the ADC is also sufficient to distinguish a
wide range of amplitudes in reception. Considering this, we decided
to use a Gaussian distribution for the secret symbols, hence we are
able to profit from all the results for this kind of modulation. The
selected constellation for the phase reference symbols is QPSK due to
the robustness and simplicity of the phase recovery methods available.
The average energy of the phase reference symbols will be higher
with respect to the secret symbols. The synchronization sequence is a
Frank-Zadoff-Chu sequence of configurable length. The ratio of secret
symbols per reference symbols is also be configurable.

Part of the DSP will run on Alice’s side and well denote it by DSPtx,
while the most complex algorithms will be carried out by DSPrx at
Bob’s side.

DSPtx

We will assume that there is a file with a sufficient number of Gaussian
samples for the duration of the protocol. It will be the source of the
secret symbols, while the synchronization and reference symbols are
deterministic and can be generated once and repeated with a given
pattern. The steps to generate samples at Bob are the following:

1. The reference symbols are disposed according to the configured
frame. The secret symbols are added and a complex vector is
generated. A synchronization sequence is inserted at the con-
figured times. One complex vector with secret, reference and
synchronization symbols is available.

2. The sequence is upsampled (zeros are inserted between the sym-
bols) and convoluted with a RRC filter at rate 500 MSPS.

3. The result of the filtering is transmitted to the PXI module. Op-
tionally a pre-distortion filter can be applied.
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DSPrx

The reception will have two modes of operation: the calibration mode
and the signal mode. The sampling rate is 100 MSPS in both modes.

In the calibration mode the optical signal is disconnected and the DSP
is only collecting the power spectral densities (PSD) of the input when
the LO is absent Sel[k] and when the LO is present Sel+N0 [k]. The shot
noise PSD SN0 [k] and the clearance SC[k] can be obtained from the
previous two2828: The PSD is calculated in the digi-

tal domain, so k is the digital frequency
corresponding to the expression of the
digital Fourier transform (DFT) X[k] =∑N−1

n=0 xn · e
− i2π

N kn . The difference in
natural units (V 2/Hz) gives the shot
noise SN0 = Sel+N0 − Sel and the dif-
ference in dBm/Hz gives the clearance
SC = Sel+N0/Sel.

. The PSD is calculated using Welch method [95] and
the sample length is configurable.

The PSD of the shot noise and the electronic noise calculated this way
contain the effects of the lasers, the balanced detectors and the ADC
for each input channel (four in our case, equivalent to two complex
signals). They are stored in memory and assumed to be stable during
the execution of the protocol, so that they can be used later in the
parameter estimation, integrated along the required bandwidth.

The signal mode consists in the following steps (all the applied filters
are stored in memory):

1. The spectrum of the signal is calculated. The detuning ∆ f1 is
estimated assuming that the optical signal is symmetrical and
centred at zero. The correction is done digitally multiplying the
received signal by e−i∆ f1n.

2. A conditioning low pass filter is applied. The objective is to
digitally filter the noise outside the band of interest.

3. The adaptive filter signal is passed through the adaptive filter:

I The four filters are initialized with RRC filter coefficients.
I The synchronization sequence is used to train the filters

using DD-LMS algorithm.
I The four real sequences are filtered, the samples are con-

verted to symbols in the process.
I After the filtering, two of the four real outputs will corre-

spond to the signal while the other two should be zero and
are discarded.

4. The remaining frequency ∆ f2 and phase offset φ are estimated us-
ing the reference symbols and corrected multiplying by e−i(∆ f2n−φ[n]).
Several methods can be used.

At this point we have symbols that we can compare to those transmit-
ted by Alice, but in order to calculate the variances and covariances
correctly for CV-QKD some adjustments are still required:

I The reference spectra for the electronic and shot noise need to be
transformed in the same way as the received signal, so the filters
that have been stored during the previous steps are applied to
them.

I There is a conversion factor γA between the arbitrary units of the
Alice’s software and SNU.

I The trusted detection efficiency η would need to have been esti-
mated beforehand.
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I The reconciliation efficiency β is supposed to be fixed and realis-
tic.

At this point, and with N total secret symbols separated into Nkey and
NPE

29 29: The selection is done randomly as a
function of the configured percentage of
symbols used for parameter estimation
(PE). The value of NPE needs to be suf-
ficiently high to avoid impairment from
the finite size effects in the parameter
estimation. The position in the frame is
indicated to Alice and she reveals the
values in an authenticated manner.

, it is possible to calculate the variances and covariances correctly
and from that estimate VA, N0, Vel, T and ξ, and along with β calculate
the expected secret key size.

4.4.3 Preliminary results

Different configurations of the set up have been tested in order to
develop the system. Ordered by complexity we can distinguish:

I The samples generated by DSPtx can be fed directly by soft-
ware to DSPrx (only a resampling to adapt the sampling rate is
necessary). This is the basic step to ensure that the logical struc-
ture of the DSP works. Artificial noise or phase changes can be
simulated at this and other stages.

I The samples generated by the DAC are introduced directly in
RF to the ADC. This allows the inclusion of the effects of the
converters in the previous step.

I The samples act on a simplified version of the optical system,
using the same laser for Alice and Bob. This avoids the detun-
ing and simplifies the last stages of the protocol (frequency and
phase recovery), but already includes the effects of the polariza-
tion and all the components of the set up.

I The complete system is tested, where the main challenge with
respect to the previous step is the recovery of the frequency and
phase of the carrier.

The first two stages are a characteristic of the system useful for de-
bugging, so we will treat directly the results containing the optical
part. The testing of the system is still in progress and at this stage it
is possible to transmit information between Alice and Bob, but the
calibration of the excess noise is still not resolved. The main problem
seems to be the characterization of the detector response. As can be
seen in figure 5.5 the response of the detector to an incoming signal
has certain undesirable components (peaks in the signal part of the
spectrum) that complicate the characterization of the relation of this
response with the shot noise and the electronic noise. The effects seen
take into account the responses of the modulator, the channel, the de-
tector and the ADC electronics. New test are under progress with new
home-made detectors and commercial integrated coherent receivers
(ICR) in order to improve this characteristic.
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Figure 4.1: Power spectral densities at Alice’s output and Bob’s input. The complex spectrum corresponding to the I and Q components
entering Alice’s DAC is represented in the upper part of the figure (note that at this point the vertical units are arbitrary). The
polarization diverse complex signals corresponding to the four inputs of Bob (I and Q for 2 polarizations) are displayed in the bottom
part of the figure. They comprise the effects of transmitter, channel, detector (with TIA) and ADC. Note the clear spectral peaks
observable in the detector response. Signal conditioning is off (original and conditioned are equal).

4.5 Comments and possible improvements

The system is intended as a proof-of-principle and its functionality can
be extended in many ways. Probably the most interesting one would
be to physically separate Alice and Bob. An additional PXI chassis
and module would need to be added, but the software would still be
functional with only minimal changes.

If a new module is added, it would be desirable that it extends the 100
MSPS of the current ADC. That would allow to increase the symbol
rates above 50 MBd. The current system would be able to accommo-
date a double polarization transmission scheme if a DP modulator
is installed, since the diversity in polarization already exists for the
detection.

As long as the electronic noise is tolerable and the components support
the bandwidth, it is interesting to extend the same ideas to higher
symbol rates. In practice systems above the GBd are difficult to test in
real time, so a different approach will be covered in the next chapter.
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An implementation of CV-QKD using high rate (> 1 GBd) classical
communication systems is discussed. The main characteristics are de-
scribed and the structure of the system is presented, both in terms of
hardware and software, including the interesting modulation schemes.
The estimation of parameters for CV-QKD is illustrated for this partic-
ular case and the results are exposed and discussed before presenting
possible improvements and evolutions.

This work is the fruit of the collaboration with the Research Depart-
ment of Nokia Bell Labs at Nozay (France) and will be further devel-
oped in the PhD thesis of François Roumestan.

5.1 CV-QKD using high rate optical coherent
communications systems

The approach followed in the previous chapter could be extended to
higher bandwidths, but in the current state of technology it becomes
impractical since the cost of the electronic equipment is much higher,
and with more sampling rate more processing power is needed in
order to keep up with real time processing. In order to overcome this
inconvenience in research and development phases, it is typical to
run the tests using a functioning hardware system, but most or all the
processing is done off-line. The sequence would be as follows:

1. A sufficiently long sequence of samples is generated by DSPtx.
2. The sequence is loaded in an arbitrary waveform generator

(AWGN) that controls the modulation.
3. While the system is running, a digitizer (oscilloscope) accumu-

lates a sufficiently long sequence of received samples.
4. DSPrx processes the received samples off-line.

CV-QKD requires long sequences of symbols to reliably estimate the
state of the channel, much longer than the memories of most digitizers.
In this case the system should have the ability of working with different
blocks of symbol that are not contiguous.

When the research phase is advanced and the system consolidated,
the typical approach is to create a real-time implementation of the
system. Field-programmable gate arrays (FPGA) are suitable systems
for up to certain GHz using current technology. For higher rates an
application-specific integrated circuit (ASIC) is usually required. The
cost of implementation of these technologies is orders of magnitude
higher than an off-line DSP that can run in desktop computer, but it
is important to keep in mind that they would be the final target of
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this approach so the proposed algorithms should be cost-effectively
implementable.

We will assume the availability of classical coherent communications
equipment and standard DSP algorithms providing different modula-
tion schemes and configurations. The most promising combinations
for CV-QKD will be tested using the same procedure for each configu-
ration :

1. DSPtx generates samples for configuration .
2. The physical system runs for certain time with the given trans-

mission samples. Reception samples are collected and stored by
the digitizer.

3. DSPrx processes the stored samples off-line giving the most
relevant parameters for classical communications.

4. The parameter estimation is performed taking into account: (a)
parameters measured outside the influence of the DSP; (b) pa-
rameters directly related to the DSP.

5. With the given parameters the SKR for configuration  is esti-
mated.

The objective is to identify configurations that can operate CV-QKD,
but at the same time are as close as possible to current state of the art
classical coherent communications. If substantial changes in the algo-
rithms can be avoided, that would simplify the commercial implemen-
tation of CV-QKD devices based on classical coherent communications
technology.

Figure 5.1 shows the basic scheme of the set up. Hardware and soft-
ware elements are described in the following subsections.

Figure 5.1: Scheme of the coherent communications set up.

5.1.1 Hardware set up

A double polarization diversity scheme in transmission and reception
is presented. The light is generated by two Pure Photonics PPCL550
lasers with 10 kHz of nominal linewidth capable of providing 18 dBm
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of optical power. Bob’s acts as LO and it is typically operated at 15
dBm. Alice’s can be operated at lower output power.

The light from Alice’s laser is modulated by a double polarization
Fujitsu lithium niobate IQ modulator with 20 GHz of bandwidth. Six
bias parameters need to be settled in order to work in the correct
operation point. This setting is regulated manually with the help of
an optical spectrum analyser (OSA) and the results of the DSP, and
can be considered stable during several hours under normal operating
conditions.

The digital signal generated by DSPtx is converted to an analogue
electronic signal by a Tektronix AWG5200 generator and its four out-
puts amplified by four drivers that feed the DP IQ modulator. The
AWG can generate samples at 5 GSPS with a nominal resolution of
16 bits and the bandwidth is 2 GHz. The memory depth per channel
is 2 Gsamples, an important parameter that limits the length of the
transmitted sequence without reloading a new sequence.

A software controllable variable optical attenuator (VOA) regulates
Alice’s output power extrapolating the measurements indicated by a
power meter in the 90 arm of a 90/10 beam splitter.

Bob’s hardware comprises three elements: the detector, the digitizer
and the LO laser. The detector used in the tests is a commercial in-
tegrated coherent receiver (ICR) model Finisar CPRV. An ICR is a
standard component in classical communication set ups that allows
the integration of many optical and electronic features of the detector,
as can be seen in figure 5.2. An ICR has two optical inputs: one SMF
for the signal and one PM fibre for the LO. The interference, detection
and amplification of the electronic signal are done inside the device,
that provides four outputs in differential mode.

The four signals are directed to an oscilloscope that digitizes the signal
at high sample rate. Different oscilloscope models have been used: (a)
Tektronix DSO, 50 GSPS, 23 GHz, 8 bits; (b) Tektronix MSO64, 8 GHz,
25 GSPS, 12 bits. A photograph of the system in B2B configuration can
be seen in figure 5.3.

Digitally, the rate limiting factor comes from the 5 GSPS of the AWGN
that will allow symbol rates up to 2.5 GBd, occupying between 1.25
GHz (ROF=0) and 2.5 GHz (ROF=1) in each electronic path. This range
fits widely in the regimes of the rest of the electronics.

5.1.2 DSP

The DSP used in the tests was developed by Nokia Bell Labs with
coherent communications in mind, i.e. to maximize the mutual infor-
mation between Alice and Bob, so it does not have adapted functions
for CV-QKD as we did in the previous chapter. Is is proprietary and
very flexible, so its full capabilities will be out of the scope of this
document and only the most relevant characteristics for our purpose
will be mentioned.
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Figure 5.2: Integrated coherent receiver
(ICR) scheme [Source: OIF DPC RX-
01.2].

Figure 5.3: Photo of the coherent com-
munications set up. Image courtesy of
François Roumestan.

The DSP is equipped with the capability to generate and treat many
digital modulation schemes, but the most interesting for us will be
QPSK, 16-QAM, 64-QAM and PCS-64-QAM. Probability shaped con-
stellations (PCS) are interesting for CV-QKD since they approach the
distribution of a Gaussian modulation, which has many desirable
qualities for the security proofs. The good characteristic of the chosen
AWG, despite of its relatively low sample rate, is the nominal resolu-
tion of 16 bits. This allows the accurate representation of high density
constellations in the electronic domain.

The most elaborated algorithms run in DSPrx which follows a scheme
directly comparable to figure 3.12. As the typical SNR in CV-QKD will
be typically lower than in classical communications, it is interesting
to explore different configurations of reference symbols (pilots) in
order to support the DSPrx algorithms. Pilots are reference symbols
with agreed information and location, and will help the DSP, but not
form part of the secret key generation. Phase recovery algorithms of
different kind (Viterbi-Viterbi, blind phase search, Kalman filtering...)
are available and configurable.

The input of DSPrx are the four sample sequences from the ADC
(equivalently two complex sequences) and the natural output are two
complex sequences with the resulting symbols and the associated SNR
per polarization.
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5.2 Parameter estimation

The estimation of parameters for one and two dimension systems
(one polarization and one or two projections) has been already treated
in chapter 2 and appendix C. Here we will need to extend it to two
polarizations, taking into account that the polarization recovery will
be done by software, mixing the signals from the different inputs
according to certain algorithms.

We will treat the communication in both polarizations as CV-QKD.
The main reason to do this is to guarantee that all the excess noise
present at Bob’s input is also taken into account at the output of Bob’s
DSP. If only part of the processed signal would be used for CV-QKD
it would be harder to certify that part of the excess noise was not
transferred to the non-CV-QKD service31 31: It might still be possible if the param-

eter estimation is also run on the symbols
of the other service, but not very practi-
cal. CV-QKD could coexist with classical
communications in the same set up, mul-
tiplexed in time or frequency for exam-
ple.

. We will also assume that
when one symbol is randomly revealed for parameter estimation both
polarizations are revealed.

The detector will be the factor influencing most of the parameters. Four
sequences of values will be read by the ADC and treated by the DSP
as a function of the effect suffered in the channel. As the signals are
mixed digitally the same happens with the noise parameters at each
input. For simplicity we will assume that the electronic and shot noise
in each input channel c are sufficiently similar to be approximated
accurately as

N0 =
1
4

3∑
c=0

N0,c N0 Vel =
1
4

3∑
c=0

σ2
el,c (5.1)

Under these conditions the relations of the measured values and the
parameters involved in the Holevo bound calculation still hold:

〈x2〉 = σ2
A = VA/γ

2
A (5.2)

〈y2〉 = σ2
B = N0(2 + 2Vel + ηTξAlice) (5.3)

〈xy〉 =
√
ηTVA (5.4)

In this section we will see how to estimate each of the parameters, as
well as the mutual information.

5.2.1 Mutual information

The main output value of the DSP is the SNR per polarization obtained
after the processing. In CV-QKD the communication is not direct, so in
order to have the value of the mutual information we need to complete
the error correction phase, but a reliable way to obtain an estimation
of the mutual information is to rely on the efficiency of the protocol β.
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The expected mutual information per polarization P is calculated in
bits per symbol as:

IAB,p = β
(
SNRp

)
log2

(
1 + SNRp

)
= β log2

(
1 + SNRp

)
(5.5)

where in the last equality we assumed that we can obtain the desirable
efficiency β independently of the SNR using methods similar to [96].
Using two polarizations for CV-QKD the total mutual information will
be the sum of the contributions by both polarizations:

IAB =
∑
p=1,2

IAB,p = β
∑
p=1,2

log2
(
1 + SNRp

)
(5.6)

5.2.2 Estimation of detection efficiency: η

The eight photodiodes of the detectors used in the set up can be po-
larized independently, so it is possible to measure each of the pho-
tocurrents independently, and from that calculate the efficiency of each
photodiode as described in chapter 2. We will assume that the LO and
the signal path have different losses and measure them independently.
Taking into account that in this case the natural losses are N,LO = 1/8
for the LO and N,S = 1/4 for the signal, we can alternate the insertion
of light between the LO input with power PLO and the signal input
with power PS to obtain the corresponding efficiencies:

ηLO,i =
ILO,i

PLON,LOopt
ηS,i =

IS,i

PSN,Sopt
(5.7)

The measurements in the LO input is stable, since it uses a polariza-
tion maintaining fibre, but in the signal input it is more delicate since
it involves a SMF and a polarization controller is required to maxi-
mize the results in the photodiodes corresponding to one polarization
alternatively.

The measured values are shown in figure 5.4 and we can see that they
cover a range between 0.5 and 0.6. The lower efficiency in the signal
input can be explained by the tap included in the signal path. The ICR
introduces an additional component (a polarization rotator) in one of
the polarization paths, so one of the polarizations is less efficient than
the other. The interest of separating the losses between a trusted part η
and an untrusted part T is to use trusted models for the detector in the
security proof. For this reason, in order to maintain security we need
to choose the lowest value which in this case is η = 0.5. The concerned
values are those of the signal input, which in this case coincide with
the minimum.
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Figure 5.4: ICR photodiode efficiency.
The photocurrents or each photodiode
are measured independently with an
ampere-meter and compared to the op-
tical responsivity opt once the natural
losses N for a double polarization de-
tector are taken into account.

5.2.3 Estimation electronic and shot noise: N0, σ2
el

The electronic and shot noise are estimated before the execution of the
protocol. The power spectral density is calculated from long acquisi-
tions of signal by the oscilloscope:

1. For the spectrum of σ2
el no light input is applied to the signal.

2. For the spectrum of N0 + σ
2
el light is injected in the LO input.

3. The spectrum of N0 is calculated from the natural difference of
the two previous ones.

4. The spectrum of the clearance is calculated from the logarithmic
difference of the first two ones.

5. A band pass filter is applied to the band of interest as a function
of the symbol rate: (1) the high cut frequency point is set to
(1 +ROF) R; (2) the low cut frequency is set to 200 MHz in order
to eliminate the effects of the AC coupling in the oscilloscope.

The typical spectral results are not flat in all the bandwidth of the
detector (around 25 GHz), as can be seen in figure 5.5. The high band-
width TIAs are able to achieve more clearance in the lower part of the
spectrum, obtaining more than 8 dB of clearance for bandwidths lower
than 4 GHz, up to 10 dB around 1 GHz. This corresponds to values
of Vel between 0.1 and 0.18 SNU. The final value will depend on the
integrated bandwidth and the average described in equation 5.1.

It is necessary to ensure that the detector operates in the linear regime
at a given LO power PLO, in which case the integrated noise should be
linear as a function of PLO. Multiple power spectrum densities have
been calculated at different values of PLO in order to calculated the
integrated noise between certain frequencies and verify the linearity.
Figure 5.6 shows the behaviour for the bandwidth between 1 and 5
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Figure 5.5: Measured power spectrum densities of ICR electronic and shot noise. The electronic and total PSD are shown for each
channel along the entire bandwidth of the scope. The shot noise PSD and the clearance PSD are displayed for a narrower band. PLO = 15
dBm = 31.6 mW.

GHz. It can be seen that the linearity holds only up to 40 mW (16 dBm)
of LO power, which is the recommended limit for the device. It is a
saturation effect, while another possible effect could be the tendency to
an ascending quadratic curve, indicating the non-negligible presence
of optical classical noise (e.g.: RIN). The used value in the following
will be PLO = 15 dBm = 31.6 mW, which corresponds also to the value
illustrated in figure 5.5.

5.2.4 Estimation of correlation: ρ

The DSP is prepared to give directly the SNR as result, but there is a
direct relation with the correlation ρ and the SNR in natural units:

SNR =
ρ2

1 − ρ2 ρ2 =
SNR

1 + SNR
(5.8)

We also know that the normalized correlation corresponds to the fol-
lowing expression

ρ =
〈x y〉√
〈x2〉 〈y2〉

=
〈x y〉
√

VAVB

(5.9)

5.2.5 Estimation of VA

Estimation using the optical signal. The estimate of VA can be cal-
culated from the average photon number of the quantum fraction of
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Figure 5.6: ICR integrated electronic and shot noise between 1-5 GHz. The calculations are done by channel and for the fit only the
circled points are used. This is the result for one of the four input channels, the other three are similar. The intercept of the fit should
coincide with the electronic noise (shown in red), the deviations are indicated.

the signal transmitted by Alice. For a distribution with only one mod-
ulation level (same power for signal and reference), p polarizations,
rate R, optical power Popt, photon energy Eph Alice’s variance can be
calculated as

V̂A = 2〈np〉 =
2
p

Popt

EphR
(5.10)

For a multilevel signal only the fraction involved in the quantum part
of the signal should be taken into account. For this the power ratio
between both needs to be known, as well as the fraction of symbols
that are dedicated to each task.

Estimation using the electronic signal. The values xi in equation
5.2 represent the values in Alice’s software, so it is necessary to use a
factor γA to obtain the relation between VA in shot noise units and σ2

A

in arbitrary units. There are several ways to do that, but probably the
simplest is to set up a distribution with variance σ2

A
and measure the

average optical power 〈Pin〉 at the input of the channel (Alice’s output),
that can be related to the symbol rate R, the energy per photon Eph

and the average number of photons per symbol α2 as 〈Pin〉 = α
2EphR.

The variance in SNU is VA = 2α2 and it is easy to calculate the factor
that corresponds to VA = γ

2
A
σ2
A

as32 32: Ifσ2
A
= 1 as it considered by the DSP

then γ2
A

is directly VA.

γ2
A = 2

〈Pin〉

EphR
(5.11)
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5.2.6 Estimation of VB and ξBob

At Bob’s the spectrum of the received signal is integrated in the band
of interest giving the value σ2

B in V2. During the DSP the signal is
normalized to one, and after the process is completed the normalized
fraction of total noise σ̄2

n in arbitrary units is available. As the total
signal at the DSP is normalized to one, it can serve as factor to calcu-
late the total noise in V2 simply multiplying it by the original signal
power:

σ2
n = σ

2
B × σ̄

2
n (5.12)

We know from equation 5.3 that the noise is composed of shot, elec-
tronic and excess noise.

σ2
n = N0 + σ

2
el + N0ξBob/2 = N0(1 +Vel + ξBob/2) (5.13)

Shot and electronic noise have been previously estimated, so we can
deduce the excess noise from the previous estimations. The value as
seen at Bob’s can be calculated as:

ξBob = 2
σ2
n − N0 − σ

2
el

N0
= ηTξ (5.14)

5.2.7 Estimation of T and ξ

To calculate the equivalent excess noise at the input of the channel ξ it
is necessary to know the transmission efficiency T . From equation 5.4
we can estimate the transmission efficiency T (for the B2B the value
should approach one):

T =
(
〈x y〉

VA
√
η

)2

(5.15)

The excess noise at the input of the channel is then

ξ =
ξBob

ηT
(5.16)

5.3 Results

Different modulation formats have been tested and the most interest-
ing results were obtained with QPSK and PCS-64-QAM. The results
have been proven very dependable on the symbol rate and the different
parameters of the system. The main target is to obtain the parameters
of interest for CV-QKD as a function of different conditions, the most
sensible for the DSP being the SNR.
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5.3.1 QPSK modulation

QPSK is an interesting modulation scheme due its simplicity and ro-
bustness, along with the variety of algorithms that can work efficiently
with it (e.g.: Viterbi-Viterbi). There has been recently a series of articles
on asymptotic security proofs for discrete modulations [86–88] that
can be applied for QPSK. They join the security proof restricted to
linear channels [85] that we will use as reference33 33: The linear proof, although more re-

strictive in the assumptions is easier
to calculate than the other ones, which
are based on semi-definite programming
(SDP). It also seems to be a lower bound
in many cases (not all of them), so it can
be a good initial reference.

.

One characteristic of QPSK modulation according to the security
proofs above is the requirement of relatively low VA. This will result in
practice in very low SNR at the receiver side and the DSP will have
difficulties to operate correctly. Preliminary measurements have been
carried out by François Roumestan for values of VA between 0.5 and 3
SNU, giving values of ξBob around 0.07 SNU, which in B2B configura-
tion and with η = 0.5 gives ξ ≈ 0.14 SNU. We will use these values to
estimate the key rates in the next section.

5.3.2 PCS-QAM modulation

PCS modulation is interesting because the mutual information can
potentially increase and, if the constellation density is sufficiently high,
Gaussian approximations can be extrapolated. A first approach to a
Gaussian modulation, reasonably valid for low VA, is done with a
PCS-64-QAM constellation. The estimated excess noise as a function
of VA has been measured by François Roumestan and currently it is
ξ ≈ 0.20 SNU at the input of the channel for VA = 0.1 SNU.

5.3.3 Expected key rates

The expected SKR as a function of VA at a distance of 100 m is repre-
sented in figure 5.7. The curves for different excess noise values are
displayed and it can be seen that not all the values of VA can produce
key in these circumstances. The trusted detector model is used to take
into account the effect of an imperfect detector of efficiency η = 0.5
and electronic noise Vel = 0.10 SNU.

In particular for QPSK with linear channel proof it is possible to work
in a relatively narrow margin of values of VA and the excess noise
should not exceed 0.045 SNU. This means that we should improve the
obtained excess noise estimation of 0.14 SNU by a factor 3 in order to
operate in this regime. The ranges of VA are already achievable using
high power pilots. We can see that if we extend the distance to 20 km
(figure 5.8) it is very challenging to work with QPSK since the required
excess noise will be in the order of one percent.

Assuming Gaussian modulation the situation is very different, since
the range of VA is much higher in this case, and also the tolerance to
excess noise. In fact for these particular distances it is convenient to
use high values of VA. The problem with the obtained results is that ξ
tends to increase with VA, so the use of PCS-64-QAM is not viable with
the current performances.
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Asymptotic SKR for trusted detector as a function of VA 
 for different values of excess noise at distance d=0.1 km, = 0.50 and Ve = 0.10 SNU
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Figure 5.7: Expected SKR as a function of VA at 100 m for different values of excess noise. The margin of useful values of VA is bigger
using Gaussian modulation than QPSK. Gaussian modulation is also more tolerant to the excess noise.
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Asymptotic SKR for trusted detector as a function of VA 
 for different values of excess noise at distance d=20.0 km, = 0.50 and Ve = 0.10 SNU
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Figure 5.8: Expected SKR as a function of VA at 20 km for different values of excess noise. Using Gaussian modulation it is possible to
achieve several km with excess noise estimates lower than 0.1 SNU. In order to achieve the same performance with QPSK at these
distances an order of magnitude lower in ξ is required.

5.4 Possible improvements

The obtained results need to be improved in order to successfully
use CV-QKD on a system of that kind. The minimum required im-
provement would be to reduce the excess noise (at least by a factor
4 in the Gaussian case to operate comfortably at 20 km), but a more
noticeable improvement would be desired. If the target is to achieve
key exchange at a distance in the order of tens of kilometres, using
a Gaussian-like modulation with a trusted detector the excess noise
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should be maintained below 10% for a wide range of VA. With a QPSK
modulation both excess noise and VA should be much lower than the
Gaussian case.

The first thing to understand is the behaviour of each of the algorithms
under the test conditions. Except for the adaptive filter, the elements
of the DSP are applied sequentially so it is important to understand
which is the algorithm that is not responding correctly and study the
alternatives to improve it: increase the pilot rate or power, increase
the repetition rate, change the algorithm... For this it is interesting to
test the algorithm in a controlled scenario with software generated
signals.

This process can be iterated and once the weakest algorithm of the DSP
is improved, continue with the next bottleneck. But even following
that procedure there will be a limit below which the DSP cannot go.
Possible causes might be the quantization of the signal, the finite
resolution in the operations, the finite time for the convergence of the
algorithms, the fading of the channel... Once this limit is reached it
will be necessary to study if the achieved performance is sufficient for
the cases of interest, or if a dedicated ad hoc system based on similar
premises is more convenient.
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The objective of this chapter is to serve as a brief introduction to
integrated photonics in order to understand the main concepts of the
next chapter, where we will test a 180◦ hybrid on chip. More detailed
views on this topic can be found in [97, 98] as well as the references
provided in the text.

6.1 Integrated circuits

Photonic integrated circuits (PIC) are devices that combine multiple
photonic functions in one chip. PICs have many points in common
with the electronic integrated circuits (EIC or more commonly IC) since
they can be fabricated using similar techniques (photolithography
typically) and facilities. One important difference is that while EICs
operate on electrons that follow Fermi-Dirac statistics, the operations
on PICs are applied to photons obeying Bose-Einstein statistics. This
characteristic will result in two different paradigms.

EICs are good devices for the storage of information, especially in bi-
nary format thanks to the use of transistors operated as on-off switches,
which also simplifies the execution of digital operations. The transistor
is the fundamental element of this paradigm, and concentrated atten-
tion on its improvement allowed the explosion of the performances
of this kind of devices during the last fifty years, revolutionizing the
digital information industry. The transistor density on an EIC is a typi-
cal performance indicator used in the industry and for many years it
has followed the famous Moore’s Law [99], doubling every two years
although this might change as the size of the transistors approach
atomic scales.

The bosonic nature of PICs implies that they will cover different func-
tionalities than the EIC counterparts. One field where PICs excel is
the communication and routing of high-speed data, in particular at
infra-red wavelengths due to the compatibility with optical fibre trans-
mission windows. This capacity made PICs a key player in the recent
ICT (information and communication technologies) industry where
their presence is expected to grow in the near future [100]. Nowadays
it is possible to construct integrated devices that can generate, detect
and guide light among other linear and non-linear operations. Each
of these operations is performed by a specific device designed for
that purpose. In a PIC there is no equivalent reference device like the
transistor for digital EICs and the design methodology is more simi-
lar to radio-frequency analogue EIC. Having a more specific design
approach can be beneficial in some situations. For example, using a
PIC it is relatively easy to construct a wavelength multiplexer using
an array waveguide grating (AWG) [101].



84 6 Integration of optical devices

The undeniable leading technology in the EIC industry is silicon, with
its different fabrication technologies, but based on the same material
due to its interesting properties. The PIC industry in the first years was
clearly dominated by III-V materials (especially indium phosphide,
InP), but recently other technologies like silicon (silicon photonics/sili-
con nitride), ferroelectrics (lithium niobate), polymers, photonic crystal
waveguides and metal optics have entered the scene.

III-V materials have a direct band gap that provides great flexibility in
the design of optical components, allowing the integration of active
and passive components on the same substrate. The similarities on
their lattices also facilitate different combinations according to the re-
quirements of the devices, e.g.: indium gallium arsenide (InGaAs) can
be grown over InP. Silicon photonics is an indirect band gap material,
so the creation of active devices like lasers is not practical.

The refractive index is one of the main factors that influence the con-
finement of the light inside the waveguides and devices. It depends
a lot on the fabrication process and a good reference to calculate the
expected value as a function of the wavelength is [102], a catalogue of
many available fabrication technologies. Silicon has a high refractive
index (in the order of n=3.5) which makes it a good candidate for the
fabrication of long circuits where losses are important. It also allows
the use of more abrupt bends in the design, reducing the size of the
circuit (and hence the cost). The refractive index of InP is slightly lower
than in silicon.

The main advantage of silicon with respect to other alternatives is
the potential combination with the technologies used in the more
mature EIC industry, mainly conventional CMOS (complementary
metal-oxide semiconductor) and SOI (silicon on insulator). Detection
of light at telecommunication wavelengths can be provided by germa-
nium (Ge) photodiodes, but the generation of light should be provided
by an external source (e.g.: an InP laser).

At this moment we do not know any material that can perform op-
timally all the interesting photonic operations. For this reason it is
typical to combine different materials and technologies to obtain the
desired results.

6.2 PICs in CV-QKD

Quantum communications use mainly photons to transmit informa-
tion, so the use of PICs would improve the size, cost and consumption
of the devices in comparison to the bulk counterparts. Different stages
can be targeted. The first step would be the integration of some or
all of the photonic operations in one chip, controlled by external elec-
tronic components. A second step, related to the similarities between
PIC and analogue EIC, would be to include also analogue electronics
(drivers and amplifiers) in the integration, maintaining the logical
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control external. A third and more ambitious step would be the inte-
gration of the logical control with the other functionalities, providing
an application-specific integrated circuit (ASIC).

For a CV-QKD implementation using coherent states of light the fol-
lowing functionalities can be involved:

I Generation of coherent states. InP is one of the most suitable
technologies for the construction of lasers [103]. Important pa-
rameters to take into account are power (especially for Bob’s LO),
linewidth, noise and stability.

I Modulation of coherent states. ICT industry has extensively used
lithium niobate devices for high rate modulation systems, but
they could be substituted by InP or silicon photonics.

I Attenuation. If we consider attenuation as a slow type of ampli-
tude modulation it could be implemented with the same devices,
but typically it is more practical to include simpler mechanisms
like passive thermal actuators.

I Waveguides. The different elements are communicated by waveg-
uides, sometimes requiring relatively abrupt turning angles to
optimize space. Light will propagate along the waveguide, but
at the same time have evanescent losses through the borders. It
is important to have good confinement indices, even for small
bending radii.

I Interference. Beam splitters and multi-mode interferometers are
common devices to mix two or more light beams [104].

I Detection. The wavelength will play an important role in the
selection of the technology [105]. Good candidates for 1550 nm
are indium gallium arsenide (InGaAs) in InP and germanium
(Ge) photodiodes in silicon photonics.

I Coupling between chip and fibre. A grating over or under a
waveguide can allow specific wavelengths to couple the waveg-
uide if it is injected with the correct angle. This allows the cou-
pling of light from the top of chip. An alternative is to use edge
coupling where the fibre is coupled in the same plane as the
waveguide, usually with the help of V-grooves to approximate
the fibre. Other methods are available, but they are mainly com-
binations of the two previous ones. It is an important choice,
since it will affect the packaging of the chip.

Additionally, the generation of random strings of information is re-
quired, for which several integrated alternatives are already available
[47–50], allowing the combination of CV-QKD devices and QRNG.

6.2.1 Additional considerations

When considering polarization, integrated devices tend to have differ-
ent performances with transverse electric (TE) and transverse magnetic
(TM) polarizations, and in general they are restricted to only one of
the two (typically TE). For applications like CV-QKD where the po-
larization before the interference at the detector is not controlled, it is
possible to use a coupler and splitter that admits TE/TM at the input
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and outputs two spatially separated TE modes after the rotation of
the TM input3535: This is typical in ICR and implies

that the efficiencies of the two input po-
larizations will not be homogeneous.

. The rest of the operations can be performed in TE
mode.

The packaging [106] of the system is one of the most important steps
of the process, since it will simplify the test of the device and it is
fundamental towards the commercialization. The design can condition
the possible package and vice versa. In the case of PICs that need to
communicate light with the exterior the optical packaging is one of
the more time consuming and costly parts.

6.3 Development of a PIC

A PIC can be produced in small scales in a clean room or at larger
scales in a commercial foundry. Foundries usually have more advanced
technological processes than research lab clean rooms and can sell a
portion on the wafer for the implementation of the client’s design. The
typical life cycle of a chip is illustrated in figure 6.1, that corresponds
to the steps and players involved in the development of the chips that
we will describe in the next chapter.

Figure 6.1: Typical life cycle of a chip. Unsatisfactory results may lead to the repetition of some steps. In our case it happened after
some defective packages (arrows on top). The worst case would be the requirement to redesign the chip (lower arrow).

The design can be done directly using the design tools that will deter-
mine the required shape for a particular function, or more practically
using the process design kit (PDK) provided by the foundry. The PDK
usually contains a list with the most commonly used elements and
their characteristics. Based on the requirements and the previous ex-
perience, the designer can decide to use the elements in the PDK or
develop new ones and link them in order to have a properly connected
circuit fulfilling the desired function.

We will use the concepts described previously to evaluate the perfor-
mance of CV-QKD protocols using a 180◦ hybrid on silicon in the next
chapter.
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In this chapter we analyse a 180◦ hybrid with two photodiodes in
a balanced configuration integrated in a silicon photonics chip. The
characteristics of the device under test (DUT) are described, as well as
the packaging process. We propose an experimental set up to test the
performance of the DUT under CV-QKD conditions assuming Gaus-
sian modulation of the states, for which the results are commented
before finishing with the conclusions.

7.1 Description of the device under test

Bulk fibre 180◦ hybrids are composed of a 2 by 2 beam splitter and
typically two photodiodes in balanced configuration. An amplification
is required in order to bring the signal to practical readable values
and variable optical attenuators (VOA) might be needed between the
outputs of the beam splitters and the photodetectors. The VOAs can be
used to balance the detection reducing one of the beam splitter outputs
in order to improve the common mode rejection ratio (CMRR).

Bulk coherent detectors have been successfully used in CV-QKD sys-
tems and the original idea when designing an on-chip detector was to
substitute the optical part of the bulk detector, i.e. the beam splitter, the
VOAs and the photodetectors. The electronic amplifier is at this step
external to the chip, but it could be potentially integrated on chip in
future evolutions of the concept, since silicon photonics is compatible
with CMOS technology. An even more ambitious target would be the
integration of the logical control as well.

The DUT is a 180◦ hybrid that has been designed with the purpose of
reducing the cost and size with respect to the components used in bulk
detector systems. CV-QKD implementations like [76] where the signal
and the LO operate at the same frequency ωIL = 0, were the first target.
These implementations operate in pulsed regime, and can profit from
the use of charge amplifiers, so the test concepts in this chapter were
developed under these assumptions.

The layout of the device is illustrated in figure 7.1 alongside with a
microscopic photo of one of the units before packaging.

7.1.1 Development sequence

The design of the 180◦ hybrid, along with other elements relevant
for CV-QKD like a 90◦ hybrid and two alternative versions of Alice,
have been done in collaboration with the silicon photonics group
(MINAPHOT) at the Center for Nanoscience and Nanotechnology
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Figure 7.1: On-chip 180◦ hybrid detector layout and microscopic photo before packaging. The optical parts are indicated in blue in the
layout of the left figure. The electronic contacts and tracks are clearly the elements occupying most of the surface.

(C2N). The layout of the different components was repeated over a
section of the wafer that was fabricated at CEA LETI (Grenoble).

After several technically satisfactory but impractical initial tests using
manual electronic probes and fibre couplers, a support using a mezza-
nine PCB (figure 7.2) was designed to hold one device and facilitate
the testing procedure. A single mother board PCB (figure 7.3) acting
as amplification chain was designed and constructed to be able to
accept one mezzanine PCB. This provides a cost effective way to test
multiple devices, since the only requirement is the construction of a
small mezzanine PCB with passive components and the packaging of
the PIC.

The electronic packaging of the chips (wire-bonding between the elec-
tronic pads on the PIC and the contacts of the mezzanine PCB) was
performed at Serma Systrel (currently Serma Microelectronics). This is
a well known process in the electronics industry and can be performed
at competitive commercial cost if mass produced3737: The particularity of PICs is that if

light needs to enter or exit the chip a
photonic access needs to be provided
and the packaging cannot be completely
closed as it is typical in electronics. This
produced some problems in our case,
since the fibre arrays needed to be cus-
tom made in order to access the reduced
physical space available for the optical
couplers.

.

The electronic packaging simplified the tests, but the light coupling
was still manual, using precise micrometers to couple the signal and
LO light arriving from a two channel fibre array into two grating cou-
plers. In order to increase the repeatability of the results we packaged
some units optically. The optical packaging consists in fixing fibres
(typically a fibre array) to the PIC in a permanent position. It is de-
sirable that the position maximizes the coupling of light between the
fibre and the chip, and in the case of the detector the current of the
photodiodes can be used as a reference. A known optical power is
injected into one of the fibre inputs and following an iterative posi-
tioning method the coupling is maximized. In the optimal position a
special glue is applied and after the drying process the chip is ready to
be used, using the attached fibres as light interface and the mezzanine
PCB connectors as electronic interface. At the time of writing the tech-
nology to perform the fibre attachment was more time consuming and
costly than the electronic packaging, hence a potential bottleneck for
the development of the PIC industry.

The electronic packaging has evolved during the project, but the results
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in the following sections only relate to the final version, with complete
electronic and optical packaging.

Figure 7.2: Mezzanine PCB layout and final result. The layout is represented on the left, with the labels of the seven signals of interest.
The small blue rectangle indicates the position of the PIC. Two photographs of the mezzanine after wire-bonding with the chip barely
visible under the black resin.

Figure 7.3: Mother board with inserted mezzanine board. A mezzanine PCB with the fibre attached is situated in the socket of the
mother PCB. During operation the system is shielded due to the high sensitivity of the charge amplifier. In the right figure the charge
amplifier is labelled as Amptek 250. The final output is the connected SMA port and the control of the VOAs is performed through the
planar cable.

7.1.2 Test types

The DUT is a coherent detector with a 180◦ hybrid with two ger-
manium photodiodes in balanced configuration. Different types of
measurements can be performed in order to estimate the performance,
but the final target is to be able to perform secret key exchange using
the DUT. Some parameters cannot be determined practically during
the execution of the protocol, and need to be estimated beforehand.
We will name dynamic measurements those that are performed during
the execution of the protocol and static measurements otherwise.
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I Static measurements are those performed under special con-
ditions. More details about the procedure will be given when
discussing the results in section 7.3, but the most relevant pa-
rameters that can be determined independently of the protocol
execution are:

• The detection efficiency η.
• The electronic noise Vel.
• The shot noise N0.

I Dynamic measurements allow estimation of the statistics when
Alice and Bob are communicating. The relevant parameters are:

• Alice’s variance VA.
• The channel transmittance T .
• The channel excess noise ξ.

The conversion factor between Alice’s and Bob’s units γA can be consid-
ered a special dynamic measurement since it is performed dynamically
but not during the standard protocol operation. More details will be
given in section 7.3.4.

The previous parameters, along with the reconciliation efficiency β,
give all the information required to calculate the key. The possibility
of executing the GG02 protocol until the parameter estimation and
obtaining parameters compatible with the generation of key will be the
main benchmark to evaluate the performance of the DUT. Bob’s optical
tasks are performed by the evaluated device, but an Alice is required
in order to implement GG02 protocol. We discuss the alternatives and
relevant points concerning Alice in the next subsection.

The simple characterization of the parameters relevant for CV-QKD
might not be enough in order to improve the system in future itera-
tions. Impairments on those parameters can have different sources,
and it is important to identify the most relevant in order to improve
the performance. The DUT is not tested under perfect environmental
conditions (no temperature control is implemented) and the surround-
ing equipment (bulk Alice, amplifier...) might be imperfect. This leads
to more realistic conditions if the generation of key is the benchmark,
but to less strict conditions if the characterization of the device is the
target. We are mainly interested in the application so we focused on
the first approach but without losing sight of the second.

7.1.3 Alice

A system performing the functions of Alice needs to be implemented in
order to test the detector dynamically. The selected option in this case
was a set of bulk components performing the modulation, attenuation
and splitting of the involved signals. An IQ modulator or an equivalent
combination of amplitude and phase modulators could be used. We
decided to implement it with amplitude and phase modulators in
order to simplify the future tests of the PIC version of Alice, displayed
in figure 7.4, that is designed using Mach-Zehnder interferometers in
amplitude and phase configuration.
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Since the integration of a laser inside the PIC is impractical in sili-
con photonic systems at the wavelengths of interest, the modulators
are the most relevant component of the architecture of Alice. Mod-
ulators covering the whole phase space require the control of three
bias parameters per polarization (we will only use one polarization
in this chapter), and the environmental conditions might cause a drift
on those values that needs to be compensated. This is true for high
rate lithium niobate modulators, and for other Mach-Zehnder based
architectures, where these parameters are typically controlled by a
modulation controller that automates the process. Electro-optic modu-
lators normally have two inputs depending on the applied frequency
(RF and DC) and modulation controllers work in most cases applying
a dither low frequency (in the order of kHz) amplitude modulation
on the DC. The dither allows the characterization of modulation pa-
rameters and actuation on the bias, but it modulates the signal in
amplitude. In high rate systems the dither at few kHz is negligible,
but in lower rate systems it can be problematic and interfere with the
proper functionality.

Commercial modulation controllers are prepared for bulk electro-
optical modulators, where the devices do not suffer interference from
other functionalities. The processes involved in the modulation of
light in silicon photonics chips might not have the transfer functions
as a function of the voltage expected by the commercial modulation
controllers.

As the rates targeted in the set up are quite low (around 1 MBd),
and anticipating the necessity of calibrating on-chip modulators in
future tests, we have decided to implement a modulator controller
mechanism.

I Inclusion of feedback mechanisms in Alice in order to calibrate
her modulators. As phase is involved a coherent detection mech-
anism is required, a 180◦ hybrid being the simplest alternative.
The LO can be obtained from the same laser source and ωIL = 0
Hz, simplifying the analysis further. The amplitude can be more
accurately tracked using a photodiode, since it measures directly
the intensity. Note that in both cases security is not required since
we are assuming that this calibration occurs inside Alice’s lab, so
the average number of photons in the calibration can be adapted
to have an arbitrarily good precision in the estimations. Note
also that the proposed schemes are present in the PIC version of
Alice.

I Anticipation of the feedback mechanism in the structure of sym-
bols of the protocol. Symbols destined to the control of the modu-
lators will be inserted in order to characterize them via the results
of the feedback mechanism. Those symbols will only affect the
protocol introducing an overhead of symbols not used for secret
key generation.
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Figure 7.4: Layout for on-chip Alice with
feedback system. The optical connec-
tions are located at the bottom, compris-
ing input and outputs (final and control
taps). The central part corresponds to the
modulators while the right part is a co-
herent detector similar to the one in fig-
ure 7.1 that can be used for feedback.
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7.2 Description of the set up

A scheme of the set up is illustrated in figure 7.5, representing all the el-
ements required to run the protocol in dynamic mode. The static mode
is a subset of the dynamic one disconnecting some of Bob’s optical
inputs. The individual components can be described as follows:

I Light source. Symbols are identified with separated pulses of
constant repetition rate. Bob’s LO uses the same source multi-
plexed in space using a beam splitter.

• Laser. A Pure Photonics PPCL550 continuous wave (CW)
laser is used as light source. The power is adapted so that
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it is sufficient for Alice’s signal and feedback system and
Bob’s LO.

• Pulse carving. The CW laser is carved into pulses by an
iXblue MXER-LN-10 lithium niobate intensity modulator
with 35 dB of extinction ratio. A voltage source controls the
DC bias of the modulator.

• AWG. The electronic signals to control the carving of the
optical signal come from an arbitrary waveform generator
(AWG) that generates a rectangular pulse. The repetition
rate and pulse length is configurable but the results shown
in this document are for 100 ns pulses separated by 1 µs.
The AWG also generates the trigger pulse that synchronises
the acquisition and generation of samples.

• BS. An unbalanced beam splitter (99/1) separates the out-
put of the intensity modulator between signal (1) and LO
(99). The signal part will be modulated at Alice’s and the
LO part will be shared between Alice’s feedback system
and Bob.

I Alice is constructed using commercial bulk components. The
acquisition and generation of signal is performed by specialized
cards.

• Amplitude modulator (AM). A lithium niobate EOSpace
amplitude modulator changes the amplitude of each pulse
according to the indications of the software. The DC input of
the modulator is adjusted to operate at maximum extinction
when no RF signal is applied.

• Phase modulator (PM). A lithium niobate phase modulator
changes the relative phase of each pulse according to the
indications of the software.

• Variable optical attenuator (VOA). A manual IDIL VOA is
used to control the level of the output of Alice.

• Feedback mechanism. Part of the signal at the output of
the VOA is captured in order to obtain a feedback. The
basic element is an unbalanced beam splitter that recovers
most of the signal and can be used with two purposes: (1)
estimate the optical power at the output of Alice, using the
correct relation of factors between the measurements at this
point and Alice’s output, (2) use it as a reference signal for
the calibration of the electro-optic modulators. Two types
of calibration are performed:
∗ A single photodiode is used to calibrate the amplitude

modulator VAM
π and VAM

bias .
∗ A balanced detector is used to calibrate the VPM

π of the
phase modulator. Part of the power needs to be used as
LO in this case.

• Attenuator. A fixed fibre attenuator is added to attenuate
the signal to the quantum level.

I Bob’s components are integrated in a PCB and the readout is
performed with a digital acquisition card.

• PCB mother board A home-made circuit board of approxi-
mately 12 x 5 cm is used to host the elements of the receiver.
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∗ Photodiode polarization. The voltage polarization of
the PCB mother board is adjusted in order to provide a
stable polarization voltage to the photodiodes (typically
2 V).

∗ PCB mezzanine for PIC. The PIC is hosted by a 2 x 3
cm mezzanine PCB that handles the connection with
the motherboard. Seven pins give access to the pads on
the chip (three for the photodiodes in balanced config-
uration and two for each of the two VOAs).

∗ Charge amplifier. The common point of the balanced
detector is connected to the amplification chain. The
first step consist in the accumulation of the charge in a
capacitor during the duration of the pulse. The capacity
is converted to voltage using an Amptek A250 charge
amplifier.

∗ Voltage amplifier. The output of the charge amplifier
is conditioned to a readout voltage suitable for the ac-
quisition system.

I Control. The acquisition and generation of data is performed
with National Instruments (NI) digital acquisition cards (DAQ).
Two units are used:

• DAQ1. A NI PCI-6110 card is used as dynamic card. The
DAC has a nominal resolution of 16 bits and a slew rate
of 300 V/µs. The ADC has 12 bits of nominal resolution
with a bandwidth of 4 MHz. The supported repetition rate
combining inputs and outputs is 2.5 MSPS. The same card
manages:
∗ Alice’s dynamic outputs controlling the amplitude and

phase modulators. The electronic output power is suffi-
cient to drive the electro-optic modulators without the
use of an electronic amplifier.

∗ Alice’s dynamic inputs coming from the feedback sys-
tem composed of a photodiode to calibrate the ampli-
tude modulator and a balanced detector to calibrate the
phase modulator.

∗ Bob’s measurement is acquired with a third input. This
is enough for a 180◦ hybrid, but an additional input
would be available if testing a 90◦ hybrid would be
required.

• DAQ2. The DC input of the AM is controlled by one ana-
logue output of a NI USB-6363 card. The nominal DAC
resolution is 16 bits with a sampling rate of 2.86 MSPS and
a slew rate of 20 V/µs. The AM bias changes occur typi-
cally in the order of minutes, so this card is sufficient for
the application. The reason to use an additional card is the
insufficient number of outputs in the NI PCI-6110, limited
to two.

• Synchronization. The trigger to synchronize the system is
distributed from the AWG to the trigger inputs of the acqui-
sition cards. The electronic delay is set in order to optimize
the readout of the detector, and due to the electronic delay
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induced by the charge amplifier the same trigger can be
used for the modulation outputs (see section 4.7 of [65] for
more details).

• Software. The software runs in the same computer for prac-
tical purposes, but the functions of Alice and Bob are inde-
pendent. The main functionalities related to the interaction
with the hardware are the following:
∗ Alice’s software. For each symbol (pulse) two values

of a two-dimensional Gaussian distribution are gener-
ated from a file of random uniform values. The values
are converted to polar representation and adjusted to
the properties of the modulators (see 7.2.2 for details)
to obtain two values that are sent to the two DACs
connected to the amplitude and phase modulator. The
readings from the feedback components are measured
in real time to maintain the modulators biased in opti-
mal conditions.

∗ Bob’s software. At the reception of a triggering edge
the acquisition system captures the value at the input
and transfers it to the software. The symbols are stored
until the sequence of symbols is completed.

The acquisition cards are controlled by a single computer and all
the fibre components use polarization maintaining (PM) fibres. The
limiting factor in the repetition rate is the bandwidth of the charge
amplifier, which is able to work at rates between 0.5 and 2 MBd.

The set up is intended as a proof-of-principle experiment and some
limitations need to be considered:

I The acquisition and generation of information is controlled by
one computer for simplicity, but the processes are independent
and could be separated in a commercial implementation.

I The unit under test does not have the phase modulation capa-
bilities required to change the projection randomly as indicated
by the GG02 protocol. This projection change is performed by
Alice’s phase modulator, introducing a π/2 shift in half of the
symbols randomly. This method does not provide security for
CV-QKD but allows the test of the detection capabilities in the
same conditions. The DUT could be potentially used in a 180◦

hybrid heterodyne detection scheme that would not require the
modulation of the phase.

I The same laser is used for Alice and Bob and the multiplexing is
spacial using two different fibres. A more practical set up would
require other multiplexing method.

I The polarization is manually controlled in the lab. An automatic
mechanism would be required to operate autonomously under
realistic channel conditions.



96 7 Experimental evaluation of on-chip coherent detector

7.2.1 Frame structure

We group all the symbols required to obtain a string of secret key in an
entity called frame. For practical reasons each frame is divided into
B blocks of equal number of symbols N . We have used three different
types of blocks in the set up:

I Information blocks are the most numerous and contain:

• Gaussian modulated symbols with variance σ2
G

. A config-
urable part of them will be randomly selected for parameter
estimation.

• Phase reference symbols with variance σ2
R. The sequence is

previously known by all entities and comprises values in
a QPSK constellation. They will be used only to estimate
the relative phase between Alice and Bob so it is interesting
that σ2

R > σ2
G

as they are not affected by security constrains,
but they need to be kept within the dynamic range of the
modulator and the detector.

• Control symbols where the signal is completely attenuated
can also be implemented but it is not used in the presented
results38

38: It was implemented to calibrate N0
dynamically under trusted conditions,
but some excess noise might be present
if the signal is not completely attenuated
so its use was discarded.

.

I AM calibration blocks, containing a range of voltage values ap-
plied only to the AM that will help to determine its instantaneous
parameters.

I PM calibration blocks, that are similar to AM blocks but applied
to the phase modulator. A voltage allowing the transmission of
light needs to be applied in the AM as it is situated before the
PM in the optical path.

The disposition of the block types is configurable and would depend
mainly on the stability of the modulators. The ratio of information
symbols to reference symbols can also be adapted to the channel con-
ditions. The fraction of the symbols that will be revealed for parameter
estimation is another configurable setting of the system.

A frame scheme is illustrated in figure 7.6 along with the typical in-
formation transmitted in each type of block. The block content is only
schematic, since for practical reasons (to avoid the low frequency cut of
the modulators mainly) the time indices inside the blocks are shuffled
in order to obtain a signal without low frequencies.

7.2.2 Feedback control

The information blocks are stored at both Alice and Bob and processed
after the end of the frame, only the feedback blocks are processed in
real time3939: It would be also possible to do the

processing of the information blocks in
real time, but the available equipment
was not able to perform this task suffi-
ciently fast.

. As indicated earlier known symbols are transmitted by
Alice in order to be read out by herself in the feedback detectors. The
feedback involves the amplitude and phase modulators:
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Figure 7.6: Frame structure: relation of frames, blocks and symbols. The symbols are represented in the block before the shuffling that
would alter their time order. AM and PM blocks are represented directly in the output voltage while in the information block it is done
in I (or Q) for clarity. The control sequence is not used in the results.

Amplitude modulator

A uniform distribution of voltages in a range (a slope) is sent to the
amplitude modulator conveniently shuffled in order to avoid too slow
changes for the low frequency cut of the modulators (the repetition
period is 1 µs and the low cut of lithium niobate modulators is in the
order of kHz). The corresponding measures in the feedback photodi-
ode of Alice are reordered and the typical sinusoidal transfer response
of the Mach-Zehnder should appear, as can be seen in figure 7.7. The
resulting points are fitted into a sinusoid whose frequency and phase
can be related to VAM

π,RF and VAM
bias,RF respectively. As the distribution

is going to be Gaussian it is convenient to bias the AM to the maxi-
mum extinction point in order to modulate around this value. If a DC
component VAM

bias,RF would be introduced in the electronic modulation
signal, the AC coupling would cancel its effect in the optical signal,
so it needs to be applied in the DC port of the modulator. The bias
voltage needed in the DC port is different than the corresponding one
in the RF port, but an iterative approach can be followed increasing
the DC voltage by the estimated VAM

bias,RF as can be seen in the central
plot of figure 7.9 where the purple squares represent the applied value
in the DC port and the green circles the remaining offset in the RF
port. It can be seen that after a short transition period the calibration
of the AM becomes stable. As the estimates are inherently noisy it is
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convenient to perform a moving average of the result, as can be seen
for VAM

π,RF in the uppermost trace of figure 7.9.
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Figure 7.7: Calibration of amplitude modulator in one block. A uniform distribution of symbols is sent to the amplitude modulator and
the results collected by the feedback photodiode. The results are fitted to four parameters (amplitude, frequency, phase and DC) in
order to obtain VAM

bias,RF and VAM
π ,RF.

Phase modulator

The phase modulator can also be parametrized by two values VPM
π,RF

and VPM
bias,RF, the second one being only a relative phase so we can

omit it in the analysis as we have other mechanisms to estimate the
relative phase at the receiver. VPM

π,RF will indicate the voltage that we
need to apply in order to change the phase by π, so it is an important
parameter to calibrate but it usually very stable, so a low number of
PM blocks is required in practice. The AM located before the PM can
also alter the phase so it needs to be taken into account. The AM is
switched between two open positions at ±VAM

open and a set of uniformly
distributed voltages conveniently shuffled are applied to the PM with
the results captured by the feedback coherent detector. The shuffled
values can be inverted and the values categorized between ±Vopen to
obtain results like the ones indicated in figure 7.8. An offset above the
expected 180◦ can be observed and is taken into account on the PM
voltage depending on the value of the AM voltage (if VAM is positive
an extra phase shift is applied). The evolution of the two obtained
values (n and p) of VPM

π,RF is shown in the bottom plot of figure 7.9.

Other considerations

The responses of the on-chip modulator of figure 7.4 could be com-
pletely different than the ones described for the lithium niobate modu-
lators, but the same principles could be used. The basic idea is estab-
lishing a relation between the applied voltages and the corresponding
optical response. The proposed feedback elements and the software are
prepared to support other type of responses, which is not always the
case for commercial modulator controllers based on signal dither.

An IQ modulator could be used instead of a set of amplitude and phase
modulators. In this case also three values of interest would have been
obtained, but the expected functions would have been different.
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7.3 Results

The current section comments the results obtained for one unit of 180◦

hybrid detector using an Alice composed of bulk components.

7.3.1 Detection efficiency

The most practical way to estimate the detection efficiency is to mea-
sure the photocurrent response to the input light in the photodiodes.
The PCB with the charge amplifier is not well suited to this task, so
the measurements have been performed during the fibre attachment
process, since the same methodology is used in order to optimize
the location of the fibre before the fixation. The coupling efficiency is
highly dependent on the wavelength, so a sweep along a certain range
is usually performed.

Figure 7.10: Efficiency as a function of the wavelength and fibre array scheme. Left: the aggregated measured photocurrent for two
optically packaged chips as a function of the wavelength. Right: a scheme of the custom two channel fibre array and the indication of
the contact surface.

The space available for the optical coupling after the wire-bonding is
very reduced, and standard fibre arrays would not fit correctly in order
to fix them to the chip during the fibre attachment. For this reason it
was necessary to order custom fibre arrays with an adequate shape,
as can be seen in the right part of figure 7.10, where the custom part
corresponds to the edging on the sides. The angle of the fibres with
the contact surface should be adapted to the design of the grating
couplers. Even in standard arrays it is usually available in steps of
1◦ or less so it should have not posed any problem, but due to a
misunderstanding at the time of ordering the fibre arrays, the angle
did not match the optimal angle for the grating couplers (11◦ instead
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of 8◦). This mismatch results in a lower efficiency than expected, as
can be seen in the black trace of figure 7.10.

As the mistake was noticed new arrays were ordered and new pack-
ages were made, this time obtaining better efficiencies at the wave-
lengths of interest, as shown by the red curve of figure 7.10. The shown
photocurrent values correspond to the added contribution of both
diodes. If we separate the two photocurrents and we inject the light
alternatively in the two fibre inputs we obtain the values of table 7.1,
where t and r denote the transmission and reflection coefficients of the
beam splitter.

Input A Input B Diode 1 Diode 2 t/r

460 µW 0 µW 5.3 µA 4.0 µA 56.6/43.4
0 µW 460 µW 4.0 µA 5.2 µA 56.5/43.5

Table 7.1: Measured current response for
each photodiode as a function of input
light in each of the ports.

The measurements give a best value for the global efficiency of 9.3/460 =
0.0202, but this does not count the fact that the system needs to be
balanced, so after the action of the VOA in the higher beam splitter
output a realistic value for the efficiency is 8/460 = 0.0174 (17.7 dB of
attenuation). This efficiency value has improved with respect to the
initial defective coupling angle but it is still very low.

The corresponding fibre coupling efficiency is studied in section 7.3.1.1
of [66] assuming typical parameters for the components of the system
(1 dB of coupling loss into the beam splitter and photodiodes with
a responsivity of 1 A/W) and the resulting losses due the coupling
between the fibre array and the chip sum up to 15.7 dB (0.0272), much
higher than the 3 to 8 dB of losses expected from a grating coupler.

A more careful analysis on unpackaged dice still available on the
remaining wafer pointed out that some sections of the wafer provided
responsivities much lower than the expected 1 A/W, probably due to
an error in the fabrication. Unfortunately the packaged dice belong
to the defective sections of the wafer. A new packaging process could
have been started but it was discarded due to the high delay that it
would imply40 40: The electronic packaging could be

relatively fast, since it only requires the
fabrication of new mezzanine PCBs and
its wire-bonding. The optical packaging
would be more troublesome, since the
provider of custom fibre arrays had long
delay terms and the fibre attachment fa-
cilities were not easily available.

. We decided to continue testing the chips, since using
the trusted detector assumptions the effects of a low efficiency detector
could be mitigated. We will see in the next sections that even if in
theory the efficiency has only a linear effect in the SKR, it will affect
the estimation of other critical parameters.

7.3.2 Electronic noise

The main source of what we denote as electronic noise is the thermal
noise due to finite temperature of the set up. This thermal noise is
amplified through the gain chain and read out by the acquisition
card, that digitizes the analogue signal introducing also quantization
errors. These quantization errors, as well as the noise introduced in
the amplification chain will compose the electronic noise.

A possible way to characterize the electronic noise is to switch on
the device and, without applying any optical inputs, calculate the
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power spectral density (PSD) with a spectrum analyser. This is a valid
way, but as we are going to work in a pulsed regime and with a
charge amplifier it is more practical to estimate the integrated value
directly, i.e. sample at the symbol rate and calculate the variance over
a representative number of symbols. This is the method used in this
chapter.

A subtle but important consideration that needs to be taken before
proceeding to the electronic noise estimation relates to the detection
balance. As discussed earlier, the beam splitter is not perfect and a
VOA needs to be used to attenuate one of the photodiode inputs. The
VOAs are implemented using thermal actuators that will consume
certain electronic power, requiring the dissipation of this heat through
the chip. In our case the typical values approach 15 mW of electronic
power dissipated in the mezzanine PCB, which might produce some
undesirable heating on a chip of such small size. We noted that the
electronic noise increases right after the balancing adjustments to
achieve a stable value after a few minutes. All the measurements were
done after this transition regime.

A typical evolution of the estimated electronic noise during 10 seconds
is illustrated in figure 7.11. In the trusted detector scenario, a lower
bound of the estimator needs to be used in order to guarantee security,
but in order to avoid the overestimation of the excess noise the lower
bound on the electronic noise should be as tight as possible to the real
value. In the results we can see margins of around 1% of the average
value in the confidence intervals.

Figure 7.11: Evolution of the electronic
noise during 10 seconds. The indicated
error bars represent the standard devia-
tions obtained for each individual block
of 2000 symbols.
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7.3.3 Shot noise and clearance

A similar procedure can be used to estimate the shot noise. In this case
the measured value will correspond to the sum of electronic noise and
shot noise, but assuming they are independent the shot noise can be
calculated subtracting the previously estimated electronic noise to the
recent estimation. Typical results can be observed in figure 7.12 and
the confidence interval also fluctuates in the order of 1 to 2 percent of
the average shot noise value.
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Figure 7.12: Evolution of the shot noise
plus electronic noise during 10 seconds.
The indicated error bars represent the
standard deviations obtained for each
individual block of 2000 symbols.

All the variances are normalized to shot noise units using the average
value so the lack of a more precise estimation of the shot noise will also
spread the confidence intervals of the other parameters. In particular
it will lower bound the estimation of the excess noise, as the value
estimated at the detector ξBob can be calculated from the expression

ξBob = σ
2
B − ηTVA + 1 +Vel (7.1)

The shot noise estimation can be improved tracking more closely its
evolution, similar to what is done in [76] as a countermeasure for side
channel attacks. In that set up an amplitude modulator is used to
randomly cut the incoming signal and estimate the shot noise during
the protocol execution. In our case, if we assume that the LO fibre is not
attacked we would not need to randomly switch off the signal and we
could establish periods of shot noise calibration during the execution
of the protocol to reduce the uncertainty of the average value. The
on-chip device is not prepared to perform this operation so an external
switch would be required. Switches, especially lithium niobate ones,
introduce additional insertion loss reducing even further the overall
detection efficiency, so a micro-electro-mechanical switch was selected
for the task. The switching times for these devices are in the order of
the ms, insufficient for symbol discrimination like in [76], but enough
for regular calibration of blocks of symbols. For multiple not scientific
related reasons the implementation could not be completed in time for
this manuscript.

The results shown in the following sections are based on the estima-
tions of the shot noise done seconds before the execution of the set
up in protocol mode. The uncertainty of this method is higher, so the
estimated parameters are more pessimistic that they would be with
a more controlled set up. In any case, for the sake of providing a sim-
ple solution, we decided to venture on a system without temperature
control or advanced calibration mechanisms.

The ratio between the shot noise and electronic noise is denominated
clearance, and it is desirable that it is as high as possible. An increase
in the LO power would improve the clearance, since the electronic
noise is assumed to be independent of the LO power, but non linearity
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effects can occur if the LO power achieves certain values. The detectors
might saturate or classical noise may appear as more relevant. For this
reason it is important to plot the measured detector variance (without
signal input) as a function of the LO power. The results are shown in
figure 7.13 and it can be seen that for high LO powers the measured
variance no longer fits a linear curve. The highest power that maintains
a linear relation indicates the ideal point of operation.

Figure 7.13: Shot noise as a function of the LO power and clearance. The bottom red line represents the electronic noise and the top red
points represent the points discarded in the green linear fit.

7.3.4 Estimating VA

The estimation of VA is performed in the electronic domain, comparing
the results of Alice’s variance in her units with the variance measured
at Bob’s in his units. As the units are not the same (typically a.u. for
Alice and V2 for Bob) a conversion factor γA is required. It can be ob-
tained tracing Bob’s variance against Alice’s variance and calculating
the slope of the curve.

An alternative to the previous estimation method is the estimation
of the average photon number at Alice’s output. This can be done
measuring the optical power at the input of the channel and relating
it to the units used by the software of Alice. As the signal is pulsed
and not all the symbols will be used in the protocol (reference symbols
with have more average energy than the quantum ones), it would
be necessary to relate the average measured power to the energy
per quantum symbol. If Eref and Eq are the average energies of the
reference and quantum symbols respectively, and Nref and Nq are the
average number of reference and quantum symbols per time unit, then
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the average power corresponds to

P = ErefNref + EqNq (7.2)

Eq (and consequently VA) can be estimated from the measurement of
P and the known relations Eref/Eq and Nref/Nq.

7.3.5 Protocol performance

Once the parameters N0, Vel and γA are estimated it is possible to run
the protocol. The results for a typical frame in a back-to-back (B2B) set
up are displayed in this section, all the figures corresponding to the
same realization, in this case dividing the frame in 5000 blocks of 2000
symbols each. The length of the frame has been reduced to 10 s (107

symbols) in order to simplify the figures, but typically 109 symbols are
required in the parameter estimation part in order to neglect the finite
key effects.

The symbols composing the frame are modulated by Alice and re-
ceived by Alice’s feedback and Bob’s receiver on chip. The feedback
symbols belonging to a control block are processed in real time by
Alice, calibrating the modulators accordingly. The rest of the symbols
are labelled and stored by Alice and Bob until the transmission of the
frame is finished. The labelling includes information of the type of
symbol (information or reference) and the randomly chosen projection
(I or Q).

Once the frame is completed, Bob estimates the phase difference with
Alice using reference symbols corresponding to a QPSK constellation.
The rotation of the symbols at the detection will be used to estimate
the phase drift but those values will be strongly affected by the shot
noise. Two examples are shown in figure 7.14 depending on the level
of reference signal arriving to the coherent detector. A phase estimate
is obtained for each block, obtaining a raw phase estimation that
evolves randomly in a similar way as illustrated in figure 7.15. Further
processing can be applied to the estimation, the most straightforward
being the low pass filtering of the estimation to smooth the results and
obtain a more realistic phase evolution. An interpolation of this filtered
phase at the level of symbol would also increase the precision, but in
our case the drift is slow enough to be almost negligible at the level
of a block. The estimated phase can then be used to shift the phase of
Alice’s symbols41 41: It is easier to shift Alice’s symbols,

for which both quadratures are known,
than Bob’s, for which we know only one
projection.

and maintain the projection measured by Bob.

A configurable fraction of the information symbols is randomly as-
signed to parameter estimation purposes. The variance of these sym-
bols is calculated both at Alice’s and Bob’s, giving σ2

G
and σ2

B respec-
tively. The normalized correlation ρ between the symbols of Alice and
Bob is calculated per block giving the results in pale blue in figure 7.16.
The results are very noisy as expected from the fact of operating close
to the shot noise level regime, but if we accumulate the results over the
blocks along the frame (note that the first 200 blocks are discarded to
avoid convergence issues during the calibration of the modulators) we
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Figure 7.14: Reference symbols after detection. Each point of the QPSK constellation is represented by a different color. The rotation of
each centroid represents the phase shift with respect to the values at Alice’s. The figure on the left represents a high SNR situation
while the left one is more typical on the chip. The coordinates of the centroid will depend on the balancing of the detector.

obtain a much more stable value. In 7.16, as well as in the subsequent
figures, the continuous traces represent accumulated estimations, so
the parameter that will be used in the SKR estimation is only the last
one in the accumulated trace (it corresponds to the average of the
entire frame except for the discarded initial blocks).

From table 2.2 we can derive the following relation between the esti-
mated correlation and the original variance:

〈xy〉2 = ηTV2
A (7.3)

ρ2 = ηT
VA

VB
= ηT

γ2
A
σ2
G

σ2
B

(7.4)

We assume that the detection efficiency η is known and the channel
transmittance can be estimated as

T =
ρ2σ2

B

ηγ2
A
σ2
G

(7.5)

The results per block as well as the accumulated values are displayed
in figure 7.17. The results approach 1 as expected in a B2B configuration
with certain insertion loss due to the optical contacts.

Once the channel transmittance is estimated, it is possible to calculate
the contribution of the signal to Bob’s variance as σ2

A
= ηTγ2

A
σ2
G

, where
σ2
G

is the variance calculated in Alice’s units and γA is the conversion
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Figure 7.15: Estimated evolution of phase in on-chip coherent detector. The shape of these curves can be very diverse and correspond
to possible fluctuations in the fibres of the system.

factor to Bob’s units, estimated as indicated in the previous section.
The contributions of each of the different sources of noise can be
added up to approach the total variance at Bob’s σ2

B, the difference
corresponding to the excess noise measured at Bob’s. An illustration
of these variances is given in figure 7.18, where the vertical scale has
been kept linear to give a sense of the scale of the involved values
and the discrimination that needs to be made in order to calculate the
excess noise (blue and yellow traces are almost indistinguishable in
this scale).

It is more practical to separate the different contributions and represent
them in logarithmic scales to appreciate their evolution, as illustrated
in figure 7.19. The shot noise N0 corresponds to 1 and the rest of the
values are normalized to N0. The highest variance value corresponds
to the reference signals that are not relevant for security (they were
not represented in 7.18 to maintain the linear scale), and the level of
ηTVA in this case is slightly lower than 1 SNU. The excess noise is
represented as measured by Bob (in black) and translated to the input
of the channel (in red), after the division of Bob’s estimation by ηT . It
can be seen that the values at the input of the channel are above 10%
of the shot noise, mainly due to the 17.7 dB losses in the detector.

In order to put in context the performance of figure 7.19 we can com-
pare it to figure 7.20 that represents the same process under similar
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Figure 7.16: Estimated evolution of correlation in on-chip coherent detector. The estimated values obtained for a block (pale blue) can
be very noisy, but performing a moving average (solid purple) provides a stable value.

Figure 7.17: Estimated evolution of chan-
nel transmittance in on-chip coherent de-
tector. As in figure 7.16, pale blue rep-
resents the noisy block estimations and
the solid purple line the accumulated av-
erage values. Estimations for one block
might be above 1, which is expected for
a noisy detector, but the average remains
below.
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conditions but for a coherent bulk detector with the same type of am-
plifier and efficiency 0.6. If we pay attention to the red curve in 7.20,
it is much lower than the one in 7.19, but this is not true for the black
one, corresponding to the excess noise estimation at Bob’s. We can
infer from this that the estimation performed in the on-chip detector is
comparable to the one achievable in a comparable bulk detector. We
can predict also that coupling losses will separate the black and red
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represented as it would be much higher than any of the others.
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Figure 7.19: Evolution of estimated variances in on-chip coherent detector using logarithmic scale and SNU. The estimated discriminated
variances are represented in shot noise units. Note the big margin between the excess noise at Bob’s (black) and at the input of the
channel (red). This is due mainly to the low efficiency of the detector and implies that in order to have a low value at the input of the
channel the estimation at Bob’s needs to be much lower. This uncertainty also produces oscillations of relatively high amplitude in the
accumulated average, which stabilize as the window increases.

curves, requiring lower estimates of the excess noise at Bob’s. This
demands higher precision in the rest of the estimates, mainly N0 and
Vel, and it is probably the most disadvantageous effect of having low
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detection efficiencies.

0.000

0.001

0.010

0.100

1.000

10.000

100.000

 0  1  2  3  4  5  6  7  8  9  10

Va
ria

nc
es

 [
SN

U
]

Time [s]

Variance evolution in SNU

Variances
Phase reference
Bob's variance VB
Alice's variance VA
Excess noise (at channel input)
Excess noise (at Bob's)
Bob's electronic noise Vel

Figure 7.20: Evolution of estimated variances in bulk coherent detector using logarithmic scale. The same as figure 7.19 but for a
comparable bulk detector with efficiency η = 0.6. In this case the separation between the excess noise at Bob’s and at the input of the
channel is much lower, allowing less incertitude in the rest of the parameters.

7.3.6 Achievable secret key rates

The previous results present two faces: a pessimistic one accounting
for the 17.7 dB loss and the inconvenience of tightly following the
oscillations in the shot noise, and a more optimistic one if we pay
attention to the estimated excess noise at Bob’s, providing values that
would allow estimations at the input of the channel in the order of a
few percent of SNU if the losses would be only 10 dB (a conservative
value, since coupling losses could in theory approach 3-8 dB).

Figure 7.21 presents the expected SKR for a margin of parameters
for the on-chip coherent detector compatible with the previous two
interpretations. In the pessimistic case an excess noise between 0.12
and 0.2 SNU would only allow the exchange of secret key at short
distances (between green and red curves). If we assume that η can
increase (or that we have a more elaborate method to calibrate the
shot noise during the execution) and the estimation of the excess
noise at Bob’s remains constant, the excess noise at the input of the
channel would improve, allowing longer communication distances
(an estimate is shown in dashed orange in the same figure).

Note that an ideal parametrization of η does not influence the achiev-
able distance, as can be seen in figure 7.22, but as mentioned before it
restrains the margin of error in the other estimations, increasing the
excess noise.
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using the arguments explained in figure 7.21. Alice’s variance is also fixed to VA = 2 SNU. We see the theoretical effect of the efficiency
η as a function of the attenuation. The achievable distance changes due to the fact of using a fixed value of VA (detectors with higher η
can achieve longer distances if the optimal VA is used). For shorter distances the effect of the detection efficiency is a direct impairment
on the SKR. In practice low η will also imply higher ξ since the estimates will have more associated uncertainty.
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7.4 Conclusions

The results using an on-chip detector show parameters compatible
with the generation of key, in principle restricted to short distances due
to fabrication errors that led to efficiency losses in the detector of 17.7
dB. Comparisons with a bulk detector under similar conditions show
that the situation would potentially improve if the coupling efficiency
would be in the expected range of 5 to 8 dB losses and/or if a more
complex shot noise tracking mechanism would be implemented.

The actions currently in progress to solve these problems are the pack-
aging of new non-defective dice and the implementation of a shot
noise calibration mechanism using an external switch. Due to the
slow cycles involved in the fabrication and packaging of integrated
devices the new units could not be completed before the closing of this
document.

Additional conceptual developments are also being introduced, mainly
transitioning from charge amplifiers (useful for pulsed set ups) to tran-
simpedance amplifiers (TIA). This should provide more bandwidth
and flexibility to the system, since CW LO and signal could be used
allowing the compatibility with the systems described in section 2.
Also, there would be no need of operating at ωIL = 0 and a 180◦ hy-
brid heterodyne scheme could be implemented. This would solve the
problem of requiring a phase modulator to implement CV-QKD on the
current detector.

With the purpose of reducing the time to obtain a testable device we
are also redesigning part of the electronics in order to work with stan-
dardized components. This should also reduce the potential mistakes
in the process with respect to the use of home-made components.
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In this chapter we analyse the consequences of using free-space optical
(FSO) links in CV-QKD and evaluate the expected secret key rate
performance. We show that in the general case the fluctuations of
the fading channel will prevent the generation of secret key, but this
could be circumvented subdividing the channel. The methodology to
perform this subdivision is explained and some examples illustrate
the process. We finish with a brief description of a proof-of-principle
implementation that we are currently developing. This chapter is
limited to fixed emitter and receiver entities, but the same methodology
will be extended to entities in relative motion in the subsequent chapter,
studying the special case of satellite links.

8.1 Comparison fibre and free space

Optical fibre is a very interesting support for optical communications
due to its guided nature, but it has two major drawbacks: (1) it requires
deployment (and field infrastructure in some cases); (2) the losses are
exponential in nature. An alternative to guided communications is
to use free-space links. They do not require field infrastructure, but
in the optical case a direct field of vision is necessary and the node
infrastructure can be complex. As discussed below, the signal losses in
the channel are quadratic, which can be competitive with respect to
fibre in certain scenarios. This is especially interesting for QKD, where
the losses of the channel are one of the main obstacles to achieve long
key exchange distances.

With current technology it is more practical to generate and measure
the states used in CV-QKD with fibre components (especially at 1550
nm due to the high availability of telecom components), so in most
cases it is convenient to use the same basic hardware for Alice and
Bob and introduce lenses to couple with the free-space channel. Other
options are the use of the visible range or other wavelengths common
in free-space communications.

8.1.1 Losses

The attenuation experimented by the free-space link can be divided
into three main factors: (1) the geometry of the system, (2) the molecules
in the atmospheric path and (3) the system losses.

The attenuation due to the geometry of the link can be calculated
as a function of the diameters of the transmitting dt and receiving
dr lenses, the range (slant distance) L between the lenses and the
divergence angle of the beam θd (which is in general a function of dt .
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If the distances are in meters and the angles in radians the expression
in dB holds as:

Lgeometric = 10 log
[

d2
r

(dt + (L · θd))2

]
(8.1)

The geometrical losses can be reduced increasing the size of the re-
ceiving lens or decreasing the divergence of the beam4343: The reduction of the divergence can

be obtained increasing the size of the lens
at the transmitter or decreasing the wave-
length.

, which are
parameters that have practical technological limits. Bigger optics are
not always feasible, and they typically increase the cost.

The molecules in the optical path can interact with the photons. In
certain occasions a fraction of the photons will be absorbed, caus-
ing a fixed amount of losses. In other cases the interactions are more
complex and will affect the stability of the channel. The amount of
absorbed photons will depend on their wavelength and the weather
conditions and it is convenient to calculate it empirically. These losses
will be relevant for long horizontal links, where the communication
takes place in the atmosphere. For satellite links, the trajectory in the
atmosphere can be considered limited to around 15 km and the trans-
mission windows are well studied for observation purposes. Figure
8.1 shows the transmission considering the complete atmosphere at
mount Mauna Kea under certain conditions. It can be seen that the C
and O bands (1530-1560 nm and 1260-1360 nm) suffer low attenuation
in the atmosphere.

Figure 8.1: Transmission windows in the near infra-red regime at Mauna Kea. Source: https://www.gemini.edu/sciops/telescopes-
and-sites/observing-condition-constraints/ir-transmission-spectra.

The system losses comprise the technological limits of the set up. The
nature of interferometric and detection losses is the same as in fibre
set ups. A particularly challenging technological aspect that free-space

https://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/ir-transmission-spectra
https://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/ir-transmission-spectra
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communications face is the coupling of light from the medium to the
detection system. This is so because the atmosphere will introduce
unpredictable changes in the wave front of the beam. If they are not
corrected there would be a mismatching of modes in the interferomet-
ric process that will affect the efficiency of the process. Fortunately
there are techniques to partially compensate the effects of the atmo-
sphere on the detection. The most prominent one comes from the field
of observational astronomy and is generally designated as adaptive
optics. The main idea is to correct the affected wave front beam passing
it through a deformable mirror that corrects the aberrations up to a
certain order44 44: Zernike polynomials are typically

used in the correction.
. The position of the deformable mirror is controlled

by a software that analyses the wave front at the detector. Although
its implementation is far from trivial in practice, in this work we will
assume that we could implement those techniques with a cost of 3 dB
in attenuation.

8.1.2 Channel fluctuations

Effects of different nature can introduce fluctuations in the received
power that are not predicted by the previously discussed losses. They
are generally referred to as fading and can be of slow or fast nature.
Slow fading relates to events that are orders of magnitude slower
than the symbol time and will not be considered in principle. Fast
fading follows processes in a rate slower but comparable to the symbol
rate and it will be the focus of our analysis. The study of fading can
be considered a field on its own and we remit to the appendix D
for a brief introduction and to reference [107] for more details. As in
the references, we will consider that fading is composed of turbulent
effects in the atmosphere and beam wandering (the fluctuation of the
centroid of the beam with respect to the center of the receiving lens).

For this chapter we will assume that the transmission coefficient τ =
√

T of the channel can be modelled by a statistical process of density
distribution (τ) that we will call probability density distribution of
the transmission coefficient (PDTC). In most cases the predominant
factor in the PDTC will be the beam wandering and in other cases the
turbulence effects will be predominant.

8.2 Secret key over a fading channel

The estimation of the secret key rate over a fading channel with PDTC
(τ) is analogous to the fixed channel case, but we will see that the
variability in the transmission will have detrimental effects on the
excess noise. We estimate the expected Holevo bound and the mutual
information to evaluate the secret key rate.
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8.2.1 Holevo bound

As indicated in chapter 2 the covariance matrix before the measure-
ment can be described using equation 2.8, where all the parameters
are considered fixed, including η and T . For a set of fixed transmission
efficiencies {Ti}, Ti ∈ [0, 1], keeping the rest of the parameters4545: VA is Alice’s modulation variance in

SNU; V = VA + 1; ξ is the excess noise in
SNU as seen at the input of the channel.

con-
stant and the notation in figure 2.5 we can adapt equation 2.8 to each
of the values as:

γTi
AB1
=

©­«
V · 12

√
Ti

(
V2 − 1

)
· σz√

Ti
(
V2 − 1

)
· σz (1 +Ti (VA + ξ)) · 12

ª®¬ (8.2)

If we generalize the set {Ti} to a distribution of transmission efficiency
 = τ2, the convex sum over  for all the possible covariance matrices
γAB1

gives [108]

〈γAB1
〉 =

©­«
V · 12

√
〈
√
 〉2

(
V2 − 1

)
· σz√

〈
√
 〉2

(
V2 − 1

)
· σz (1 + 〈 〉 (VA + ξ)) · 12

ª®¬ (8.3)

Comparing 8.2 and 8.3 it is easy to rewrite the matrix in the following
form

〈γAB1
〉 =

©­«
V · 12

√
Teff

(
V2 − 1

)
· σz√

Teff
(
V2 − 1

)
· σz (1 +Teff (VA + ξeff)) · 12

ª®¬ (8.4)

where the transmission efficiency and the excess noise are substi-
tuted by equivalent constant factors Teff and ξeff that follow the ex-
pressions:

Teff = 〈
√
 〉2 =

〈
τ2〉 −Var(τ) (8.5)

ξeff =

〈
τ2〉

Teff
ξ +

( 〈
τ2〉

Teff
− 1

)
VA (8.6)

If we want to calculate the effects of the fading on the excess noise we
can express them as

ξfad = ξeff − ξ =

( 〈
τ2〉

Teff
− 1

)
(VA + ξ)

=
Var(τ)

Teff
(VA + ξ) ≈

Var(τ)
eff

VA

(8.7)

The approximation holds for a noiseless channel and for the practical
cases where VA � ξ and it matches the results in [108] 4646: Note that in [108] the excess noise

is referred to the output of the channel,
so the term eff in the denominator does
not appear.

. From the
previous results we make the following observations:
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I The effective overall efficiency is smaller than the average, inde-
pendently of the distribution: Teff =

〈
τ2〉 −Var(τ) ≤

〈
τ2〉. To keep

Teff positive, Var(τ) cannot exceed 〈τ2〉, as can be seen in figure
8.2.

I The excess noise due to fading ξfad is linear with respect to Alice’s
modulation and the excess noise due to the channel ξ, which
should play in favour of the quantum case (weak signals suffer
less excess noise from fading), but it can become very high when
the ratio Var(τ) over Teff is high (see figure 8.3), which makes it
relevant in high loss scenarios.
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Figure 8.2: Effective overall transmittance Teff as a function of the variance Var(τ) for different average transmittances 〈τ2 〉. Teff is a
decreasing function that can become negative if Var(τ) > 〈τ2 〉.

In order to proceed with the calculation of the Holevo bound, the
matrix 8.4 can be projected into a certain basis following the meth-
ods in appendix C resulting in a matrix γAB1 |b or γmB

AFG depending
on the quadratures measured, with eigenvalues νk . Along with the
eigenvalues λk of 〈γAB1

〉 the Holevo bound can be calculated as:

χBE =
∑
k=1,2

g(νk) −
∑
k>2

g(νk) (8.8)

where the Von Neumann entropy is calculated as

g(z) =
z + 1

2
log2

(
z + 1

2

)
−

z − 1
2

log2

(
z − 1

2

)
(8.9)

8.2.2 Mutual information

As seen in appendix C, for a point to point communication over a noisy
Gaussian channel of transmittance T , with a detector capable of two
shot noise limited projections with detection efficiency η and electronic
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Figure 8.3: Excess noise due to fading ξfad as a function of fading variance Var(τ) for different overall transmission efficiencies Teff. As
Teff decreases, the contribution of fading to the excess noise becomes more important. Curves are directly proportional to other values
of VA + ξ .

noise Vel, the mutual information can be written as a function of the
SNR s as

IAB(s) = β(s) log2 (1 + s) = β(s) log2

(
1 +

ηTVA

2 + 2Vel + ηTξ

)
(8.10)

with VA Alice’s variance and ξ the excess noise referred at the channel
input. If as previously we denote by {Ti} a set of overall transmission
efficiencies, and we assume that β can be made constant independently
of the SNR4747: This is a realistic assumption that

simplifies the analysis, but there is no
fundamental impairment to consider β
a function of Ti . It would appear inside
the mean in the final expression.

, as well as of the parameters VA and Vel we can simplify
the expression to obtain:

ITi
AB
= β log2 (1 + s(Ti)) = β log2

(
1 +

ηTiVA

2 + 2Vel + ηTiξ

)
(8.11)

If, as done previously, we adapt the set {Ti} to a generic variable 
that follows an ergodic process4848: The ergodic condition assumes that

the fading is fast enough to have short
temporal statistics that match the long
term statistics. The outage probabil-
ity (probability of having zero trans-
mittance) in this case is not relevant.
For slow fading channels, the temporal
statistics are not representative of the
overall process and some assumptions
need to be considered, like the proba-
bility of outage when the transmission
stays at a minimum for a relatively long
period.

f ( ), the aggregated ergodic mutual
information can be calculated as:

IAB = β
〈
log2 (1 + s ( ))

〉
 =

∫ 1

0
log(1 + s ( )) f ( )d (8.12)

From the concave nature of the logarithmic function and Jensen’s
inequality, we can conclude that

β
〈
log2 (1 + s ( ))

〉
 ≤ β log2 (1 + 〈s ( )〉 ) (8.13)

This means that we cannot use the mean of the transmission efficiency
to calculate the mutual information, since it is an overestimation of
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the actual value, but interestingly, for constant noise parameters, a
fading channel with overall transmission efficiency average 〈 〉 = 〈τ2〉

and variance Var(τ) is equivalent to a fixed channel with transmission
efficiency Teff and excess noise ξeff following equations 8.5 and 8.6 as
can be seen in figure 8.4. The mutual information between Alice and
Bob over the fading channel can be expressed as

IAB = β
〈
log2 (1 + s ( ))

〉
 = β log2 (1 + s (Teff, ξeff)) (8.14)
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Figure 8.4: A process of Gaussian fading with variance Var(τ) = 0.05 is simulated for an interval of 〈τ2 〉. It can be seen that the mutual
information is lower than in the fixed channel case, but it can be compared to a fixed channel with lower transmission efficiency Teff
and higher excess noise ξeff. The parameters are close to optimal to facilitate the visualization of the effect: VA = 1 SNU, Vel = 0.001
SNU, ξ = 0.001 SNU, β = 1.

8.2.3 Secret key rate

Assuming that the trusted parties can estimate N0 (also Vel and η49 49: For a trusted detector the overall ef-
ficiency can be divided into the product
of a trusted part η and an untrusted part
Teff.

in
the case of a trusted detector) before the quantum phase of the protocol,
the rest of the parameters can be estimated from the variances and
covariances of the transmitted xi and received yi symbols. For a trusted
90◦ hybrid detector, the three remaining parameters of table 2.3 VA, Teff

and ξeff can be derived from the following system of equations (in shot
noise units): 〈

x2〉 = VA〈
y2〉 = ηTeffVA + 2 + 2Vel + ηTeffξeff

〈xy〉 =
√
ηTeffVA

(8.15)

Those estimators feed the matrices involved in the Holevo bound calcu-
lations; this result needs to be subtracted from the mutual information
obtained after the error correction phase (but that can be inferred also
from the previous parameters). The estimation for the key rate of a
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fading channel, taking all the received symbols into account would
lead to the the following expression

K = IAB − χ

BE (8.16)

Reflecting on the results in this section it is clear that fading (even
in low variances) has an important effect in the excess noise (a key
parameter in CV-QKD, especially important in what relates to the
maximum achievable distances). In order to reduce the impairments
due to the variance in the transmission channel, it is desirable to divide
the contributions to the secret key into equivalent channels, also with
fading but with a much lower variance, so that the aggregated key can
be expressed as

K total
fading =

∑
c

Kc (8.17)

c being the equivalent channel for a set of symbols that are expected to
have similar transmission efficiencies. This would reduce in principle
the variance due to the fading, and thus the excess noise, allowing
for better performances. The selection of the symbols in the quantum
domain is not trivial, and it can also reduce the number of samples
available for parameter estimation enhancing the finite size effects.
The following sections study the possible implementations and the
effects on the expected performance of CV-QKD.

8.3 Secret key subdividing the fading channel

We will study if we can obtain a gain in performance exploiting a
subdivision of the channel in sub-channels with lower fading. We
divide this analysis in two steps. We first study the feasibility of clas-
sifying the symbols in affine transmission coefficients. The expected
secret key is calculated as the accumulation of the secret keys for all
sub-channels5050: Conditions on the sub-channels can

be applied. For example, the channels
with low secret key rate can be omitted
to alleviate the computational complex-
ity. Channels with symbols that cannot
satisfy the imposed finite-size criteria
should also be neglected. This will be
of special importance in the satellite sce-
nario.

. A simple fading model described at the beginning
of the chapter will be used as example, but the methodology can be
generalized to any model as long as its (τ) (PDTC) is known.

8.3.1 Classification of symbols in bins

The transmission efficiencies used in the secret key generation need to
be estimated over the quantum signal at Bob’s. This can be generally
a problem, since typically in CV-QKD the modulation variances are
very low with respect to the noise of the detector. Let us assume that
the samples yi at Bob’s follow an AWGN model of the form:

yi =
√
ηT xi + ni (8.18)

where xi are Alice’s symbols measured in the units of Bob5151: It is typical that Alice works with
symbols x—i in arbitrary units that feed a
chain of devices (DAC, amplifier, mod-
ulator...). A factor γA can be calculated
beforehand such that xi = x—iγA is evalu-
ated in Bob’s units (V 2 or

√
SNU).

, that
are attenuated by a channel of transmission efficiency T = τ2 and
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a detector of efficiency η. All the noise, including the excess noise
component ξ, can be modelled as an independent source of 0 mean
and variance σ2

n . In the case of a 90◦ hybrid detector with shot noise
N0 and electronic noise Vel, σ2

n = N0(2 + 2Vel + ηTξ).

An estimation τ̂di of the transmission coefficient calculated from the
revealed quantum symbols can be obtained as

τ̂di =
xiyi
√
ηx2

i

(8.19)

For a channel with fixed transmittance, in the absence of additional
perturbations, and assuming Gaussian distribution for the noise σ2

n

in the detector of efficiency η and capable of p projections, the distri-
bution of the estimated transmission coefficient will follow a normal
distribution with mean 〈τd〉 and variance Var(τd), with

〈τ̂d〉 =

∑N
i=1 xiyi

√
η
∑N

i=1 x2
i

(8.20)

Var(τ̂d) =
σ2
n

pησ2
mod

(8.21)

If the channel introduces fading, the additional fluctuations Var(τf )
can be considered independent of the detection uncertainty and the
variances of both processes can be added giving a total estimated
variance

Var(τ̂) = Var(τd) +Var(τf ) (8.22)

In order to classify symbols using this method, the detection variance
should be much smaller than the fading variance Var(τd) � Var(τf ),
which is difficult to attain in CV-QKD set ups, since as shown in fig-
ure 8.3 the required Var(τf ) are relatively low (in the order of the per
thousands for low T) and the coherent detection uncertainty is com-
paratively high. Figure 8.5 illustrates the dispersion of the estimation
for a fixed channel using σ2

mod several orders of magnitude higher
that those used during a CV-QKD protocol (what can be considered
as reference symbols). Even in that case the variance of the estimated
values is much higher than the desired variance calculated in the pre-
vious section (figure 8.3). Another drawback of this methodology is
that the symbols measured for classification cannot be used in the
generation of key, requiring additional assumptions. This is feasible
but introduces additional complexity.

Having shown the difficulty of using mechanisms available in typical
CV-QKD set ups to classify the symbols into bins, we will assume
that an additional signal of classical levels is available as a beacon.
This signal is multiplexed with the quantum signal in a way that the
fading experienced by both is very similar, but paying attention to
avoid interferences from the classical beacon in the quantum signal.
This can be implemented in practice in different ways, but while the
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Figure 8.5: The distribution of the estimation of τ using different values in the transmitted variance, denoted by VR . 106 symbols are
simulated over an AWGN channel and τdi

is estimated using equation 8.19 and separated into bins to obtain the histograms. The
analytic variance of equation 8.21 is plotted to illustrate the accordance with the expected values. Note that the estimation for a typical
quantum signal (VR in the order of a few SNU), would be very spread (almost flat) in this representation.

detector for the quantum signal remains coherent, the one used for
the classical beacon will typically detect the intensity. This requires
a method to discriminate the two signals at Bob’s. A possible imple-
mentation among many would be using WDM to send the signals in
nearby channels, allowing the discrimination.

If some symbols are incorrectly classified as belonging to a range of
transmission coefficients, the effects would be undesirable but they
will not compromise the security: the effective excess noise would
increase producing a reduction of the secret key rate, so intentional
attacks on the classical beacon can be considered a DoS attack.

8.3.2 Methodology

Assuming that we can reliably classify the quantum symbols into bins
without measuring them we can perform the division of the fading
channel into sub-channels with lower fading and potentially higher
aggregated secret key rate. The steps are the following:

1. Symbol exchange. Alice sends symbols though a fast fading
channel to Bob, who is located relatively static to her. The quan-
tum signal and the classical beacon are multiplexed so that they
suffer similar effects, but without interfering. Alice and Bob ac-
cumulate and index the classical and quantum values transmit-
ted/measured for a period of time in order to obtain sufficient
statistics (see finite size effects in chapter 2).
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2. PDTC estimation. The transmission coefficients obtained from
the classical beacon can be represented as a histogram that can
be used to interpolate the PDTC of the channel (τ). Using the
formulas in the previous section over different slices of the (τ)
the optimal intervals (∆τ)k to maximize the aggregated secret key
taking into account additional considerations can be obtained.
The optimal intervals will be different in general, but for simplic-
ity we will assume a homogeneous distribution of τ in intervals
∆τ between τmin and τmax.

3. Binning. Once the desired distribution of classical symbols has
been selected, the associated quantum symbols can be distributed
in the same manner. The DSP algorithms used for mode recovery
can be implemented before or after this phase. Better perfor-
mances are expected if the symbols have similar τ (and hence
SNR), but the DSP routines could be more complex if they need
to process non consecutive symbols.

4. Parameter estimation. The parameter estimation is done for
each bin obtaining the expected secret key rate. The bin can
be discarded if the number of samples does not fulfil the require-
ments of the finite size constraints or if the rate is lower that a
threshold (to reduce post-processing tasks).

5. Error correction and privacy amplification. Each bin is processed
independently.

6. Key aggregation. The keys obtained with each channel are con-
catenated to obtain the aggregated key.

8.3.3 Example

In order to evaluate the advantages of dividing the fading channel,
we will estimate the secret key for a typical fading profile given by
equation D.9 illustrated in figure 8.6. The interval of the analysis is
chosen between τmin = 0.3 and τmax = τ0 as the PDTC is zero otherwise.
Without channel subdivision the variance of the PDTC would be so
high that the secret key rate (SKR) would be zero, so we proceed testing
different equally distributed intervals of width ∆τ. Figures 8.7, 8.8, 8.9
and 8.10 only show ∆τ = 0.001 and ∆τ = 0.002, but more values are
calculated in figure 8.11.

The first step to estimate the key rate for a certain bin division is to
calculate the variance of the transmission coefficient in each bin. This is
displayed in figure 8.7 along with the percentage of the total symbols
that are expected to fall in each bin for the given PDTC. From the 〈τ2〉

and Var(τ) the effective transmission efficiency Teff can be calculated
for each bin. Similarly the effective excess noise can be predicted for
given VA and ξ, as can be seen in figure 8.8. The secret key rate that
could be achievable in any of the bins is shown in figure 8.9, but the
PDTC is not yet applied. When this secret key rate is weighted by the
PDTC (τ) we obtain the actual secret key rate per bin (figure 8.10.
Accumulating the secret key rate from all the bins gives the aggregated
secret key rate. In figure 8.11 the obtained secret key rate values as a
function of ∆τ are displayed, along with the rate for a fixed channel of
transmission coefficient τ0 with the same parameters, that can be seen
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as the upper bound to the key rate. If no additional considerations
are taken into account it is clear that we will approach the maximum
secret key rate if the intervals ∆τ → 0 5252: As the transmission coefficients are

lower than τ0 and the VA might not be
optimal for all the sub-channels there is
a gap between the fixed and the fading
case.

. This is not practical in most
cases, since the portion of symbols per bin will decrease and finite size
effects will become relevant. This will be of special importance in the
satellite case. The number of symbols per bin will depend on the PDTC,
the availability of the link and the repetition rate, so to generalize
the analysis we consider the minimum percentage of symbols, that
depends only on the PDTC, so that the number of symbols per bin
can be extrapolated from the other two parameters. This is equivalent
to putting a lower threshold on the percentage of symbols in figure
8.7. In this case bins with higher ∆τ contain more symbols, which is
required to fulfil elevated minimum required percentage of symbols
(high number of symbols per bin), as can be seen in figure 8.11.
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Figure 8.6: PDTC (τ) for a receiver with aperture radius a = 0.75 m, beam width at receiver W = 2.0 m and beam wandering variance
σ2 = 0.2 m2.
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Figure 8.7: In red, variance of the transmission coefficient for the distribution (τ) for ∆τ = 0.001 (continuous) and ∆τ = 0.002
(dashed). The variance is more important where ∂(τ)/∂τ is high and it is accentuated as the width of the bins increases. For example,
approaching the maximum of the peak in figure 8.6 (in the vicinity of τ = 0.46) the derivative of the PDTC with respect to τ becomes
smaller (the slope is softer) and we can see a reduction of the variance compared to the values of τ around it for which the slope (and
hence ∂(τ)/∂τ) is higher. The percentage of symbols is indicated in green for the same two values of ∆τ. Note that it is a scaled
version of the PDTC that accounts for the fraction of symbols that are expected to fall in a certain bin and it will increase with the bin
width, something positive for finite size effects.
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Figure 8.8: In blue, transformation of 〈τ 〉 and Var(τ) into Teff as a function of τ using equation 8.5. The curve is mainly below the
straight line that would correspond to the fixed case, especially when Var(τ) is high which corresponds to high ∆τ. The same can be
said for ξeff represented in orange. For the calculation of ξeff, VA = 5.6 SNU (the optimal for the fixed case) and ξ = 0.01 SNU.
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Figure 8.9: Secret key rate as a function of τ for the values of Teff and ξeff in figure 8.8. Not all the values of τ in this figure are relevant
in the PDTC (they need to be weighted by the percentage of symbols in the bin), so this SKR is still fictive. For example, wider bins can
have lower potential rate, but it might be compensated by their higher percentage of symbols.
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Figure 8.10: Secret key rate as a function of τ for the values of Teff and ξeff in figure 8.8 ponderated by the PDTC. This represents
the asymptotic secret key rate for each of the bins taking into account the percentage of symbols falling in each one. The aggregated
asymptotic secret key rate is the sum of all the bins.



8.3 Secret key subdividing the fading channel 129

0.000 0.001 0.002 0.003 0.004 0.005
Bin width 

10 2

SK
R 

[b
its

/s
ym

]

SKR as a function of bin width
VA =  5.600 SNU, = 0.600, 0= 0.245, Ve= 0.100 SNU, = 0.010 SNU

Fading channel with bin width , Min symbols/bin 0.00 %
Fading channel with bin width , Min symbols/bin 0.90 %
Fading channel with bin width , Min symbols/bin 1.80 %
Fading channel with bin width , Min symbols/bin 3.60 %
Fixed channel with T = 2

0 (bound)

Figure 8.11: The secret key rate for the fixed channel of T = τ2
0 marks the bound for the used parameters. Without restrictions in the

percentage of symbols it is optimal in terms of rate to use small bins, but as a minimum number of symbols per bin is imposed, it is
necessary to increase the bin size, creating a trade-off situation. The irregularities in the curves can be explained by the non-uniformity
of the effective parameters as the size of the bin evolves. A similar effect will be discussed in the next chapter in figure 9.7.
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8.4 Experimental proposal

As it was described in the introduction of the chapter, a complete
free-space optics link involves many components and it cannot be
considered functional until it is tested under real conditions in the
field, but for practical purposes it is interesting to study the influence
of the different effects independently before a complete trial. With this
idea in mind we propose a scheme to emulate the most relevant events
that influence the free-space link. We study the suitable CV-QKD
techniques and propose a proof-of-principle set up that is currently
under development by the team.

8.4.1 Suitable schemes

The fact of using a non-guided medium for the quantum channel
makes the transmission of high optical powers not advisable for secu-
rity reasons. This has two main consequences: (1) the local oscillator
cannot be transmitted through the channel, so we will restrict the
choices to LLO schemes; (2) there is a limit to the power of the classical
beacon, but we will consider that it is sufficient for the purpose of bin-
ning. At certain wavelengths and locations, there might be legal limits
to the optical power, either peak or average. In some cases it would be
beneficial to use a CW scheme as the power is more homogeneously
distributed in time.

LLO schemes over fading channels require a DSP capable of recovering
the mode at the reception under varying conditions. As discussed
previously, it should be decided if the DSP tasks are performed before
of after the binning. It will be assumed that part of the transmitted
symbols are used as reference by the DSP.

Most of the modulation methods are feasible in principle, and one or
two polarizations can be used. In cases of high loss or high variability,
it would be necessary to support high values of excess noise, which
make Gaussian modulation formats more robust in general.

8.4.2 Emulation of a free-space link

The variability of the channel is the main difference between fibre and
free-space links and it is mainly caused by two factors: (1) the fading
introduced by the channel; (2) the coupling of light to the detector.
Both effects could be modelled and simulated numerically, but it is
interesting to study their effect under realistic conditions, especially in
the second case due to its more intrinsic technical nature.

The effects of a known arbitrary fading channel can be emulated using
an amplitude and phase modulator (relatively slow with respect to
the symbol rate). The modulators are fed with samples generated
by a software configured to produce the desired fading. The effects
of the polarization rotation can be added modulating a polarization
controller in a similar way. It is technically simpler to implement



8.4 Experimental proposal 131

those elements in fibre, but a free-space implementation would be
analogous.

The coupling of light is a more complex and technical task. The first
step is to introduce lenses that couple light in and out the fibres, but in
a real scenario the signal wave front would have suffered distortions,
so an additional mechanism is required to recover the wave front. This
is generally accomplished by the use of adaptive optics techniques.

8.4.3 Proposal for a proof-of-principle free-space
CV-QKD experiment

With the previous considerations a set up comprising the following
physical elements is currently under test:

I Alice. Can be implemented using fibre components.

• Narrow linewidth laser that generates the coherent states
at Alice.

• Stable laser to be used as classical beacon.
• Fast modulation system (e.g.: LiNbO3 IQ or amplitude and

phase modulators).
• Wavelength division multiplexer to combine beacon and

quantum signal.
• Variable optical attenuator and power meter to regulate the

output optical power.
• Fibre output.

I Channel. Most of the effects can be implemented using fibre
components.

• Fibre input.
• Phase modulator.
• Amplitude modulator.
• Polarization controller.
• Coupling from fibre to free space with a lens.
• Free-space.

I Bob. The adaptation with respect to the fibre set up are in the
coupling from free space and the requirement to detect a classical
beacon.

• Receiving lens to couple from free-space to fibre. This can
be more sophisticated once the adaptive optics system is
implemented.

• WDM demultiplexer to separate beacon and quantum sig-
nal.

• Narrow linewidth laser for the local oscillator.
• Coherent receiver for quantum symbols.
• Intensity detector for classical beacon signal.

The first objective is to establish a CV-QKD communication link with
a well aligned optical path using standard CV-QKD DSP. Once the
stable link is functioning a fading process is simulated in the channel
to test the robustness of normal CV-QKD processing without binning.
Binning is then introduced to improve the secret key rate generation.
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The effects of wave front adaptation are more complex to test and
will be taken into account in future steps. Observe that most of these
processes require only software changes, except for the additional
acquisition of the classical beacon and the tracking and adaptation of
the wave front.

8.5 Conclusion

We have shown that the fading present in free-space channels can
spread the dispersion of the transmittance compared to a fixed channel.
It the channel can be subdivided in sub-channels as a function of their
expected transmittance the corresponding fading to each of them
would be lower than the total. This allows the execution of CV-QKD
by sub-channels obtaining a higher aggregated SKR.

In order to do the sub-channel separation (binning), a method using a
classical beacon is proposed. An example illustrates that it is possible
to obtain secret key over a fading channel if the range of transmission
coefficients in each bin is chosen correctly.
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The main purpose of this chapter is to study the possibility of estab-
lishing secret keys over a satellite link using CV-QKD. For this we will
extend the binning methodology of the previous chapter to non fixed
objects, in particular to satellites orbiting the Earth and communicating
with the ground.

The particularities of satellite communication are introduced and the
most promising near term scenario is selected as case of study. A
method to calculate the probability distribution of the transmission co-
efficient (PDTC) for the overall trajectory is proposed and the binning
method is applied to calculate the secret key rate as a function of the
altitude and other parameters. Possible improvements and additional
cases are discussed at the end of the chapter.

9.1 Distinctive satellite communication
properties

Thanks to Newton and Kepler it is well known that, in the absence of
drag forces, celestial bodies move following predictable trajectories. We
will consider the case of orbits travelling around the Earth at different
altitudes H. Relative motion is the most distinctive characteristic of this
communication method, so to establish communication between two
entities we will need a system capable of estimating the position of the
objects and pointing dynamically the antennas/telescopes to the right
locations (this is of particular importance in the optical regime).

Even after the entities are correctly aligned by the pointing system,
their relative distances (slant range) will not be constant during the
communication time, which in general will be finite. It is then necessary
to estimate the distribution of slant range between the two objects as
a function of the range and extrapolate the probability distribution
of the transmittance taking into account the time spent at each slant
distance. This distribution will not be a delta function, so the fact
of communicating over a trajectory will introduce fading, which in
principle could be mitigated using the binning techniques studied in
the previous chapter.

If we want to use binning to reduce the effect of fading in a satellite
link, we need to use a beacon as reference for classification. This is
already common practice in many optical communication satellites,
that require this feature for alignment and pointing, but typically
in unrelated wavelengths. In our case the information and beacon
wavelengths should suffer the same fading effects so ideally their
modes should be close to each other.
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The fact of using electromagnetic waves to communicate between
objects in relative motion will introduce Doppler effect, producing
detuning between the lasers of the two entities. As the involved carrier
frequencies and velocities are both high, the detuning factor can be
very important (see appendix E for more details). It will be assumed
that it can be corrected by classical means.

Apart from the trajectory, the optics will play an important role in
the attenuation of the link. The distances are typically high, so it is
interesting to use a very narrow beam in the transmitter, which implies
a transmitter telescope of sufficient size as a function of the wavelength.
Typically the beam spot W at the level of the receiver will be wider than
the aperture a of the receiving telescope. Wider optics at the receiver
will be able to collect a bigger fraction of the light and will be beneficial
in general, but they can be costly and not portable.

Depending on the elevation above see level satellite orbits are typically
divided into Low Earth Orbit (LEO, up to 2 000 km), GeoSynchronous
Orbit (GSO, at 35 786 km), Medium Earth Orbit (MEO, between LEO
and GSO) and High Earth Orbit (HEO, above GSO). Taking into ac-
count that the radius of the Earth is 6 371 km the range of orbits is
immense and not all of it is used. Most man-made objects in space are
in LEO since it is easier and less costly to deploy them. Their round trip
communication times are also faster than those of higher altitudes but
their times of sight are also shorter. The Geosynchronous Equatorial
Orbit (GEO, a special case of GSO that locates the satellites around the
Equator) is very interesting for broadcasting in the RF bands, since
the satellites appear to be static with respect to the ground and no
dynamic pointing is required. MEO is mainly populated by Global
Navigation Satellite Systems (GNSS) such as GPS, Galileo and Glonass,
with orbits approximately 20 000 km away from the Earth (i.e. with a
period of 12 hours).

Communication between satellites is interesting, but probably the
most commercially attractive case would be to establish a secret key
between a ground station and a satellite. If we are able to do this with
a satellite S using two physically separated ground stations G1 and
G2, then it is possible to establish a secret key between G1 ↔ G2 using
only XOR operations on the secret keys between G1 ↔ S and G2 ↔ S
[109]. This would allow the exchange of keys using QKD at arbitrarily
long distances around the globe.

Communications between ground and satellite imply that the com-
munication medium will not be homogeneous. It would be vacuum
in the vicinity of the satellite (and for most of the path) to increase in
density until it reaches that of habitable atmosphere at the level of the
ground station. In terms of perturbations in the link it is not symmetri-
cal, since when Alice is in the satellite (downlink) the atmosphere is
only affecting the final part of the communication (around 10 km), and
the disturbance is minimal. When Alice is on the ground (uplink), the
dispersion on the atmosphere occurs at the beginning and it broadens
the transmitted beam more severely than in the downlink case. This
phenomenon is usually called shower curtain effect.
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The aberrations suffered by the optical wave front in the transmission
would reduce the interference at the receiver, affecting the communi-
cation. In order to correct the aberrations, it is possible to use adaptive
optics schemes, as mentioned in the previous chapter.

The logical first attempt would be to establish communication with
LEO satellites since the attenuation would be lower, but they have the
inconvenience of travelling fast, so it is important to take into account
the dynamic pointing, the Doppler effect and the possible finite size
effects in the parameter estimation for CV-QKD.

Satellite communications can consider more subtle effects like the effect
of gravity in the satellites, the requirements of clock synchronization
at high speeds or the influence of background noise. They will not be
taken into account in this analysis.

9.1.1 Scenario of analysis

Taking into account the previous remarks, in the following section
we analyse the satellite to ground downlink scenario, where Alice
transmits her quantum states from the satellite to Bob, located in a
ground station. Both are equipped with common free-space CV-QKD
adapted to satellite communications, i.e. certified for space missions
and with the required mechanisms for tracking and authenticated
classical communications.

We will assume that mechanisms to correct the pointing, the aber-
rations in the wave front and the Doppler shift exist. In our model
they will contribute with a fixed value of untrusted loss, meaning that
in the trusted detector secret key estimation it will be added to the
the attenuation of the channel, not to the trusted attenuation of the
detector.

The proposed scheme does not depend on the used wavelength, but
it is interesting to use wavelengths for which components are readily
available in the market. Transmitters and detectors are well suited
for 1550 nm, but modifications on the typical satellite optics might be
needed to work at those wavelengths.

9.2 Estimating secret key rate of a satellite
passage

This section describes the steps to be performed in the estimation of the
expected secret key that can be obtained using orbits in the downlink
configuration. The trajectory of study is calculated using geometric
relations and the PDTC can be obtained at differential points of this
trajectory. With the PDTC at each point and the time intervals of the
differential points the secret key rate can be calculated.
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9.2.1 Satellite trajectories

A geocentric coordinate system can be used to describe any point in
the trajectory of a satellite, taking the center of the Earth as origin,
in which case a point in the path is completely defined by: (1) the
declination angle δ that corresponds to the angle of the point with
respect to the equatorial plane; (2) the inclination angle ι with respect
to some reference longitude; and (3) the distance to the center R.

In order to simplify the analysis we will assume that the satellites
follow perfectly circular polar orbits at an altitude H and communicate
with an observer located at see level altitude in latitude ψ. The Earth is
also assumed circular with radius R⊕ = 6371 km. For this particular
case the distance to the center is constant R = R⊕ + H, as well as the
angular velocity ωsat which determines regular time intervals at the
same latitude ψ. With M⊕ = 5.972 × 1024 kg the mass of the Earth, the
only variable for those values is the altitude H:

ωsat =

√
GM⊕
(R⊕ + H)3

(9.1)

Tsat =
2π
ωsat

(9.2)

With the previous considerations it is easy to formulate the trajectory
in geocentric coordinates with respect to a latitude ψ as a function of
the declination angle δ. Typically we will be interested in an observer
located in a longitude or initial inclination ι0 that we can set to ι0 = 0
at the longitude of the observer. For the n-th passage of the satellite,
due to the relative rotation of the Earth with respect to its orbit, the
new inclination angle will be ι = ι0 + n · ∆ι. If we denote the velocity of
a point in the equator as v⊕ = 463.83 m/s, the change in inclination is
calculated as

∆ι =
Tsatv⊕

R⊕
(9.3)

To be strict, ι also changes slightly during the passage of the satellite,
but we will omit this effect here. The relation between the inclination
angle and the period of the satellite with respect of the altitude can be
seen in figure 9.1.

While the geocentric coordinate system is very practical, the main
interest is to define the trajectory of the satellite with respect to a point
on the surface at a latitude ψ (and inclination ι, but we can set it to zero
and work only with ∆ι). For this it is useful to translate the coordinate
system to the surface of the Earth at latitude ψ and figure 9.2 can be
used for help. We define the zenith point  as the imaginary point in
the sky that is aligned with the observer and the center of the Earth.
We call zenith angle Z the inclination with respect to that point 
as seen by the observer5454: The complementary of the zenith an-

gle Z is called elevation angle.
. The other angle required to characterize

the position of a satellite is the azimuth angle A, which indicates the
horizontal angle of the observer. Angles A, Z form a cone that covers an
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Figure 9.1: Satellite inclination angle and period with respect to the altitude for circular polar orbits. One of the main parameters when
deciding the altitude of the orbit of the satellite is its period over a fixed latitude. It is common to choose sub-multiples of the day, for
example GNSS satellites orbit at approximately 20 000 km, which corresponds to a period of 12 h, i.e. two passages per day over the
same latitude. The inclination angle ι changes in a proportional way to the period. Both values are lower bounded by the radius of the
Earth, but in practice this bound is higher since the density of the atmosphere below a few hundred kilometres would prevent stable
orbits.

infinite distance in the sky. The slant range L is the shortest apparent
distance between the satellite and the observer, and completes the
determination of a point in the surface system.

The observer only needs to know A, Z to be able to track a satellite in
the sky, independently of L. The satellite will not always pass directly
above the observer55 55: When ι = 0 the satellite passes di-

rectly above the ground observer and
the shortest slant distance L(Z = 0) = H

can be achieved. The time of view of the
satellite is also the longest possible, so
it is generally denominated "best pass".
The inconvenience of this pass is that
it requires the observer to operate with
very low zenith angles, which is not al-
ways possible.

, so the interval of the zenith angle will be lower
bounded as a function of the altitude. We can also consider an arbitrary
higher bound to take into account practical implementations of aiming
ground telescopes very close to the horizon. For the analysis we took
Zmax = 70◦ and the zenith angle along the declination angle δ will be
bounded by Z(δ) ∈ [Zmin(ι), Zmax].

In order to calculate the PDTC at a certain location in the sky the most
relevant parameter for us will be the slant range L since it will be the
main source of attenuation, so it is interesting to be able to calculate
this parameter from the geocentric system. This can be done using
basic trigonometric relations:

A = (R⊕ + H) cos(δ − ψ) cos(ι) − R⊕ (9.4)

B = (R⊕ + H) sin(δ − ψ) (9.5)

C = (R⊕ + H) cos(δ − ψ) sin(ι) (9.6)

L =
√

A2 + B2 +C2 (9.7)

Another important parameter is the communication time tcom which
can be calculated as tcom =

∆δ
ωsat

. For the same inclination angle ι, higher
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Figure 9.2: Relation of the angles used in
this chapter. Image source: [107].
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Figure 9.3: Satellite slant range for two different altitudes and inclinations. Higher orbits will be visible during longer times between
the allowed zenith angles, but their attenuation will also be higher. An inclination ι = 0 is optimal in the sense that higher inclinations
of the same orbit height have less communication time and higher slant distances. The effect of inclination becomes less relevant with
the altitude of the satellite.

altitude satellites will have longer communication times, but their
slant distance L (and hence the attenuation) will be higher, as can be
seen in figure 9.3.

9.2.2 PDTC of satellite passage

The previous expressions allow us to calculate the expected slant
distance L at a latitude ψ as a function of time (the time is directly
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proportional to the declination angle δ in a circular orbit), inclination
of the orbit ι and altitude of the satellite H. The next stage is to divide
the trajectory in differential steps and calculate the expected PDTC
of each point of the trajectory. It is assumed that the observer will
accumulate the values of all the satellite passage to process them later,
so the combined PDTC would be the weighted sum of the PDTCs for
each point in the trajectory. If the differential times are constant (which
is the case for constant ∆δ values) the weight of all the points is the
same.

In order to calculate the expected PDTC at each point we used the
log-negative Weibull distribution as described in [110] and in the
appendix D. This model requires to know the aperture of the receiving
telescope a and the radius of the beam at the receiver W , as well
as a variance value σ2 to take into account the fluctuations. With
these considerations, apart from the geometry of the trajectory, the
parameters that will play a role in this model are:

I The radius of the receiving telescope a.
I The deviation angle θd that indicates the dispersion of the beam

arriving from the satellite. Along with L it will determine the
beam width at the receiver W = L · θd/2 (if θd is given as a full
angle).

I The pointing uncertainty angle θp . The fluctuations will be mainly
caused by the beam wandering due to the pointing, so they can
be well approximated as σ = L · θp/2 (if θp is given as a full
angle).

The shape of the PDTC for a fixed point is already known from the
previous chapter (see figure 8.6). The values of the transmission co-
efficient are upper bounded by τ0 and there is a peak shortly below
this value, depending on the variance σ2. During the trajectory the
values of τ0, W and σ will vary, but the shape will remain similar. The
probability distribution resulting from adding the contributions of
all the differential points will then be upper bounded by the highest
τ0 in the trajectory and will have a resonance peak not far from it to
decrease again until a likely second resonance in the order of the lower
values of τ0 in the trajectory.

The losses in the receiver that we cannot include in the trusted η will
be considered fixed, and the corresponding transmission coefficient
will be added to the PDTC (a multiplication in natural units), so a
more compressed version of the PDTC is expected after considering
these losses. The values considered are 0.8 dB due to the fact of using
the main peak of the Airy diffraction pattern, 3 dB due to the fibre
coupling losses and a pessimistic value of 3 dB due to the scattering
absorption in the atmosphere [111], summing up to 6.8 dB.

We will use a trajectory passing by ψ = 48.85◦ (Paris latitude) and ι = 0◦

at an altitude of 800 km to illustrate the main effects of the different
parameters. In figure 9.4 we can see the evolution along time and the
comparative effects of altitude, receiver aperture size and pointing
error. If figure 9.5 we can see those effects on the accumulated PDTC
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of the entire passage. It is normalized to form a probability density
function along one passage.

As expected it is convenient to use receiving telescopes with big radius
and high precision in the pointing. Low orbit satellites have PDTCs
with higher τ0 and more homogeneous distributions. This would in-
troduce lower excess noise due to fading using the binning method,
which is advantageous in terms of key rate. If we use the secret key
per passage as quality measure, and especially if we take finite size
effects into account, it is possible that higher orbits can recover part
of the performance, since their communication times are longer than
those of the lower orbits.
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9.2.3 Expected secret key rates

Once the expected PDTC is calculated it is possible to estimate the
key rate under fading conditions as in the case of a fixed fading chan-
nel. In the satellite scenario, the time gains more relevance since the
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communication time is limited to one or several passages. For this
reason we will introduce the impairments produced by the finite size
of the samples used in the parameter estimation. As seen in chapter 2,
the statistics over m symbols used in the parameter estimation can be
bounded to a certain confidence parameter εPE . If we decide to choose
the limits of the confidence intervals for the transmission coefficient τ
and the noise σ2

n we can sacrifice key rate to maintain security, and the
parameters used in the estimation are transformed as

τFSE =
√

Teff − zεPE/2

√
σ2
n

mVA
(9.8)

σ2
FSE = σ

2
n + zεPE /2

σ2
n

√
2

√
m

(9.9)

where the parameter zεPE /2 =
√

2 erf−1
(1 − εPE ) and for the typical

value εPE = 10−10, zεPE /2 = 6.5. Combining these calculations with the
binning requires to do these calculations for each of the bins, with the
m corresponding to each bin, so the symbol rate needs to be taken into
account in the estimations. The finite size effects will be small if m is
big, so more probable bins will be less affected by this consideration.
Bins with low values of m could be discarded as the key generated
from them would be relatively low.

It is important to estimate the key rate that can be obtained as a func-
tion of the altitude of the satellite. In order to to so, for each satellite
altitude H the following sequence is followed:

1. The trajectory is calculated according to the coordinates.
2. The PDTC is estimated from the trajectory and the characteristics

of the receiver and transmitter.
3. VA is assumed fixed for each satellite altitude, but its value is

optimized in each altitude H to the value of τ0.
4. Binning. Using the PDTC of the trajectory the division in bins

is performed as in the previous chapter. For finite size effects,
using the time of communication and the symbol rate, calculate
the number of symbols that fall in each bin.

5. Calculate and add the effects caused by the fading in the PDTC.
6. Calculate and add the effects caused by the finite size in the

parameter estimation.
7. Calculate the secret key rate and the secret key per passage.

In figure 9.6 the results for the expected secret key per passage and
secret key rate are illustrated. The binning step used is ∆τ = 0.001,
which is reasonable for the classic beacon classifier but not fine enough
to follow perfectly the shape of the PDTC (the PDTC in the satellite has
more sharp parts than the static case). This produces a discontinuous
effect on the curves which could be solved with smaller steps ∆τ or a
more elaborate selection of starting points for the intervals (see figure
9.7 for an illustration). Even with this constraint it is possible to see
that reasonable SKR can be achieved up to 2 000 km with a telescope
of 40 cm radius in the ground. Working at 1 GBb or higher would
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mitigate the finite size effects notably so we can safely approximate the
results by the asymptotic ones at those rates. The SKR is integrated to
calculate the total key per passage and normalized to 1 Bd to simplify
comparison. For example, during a passage of a satellite orbiting 1 300
km above the ground we could generate 1 Mbit of secret key operating
at 1 GBd .
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Figure 9.6: Average SKR over a passage as a function of satellite altitude for aperture of 40 cm. As in the fibre case the average SKR
decreases with distance. The results taking into account finite size effects tend to be negligible for repetition rates higher than 1 GBd.
The optimal VA tends to a fixed value as the expected attenuation increases. The total key rate is expressed by considering 1 symbol/s
to facilitate the comparison and it needs to be multiplied by the repetition rate. The key rate per passage is represented along with the
symbols required to generate a bit of secret key. For these two parameters only the values for the asymptotic case are represented for
simplicity.

Figure 9.7: Influence of offset in the performance of the binning. An exaggerate bin width is presented for illustration of the influence
of the position of the bin relative to the PDTC. In cases where the distribution inside the bin is less regular the achievable SKR will be
lower. As the slant distance becomes larger the PDTC will be narrower and this effect will be more significant. This problem could be
solved implementing a mechanism to optimize the bin size and position.
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If we have a telescope on the ground with larger diameter we could
extend the operation to higher altitudes, as shown in figure 9.8. In the
asymptotic case the improvement in achievable altitude is substantial
if we are able to obtain narrow bins, but the finite size effects are
significant for a repetition rate of 1 GBd. In order to approach the
asymptotic curves higher symbol rates must be used, which is not a
fundamental obstacle, only a technical one. The discrimination of the
PDTC in narrow beams for high altitudes might be also challenging. A
possible solution is the adaptation of the classical beam power to the
altitude in order to maintain the resolution, independently of the orbit
of the satellite.
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Figure 9.8: Average SKR over a passage as a function of satellite altitude for aperture of 75 cm. Three bin widths are considered in the
asymptotic and finite size cases at 1 GBd. At this rate finite size effects would limit the communication distance. The irregularities in
the curve are caused by the effect described in figure 9.7.

9.3 Other scenarios

The techniques discussed previously could be applied with slight
variations in other scenarios of interest. The main difference would be
the model considered for the PDTC.

9.3.1 Uplink

Uplink and downlink might seem very similar since the described
trajectory is the same. The same analysis could be done taking into
account a fading model that considers the shower curtain effect men-
tioned above. As a rule of thumb the link losses for the same satellite
altitude are 10 dB higher in the uplink scenario.
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The fact of having Alice on the ground and Bob on the satellite would
simplify the computational requirements for the satellite (assuming
reverse reconciliation) and potentially the complexity of the hardware,
since only a coherent detector with a local oscillator would be needed
for the optical path.

9.3.2 Inter-satellite

The optical communication between satellites is very interesting due
to the high bandwidths that can be achieved and the reproducibility
of the conditions due to the fact of operating in the vacuum of space.
Of particular interest is the communication from MEO satellites using
LEO satellites as relays. The communication between the satellites can
be done at high rate in the optical regime while the communication
with the ground can be reliably performed in RF.

The number of possible trajectories resulting from combinations of
orbits would be enormous and undoubtedly of great interest. The main
challenge would probably be the communications at great distances,
since the required optics would be relatively large for a standard
satellite. In cases of satellites with similar altitude and inclination the
expected communication times would be relatively long.

9.3.3 Geostationary

The two main advantages of the geostationary orbit are that it does not
require pointing and the communication time can be made arbitrarily
long (except for the weather conditions). The main and considerable
drawback is the loss introduced by the great distance to the ground
(35 786 km at the Equator, higher elsewhere). It could be improved
with wide aperture optics, but it is not likely to be lower that 45 or 50
dB. Even in the asymptotic case the requirements in terms of excess
noise to work at this regime are quite stringent (below mSNU), before
considering the excess noise due to fading. It cannot be discarded as an
option, but it would require significant technological investments.

9.4 Conclusions

The proposed analysis considers the effects of beam wandering (caused
mainly by the requirement follow the position of the satellite) as the
major source of fading in a satellite to ground scenario. The results
show that with these assumptions it is possible to calculate the ex-
pected distribution for the transmission coefficient (PDTC) in a system
where the entities are not in relatively fixed positions. The binning
technique can be applied effectively for LEO orbit satellites, where
the PDTC distribution is sufficiently broad to be able to accurately
separate different bins. For higher orbit satellites the effect of the fad-
ing is less relevant, but the distribution becomes very narrow and
it would be difficult in practice to perform the binning technique. It
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is difficult in practice to achieve orbits higher than 5 000 km unless
the beacon system provides very fine granularity in the classification
of bins. Only the case of downlink scenario has been presented, but
the method could be extended to more complex cases with simple
modifications.

The required technology is not very different from the fibre case. In
order to take into account finite size effects, a low electronic noise
coherent detector working at rates higher than 1 GBd would be needed,
but it is something already feasible in practice. The beacon system
would need to be attached and its resolution should be as high as
possible to reduce the fading at higher orbits.

9.4.1 Extensions to the present analysis

Although the main impairment is addressed in the proposed analysis,
more elements could add up to the fading. In particular we have as-
sumed that two practically challenging effects can be reliably corrected
using particular separate solutions: wave front distortion and Doppler
effect. The adaptive optics system has been modelled as an untrusted
fixed loss but that in practice the process will not be constant and it
would introduce fading. Unfortunately for the approach we followed,
the modelling of those effects would be highly empirical, depending
on each system. The residual Doppler effect after correction would
introduce detuning in the received signal, so the bandwidth of the
detector would need to be broader than the repetition rate of the signal
maintaining good levels of noise.

The highly empirical nature of those effects suggests that an experimen-
tal approach should be desirable, but with all the elements considered
(coherent communications, classical beacon, pointing, adaptive optics,
Doppler compensation, adapted DSP...) the overall system is becom-
ing highly complex. A set of incremental steps from the experimental
proposal suggested in the previous chapter would be recommended.

In a more abstract sense the followed analysis could be extended to
calculate the secret key rate that could be achieved in a network with
multiple ground stations and a constellation of satellites travelling
around the Earth. Combining it with expected weather conditions and
the trajectories of the satellites, the expected availability of secret key
for an area could be calculated. Several aspects could be taken into
account: downlink, uplink and inter-satellite to favour the communi-
cation between two separated regions of land, which is usually the
main purpose of satellite communications.
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We have covered a wide range of aspects related to the improvement
of CV-QKD technologies, from a theoretical study on the feasibility
of the use of CV-QKD in satellite links, to three novel experimental
implementations each one with its particular characteristics of interest.
The main features of the proposed experimental set ups are displayed
in table 10.1.

Table 10.1: Main characteristics of the presented experimental set ups.

CW CV-QKD
(chapter 4)

High rate CW CV-QKD
(chapter 5)

On-chip detector
(chapter 7)

Signal CW CW Pulsed

Local oscillator Transmitted/Local LO, CW Local LO, CW Transmitted LO, pulsed

Modulation IQ or AM/PM, controller DP IQ, controller AM/PM, control by SW

Constellation Gaussian QPSK, PCS-QAM Gaussian

Polarizations 1 TX, 2 RX 2 1

Detector
architecture 90◦ hybrid 90◦ hybrid 180◦ hybrid

Receiver DP 90◦h + 4 × balanced det. DP ICR PIC

Amplification TIA TIA Charge amplifier

Intermediate
frequency

Homodyne/Intradyne
0 ≤ ωIF < B/2

Intradyne
0 < ωIF < B/2

Homodyne
ωIF = 0

Demodulation DSP DSP Direct

Phase reference QPSK QPSK, blind, Kalman... QPSK

Symbol rate 1 to 50 MBd 1 to 2.5 GBd 1 MBd

Processing Real-time Off-line Real-time/off-line

Difficulties Low electronics bandwidth
Local LO

DSP complexity
Noise calibration

Low efficiency
Noise calibration

Advantages
Compatibility classical comms.
Configurable for CV-QKD
Upgradable to higher rates

Compatibility classical comms.
Phase tracking
High rate

Reduced size and cost
Integration potential
Heterodyne possible

The possibility of using classical techniques like pulse shaping is very
attractive for CV-QKD, since it optimizes the use of the bandwidth
and avoids the requirement of carving the transmitted signal, working
in CW. The use of DSP techniques can also simplify the set up, for
example performing all the polarization recovery tasks by software
using a polarization diverse detector (even in the case of sending
information in only one polarization). It is also less stringent on the
frequency matching of signal and LO, providing the possibility of
working in intradyne mode.

The two CW schemes are the ones that share more characteristics
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and their hardware could potentially be the same. The acquisition
hardware is the main limitation of the system described in chapter 4
but it is the price to pay in order to have a flexible system that can run
in real time. Most of the tasks of a CV-QKD system could be performed
off-line as in the high rate version of chapter 5, but it is difficult to
acquire a sufficient number of symbols maintaining the appropriate
calibration requirements on the shot noise (multiple acquisitions need
to be made and the conditions might change).

The high rate system can deal efficiently with local LO configura-
tions, since the relative phase of the two lasers can be estimated more
accurately due to the high symbol rate. Also, as the used DSP was
originally designed for classical communication systems, many con-
figurable phase recovery schemes are available. Such a flexibility can
also make the DSP more complex and difficult to adapt to CV-QKD,
contrary to the lower rate system that was developed with CV-QKD
in mind.

The proposed on-chip system uses a transmitted LO scheme, stringent
in terms of use cases but simpler and more cost effective due to the its
direct detection and low required bandwidths. It can provide a good
platform for low end devices capable of operating at short distances
(e.g. connection to trusted terminals). From the discussion regarding
the obtained results, it is feasible that a non-defective version of the
chip could obtain performances comparable to bulk devices.

The satellite feasibility study is in principle independent of the im-
plementation once the aforementioned requirements are considered
(classical beacon, tracking mechanism and adaptive optics mainly).
Nevertheless, it indicates that a high rate CW scheme would be the
most suitable approach, since the communication periods can be rela-
tively short at LEO orbits and a sufficient number of symbols needs to
be collected in order to overcome the finite size effects.

All the proposed experimental implementations allowed us to learn
how to ameliorate the systems towards future implementations. The
following sections cover the most interesting future improvements.

10.1 Bandwidth efficient CV-QKD

The approach of classical coherent communications and CV-QKD
appears suitable for practical CV-QKD field deployments. They share
practically the same components and two fundamental modifications
would need to be implemented:

I A mechanism to calibrate regularly the shot noise in order to
optimize the estimation of the excess noise. This condition could
be mitigated if only small attenuations are targeted, since higher
excess noise could be supported.

I A gain control mechanism (in the hardware and the DSP) that
maintains a constant relation with the average number of pho-
tons at the input of the detector and the result of the DSP. This
would allow the estimation of the channel transmittance T .
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The recent advances in discrete modulation security proofs should
also encourage the use of these technologies, although the introduc-
tion of higher density constellation is a path already in progress in
classical communications. These constellations resemble a Gaussian
modulation and should help to increase the SKR.

The implementation of a high rate system like the one described in
chapter 5 might be challenging in the beginning, especially if real-time
processing is required (not counting post-processing). Operating at
high rates requires the use of specific hardware like FPGAs or ASICs,
which demand a considerable programming effort. As an intermedi-
ate step off-line processing will be useful for testing and for initial
implementations.

The generation and acquisition system described in chapter 4 is a good
example of those systems and it is not the only alternative. More hard-
ware platforms could be used in the implementation and finding a
good combination of hardware parameters (sampling rate, analogue
bandwidth, resolution, number of channels...) is an interesting chal-
lenge in order to build a cost-effective system that could simplify the
access to CV-QKD in the near term.

10.2 On-chip CV-QKD

Commercial receivers made of heterogeneous technologies like the
current ICR or µICR are good candidates for the detection part. It is
even possible that the lasers could be integrated in the near future, but
it is likely that the first integrated lasers will not provide the required
performance for CV-QKD (especially in terms of linewidth).

In the current context, where the LO laser is external, silicon photonics
is a particularly interesting technology for the detection due to its
compatibility with CMOS technology. This would allow the direct
integration with the amplification stage and potentially with the logical
control to form a monolithic ASIC dedicated to CV-QKD and classical
coherent communications, certainly a very attractive idea for the long
term.

The shorter term improvements of the system described in this docu-
ment are the transition to more standard packaging supports in order
to accelerate the testing cycle, and also the test of new components
like the 90◦ hybrid and the Alice on-chip. The amplification chain is
also being adapted to operate with TIAs, that will allow the operation
at higher rates and open the door to the previously described CW
techniques. The 180◦ hybrid could potentially operate in heterodyne
mode in this case.

10.3 Free-space CV-QKD

The feasibility study in the previous chapter shows that it is potentially
possible to exchange secret keys at intercontinental distances using CV-
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QKD, but some considerations were taken into account. The analysis
has been done assuming that certain technical challenges can be solved
with particular accuracy (mainly pointing and adaptive optics), but
this does not mean that they are not challenging.

The life cycle of a satellite, from conception to retirement, is very long
and costly, so all the considerations (technical and marketing) need to
be very well considered beforehand. For this reason we are currently
building a free-space CV-QKD system in the lab with the objective
of testing particular features of satellite communications like fading,
pointing and adaptive optics.

Another interesting topic that could be treated analytically would be
the hypothetical construction of a network of satellites and ground
stations, studying their estimated SKR as a function of their actual loca-
tions and real orbits. This type of study would be partially informative
since in many occasions external elements like the weather conditions
are the most relevant factors in the throughput of the link.
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This appendix studies the possibility of extending the representation of
quantum states to the phase space. The concepts of symplectic invari-
ants, characteristic and Wigner functions are introduced. Quadrature
and coherent states are described as interesting entities to be described
using the phase space formalism. Only the basic aspects are covered,
[64, 112] can be consulted for more information.

A.1 Phase space representation

In classical Hamiltonian mechanics, the state of a particle can be de-
fined by its position x and momentum p. If we define two functions of
N particles58 58: Note that 2N + 1 independent vari-

ables are involved in those expressions:
N for {xi }N , N for {pi }N and one for
the time t.

f (xi , pi , t) and g (xi , pi , t), the Poisson bracket operation
{ f , g} can be calculated as

{ f , g} =
N∑
i=1

[
∂ f
∂xi

∂g

∂pi
−
∂ f
∂pi

∂g

∂xi

]
(A.1)

Classical mechanics allows only transformation that maintain the Pois-
son bracket invariant. Some interesting properties of xi and pi are the
following relations:

{
xi , xj

}
= 0,

{
xi , pj

}
= δi,j ,

{
pi , pj

}
= 0 (A.2)

Variables xi and yi are called canonical variables and together with the
Poisson bracket they characterize the canonical or symplectic structure
of classical mechanics.

A.1.1 Canonical quantization

The previous framework can be adapted to quantum mechanics chang-
ing the variables by operators x̂i and p̂i , and the Poisson bracket by a
commutator. If we set h̄ = 1 and N0 =

1
2 the relations between operators

become:

[
x̂i , x̂j

]
= 0,

[
x̂i , p̂j

]
= iδi,j ,

[
p̂i , p̂j

]
= 0 (A.3)

Which lead to the famous Heisenberg uncertainty relation:

∆x̂∆p̂ ≥
1
2
|〈[x̂, p̂]〉| =

1
2

(A.4)
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A Fock space i can describe a particular mode (space and time wave
functions, energy and polarization). Its basis {|0〉, |1〉, · · · , |i〉, · · · } rep-
resents each possible mode i, and in the continuous variables setting
it is infinite. For photons, the notation |n〉i indicates the presence of n
indistinguishable photons in mode i (the subindex i will be omitted
in the notation unless it can lead to ambiguity). Photons can leave or
enter the mode using the creation âi and annihilation â†i operators:

âi |n〉i =
√

n|n − 1〉i
â†i |n〉i =

√
n + 1|n + 1〉i

(A.5)

Creation and annihilation operators are related to the canonical quadra-
ture operators x̂ and p̂:

x̂ =
1
√

2

(
â + â†

)
and p̂ = −

i
√

2

(
â − â†

)
(A.6)

And the commutation relations are transformed in the equivalent ones
for âi and â†i :

[
âi , âj

]
= 0,

[
âi , â†j

]
= δi,j ,

[
â†i , â†j

]
= 0 (A.7)

A.1.2 Extension to multiple modes

When N modes are involved, their state can be calculated as the tensor
product of N Fock spaces i :

 =
N⊗
k=1

k (A.8)

The basis of the resulting space is the result of tensoring the original ba-
sis, which for CV also results in an infinite number of dimensions. The
generic shape is described by |n1, · · · , nN 〉 and in order to efficiently
represent the states we can use several tools.

Density matrix

Density matrices are very usual in discrete variable analysis, and can
also be used in CV, but their dimension will be infinite. If we denote
m = (m1, · · · , mN ) and n = (n1, · · · , nN ), the density matrix ρ is given
by:

ρ =

∞∑
m,n=0

ρm,n |m1, · · · , mN 〉 〈n1, · · · , nN | (A.9)
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Symplectic invariants

Although a valid formalism, density matrices might be not practical
for CV, so generally we will work with the quadrature operators in the
phase space representation. If we denote r̂i = (x̂i , p̂i), the quadratures
of a N-mode system can be grouped together as:

r̂ = (r̂1, r̂2 · · · , r̂2N )
T = (x̂1, p̂1, x̂2, p̂2, · · · , x̂N , p̂N )

T (A.10)

And the bosonic canonical commutation relations can be written as:

[r̂k , r̂l] = iΩkl (A.11)

Where Ω corresponds to the symplectic form

Ω =

N⊕
i=1

[
0 −1
1 0

]
(A.12)

If a simplectic form is invariant to the effect of a real-valued operator S,
this operator S is said to be a symplectic operator. We have transformed
the tensor product structure into direct sums.

Characteristic function

We can define the single-mode Weyl displacement operator according
to phase space operators r̂ , ξ being a 2N-dimensional vector:

D̂(ξ) ≡ e−iξ
TΩr̂ (A.13)

The displacement operator can be used to relate the density matrix in
Hilbert space to a new representation called characteristic function:

χρ(ξ) = tr[ρD̂(ξ)] ↔ ρ =
1
(2π)N

∫
d2N ξ χρ(−ξ)D̂(ξ) (A.14)

Wigner function

The Fourier transform of the characteristic function is the Wigner
function:

Wρ(ξ) =
1
(2π)N

∫
d2N ζeiξ

TΩζ χρ(ζ) (A.15)

The Wigner function offers a quasi-probabilistic distribution in phase
space and it is equivalent to the density distribution formalism.
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A.1.3 Recapitulation

The characteristics of CV make it interesting to have the option of rep-
resenting the states in phase space, converting the infinite dimensional
Hilbert space into a 2N-dimensional one (where N is the number of
modes). Tensor products ⊗ are converted into direct sums ⊕, and the
density matrix ρ can be represented by the characteristic function χρ
or the Wigner function. A clear comparison is done by [112] in table
A.1. We will see in appendix B that for Gaussian modes this formalism
will be even more interesting, since covariance matrices (along with
displacements) will be sufficient to characterize the states.

Table A.1: Comparison of Hilbert and
phase space representations, as illus-
trated in [112].

Hilbert space  Phase space Γ

Dimensions ∞ 2N

Structure ⊗ ⊕

Description ρ χρ, Wρ

A.2 Interesting states in phase space

Phase space representation is especially well adapted to describe some
particular states: quadrature and coherent states.

A.2.1 Quadrature eigenstates

Quadrature eigenstates are defined as eigenstates of the position and
momentum operators:

x̂ |x〉 = x |x〉

p̂|p〉 = p|p〉
(A.16)

They are related to the wave function ψ(x) of the state |ψ〉 and its
Fourier transform in momentum space ψ(p):

ψ(x) = 〈x |ψ〉

ψ(p) = 〈p|ψ〉
(A.17)

They are ideal mathematical entities useful for analysis, but not imple-
mentable physically, since the energy would diverge.

A.2.2 Coherent states

Coherent states are more practical entities that approximate the states
obtainable by a laser and can be physically implementable. A coherent
state is defined as the eigenstate |α〉 of the annihilation operator â:

â|α〉 = α |α〉 α ∈ C (A.18)
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This property will make them easily representable in phase space and
will make the states non orthogonal due to the fact that â is a non
Hermitian operator.

We would like to relate the coherent states |α〉 to the number states |n〉.
For this we define the Weyl displacement operator in terms of creation
and annihilation operators over D̂(α) as

D̂(α) = eαâ
†−α∗ â (A.19)

And applying certain transformation we arrive to the expression

|α〉 = e−|α
2 |/2

∞∑
n=0

αn

√
n!
|n〉 (A.20)

The action of the displacement operator by a complex number α on
the position and momentum operators is the following:

D̂†(α)x̂D̂(α) = x̂ +
√

2 Re(α)
D̂†(α)p̂D̂(α) = p̂ +

√
2 Im(α)

(A.21)

According to this, a coherent state |α〉 can be represented as a vacuum
state |0〉 displaced by a quantity dx =

√
2 Re(α) along the quadrature

x̂ and by dp =
√

2 Im(α) along the quadrature p̂. Graphically it can be
interpreted as a point in the complex plane.

An interesting property of coherent states is that they saturate the
uncertainty principle, so the uncertainty over their quadratures is
minimal.

Other relevant property, especially for QKD is that they do not form
an orthonormal basis, since

〈α |β〉 = e−( |α |
2+ |β |2)/2

∞∑
n=0

(α∗β)n

n!
= e−

1
2 ( |α |

2+ |β |2−α∗β) , 0 (A.22)

If we calculate the probability of the previous expression:

|〈α |β〉|2 = e−|α−β |
2

(A.23)

It can be seen that for two close states (small |α − β |) the uncertainty
principle will be very relevant, while for more separated states (large
|α − β |) the uncertainty plays a much lesser role. The tendency in
CV-QKD will be to work with distributions of states with very small
separations, while in coherent classical communications the separa-
tions will tend to be larger in order to clearly distinguish the states at
the reception.

Note that the phase space formalism is already common in classical
coherent communications, where signals are denoted by the in-phase I
and quadrature Q components, that are merely the real and imaginary
part of a vector in phase space.





Gaussian states B
B.1 Properties of Gaussian
states . . . . . . . . . . . . . . . . 161

Symplectic spectrum and in-
variants . . . . . . . . . . . . . 162

B.2 Some useful Gaussian states165
One-mode Gaussian states 165
Two-mode Gaussian states 166

B.3 Gaussian operations . . . 166
Symplectic transformations 167
Completely positive maps 168
Partial measurements . . . 168

B.4 Entropy of continuous vari-
ables . . . . . . . . . . . . . . . 170

Entropy of Gaussian states 170
Extremality of Gaussian

states . . . . . . . . . . . . . . . . 171
B.5 Recapitulation . . . . . . . . 171

This appendix covers the basic aspects of Gaussian states, identifying
the most relevant for CV-QKD and providing the tools to operate with
them and to obtain the expected entropy. A more extensive approach
can be found in [64].

B.1 Properties of Gaussian states

Gaussian states are those whose Wigner function (and hence the char-
acteristic function) is Gaussian. Assuming a general state ρ we can
define the displacement vector d ∈ R2N as:

d = 〈r̂〉 = tr[ρr̂] (B.1)

With the displacement vector d and the phase space operator r̂ we can
use the anticommutator {} to define the positive-semidefinite matrix γ
of size 2N × 2N and coefficients

γi j = tr
[
ρ
{
r̂i − di , r̂j − dj

}]
(B.2)

Defining D = Ωd and Γ = ΩγΩ the Wigner and the characteristic
functions can be expressed as

W(r) =
1

π2N
√

det γ
e−(r−d)

Tγ−1(r−d) (B.3)

χρ(ξ) = exp
(
−

1
4
ξTΓξ + iDT ξ

)
(B.4)

One important property of Gaussian states is that they are entirely
described by their first two moments, despite of the infinite dimension
of the underlying Hilbert space. It is also interesting that the states
can be completely determined by the covariance matrix γ, but not
any matrix is physically possible. There is a necessary and sufficient
condition that γ should satisfy [113]

γ + iΩ ≥ 0 (B.5)
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B.1.1 Symplectic spectrum and invariants

Williamsom’s theorem [114] states that for a covariance matrix γ there
exists a non unique symplectic transformation that generates the ma-
trix ν that corresponds to the normal form of matrix γ, i.e. a diagonal
matrix whose elements are the symplectic eigenvalues of the covari-
ance matrix γ:

STγS = ν =
N⊕
k=1

[
νk 0
0 νk

]
(B.6)

The set of νk defines the symplectic spectrum of the covariance matrix
γ and in order to validate the uncertainty principle they cannot be
lower than one:

νk ≥ 1 for k = 1, · · · , N (B.7)

This is general for any covariance matrix, but Gaussian states are the
only ones that can saturate the uncertainty.

The spectrum is the result of calculating the eigenvalues of the operator
|iΩγ |, something which is not easy to to in practice. An alternative is to
calculate the symplectic invariants, quantities that are invariant under
the action of the symplectic group Sp(2N , R).

Normal decomposition using principal minors

Let us denote as Mk(α) the principal minor of order k for the matrix α.
For an N-mode matrix, the k-th invariant ∆N

k
has the following relation

to the principal minors:

∆
N
k ≡ M2k(Ωγ) (B.8)

The relation of the invariants with the symplectic eigenvalues is the
following, and can be used to relate to the principal minors:

∆
N
k =

∑
N
k

∏
j∈N

k

ν2
j = M2k(Ωγ) (B.9)

The sum runs over all the possible k-subsets N
k

of the first N natural
integers.
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One-mode normal decomposition

For one mode states the covariance matrix γ1 has size 2 × 2 and we
can use the symplectic invariant to determine ν1. Realising that the
determinant of γ1 is invariant to any symplectic operator S

det
(
SγST

)
= det γ (B.10)

We can use it to calculate the eigenvalue ν1:

ν1 =
√

det γ1 (B.11)

Two-mode normal decomposition

The covariance matrix of a two-mode state has the form

γ12 =

(
γ1 C12

C12 γ2

)
(B.12)

where the submatrices are 2 × 2 real matrices. In this case we use the
second symplectic invariant ∆, which corresponds to the principal
minor of order 2 of the complete matrix γ.

∆ = det γ1 + det γ2 + 2 det C12 (B.13)

and the symplectic eigenvalues ν1 and ν2 are the roots of X2 − ∆X +
det γ12 = 0:

ν2
1,2 =

1
2
[∆ ±

√
∆2 − 4 det γ12] (B.14)

Three-mode normal decomposition

For a matrix γAFG |b that can be decomposed as

γAFG |b =


γA σAF σAG

σT
AF γF σFG

σT
AG σT

FG γG

 (B.15)

the symplectic invariances of a three-mode state should satisfy

P(x) = x3 − ∆3
1x2 + ∆3

2x − ∆3
3 = 0 (B.16)

P(1) = 0 (B.17)
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which can be simplified to

Q(x) = x2 −
(
∆

3
1 − 1

)
x + ∆3

3 (B.18)

where

∆
3
1 = det γA + det γG + 2 detσAF + 2 detσAG + 2 detσFG = α + 1

∆
3
3 = det γAFG |b = β

and the symplectic eigenvalues can be calculated as

ν2
3 =

1
2 (α +

√
α2 − 4β)

ν2
4 =

1
2 (α −

√
α2 − 4β)

ν2
5 = 1

(B.19)

Example from chapter 2 When the measurement is done only in one
quadrature the sub-matrices of γAFG |b correspond to

γ1P
A =

(
−

ηTZ2

η+ηT (ξ+VA)−ηv+v
+VA + 1 0

0 VA + 1

)
(B.20)

γ1P
F =

(
Tv(ξ+VA)+v

η+ηT (ξ+VA)−ηv+v
0

0 ηv − (η − 1)(T(ξ +VA) + 1)

)
(B.21)

γ1P
G =

(
v −

(1−η)(v2−1)
η+ηT (ξ+VA)−ηv+v

0
0 v

)
(B.22)

σ1P
AF =

©­«
√

1−η
√
TvZ

η+ηT (ξ+VA)−ηv+v
0

0
√

1 − η
(
−
√

T
)

Z

ª®¬ (B.23)

σ1P
AG =

( √
−(η−1)η

√
T
√
v2−1Z

η+ηT (ξ+VA)−ηv+v
0

0 0

)
(B.24)

σ1P
FG =

©­«
−
√
η
√
v2−1(T (ξ+VA)+1)

(η−1)v−η(T (ξ+VA)+1) 0

0
√
η

(
−
√
v2 − 1

) ª®¬ (B.25)

and the value of v = 1 +Vel/(1 − η). For two simultaneous quadratures
v = 1 + 2Vel/(1 − η) and the sub-matrices are

γ2P
A =

(
−

ηTZ2

η+ηξT+ηTVA−ηv+v+1 +VA + 1 0

0 −
ηTZ2

η+ηξT+ηTVA−ηv+v+1 +VA + 1

)
(B.26)
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γ2P
F =

(
v(η+T (ξ+VA)+1)−(η−1)(T (ξ+VA)+1)

η+ηξT+ηTVA−ηv+v+1 0
0 v(η+T (ξ+VA)+1)−(η−1)(T (ξ+VA)+1)

η+ηξT+ηTVA−ηv+v+1

)
(B.27)

γ2P
G =

©­«
v −

(1−η)(v2−1)
η+ηξT+ηTVA−ηv+v+1 0

0 v −
(1−η)(v2−1)

η+ηξT+ηTVA−ηv+v+1

ª®¬ (B.28)

σ2P
AF =

©­«
√

1−η
√
T (v+1)Z

η+ηξT+ηTVA−ηv+v+1 0

0 −

√
1−η
√
T (v+1)Z

η+ηξT+ηTVA−ηv+v+1

ª®¬ (B.29)

σ2P
AG =

©­«
√
−(η−1)η

√
T
√
v2−1Z

η+ηξT+ηTVA−ηv+v+1 0

0
√
−(η−1)η

√
T
√
v2−1Z

η+ηξT+ηTVA−ηv+v+1

ª®¬ (B.30)

σ2P
AF =

©­«
−
√
η
√
v2−1(T (ξ+VA)+2)

−η(T (ξ+VA)+1)+(η−1)v−1 0

0
√
η
√
v2−1(T (ξ+VA)+2)

−η(T (ξ+VA)+1)+(η−1)v−1

ª®¬ (B.31)

B.2 Some useful Gaussian states

B.2.1 One-mode Gaussian states

One-mode Gaussian states are defined by a displacement vector d =(
dx , dp

)
and a covariance matrix γ. The most relevant for us will be

coherent, squeezed and thermal states.

Coherent states. The covariance matrix is γ = 12 and a particu-
lar case is the vacuum state that corresponds to a displacement d =
(0, 0).

Squeezed states. The coherent states can be generalized in order to
distribute the variance between the two quadratures (one of them be-
comes squeezed while the other becomes anti-squeezed). Denoting by
r the squeezing parameter the general form of a a one-mode Gaussian
state is given by the matrix

γ =

(
e−2r 0

0 e2r

)
(B.32)
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Thermal states. Their displacement vector is null d = (0, 0) and the
covariance matrix depends only on the mean photon number 〈n〉:

γ =

(
2〈n〉 + 1 0

0 2〈n〉 + 1

)
(B.33)

B.2.2 Two-mode Gaussian states

Two-mode Gaussian states have a displacement vector with the form
d =

(
dx1 , dp1 , dx2 , dp2

)
and a 4 × 4 matrix γ12 of the form

γ12 =

(
γ1 C12

CT
12 γ2

)
(B.34)

The one-mode states can be obtained tracing out the other mode, e.g.
if we trace out the second mode we obtain the displacement and
the covariance matrix of the first mode. C12 indicates the correlations
between the two Gaussian modes, and in the particular case where it
is zero, ρ12 = ρ1 ⊗ ρ2 = tr2 ρ12 ⊗ tr1 ρ12.

TMS. Two-mode squeezed states are characterized by the following
covariance matrix:

γTMS =

(
cosh 2r12 sinh 2rσz

sinh 2rσz cosh 2r12

)
(B.35)

σz =

(
1 0
0 −1

)
(B.36)

A TMS is a pure state, since det γTMS = 1 and tracing out the second
mode we obtain a thermal state for the first one. This provides a way
to purify thermal noise interpreting it as one half of a pure two-mode
squeezed vacuum (TMSV). A TMSV is a particular case of TMS with
d = (0, 0, 0, 0) that can be expressed in the Fock basis as

|TMS〉 =
1

cosh r

∞∑
n=0

tanhn r |n, n〉 (B.37)

B.3 Gaussian operations

Gaussian operations are linear transformations on Gaussian states.
They are very interesting because they comprise the operation that
can be implemented using linear optics and the measurement opera-
tions.
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B.3.1 Symplectic transformations

Gaussian operations are entirely characterized by their actions on
the displacement operator d and the covariance matrix γ and any
unitary Gaussian operation has associated a symplectic operation
S ∈ Sp(2N , R). The resulting displacement vector d ′ and covariance
matrix γ′ are

d ′ = Sd
γ′ = SγST

(B.38)

The Gaussian operations that preserve the number of photons (passive)
are described by the particular compact group K(N) = Sp(2N , R) ∩

O(2N). We will see some of the most interesting Gaussian transforma-
tions.

Phase shift. Maps a rotation of a single mode in phase space and
corresponds to the symplectic transformation SPS(θ) ∈ Sp(2, R).

SPS(T) =
[

cos θ sin θ
− sin θ cos θ

]
(B.39)

Beam splitter. Combines coherently two modes weighting by a fac-
tor T and it is described by the symplectic transformation SBS(T) ∈
Sp(4, R).

SBS(T) =

[ √
T · 12

√
1 −T · 12

−
√

1 −T · 12
√

T · 12

]
(B.40)

Squeezing. Squeezes one SSq(r) ∈ Sp(2, R) or two SSq2(r) ∈ Sp(4, R)

modes by squeezing factor r .

SSq(r) =
[

e−r 0
0 er

]
(B.41)

SSq2(r) =
[

cosh r · 12 sinh r · σz

sinh r · σz cosh r · 12

]
(B.42)

Euler decomposition. States that any S ∈ Sp(2N , R) can be decom-
posed in: (1) a first passive transformation L ∈ K(N), (2) a single-mode
squeezing by r ∈ R over the N modes, and (3) a second passive trans-
formation L ∈ K(N).

S = K
N⊕
k=1

[
e−rk 0

0 erk

]
L (B.43)
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Local operations. Any two-mode covariance matrix of the type B.34
can be transformed by local Gaussian operations into a Gaussian state
with covariance matrix in the standard form

γ′12 =


a 0 c+ 0
0 a 0 c−
c+ 0 b 0
0 c− 0 b

 (B.44)

B.3.2 Completely positive maps

Completely positive maps (CPM) are the most general transformations
that can be applied to a state. Gaussian CPM are characterized by two
2N × 2N matrices X and Y the transform the initial state as follows:

dout = Xdin

γout = XγinXT +Y
(B.45)

Matrix Y is symmetric and the positivity condition implies

Y + iΩ − iXΩXT ≥ 0 (B.46)

We can use the CPM to describe the most common channels:

Lossy channel A channel of transmission efficiency T is character-
ized by X =

√
T · 1 and Y = (1 −T) · 1.

Thermal noise channel A channel of transmission efficiency T and
excess noise ξ can be modelled by X =

√
T · 1 and Y = (1−T +Tξ) · 1.

B.3.3 Partial measurements

Partial measurements are a special type of completely positive maps
that consist in measuring part of a multipartite states. We will study
the case for bipartite states. Let us consider a bipartite Gaussian state
ρAB of (NA + NB) modes with displacement vector d = (dA, dB) and
covariance matrix

γ =

[
A C
CT B

]
(B.47)

Each part of the bipartite state ρAB can be measured mainly accord-
ing two procedures: (a) the detection can be done directly over one
quadrature (projection) that corresponds to x̂ or p̂ (up to a global
phase), or (b) a balanced beam splitter can be used to divide the mode
into components separated by a phase of 90◦ and measure the two
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quadratures (x̂, p̂) (always up to a global phase)60 60: Those methods are illustrated in fig-
ure B.1 and are typically called in the
physics literature homodyne (a) and het-
erodyne (b) detection, but we will note
use this nomenclature when possible to
avoid confusion with the use of these
terms in classical coherent communica-
tions.

. An important prop-
erty is that the resulting Gaussian state does not depend on the result
of the measurements, only on the type.

In practical optical implementations, the previous measurements are
done with the help of a local oscillator (LO) signal that facilitates the
recovery of the measurement under thermal noise conditions.

Figure B.1: Measurement of a bipartite
state. On the left part of the figure a
double quadrature (heterodyne) projec-
tion over the part A of the state is pre-
sented. On the right we can see the single
quadrature (homodyne) projection over
the part B. A way to ensure the distribu-
tion of the LO is required in the scheme.

One quadrature per measurement (homodyne). The results of a di-
rect projection on part B of the state give the results m = (x1, 0, x2, 0, · · · , xNB , 0)
and the state ρA is projected to the Gaussian state ρ′A characterized by
displacement vector d ′A and covariance matrix A′:

d ′A = dA +C(XBX)MP (m − dB) (B.48)

A′ = A−C(XBX)MPCT (B.49)

Where X = diag(1, 0, 1, 0, · · · , 1, 0) indicates with ones the quadratures
that have been measured. This measurement can be observed on the
right part of figure B.1. If the measurement would have been done over
the part B the resulting displacement vector and covariance matrix
would have been

d ′B = dB +C(X AX)MP (m − dA) (B.50)

B′ = B −C(X AX)MPCT (B.51)

Two quadratures per measurement (heterodyne). As indicated be-
fore it is possible to measure both quadratures at the same time using
a balanced beam splitter. The beam splitter introduces losses of 3 dB
per quadrature, but the additional information can compensate the
effect. The result of the measure is m =

(
x1, p1, · · · , xNB , pNB

)
in this

case and the Gaussian state ρ′A after a double quadrature measurement
can be described by the following displacement vector and covariance
matrix:
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d ′A = dA +
√

2C
(
B + 12NB

)−1
(m − dB) (B.52)

A′ = A−C
(
B + 12NB

)−1 CT (B.53)

Other technique uses the differential entropies (see [72]).

B.4 Entropy of continuous variables

Generic CV states have the particularity of dealing with infinite com-
ponents in the density matrix, like it was expressed in equation A.9.
However, if the energy of the states is bounded, the sum becomes
countable and the expression for the density matrix is

ρ =

∞∑
m,n=0

ρm,n |m1, · · · , mN 〉 〈n1, · · · , nN | (B.54)

And the Von Neumann entropy will converge and can be calculated
as

S(ρ) = − tr ρ log ρ (B.55)

B.4.1 Entropy of Gaussian states

The entropy of a Gaussian state can be determined by its covariance
matrix γ. Due to Williamson theorem we know that there is a symplec-
tic transformation S that satisfies

SγST =
N⊕
k=1

[
νk 0
0 νk

]
(B.56)

where {νk} k = 1, · · · , N are the symplectic eigenstates of γ. Also ac-
cording to the same theorem there exists a unitary mapping between
the Gaussian state and the product of N thermal states with average
photon number per mode k equal to n̄k = 1

2 (νk − 1).

S (ρG) =
N∑
k=1

S (ρth (n̄k)) (B.57)

Where ρth is a single-mode thermal state with average photon number
n̄ and density matrix

ρth =

∞∑
n=0

n̄n

(n̄ + 1)n+1
|n〉〈n| (B.58)
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where n̄ = tr(ρn) is the average photon number in the state. Calculating
the Von Neumann entropy gives

S (ρth) = − tr ρth log2 ρth

= −
1

n̄ + 1

∞∑
k=0

(
n̄

n̄ + 1

)k
log2

[
1

n̄ + 1

(
n̄

n̄ + 1

)k ]
= −

1
n̄ + 1

∞∑
k=0

(
n̄

n̄ + 1

)k [
− log2(n̄ + 1) + k log2

n̄
n̄ + 1

]
= (n̄ + 1) log2(n̄ + 1) − n̄ log2 n̄

(B.59)

The following relation has been used in the last equality:

∞∑
k=0

k xk =
x

(1 − x)2
(B.60)

B.4.2 Extremality of Gaussian states

It can be proven that Gaussian states are extremal for the Von Neu-
mann entropy and various entanglement measures, which will be very
interesting for some applications. The theorem reads [115]

Theorem Let f : 
(
⊗N

)
→ R be a continuous functional, which is

strongly sub-additive and invariant under local unitaries f
(
U⊗N ρU†⊗N

)
=

f (ρ). Then for every density operator ρ describing an N-partite system
with finite first and second moments, we have that

f (ρ) ≤ f
(
ρG

)
(B.61)

where ρG is the Gaussian state with the same first and second moments
as ρ.

B.5 Recapitulation

The properties of table A.1 can be extended with table B.1.

Hilbert space  Phase space Γ

Criterion ρ ≥ 0 γ + iΩ ≥ 0

Operators U :

{
U†U = 1

ρ 7→ UρU†
S :

{
STΩS = Ω

γ 7→ SγST

Spectra UρU† = diag {λk}
0 ≤ λk ≤ 1

SγST = diag {νk}
1 ≤νk ≤ ∞

Table B.1: Comparison of Hilbert and
phase space representations for Gaus-
sian states, as illustrated in [112].
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C.1 Mutual information and Holevo bound

The mutual information (MI) [1] is a method to relate the amount of
information obtained about one variable through the measurement of
another. It is commonly used in information and probability theory,
so without loss of generality we will define the mutual information
between two random variables X and Y separated by a noisy channel
with the following assumptions.

I X is the random variable with alphabet  at the input of the
noisy channel.

I Y is the random variable with alphabet  at the output of the
noisy channel.

I The noisy channel can be modelled by the conditional proba-
bility distribution function of Y given X : p(y |x) = pY |X (y |x). The
conditional probability of the channel can be linked to the joint
probability of X and Y as pX,Y (x, y) = pX (x)pY |X (y |x).

Before defining the mutual information, let us introduce the relative en-
tropy or Kullback–Leibler divergence DKL. For a discrete distribution
the relative entropy can be expressed as:

DKL(P‖Q) = −
∑
x∈

P(x) log
(
Q(x)
P(x)

)
=

∑
x∈

P(x) log
(

P(x)
Q(x)

)
(C.1)

The mutual information can then be defined as the relative entropy
between the joint distribution of X and Y and the product of the two
marginals:

I(X ;Y ) = DKL
(
P(X,Y)‖PX ⊗ PY

)
(C.2)

For discrete distributions it can be expressed as:

I(X ;Y ) =
∑
y∈

∑
x∈

pX,Y (x, y) log
(

p(X,Y)(x, y)
pX (x)pY (y)

)
(C.3)

=
∑
y∈

∑
x∈

pX (x)pY |X (y |x) log
(
���pX (x)pY |X (y |x)

���pX (x)pY (y)

)
(C.4)

And for continuous distributions as:
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I(X ;Y ) =
∫


∫


pX,Y (x, y) log
(

p(X,Y)(x, y)
pX (x)pY (y)

)
dxdy (C.5)

=

∫


∫


pX (x)pY |X (y |x) log
(
���pX (x)pY |X (y |x)

���pX (x)pY (y)

)
dxdy (C.6)

Mutual information properties

Some important properties are:

Non negativity I(X ;Y ) ≥ 0

Symmetry I(X ;Y ) = I(Y ; X)

Relation to entropy

I(X ;Y ) ≡ H(X) −H(X |Y )

≡ H(Y ) −H(Y |X)

≡ H(X) +H(Y ) −H(X ,Y )

≡ H(X ,Y ) −H(X |Y ) −H(Y |X)

(C.7)

C.1.1 Channel capacity

As the joint distribution pX,Y (x, y) is completely determined by the
choice of the marginal distribution pX (x) (pX,Y (x, y) = pX (x)pY |X (y |x)),
under some conditions it is possible to find the distribution pX (x) that
maximizes the mutual information (the supremum):

C = sup
pX (x)

I(X ;Y ) (C.8)

The resulting value of mutual information is known as the capacity of
the channel and it depends only on its properties.

AWGN channel capacity

An interesting case of channel capacity corresponds to the additive
white Gaussian noise (AWGN) channel. In this case, the channel re-
sponse is modelled as a random variable Y relating two random vari-
ables: the input variable X that is multiplied by a constant attenuation
parameter t and a random variable N that is added to the previous
one. A sample i would be represented as:

yi = t xi + ni (C.9)

In order to calculate the capacity we will make two assumptions:
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I The signal power at the transmitter Var(X) is bounded, which
is reasonable since the energy at the transmitter is a valuable
resource.

I The noise power n is bounded and its distribution is known.
For the white case we will assume that its spectrum is flat in
frequency, but it could be generalized to coloured spectra.

With these two limitations it is possible to calculate the signal-to-noise
ratio (SNR) in natural units s as:

s =
t2Var(X)
Var(N)

(C.10)

And the capacity density per dimension d used in the modulation can
be expressed as:

Cd
AWGN (s) =

d
2

log(1 + s) (C.11)

It is typical to express the logarithm in base two to obtain the capacity
in bits per channel use or bits per symbol:

Cd
AWGN (s) =

d
2

log2(1 + s) [bits/sym] (C.12)

The capacity density can be multiplied by the symbol rate R to obtain
the capacity in bits per unit of time.

Cd
AWGN (s) = R

d
2

log2(1 + s) [bits/u.t.] (C.13)

C.1.2 Modulation and reconciliation efficiency

It is not always possible to work in the conditions that satisfy the that
the mutual information is equal to the capacity of the channel. The
main impairments are the following:

I By definition, the capacity is calculated assuming that the two
communication entities use error correcting codes of perfect
efficiency (redundancy tends to zero). This is only possible using
code words of infinite length, something that is not possible in
practice. For words of finite length, the coding efficiency will
be lower that 100% and it will in general depend on the SNR in
natural units s: βcode(s) < 1.

I The optimal distribution pX (x)might be continuous and/or un-
bounded (like in the AWGN channel), something that is not
realizable in practice with digital processing (we are limited by
the resolution and the power). The impairment introduced by a
discrete modulation is more relevant as the SNR increases, so we
can introduce the efficiency parameter βmod(s) < 1 to take into
account the effects of an imperfect modulation.
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In order to simplify the calculation of the actual mutual information,
the two previous parameters can be combined into a parameter β(s).
Assuming that the SNR is sufficiently high to be able to use an ef-
ficient error correcting code and sufficiently low so that the mutual
information is close to the capacity, the dependence with the SNR can
be omitted and use only β, always lower than one. This parameter is
known as reconciliation efficiency and indicates how far is the actual
mutual information from the capacity of the channel.

Note that in classical communications the mutual information is used
in the forward sense (encoded by Alice and decoded by Bob). The
same is true for CV-QKD with direct reconciliation (DR), but with this
method CV-QKD is limited to communication losses of less than 3 dB.
For this reason it is more common to use reverse reconciliation (RR),
where the information (after some processing) is encoded by Bob, sent
to Alice through a classical channel, and decoded by Alice.

Knowing β(s) the mutual information can be expressed as a fraction
of the capacity of the channel and the dimensions d:

IdX;Y (s) = β(s)C
d(s) (C.14)

This is practical for the calculation of expected secret key rates over a
known channel, since its capacity would be known and the reconcili-
ation efficiency can be adapted (designing the right error correcting
codes and using the right modulation depth depending on the SNR). It
also allows to have an estimate of the final secret key rate just after the
parameter estimation phase, without the need of error correction.

In a complete system, an estimation of the mutual information can
be obtained calculating the relative entropy of the same fragment of
the coded and decoded messages. Note that there is a trade off in
this operation, since an accurate estimation of the mutual information
requires a large number of samples and the fact of revealing them
prevents their use in the final secret key. For this reason it is generally
preferred to use the previous approach.

C.1.3 Mutual information between Alice and Bob

The mutual information will depend on the number of dimensions
used to encode the information. In coherent communications the di-
mension will be one if we measure only one projection and two if we
measure both at the same time.

One projection (homodyne)

I1P
AB = β(s)

1
2

log2(1 + s) = β(s)
1
2

log2

(
1 +

ηTVA

1 +Vel + ηTξ

)
(C.15)
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Two projections (heterodyne)

I2P
AB = β(s)

2
2

log2(1 + s) = β(s) log2

(
1 +

ηTVA

2 + 2Vel + ηTξ

)
(C.16)

C.1.4 Mutual information between Eve and Bob

In some cases it is interesting to calculate the bound on the information
that Eve can infer from the information measured by Bob. This is useful
for the security proofs against individual attacks that are not covered
in this document.

One projection (homodyne) The proofs can be found in [116, 117]
and the results are

I1P
BE =

1
2

log2
VB

VB |E
=

T2 (
V + χ1P

tot
)
(1/V + χline)

1 +T χ1P
det (1/V + χline)

, where (C.17)

χline =
1
T
− 1 + ξ (C.18)

χ1P
det =

1 +Vel

η
− 1 (C.19)

χ1P
tot = χline + χ

1P
det/T (C.20)

Two projections (heterodyne) Following [118, 119], let us define

χ2P
det =

2 + 2Vel

η
− 1 (C.21)

χ2P
tot = χline + χ

2P
det/T (C.22)

xE = T(2 − ξ)2/(
√

2 − 2T +Tξ +
√
ξ)2 + 1 (C.23)

If Eve has access to Bob’s detector noise the bound on VB |E is

VB |E =

(
V xE + 1
V + xE

+ 1
)
/2 (C.24)

or a more realistic bound, assuming the detection is not accessible to
Eve:

VB |E = η

(
V xE + 1
V + xE

+ χ2P
det

)
/2 (C.25)

I2P
BE = log2

VB

VB |E
= log2

T
(
V + χ2BD

tot
)
(V + xE)

V xE + 1 + χ2BD
det (V + xE)

(C.26)
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C.2 Holevo bound

The Holevo bound upper bounds the information that can be con-
tained in a quantum system assuming a particular ensemble. A fa-
mous consequence is that a qubit cannot contain more than one bit of
information.

For a state given by ρ =
∑

i piρi , the outcome of any measurement
defined by POVM elements is upper bounded by the quantity

χ := S(ρ) −
∑
i

piS (ρi) (C.27)

where S(·) is the Von Neumann entropy.

C.2.1 Holevo bound in CV-QKD

The Holevo bound [120] is typically used in CV-QKD to obtain an
upper bound S(b : E) on the information that Eve can obtain from the
communication between Alice and Bob. For example, for the realistic
case studied in section 2, S(b : E) for one projection measurement can
be expressed as

S(b : E) 6 S (ρE ) −
∫

Pr (mB) S
(
ρxBE

)
dxB (C.28)

We can simplify the previous expression using the following facts:

I ρAB1E is a pure state, then S (ρE ) = S
(
ρAB1

)
.

I The state after projective measurement over XB at Bob’s is pure

and S
(
ρmB

E

)
= S

(
ρmB

AFG

)
.

I Due to the extremality of Gaussian states [115] it is possible to
use the Holevo bound of a thermal state.

I The state ρABFG is Gaussian (a mix of Gaussian states), and
the measure over XB does not depend on the measure xB, so

S
(
ρmB

AFG

)
is not dependent of mB and can come out of the inte-

gral.

Equation C.28 can then be written as:

S(b : E) 6 S
(
ρAB1

)
− S

(
ρmB

AFG

)
(C.29)

The Holevo bound can be calculated from the symplectic eigenvalues
of the involved correlation matrices: {ν1, ν2} from γAB1 and {ν3, ν4, ν5}

from γAFG |b. The upper limit is then:

S(b : E) =
2∑
i=1

G
(
νi − 1

2

)
−

5∑
i=3

G
(
νi − 1

2

)
(C.30)
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Where G(x) is the Von Neumann entropy:

G(x) = (x + 1) log2(x + 1) − x log2 x (C.31)
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This appendix is a compendium of the basic elements required to
understand the turbulence considerations treated on the manuscript.
For additional details we invite you to consult [107, 110].

D.1 Probability Distribution of Transmission
Efficiency (PDTE)

Assume a detector of opening area , the integration of the light
intensity I (r , Lr ) as a function of position r and distance Lr results in
the transmission efficiency T = τ2:

τ =

∫


d2r I (r , Lr ) (D.1)

In the case of low intensities, a quantum treatment can be followed,
associating T to the transmission efficiency of a beam splitter the simu-
lates the channel. âin denotes the input field annihilation operator and
ĉ is the environmental mode operator. The output field field annihilator
operator can be denoted as

âout =
√

Tâin +
√

1 −Tĉ (D.2)

In this model T follows a generic random distribution with values
T ∈ [0, 1]. Assuming that we know the distribution (T) and the quasi-
probability distribution63 63: In the sense of the

Glauber–Sudarshan P representa-
tion, where P(α) generate a diagonal
density matrix ρ̂ in the basis of coherent
states { |α〉 }: ρ̂ =

∫
P(α) |α〉 〈α |d2α,

where d2α ≡ d Re(α)d Im(α).

Pin , we can obtain the quasi-probability
distribution at the output of the channel as

Pout (α) =

∫ 1

0
dT(T)

1
T

Pin

(
α
√

T

)
(D.3)

The propagation can then be reduced to the identification of the proba-
bility distribution of transmission efficiency (T), also abbreviated as
PDTE.

(T) =
∫

R2
d2r0P (T |r0) ρ (r0) (D.4)
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D.2 Probability Distribution of Transmission
Coefficient (PDTC)

In many practical cases it is useful to use the probability distribution
of the transmission coefficient or PDTC, which holds the same relation
as D.4, but for the transmission coefficient τ =

√
T :

(τ) =
∫

R2
d2r0P (τ |r0) ρ (r0) (D.5)

The most commonly assumed distribution for ρ (r0) is the Rice distri-
bution

ρ(r , d,σ) =
r
σ2 I0

(
r d
σ2

)
exp

[
−

r2 + d2

2σ2

]
(D.6)

where d = |d | is the offset between the center of the aperture and the
center of the fluctuation, r = |r | is the deflection from the center of the
distribution and I0 is the modified Bessel function. If the transmission
coefficient can be approximated by

T(r) = T0 exp
[
−

( r
R

)λ]
(D.7)

then the PDTC is given by the log-negative generalized Rice distribu-
tion,

(τ) =
2R2

σ2λτ

(
2 ln

τ0

τ

) 2
λ−1

I0

(
Rd
σ2

[
2 ln

τ0

τ

] 1
2
)

× exp
[
−

1
2σ2

{
R2

(
2 ln

τ0

τ

) 2
λ
+ d2

}] (D.8)

It can be simplified to a Weibull distribution when the beam fluctuates
around the aperture center. The expression is then simplified between
the interval τ ∈ [0, 1] (the rest is 0) as

(τ) =
2R2

σ2λτ

(
2 ln

τ0

τ

) 2
λ−1

exp
[
−

1
2σ2 R2

(
2 ln

τ0

τ

) 2
λ

]
(D.9)

With

τ2
0 = 1 − exp

[
−2

a2

W2

]
(D.10)

λ =8
a2

W2

exp
[
−4 a2

W 2

]
I1

(
4 a2

W 2

)
1 − exp

[
−4 a2

W 2

]
I0

(
4 a2

W 2

)
×

ln
©­­«

2τ2
0

1 − exp
[
−4 a2

W 2

]
I0

(
4 a2

W 2

) ª®®¬

−1 (D.11)
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R = a

ln
©­­«

2τ2
0

1 − exp
[
−4 a2

W 2

]
I0

(
4 a2

W 2

) ª®®¬

− 1

λ

(D.12)

Where a is the radius of the receiving telescope, W is the beam spot
radius at the receiver point, I0 and I1 are the modified Bessel functions
of order 0 and 1 respectively.

The parameter σ2 denotes the uncertainty in the distribution of r and
can provide from several sources.

D.3 Sources of uncertainty

Several sources can contribute to the uncertainty of the deflection r
and they can be independent in nature, so they should be added up.
For our study the most relevant will be beam wandering, and in most
cases the global variance can be approximated by the variance of the
beam wandering.

D.3.1 Beam wandering

We denote beam wandering the fluctuations of the beam around the
expected target. If the source has an uncertainty angle denoted by θp ,
then the variance after a distance z can be well approximated as

σ2
BW = θ

2
p · z

2 (D.13)

D.3.2 Atmospheric turbulence

When the atmospheric turbulence is weak, its value after a propagation
distance z over a medium of index-of-refraction structure constant C2

n

is given by the expression[121]

σ2
atm ≈ 1.919 C2

n z3 (2W0)
−1/3 (D.14)

W0 is the beam width when entering the atmospheric medium. Typical
values for C2

n are in the order of 10−14 m−2/3.

D.3.3 Other sources

The effects described above can occur naturally in a free space system,
but other sources of technical origin can also appear. One example
could be the effect of limitations in the adaptive optics mechanisms.
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E.1 Introduction

In systems that rely on coherent detection (mixing of received signal
with a local oscillator, LO) it is important to keep track of the possible
detuning along the system. Ideally, if no frequency drifts were present,
the signal and the LO would interfere and the result would be cen-
tred at 0 Hz. The other components of the mix usually lay out of the
frequencies managed by the electronics so they can be discarded.

In real scenarios the frequency drift will be usually non-zero, and
the center of the resulting signal will be shifted from 0 Hz by cer-
tain amount ∆ fmix. The components affecting the mismatch are the
following:

I fA: Nominal frequency of Alice’s laser.
I fB: Nominal frequency of Bob’s laser.
I ∆ fA(t): Frequency drift in Alice’s laser.
I ∆ fB(t): Frequency drift in Bob’s laser.
I ∆ fatm(t): Atmospheric frequency drift effects.
I ∆ fDoppler(t): Doppler frequency drift due to the variation in ap-

parent velocity during the satellite trajectory.

The reference points are the following:

I fB−in(t): Frequency at Bob’s input.
I fB−LO(t): Frequency of Bob’s effective LO.

fB−LO(t) = fB + ∆ fB(t) (E.1)

fB−in(t) = fA + ∆ fA(t) + ∆ fatm(t) + ∆ fDoppler(t) (E.2)

E.1.1 Frequency mixing

With the previous notation, the result of the optical mixing is the
following:

| fmix(t)| = | fB−LO(t) − fB−in(t)| (E.3)

= | fB − fA + ∆ fB(t) − ∆ fA(t) − ∆ fatm(t) − ∆ fDoppler(t)| (E.4)
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E.2 Doppler effect

The apparent velocity of the satellite over the sky will change depend-
ing on the described arc during the time of sight. High elevation angles
(i.e. satellite flying over the ground station) permit a longer time of
sight, but the variation of the relative velocity would also be higher,
being maximum when the trajectory of the satellite passes through the
zenith of the ground station (θ = 90o). On the other hand, low elevation
measures do not suffer from high velocity variation, but the time of
sight is shorter.

In order to take all the parameters into account, we have to consider the
spherical geometry of the orbits. We will assume that the satellite orbits
are circular and the angular velocity is constant. Under this conditions,
a previous analysis has been done in [122]. The final expression is
quite complex, but figure E.1 summarizes the relative Doppler shift
for different elevations.

Figure E.1: Normalized Doppler shift de-
pending on the elevation [122].

The evaluation of the worst case (θ=90o, 2× 10−5 relative Doppler shift)
assuming that we are using a wavelength of 1550 nm gives a Doppler
shift of 3.9 GHz6565: Using longer wavelengths decreases

the effect of Doppler drift. For exam-
ple, using green light instead of telecom
wavelengths will increase the Doppler
shift by a factor of three.

. Even milder cases as θ=11o give shifts in the order
of 1 GHz.

E.2.1 Fast evaluation of order of magnitude

A faster way to get the order of magnitude of Doppler shift is using
the Doppler equation E.5 and the velocity of the satellite as velocity
shift (although it is an overestimation).

∆ fDoppler =
∆v

c
f0 =
∆v

λ0
(E.5)
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Using light at 1550 nm, this gives for LEO satellites traveling at 8000
m/s results in the order of 5 GHz.

E.2.2 Doppler shift cancellation

Considering that the relative position of the satellite and the ground
station cannot be hijacked, Bob can calculate the Doppler frequency
shift that is expected at each moment, so he can apply some strategies
to cancel it. Some possibilities are:

I Modify Bob’s LO frequency. This will require a tunable laser in
the range of ± 4 GHz at low rates (the expected Doppler changes
are relatively slow in time).

I Use a high bandwidth detector (>8 GHz) and correct the shift
digitally. This will likely increase the level of electronic noise and
increase the complexity, especially in the case of trusted noise,
since it will not be constant at all frequencies.

In any case, considering that the estimation of the Doppler effect is not
perfect, there will be some remnant drift ∆ fDoppler−rem apart from the
atmospheric drift. The total frequency detuning will be:

| fmix(t)| = |∆ fB(t) − ∆ fA(t) − ∆ fDoppler−rem(t) − ∆ fatm(t)| (E.6)

It is probable that the numeric values would be in the order of tens to
hundreds of MHz, depending on the efficiency of the Doppler drift
correction and the frequency stability o the lasers. It is important that
the detector has sufficient bandwidth to deal with this drift, added to
the actual bandwidth of the signal.
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Glossary

The next list describes several symbols and acronyms used within the body of the document.

AC Alternating Current

ADC Analogue to Digital Converter

AES Advanced Encryption Standard

AIR Achievable Information Rate

AM Amplitude Modulator

ASIC Application-specific Integrated Circuit

AWG Arbitrary Waveform Generator

AWGN Additive White Gaussian Noise

B2B Back-to-Back

BB84 Bennet-Brassard 1984

Bd Baud or symbol per second

BER Bit Error Rate

BQP Bounded-error Quantum Polynomial time

BS Beam Splitter

BW Beam Wandering

CAZAC Constant Amplitude Zero Autocorrelation

CFE Carrier Frequency Estimation

CMA Constant Modulus Algorithm

CMOS Complementary Metal-Oxide Semiconductor

CMRR Common Mode Rejection Ratio

COW Coherent One-Way

CPE Carrier Phase Estimation

CPM Completely Positive Map

CV Continuous Variable

CV-QDK Continuous Variable Quantum Key Distribution

CW Continuous Wave



DAC Digital to Analogue Converter

DAQ Digital AcQuisition (card)

DC Direct Current

DD-LMS Decision Directed Least Mean Squares

DI-QKD Device Independent Quantum Key Distribution

DoS Denial-of-Service

DP Double Polarization

DPS Differential Phase Shift

DR Direct Reconciliation

DSP Digital Signal Processing

DUT Device Under Test

DV-QKD Discrete-Variable Quantum Key Distribution

EDFA Erbium-Doped Fibre Amplifiers

EIC Electronic Integrated Circuit

EOM Electro-Optical Modulator

EPR Einstein-Podolsky-Rosen

ETSI European Telecommunications Standards Institute

FEC Forward Error Correction

FIR Finite Impulse Response

FPGA Field-programmable gate array

FSK Frequency Shift Keying

FSO Free-Space Optics

FZC Frank–Zadoff–Chu

GEO Geosynchronous Equatorial Orbit

GG02 Grosshans-Grangier 2002

GMI Generalized Mutual Information

GNSS Global Navigation Satellite Systems

GPS Global Positioning System

GSO GeoSynchronous Orbit



HEO High Earth Orbit

IC Integrated Circuit

ICR Integrated Coherent Receiver

ICT Information and Communication Technology

IEEE Institute of Electrical and Electronics Engineers

IETF Internet Engineering Task Force

IM-DD Intensity Modulation and Direct Detection

InGaAs Indium Gallium Arsenide

InP Indium Phosphide

IOGS Institut d’Optique Graduate School

IQ In-phase and Quadrature

IQM In-Phase and Quadrature Modulator

ISI Inter-Symbol Interference

LDPC Low-Density Parity-Check

LEO Low Earth Orbit

LLO Local Local Oscillator

LMS Least Mean Squares

LO Local Oscillator

LTI Linear and Time Invariant

MDI-QKD Measure Device Independent Quantum Key Distribution

MEO Medium Earth Orbit

MI Mutual Information

MLE Maximum Likelihood Estimator

MSPS MegaSamples Per Second

NIST National Institute of Standards and Technology

NP Nondeterministic Polynomial time

OOK On-Off Keying

OPLL Optical Phase Locking Loop

OSA Optical Spectrum Analyser



PBS Polarization Beam Splitter

PCB Printed Circuit Board

PCI Peripheral Component Interface

PCS Probabilistic Constellation Shaping

PDK Process Design Kit

PDT Probability Distribution of Transmittance

PDTC Probability Distribution of Transmission Coefficient

PDTE Probability Distribution of Transmission Efficiency

PE Parameter(s) Estimation

PIC Photonic Integrated Circuit

PLL Phase Locking Loop

PM Phase Modulator

PM Polarization Maintaining (fibre)

POVM Positive-Operator Valued Measure

PSD Power Spectral Density

PXI PCI eXtensions for Instrumentation

QAM Quadrature Amplitude Modulation

QBER Quantum Bit Error Rate

QKD Quantum Key Distribution

QPSK Quadrature Phase Shift Keying

QRNG Quantum Random Number Generator

R& D Research and Development

RC Raised Cosine

RF Radio Frequency

RIN Relative Intensity Noise

RNG Random Number Generator

ROF Roll-off factor

RR Reverse Reconciliation

RRC Root-raised cosine



RSA Rivest–Shamir–Adleman

RX Receiver

SKR Secret Key Rate

SMF Single Mode Fibre

SNR Signal-to-noise ratio

SNU Shot Noise Unit

SOI Silicon On Insulator

SP Single Polarization

TE Transverse Electric

TF-QKD Twin-Field Quantum Key Distribution

TIA Transimpedance Amplifier

TLO Transmitted Local Oscillator

TM Transverse Magnetic

TMS Two-Mode Squeezed (state)

TMSV Two-Mode Squeezed Vacuum

TX Transmitter

VOA Variable Optical Attenuator

WDM Wavelength Division Multiplexing

XOR Exclusive OR







Titre : Conception et réalisation de dispositifs de distribution de clé quantique à variables continues à haute
performance

Mots clés : optique quantique, cryptographie quantique, télécommunications optiques, photonique sur sili-
cium, détection cohérente

Résumé : La distribution quantique de clé (QKD) est
une des premières technologies quantiques qui ait at-
teint un stade commercial, en proposant une solu-
tion au problème de la distribution d’une clé crypto-
graphique entre deux entités, et en garantissant une
sécurité à long terme. Elle est maintenant proche de
la maturité technologique, et plusieurs méthodes sont
disponibles en pratique. Cette thèse étudie la distribu-
tion quantique de clé à variables continues (CV-QKD),
qui a plusieurs éléments communs avec les commu-
nications optiques cohérentes classiques, et qui pour-
rait permettre à beaucoup d’utilisateurs d’accéder à la
QKD.
L’utilisation de techniques de traitement numérique
(Digital Signal Processor ou DSP), typiques en com-
munications classiques, a été seulement partielle-
ment exploitée dans les implémentations CV-QKD
précédentes. Dans ce travail nous mettons en œuvre
expérimentalement des techniques usuelles dans les
communications classiques, comme la mise en forme
d’impulsions, le filtrage adaptatif et la récupération de
mode. Notre objectif est d’augmenter ainsi le taux de
clé secrète, et d’optimiser l’utilisation de la bande pas-

sante disponible.
La possibilité d’intégrer des composants dans un cir-
cuit photonique (PIC) est un autre avantage de CV-
QKD. Nous avons testé un PIC en silicium intégrant
un coupleur hybride 180o et deux photodiodes en ger-
manium. Les paramètres mesurés sont compatibles
avec la génération de clé secrète dans ces disposi-
tifs.
Un des facteurs les plus limitants de QKD est la
chute des performances dans les canaux ayant des
pertes très élevées, typiquement des fibres optiques
dont la longueur dépasse la centaine de kilomètres.
Mais la distance utile peut être étendue notablement
en utilisant des liens en espace libre, en particu-
lier avec des satellites, où les pertes à une cer-
taine distance peuvent être inférieures à celles des
fibres. Nous considérons un modèle pour le canal
descendant et prédisons les taux de clé secrète
attendus à différentes altitudes pour CV-QKD. Ces
résultats aboutissent à une technologie potentielle-
ment utilisable pour les communications par satellite,
en étendant la portée jusqu’à des distances intercon-
tinentales.

Title : Design and implementation of high-performance devices for continuous-variable quantum key distribu-
tion

Keywords : quantum optics, quantum cryptography, optical telecommunication, silicon photonics, coherent
detection systems

Abstract : Quantum key distribution (QKD) is one
of the first quantum technologies that were able to
provide commercially meaningful solutions to the pro-
blem of distributing cryptographic keys between trus-
ted parties, guaranteeing long term security. It is now
progressing towards technical maturity, by proposing
multiple implementation alternatives. In this thesis, we
study Continuous-Variables QKD (CV-QKD), which
shares many common elements with classical co-
herent communication systems, and is a good can-
didate to facilitate the access to QKD for more users.
The use of digital signal processing (DSP) techniques
typical in classical communications has been only par-
tially exploited in previous CV-QKD implementations.
We experimentally implement standard telecommuni-
cation techniques like pulse shaping, adaptive filtering
and mode recovery in order to improve the quantum
secret key rate and optimize the occupied bandwidth.
The potential of integration of the components in a

photonic integrated circuit (PIC) is another important
aspect of CV-QKD. We have tested a silicon photo-
nics PIC integrating a 180o hybrid detector with two
germanium photodiodes, showing that measured pa-
rameters are compatible with the generation of secret
key.
One of the most limiting factors of QKD is the per-
formance under lossy channels, which is common in
optical fibre for distances in the order of hundred kilo-
meters. The range can be significantly extended using
free space communications, and in particular satel-
lites, where the losses at longer distances can be lo-
wer than those in fibre. We consider a model for a
downlink satellite channel and predict the achievable
secret key rates at different altitudes for CV-QKD, re-
sulting in a potentially feasible technology for satel-
lite communications, extending the range to intercon-
tinental distances.
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