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Résumé

Le retour haptique disponible dans les produits grand public est d’un intérêt limité
pour les interactions tactiles. Il a été démontré, par exemple, qu’il est moins efficace
que l’utilisation d’un clavier physique pour la saisie de texte. La plupart des utilisa-
teurs sont habitués au retour haptique rudimentaire des smartphones. Relativement
simple, celui-ci ne peut néanmoins donner que peu d’informations : signaler silen-
cieusement un appel, notifier les messages entrants ou confirmer la frappe de touche
sur clavier virtuel. Bien que des améliorations aient été apportées aux technolo-
gies haptiques existantes, comme des actionneurs plus performants et des gammes
de vibrations plus larges afin de simuler des boutons ou des textures, elles restent
limitées à un retour tactile unique. Ceci contrevient à tout usage multi-doigts ou
multi-utilisateurs en simultanés.

Ce travail vise à développer un retour tactile statique et dynamique sur grande
surface (format A4). Les interactions avec les écrans tactiles nécessitant un retour
tactile plus riche et plus performant, deux types de retour complémentaires ont été
identifiés afin de les enrichir. Le retournement temporel des ondes de flexions dans
les plaques, retour statique, est étudié afin de simuler l’appui sur un bouton et
l’électrovibration, retour dynamique, est analysée afin de simuler des textures ou de
différencier des zones d’interactions.

L’équation de Kirchhoff décrivant la propagation des ondes acoustiques dans un
matériau a permis de développer un modèle analytique de la résolution spatiale du
retournement temporel. Des mesures expérimentales sont confrontées au modèle
afin de procéder à sa validation. Des règles de conception prenant en compte les
spécifications de l’application tactiles envisagée sont élaborées et utilisées pour le
développement d’un nouveau prototype avec une électronique améliorée sur une
plaque en verre de 1,1 mm d’épaisseur. Différents types de signaux de commande
sont étudiés, avec différentes méthodes de quantification (sur un bit ou par modula-
tion sigma-delta) et filtrage ou non des fréquences audibles. La quantification sur un
bit avec filtrage des fréquences audibles est l’alternative la plus efficiente en terme
d’amplitude de déplacement générée et de réduction des émissions sonores. Des
problématiques d’intégration, comme le placement des actionneurs et l’homogénéité
de la résolution spatiale et de l’amplitude de déplacement sont analysées. Les appuis
parasites de doigts sur la plaque constitue des perturbations pour la propagation des
ondes de flexions, que ce soit en terme de diffraction ou d’amortissement. L’effet
de la force d’appui du doigt sur l’amplitude de déplacement est donc étudiée. 6%
de perte d’amplitude due à une force d’appui du doigt de 2 N sur une localisation
autre que le point de focalisation, et jusqu’à 30% pour la même force d’appui sur le
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point de focalisation, ont été mesurés.
Le seuil de détection d’une focalisation par retournement temporel mesuré sur

10 utilisateurs à été mesuré à environ 10 µm. Il n’est pas influencé par la force
d’appui de l’utilisateur sur l’écran. Bien qu’une unique focalisation démontre la
faisabilité du retournement temporel appliqué au retour tactile, elle est jugé brève
et non plaisante selon les utilisateurs. Une répétition de focalisations modulées en
amplitude offre la possibilité de générer un retour tactile enrichi, comme le clic d’un
bouton. Des motifs avec des fréquences de répétition et des enveloppes différentes
sont comparés. Il apparâıt qu’une fréquence de 200 Hz et une enveloppe en sinus
cardinal sont les plus plaisants.

D’un autre côté, l’électrovibration produit des stimuli capables de reproduire
une sensation de texture, en modifiant le coefficient de friction entre le doigt et la
surface à explorer. Sachant que la force électrostatique générée par l’électrovibration
dépend de l’épaisseur de peau du bout du doigt et que les méchanorecepteurs ont des
seuils de détection dépendants de la fréquence, une étude utilisateur a été conduite
dans le but de déterminer l’influence de la force d’appui sur le seuil de détection
d’une stimulation par électrovibration. Les seuils minimaux ont été observés pour
une fréquence de 240 Hz. La force d’appui, analysée par ANOVA, semble avoir une
influence limitée sur les seuils de détection. De légères différences sont observées
dans les seuils de détection pour des fréquences supérieurs à 240 Hz. Il semble que
ceux-ci diminuent avec l’augmentation de la force d’appui.

La combinaison des deux approches de stimulations (retournement temporel et
électrovibration) sur une même surface offrira un retour tactile riche et multi-point
pour des boutons et des textures.
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Sabrina Panëels et Margarita Anastassova, pour m’avoir guidé dans le monde de
l’ergonomie et des tests utilisateurs, Alexandre Patarot et Adrien Jaegy, pour leur
bonne humeur communicative, Carlos Rossa, Fanny Le Morellec et Tobias Pössinger,
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Chapter 1
Introduction

The huge success of smartphones is a sign of multimodal interfaces’ acceptance in
our society. Multimodality refers to the usage of different communication channels
between a user and a machine. Typing on a physical keyboard is a long used channel
and tends to be replaced by tactile input. The visual channel is widely used through
screens and other types of visual displays. The co-location of input and display, on a
smartphone’s touchscreen for example, created a multimodal interaction : typing on
a virtual keyboard and getting a visual feedback as to which key was registered. The
auditory channel can also be used, and in this particular case, also supplements the
interaction with a clicking sound, serving as auditory feedback. Haptics, referring to
the sense of touch, is a more recently explored channel. It is promising in terms of
controllability, transparency and flexibility for interactions with touchscreen based
devices. A vibrating smartphone signalling an incoming call or a pressed key is
commonly implemented in nowadays hand-held devices. But haptic interfaces are
in fact still relatively constrained to moderately sized devices, such as smartphones
and tablets. Multimodality is however rapidly extending to larger interfaces, such
as windows or modern interactive blackboards. Haptics, as opposed to visual or
auditory feedback, is more complex to integrate. Multimodality is not only supple-
menting existing ways of interactions with those devices but might also create new
interaction paradigms.

Since 2007, smartphones with touchscreen interfaces gained popularity and touch
interaction has become the main interaction modality with most mobile devices.
Smartphones emerged by dropping the physical keyboard of regular mobile phones
and increasing the screen size in addition to enhancing the computing power and
adding internet connectivity. A larger screen size improves comfort for viewing
videos or Web pages. Touch input allowed the on-demand display of a keyboard,
or any suitable form of inputs. Other form of interaction appeared, such as the fa-
mous pinch-to-zoom gesture. Although the keyboards used on smartphones look like
the original physical keyboards, an important feature is missing: the buttons can-
not provide the tactile feedback that physical buttons do when touched or clicked.
Without tactile feedback, users rely on audio and visual cues to notice if the device
registered the input. Rapidly, tactile feedback was added to touchscreen devices.
But the current tactile feedback in commercially available products provides limited
tactile feedback and has also been proven to be less efficient than physical keyboards
for typing activities [35]. As it is very crude and simple, it can only convey little
information: silently signalling a phone call, notification of an incoming message or
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acknowledging touch inputs when typing on a virtual keyboard. The challenge is to
make one feel as if a button was pressed, even though the interaction surface has
not moved, by providing the specific key-click sensation of a physical keyboard. But
simulating a key click is not the only possibility of enriching tactile interactions.
Simulating different textures could add a new level of interactions to smart devices.
For example, the car’s radio has been transformed into a feature-rich infotainement
device with a touchscreen at its center. For the driver, changing the music’s volume
while keeping the road in sight is hardly possible with a touchscreen. Therefore,
different texture feedback could provide him with some reference points to distin-
guish different buttons or sliders just by touch. Simulating different textures can
find other applications, such as online shopping. The user will not only be able
to choose his furniture’s colour but also the specific fabric material, directly on his
smart device.

Along with the democratisation of touchscreens, devices tend to get larger and
larger, which represents a second challenge. Nowadays premium smartphones hardly
fit inside the palm of the hand and tablets also increased in size. Laptops and regular
desktop screens are getting tactile. Even larger interactive screens are coming to
the market, in the form of multimedia tables, blackboards or even shop windows.
As the device increases in size, integration of haptic feedback technologies becomes
a challenge. Actuators increase in size and number and consume more energy. In
order to be practically feasible, the tactile feedback technology should be compatible
with a screen without interfering with the transparency of the visual display.

Another need that has emerged with large displays is multitouch interaction.
Some interactions require two simultaneous touch inputs, such as the pinch-to-zoom
gesture. Other interactions on multimedia table with several users need to be carried
out simultaneously. With commercially available haptic transducers, it is impossible
to create two different haptic feedbacks on different locations at the same time. If one
button is pressed, the whole surface vibrates and every user touching the table will
feel the same vibration. Future challenges for haptic feedback are local stimulation
and multi-point feedback.

1.1 Scope

This work aims to overcome the current limitations of haptic feedback by tackling the
challenges of providing the user with a rich feedback on large surfaces. Two types
of feedback are identified as necessary to enrich tactile interactions. On the one hand,
a button feedback, or key-click, is needed to simulate an input acknowledgement.
This type of interaction is defined as static feedback, as the finger remains static
on the surface while clicking. On the other hand, a texture feedback is needed
to simulate tactile textures or differentiate specific areas of interaction. This type
of interaction is defined as dynamic feedback, as the finger perceives stimulation
only when the finger is moving on the surface. Although advances are made to
enrich existing technologies in hand-held devices, such as more capable actuators and
broader ranges of vibrations to emulate buttons or textures, they remain limited to
a single point feedback, preventing any simultaneous multi-user use-case scenarios.
In this work the challenge of muti-point haptic feedback is addressed.

Thus, the main challenge faced by haptic feedback is the elaboration of better and
richer feedback. This work tackles this challenge by combining static and dynamic
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tactile feedback, with a multi-point feedback capability.

1.2 Thesis overview

The thesis is divided into 7 chapters. In this first chapter, the evolution of haptic
feedback systems is introduced. The current limitations in terms of interaction are
pointed out. The research objectives of this work are then defined.

In chapter 2, existing approaches to generate haptic feedback are presented. The
shortcomings and perspectives of state of the art technologies are discussed. It is
shown that standalone technologies are unable to address all the haptic challenges
mentioned above. In the light of these facts, a study of two complementary technolo-
gies is proposed in this thesis and are based on: time reversal and electrovibration.

In chapter 3, theoretical basis of time reversal and design guidelines are pre-
sented. The spatial resolution of such a system is a crucial parameter in the design
of a tactile feedback interface. An analytical model based on Kirchhoff’s equation
for wave propagation to compute the spatial resolution of time reversal of flexural
waves applied to plates is presented. Measurements on an experimental set-up are
then compared to the model’s prediction.

In chapter 4, the development of a new time reversal enabled screen with im-
proved driving electronics is presented. The active surface on which time reversal
is applied is an A4 format made of 1.1 mm thick glass. The prototype is studied
with different driving signals. Parameters such as the amplitude, the temporal and
spatial resolution are discussed. Power consumption is then investigated. Lastly the
noise emission in the audible frequency range are reported and compared.

In chapter 5, the performance of the prototype in terms of human perception
is evaluated. First, the influence of the force with which the user presses on the
screen on the generated impact is investigated. Then the relation between applied
force and detection threshold is determined. Finally, a perceptual study on different
tactile feedback patterns is carried out to compare them in terms of pleasantness
and quality of the haptic feedback.

In chapter 6, the electrovibration technology is presented. Theoretical back-
ground is reported and optimisation strategies are explored. The effect of varying
the applied force on the electrovibration’s perception is investigated. An experi-
ment to test the influence of the applied force on tactile perception thresholds for
electrovibration stimuli is discussed.

Finally, chapter 7 highlights the major contributions of the thesis. The ad-
vances enriching haptic feedback are discussed for the two complimentary studied
approaches. Future development perspectives of haptic feedback are proposed.
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2.1 Introduction

Historically, haptic feedback has been developed for teleoperation devices. The word
“haptics” refers to the capability of sensing an environment through touch. Haptic
devices are used in hazardous environment, as handling nuclear material, or surgi-
cal tools, to give the surgeon the possibility of finer movements. In either of those
cases the hand or the arm of the user is replaced or augmented with robotic parts.
While the user gains in force, precision or amplitude of movement, he looses the abil-
ity of feeling what the end effector of the robot touches. Two different modalities
are covered by haptic feedback: kinesthetic informations and tactile informations.
Kinesthesia (or proprioception) is the ability to perceive one’s body position, move-
ment and weight. Force feedback can stimulate the kinesthetic sense used, as for
example, in steer by wire. In those systems, the steering wheel is mechanically de-
coupled from the road, which necessitates to recreate through force feedback the
drive feeling of a traditional mechanical steering system. Tactile informations con-
cern the surface and material properties that our finger perceives by coming into
contact with an object and/or sliding on the surface. Tactile perception includes
perception of mechanical properties such as shapes, textures or stiffness through
mechanoreceptors, perception of temperature through thermoreceptors and percep-
tion of pain through nociceptors. Tactile feedback, is used for example, in a grasping
task for a robotic hand where the operator has to detect if the object is sliding out
of the hand. Different studies focused on the sense of touch at the skin level, in par-
ticular the finger’s skin, the fingertip being the end effector of many manipulation
and exploration tasks of the hand [30].

In this work the focus is on tactile feedback stimulation. In particular, tactile
feedback of buttons and textures on planar surfaces, compatible with visual displays,
i.e. transparent. As previously mentioned in chapter 1, haptic stimulation in the
form of tactile feedback has been added to smartphones in order to replace the
missing sensation of pressing a key. While a key-click feedback is important in order
to improve static interactions with a touchscreen, dynamic feedback is of interest to
provide a texture feedback. In this chapter, a literature survey on tactile stimulation
is presented. This survey does not aim to be exhaustive, but concentrates rather on
a few approaches which could tackle the challenge of rich (key-click and/or texture)
multi-point tactile feedback on large surfaces.

First section 2.2, aims to provide an understanding of the sense of touch, focusing
on the perception of mechanical properties. The different mechanoreceptors embed-
ded in the fingertip’s skin are presented. Each one reacts differently to the skin’s
mechanical deformation and enables to recognise different kind of information, such
as pressure or vibrations.

In section 2.3, quasi-static interfaces are presented. This category of interfaces
includes Braille displays and out-of-plane pins. They are able to display discrete
graphical information or contours. Other quasi-static interfaces include deformable
surfaces that are able to display continuous shapes to the user.

In section 2.4, dynamic interfaces are presented. They can either apply a lateral
force on the finger, stimulate it in the vibrotactile sensitivity range or even control
the friction between the finger and the surface. Electrocutaneous interfaces are also
considered to be part of this category.

In section 2.5, hybrid interfaces, which aim to combine several technologies in
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order to display haptic feedback with enhanced performance, are presented.

Finally, in section 2.6 a summary and discussion of the advantages and drawbacks
of each family is proposed.

2.2 The sense of touch

2.2.1 Mechanoreceptors

Tactile perception of mechanical properties of objects relies on four types of sensors,
called mechanoreceptors, located in the glabrous skin of the fingerpad, as shown in
Figure 2.1. Their role is to transform the mechanical deformations of the fingerpad
into electrical impulses directed to the brain. Researchers discovered the individual
roles of each receptors and how they react to the mechanical stimuli. The four types
of mechanoreceptors are : the Meissner corpuscles, the Merkel cells, the Ruffini
endings and the Pacinian corpuscles. These receptors are classified according to
their adaptation capability to a stimulus (FA for Fast Adaptating, SA for Slow
Adaptating) and to their sensitivity area (type I for small sensitivity area, type II
for wide sensitivity area).

Figure 2.1: The location and morphology of mechanoreceptors in hairy and hairless
(glabrous) skin of the human hand. Receptors are located in the superficial skin,
at the junction of the dermis and epidermis, and more deeply in the dermis and
subcutaneous tissue. The receptors of the glabrous skin are Meissner’s corpuscles
and Merkel disk receptors. The receptors of the hairy skin are hair receptors, Merkel
disk receptors (slightly different from their counterparts in the glabrous skin), and
bare nerve endings. Subcutaneous receptors, beneath both glabrous and hairy skin,
include Pacinian corpuscles and Ruffini endings, from [25].

The Meissner corpuscles are located at the dermis and epidermis junction. They
are the most numerous with a density of more than 100 corpuscles per square cen-
timetre on the fingerpad. They are said to be Rapid Adapting (RA), meaning that
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the electrical impulse generated by those corpuscles decays rapidly during a con-
tinuous mechanical stimulation. Their covered sensitivity area is small, between 3
mm and 5 mm, and are therefore classified as type I. Due to their small sensitivity
area, they give a relatively precise location information concerning the sensed stimu-
lus. Their fast adaptiveness makes them insensitive to very low frequencies of a few
Hertz. One identified interpretation of those signals is the perception of vibrations
generated by a sliding object, enabling grip pressure adjustment [47].

The Merkel disks are located at the same depth inside the finger’s skin. Similarly
to the Meissner corpuscles, they have a small sensitivity area and therefore are
classified as type I. Their density is around 50 cells per square centimetre. They
are however Slow Adapting (SA), which means that they fire electrical impulses as
long as the mechanical stimulation is present. Those cells perceive low frequencies
(0 to 3 Hz), which allows them to respond to pressure, coarse textures and shapes
generating spatial variation of the contact pressure [46].

The Ruffini endings are located much deeper in the dermis and have the lowest
density, with 10 endings per square centimetre. Slow Adapting (SA), they have a
larger sensitivity area than the previously mentioned mechanoreceptors (type II).
An identified role in the sense of touch is the detection of lateral stretch of the skin
when grasping an object or sliding the finger along a surface.

The Pacinian corpuscles are located in the deep dermis at a density of 30 cor-
puscles per square centimetre. They have a large sensitivity area (type II) and are
Rapid Adapting (RA). Their stimulus frequency response range goes from 50 Hz
to 500 Hz and qualifies them as the principal receptor for vibration sensing. As a
consequence of its very large sensitivity area, the perception of vibration is rather
diffuse and not sharply localised [26].

The characteristics of the four mechanoreceptors are presented in Table 2.1.

Merkel Ruffini Meissner Pacinian
discs endings corpuscles corpuscles

Property SA Type I SA Type II RA Type I RA Type II
Sensation Pressure Stretch Vibration Vibration

Frequency (Hz) 0-3 200-300 20-50 50-500
Sensitivity area Small Large Small Large

Adaptation Slow Slow Rapid Rapid

Table 2.1: Mechanoreceptors’ characteristics, from [25].

2.2.2 Shape versus texture

The different mechanoreceptors involved in the sense of touch being known, there
are still unknown mechanisms linking the response of the mechanoreceptors and the
construction of a particular tactile sensation in the brain. Several works focus on the
perception of texture, trying to determine the relation between the mechanoreceptors
responses and the explored surface characteristics [45], [37], [36]. The duplex theory
[37] proposes that beneath a certain roughness, textures are perceived by vibrations
whereas above a certain roughness, indentation of the fingertip takes over. This
threshold is most likely somewhere between 30 µm and 200 µm. This would mean
that in order to reproduce textures of a spatial resolution under this threshold, an
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induced vibration in the finger would be able to fulfil this task. However, if textures
of lower spatial resolution are targeted, this would require a physical indentation of
the finger.

2.3 Quasi-static interfaces

2.3.1 Pin-array interfaces

Braille displays are the most known devices in this category. Small stamped points
are felt by the finger while exploring the display surface. Transposing a static Braille
book to a refreshable Braille display (see Figure 2.2a) required the design of pin-
array interfaces. To replicate a Braille character, small pins arranged in a rectangular
fashion (2 x 4 = 8 pins, 2.54 mm distance between pins, see Figure 2.2b), repeated
one or more times to display one or more characters at once, are moved vertically by
piezoelectric actuators. Piezoelectric actuators use the reverse piezoelectric effect,
which is the internal generation of a mechanical strain from an applied electric field,
resulting in small changes in dimensions of the piezoelectric material. A piezoelectric
actuator in a bender configuration is used in Braille cells, as shown in Figure 2.2c.
The piezoelectric material bends when an electrical field is applied and raises the
pin. Those systems tend to be rather bulky, expensive and incompatible with the
transparency requirement of a touchscreen display.

(a) A Braille display, from [42].

(b) A piezoelectrically actuated
Braille cell.

(c) Piezoelectric bender
raising a pin.

Figure 2.2: Braille display, based on piezoelectric actuation.

To display more complex informations such as 2D graphical informations to the
finger, arrays of greater pin number were developed, using piezoelectric, electromag-
netic [24], shape memory alloy [6], thermopneumatic [81] actuation or motors [82].
[78] presents an 8 by 8 pin array display using Shape Memory Alloys (SMA) as
the actuation technology (2.54 mm pitch), shown in Figure 2.3a. The actuator is
1.5 mm in diameter and consists of an antagonist pair of SMA springs to raise or
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retract the pin at 1.5 Hz. When an SMA spring is electrically heated, its material
changes phase from martensite to austenite and recovers its compressed memorised
shape which actuates the pin (see Figure 2.3b. While this is a good alternative
to piezoelectric actuation in Braille display, SMA has a slow reaction time as it is
a thermomechanical actuation and cannot be transparently overlayed on a screen.
Displaying complex graphical patterns is also limited by the low resolution, here 64
pins.

(a) Tactile display. (b) SMA actuators with an antagonistic spring design.

Figure 2.3: SMA-based tactile display, from [78].

Those types of displays have the great advantage of being capable to deform
locally the fingerpad. This allows presentation of any 2D shape on the screen, either
buttons or contours of specific areas of interaction.

A tactile interface with a higher resolution (30 by 30 pins) is proposed by
[22]. The pins have large vertical strokes (100 mm) and are actuated with con-
ventional motors (see Figure 2.4a). However the distance between two pins is large
(≈ 3.175 mm). The system is capable of interaction with heavier objects than a
finger such as a ball, as shown in Figure 2.4b.

(a) InForm interface. (b) The shape display.

Figure 2.4: InForm interface, with 900 motorised white polystyrene pins, from [22].

Quasi-static interfaces are, by design, capable of multi-point feedback. Integra-
tion is however challenging. In terms of pin number and density, it is not possible
to integrate such systems in a touchscreen device. Furthermore, transparency is
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unlikely to be reached. The only possibility of superimposing visual information is a
top-down projection, which is impractical for hand-held devices. Another drawback
is the limited number of pins which limits the scope of their applications.

2.3.2 Deformable surfaces

Previous research focused on modifying the geometry of a screen to create different
shapes or even physical buttons [76],[33],[73]. The deformable surface is made of
a flexible material, such as rubber, which can be transparent. Different actuation
methods have been experimented. In the case of Tactus [76], a deformable layer is
superposed on a touchscreen, with small areas able to pop up to mimic buttons on
the key locations, as shown in Figure 2.5. Fluid is pumped to inflate and deflate
those areas on demand. By controlling the amount of fluid pumped, the buttons
stiffness can be dynamically adjusted. Users can feel the buttons and press them.

Figure 2.5: Inflatable keyboard overlay, from [76].

These interfaces are rather similar to pin arrays, as they are composed of a matrix
of actuators. However, they can offer a continuous out-of-plane tactile information
rather than the discrete tactile information provided by the pins. The integration
in current touchscreen devices is potentially compatible on the long-term. However,
this concept has some limitations. The buttons are not individually controlled. The
tactile inflatable layer is not reconfigurable due to the predefined button pattern.

Other prototypes used pneumatic actuation, as in [33]. [73] added the ability of
individually controlling the cells arranged in an hexagonal layout (2.54 cm distance
between cells). The approach is more reconfigurable than the previous concept, at
the expense of more actuation complexity (see Figure 2.6).

Figure 2.6: Haptic array prototype with four hexagonal cells, from [73].

While air or liquid are obvious choices, other fluids with specific characteristics
can be used. [44] uses a magneto-rheological (MR) fluid and an array of 12 by 7
electromagnets on a 10” format (see Figure 2.7). MR fluid is composed of small
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ferromagnetic micro particles. When a magnetic field is applied, the particles align
and create chains along the magnetic field lines. This effect generates an appar-
ent viscosity change which allows rendering different stiffnesses under the fingertip.
High frequency vibrations (up to 600 Hz) attract the user’s attention or quick on-off
transitions, replicating a key-click. [77] uses the same architecture, but based on
electro-rheological (ER) fluids. In this case, the magnetic field is replaced by the
application of a high electric field.

(a) Interface, with top-down visual projec-
tion

(b) Exploded view of sys-
tem design: a) latex touch
and projection surface, b)
MR fluid pouch, c) resis-
tive touch input pad, d)
array of electromagnets.

Figure 2.7: MudPad interface, from [44].

The possibility of embedding a 3 by 3 Electro-Active Polymer (EAP) actuator
array underneath a flexible display is explored in [57] (see Figure 2.8b). EAP are
polymers that exhibit a change in size or shape when an electric field is applied.
Two types exists: in the dielectric type, the actuation is caused by electrostatic
forces between two electrodes which squeezes the polymer, whereas in the ionic
type, actuation is caused by the displacement of ions inside the polymer. Here, the
EAP cells are of the dielectric type and are designed to extend perpendicularly to the
surface, deforming the display layer, as seen in Figure 2.8a. The cells interdistance
is 10 mm.

(a) EAP based actuator matrix.
(b) Integrated Visio-
Haptic Display Module.

Figure 2.8: EAP based actuator matrix, from [57].

While providing a shape changing surface and therefore, a button-type feedback,
those types of interfaces are facing the same limitations as pin arrays. Most of
the actuation principles cannot be easily integrated on a hand-held touchscreen
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device.When a fluid is used, encapsulation is an issue to be accurately addressed.
In the previous designs, the lowest achieved resolution is 10 mm.

As a response to those limitations, dynamic feedback interfaces have been pro-
posed to try to overcome some of the limitations of quasi-static interfaces.

2.4 Dynamic interfaces

2.4.1 Lateral motion

Lateral skin deformation has been explored by different research teams. When
sliding a finger across a bump, a force is opposed to the finger’s movement with
the force’s direction and magnitude related to the bump’s slope (see Figure 2.9b),
[70] introduced a haptic feedback interface (see Figure 2.9a reproducing the force
cues of a bump or hole while exploring a flat surface, as shown in Figure 2.9c. This
haptic illusion enabled users to feel a bump or a hole on a flat interaction surface,
and therefore would allow rendering of 3D features on a flat surface. This principle
was adapted in several papers to tactile screens [71], [88].

(a) Side (1) and front (2) views of the apparatus. Subjects
pressed down on the interface’s plate and roll it sideways (x-
axis in 2) to explore the shape of an interchangeable physical
surface.

(b) Physical and virtual bumps and holes.

(c) Forces exerted by a bump on a finger.

Figure 2.9: While subjects explored a flat surface, the haptic interface provided
forces cues (in dashed lines) equivalent to Fpx, the horizontal component of the
force exerted on the finger by moving across a physical bump or hole (in plain
lines), from [70].

A display based on lateral force feedback and direction controlled mechanical
vibrations is introduced in [71]. The lateral force feedback is generated through
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a set of cables linked to a manipulation tool. Here, to explore the surface, the
user applies its finger on a small pad, which is linked through four cables to four
motors located on the corners of the screen, as shown in Figure 2.10. By controlling
the motors, lateral force can be applied to the pad. The device is able to brake
or accelerate the finger in any direction. [71] presents a method to display both
macrogeometric (shapes) and microgeometric (texture) information based on lateral
force and direction-controlled mechanical vibration (around 0-400 Hz).

Figure 2.10: Lateral force feedback display for rendering haptic texture and geome-
try, from [71].

A set-up similar to [71] is presented in [88] with two thimbles allowing interaction
with two fingers. This enables 3-DOF manipulation force feedback (two in-plane
translation and a torque), as shown in Figure 2.11. The device allows the user to
feel grasping forces and the torque of a virtual wrench.

Figure 2.11: The FingViewer touch screen, from [88].

The proposed approach can apply high forces to the fingers which provides a
rich user experience in haptic interaction. However, due to the size of the motors
and to partial occlusion of the screen, the system cannot be integrated on mobile
touchscreen devices.
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2.4.2 Vibrotactile interfaces

As mentioned in subsection 2.2.1, Pacinian corpuscles’ sensitivity to vibrations lie
between 50 and 500 Hz with peak sensitivity at around 250 Hz [75]. Most hand-
held devices use this frequency range to silently inform users of calls, to notify and
enhance visual and audio feedback on tactile keyboards. The vibration is transmit-
ted to the whole device, thus generating a “global feedback”. As opposed to this
approach, the use of specific technologies such as time reversal allows to localise
vibrations on a specific part of the interactive surface. This opened the possibility
of multi-point haptic feedback and will be referred as “localised vibrations”.

Global vibrations

The common way to generate haptic feedback is relying on the use of cost-effective,
compact rotating motors with an eccentric mass. It is an easy way to produce
vibrations inside a device. Because of the direct link between the rotation frequency
and the input voltage, the quality of the generated feedback by such motors is rather
poor and limited. In addition, the reaction time is low (tens of milliseconds), which
generates a delay during the interaction.

Several technologies, such as electromagnetic actuators, voice-coils, and piezo-
electric [67] actuators increase the controllability of the perceived vibrations. This
greatly improves the key-click feedback, making it more realistic. Moreover, it is
also possible to simulate simple textures with those actuators.

Figure 2.12: The TouchEngine, a 0.5 mm thick piezoelectric bender actuator, from
[67].

The study of specific patterns in order to design and evaluate the most identi-
fiable key-click signals for mobile devices is proposed in [11]. Different frequencies,
amplitudes and repetition cycle are tested to identify the best haptically perceived
signals.

Other experiments try to replicate force-displacement behaviour of real buttons
with a haptic illusion based only on vibrations. A virtual button-type haptic feed-
back device built with a low-cost electromagnetic actuator and a pressure sensor is
presented in [55], (see Figure 2.13a). The proposed method aims to provide haptic
feedback, not only for key-clicks but also for the movement of the key before and af-
ter transition points in a force-displacement curve, with specific vibration patterns,
as shown in Figure 2.13b. A user study concluded that six different virtual buttons
were discriminated at a rate of 94.1%, and that the association of four virtual but-
tons with their physical counterparts was successful at a rate of 79.2%, showing that
the resultant haptic feedback is realistic and distinctive.
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(a) Virtual button feedback device. (b) Force-displacement behaviour illusion.

Figure 2.13: Virtual buttons based on a vibrotactile haptic illusion, from [55].

By laterally vibrating the contact surface with the fingertip at a frequency within
the vibrotactile frequency range (50− 500 Hz), it is possible to simulate a texture.
The set-up in [83] is able to measure the force of interaction while a finger explores a
texture and replay it (see Figure 2.14). The samples were placed on the tray A. The
finger D position was measured by a linear variable differential transformer sensor
attached to the fingernail. The interaction forces induce flexural deformations of the
leaf springs H along x and in the piezoelectric bender B (500 Hz bandwidth). The
position of the finger, the net force, and the tangential force are measured by the
transducer (see Figure 2.14a), giving a texture spectrogram, as shown in Figure 2.15
(spectrogram of a triangular grating of a 1 mm spatial period). The transducer is
guided by a linear bearing E which is located by an encoder F. The fingertip rests
on the tray A and the transducer tracked the position of the finger D resting in a
cradle G, thus relieving the fingertip from lateral loads. As the slider moves with
the finger, the transducer stimulated the fingertip, as shown in Figure 2.14b. The
device was used to record and reproduce 5 different texture samples. 3 out of 5 real
samples were presented to users, who had to identify and match them either with
real comparison textures or with simulated ones. The success rate for simulated
textures was high (75 %) but not as high as for comparison to real textures (93 %).

C

B
H

A

(a) Texture sensing. (b) Texture reproduction.

Figure 2.14: Lateral force stimulator. A) tray, B) piezoelectric bender, C) clamp,
D) finger, E) linear bearing, F) encoder, G) cradle, H) leaf springs, from [83].

In this section a few illustrative examples of how to use a single large bandwidth
actuator to display rich tactile informations are presented. It is possible to simulate
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Figure 2.15: Spatial spectrogram of a texture, from [83].

key-clicks and to reproduce different surface roughnesses with only vibrations. How-
ever, a single actuator as used in the previous concepts will not be able to provide
a multi-point feedback.

Localised vibrations

One way to achieve localised vibrations is to develop array designs of micro-actuators
with high dynamics. VITAL, the interface proposed in [4], is a matrix of 8 by 8 elec-
tromagnetic actuators (5 mm inter-distance) able to produce up to 100 µm displace-
ment from DC to 800 Hz, as shown in Figure 2.16. The amplitude and frequency
of each actuator is independent, which enables to display dynamic patterns. One
limitation of this design is spatial resolution that cannot go beyond a certain limit
due to the crosstalk between the micro-actuators’ magnetic field.

(a) The tactile display. (b) The pcb layer and the micro-coil actuators.

Figure 2.16: VITAL, an 8 by 8 vibrotactile display with an integrated laser-cut
flexible membrane, from [4].

Lateral vibrations can also be localised with a 10 by 10 arrangement of piezo-
electric benders [66] (see Figure 2.17a). The actuators’ inter-distance is 1 mm, as
shown in Figure 2.17b. The interaction is referred to as lateral skin stretch. A pair
of adjacent actuators is activated to cause successive stretch and compression of a
patch of skin. A progressive wave is created by time-overlapping strain changes in
successive neighbouring patches. Most subjects described the pattern as one small
raised dot sliding under the fingertip.

Integration of in-plane and out-of-plane localised vibrotactile feedback approaches
in handheld devices is challenging due to their non transparent nature. This led to
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(a) The tactile display. (b) The piezoelectric combs.

Figure 2.17: STReSS device with piezoelectric benders, from [66].

the introduction of additive interference, which is an interesting approach to gener-
ate localised vibrotactile feedback. It consists of generating acoustic waves emitted
from different positions on a given surface. The different impulses are synchronised,
which allows the vibration flow to add up at a specific point of the surface. In [53]
a simple device demonstrating the concept is presented. It is based on two rotating
motors with an eccentric mass. Each motor generates a vibrotactile wave, that is
below the detection threshold. Then the two waves interfere, their amplitudes are
summed up and exceed the detection threshold of the finger (see Figure 2.18). To
control the interference’s location, the waves are generated with a time difference
between both actuators. If the time difference is null, the interference is located at
a position equidistant from both actuators.

Figure 2.18: Additive interference relying on the synchronisation of two vibrotactile
signals emitted by two distinct actuators, from [53].

30



2.4. DYNAMIC INTERFACES

Based on this first introduction of acoustic waves to produce additive interfer-
ence, a novel approach, called Time Reversal, has been developed to improve the
localisation of tactile feedback. Time reversal of flexural waves has been previously
implemented on thin plates in [40], to address the multi-point feedback challenge.
The process relies on focusing flexural waves in a solid material. It generates a con-
structive interference of flexural waves produced by actuators located on the borders
of the surface, as presented in Figure 2.19. As this approach can take into account
the reverberation of flexural waves, it is possible to generate a local vibration with
just one transducer. However, the use of several transducers improves the total am-
plitude of the produced vibration. With 8 piezoelectric actuators driven at 30 V, a
displacement amplitude of 10 µm can be generated. Due to a very short duration of
the focalisation, the sensitivity threshold to detect a single focalisation was found to
be between 10 and 15 µm of displacement’s amplitude and the resolution (minimal
distance between two vibration peaks) was found to be 10 mm. The required dura-
tion of focalisation varies from 2 to 5 ms [38]. This allows to repeat the focalisation
at a frequency of 200 to 500 Hz which can be easily perceived by the finger. When
a transparent material, such as glass or PMMA, is used as a plate in which acoustic
waves are propagated, the integration of a visual display becomes possible. The
principle is also compatible with simultaneous multiple local vibrations.

Piezoelectric actuators

Figure 2.19: Localised normal displacement generated through time reversal. Dis-
placement measured at focus instant (out-of-plane displacement scaled up for clar-
ity), from [39].

2.4.3 Variable Friction

Another concept relies on varying friction coefficient between the finger and the
explored surface. The user is able to perceive different surface roughnesses. Three
different approaches can achieve variable friction: surface acoustic waves (SAWs),
squeeze film and electrovibration. The first two rely on mechanical vibrations
whereas the third one uses the attractive effect of electrostatic forces.
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Surface Acoustic Waves (SAWs)

The device in [56] is composed of a glass substrate and two Inter Digital Transducers
(IDTs) formed on a piezoelectric substrate (see Figure 2.20). The IDTs generate a
vibration, which is transmitted to the vibrating plate through a coupling material.
Both IDTs generate progressive waves, which are combined in a standing wave on
the vibrating plate (see Figure 2.20a). An intermediate stiff object (an aluminium
slider) is required to feel the effect in the finger (see Figure 2.20b). The standing
wave reduces the friction between the slider and the plate. Friction coefficient is
reduced from 0.2 to 0.1 with a standing wave’s amplitude of 12 nm. The use of
an intermediate part essential to feel the tactile effect limits however the scope of
industrial applications for touchscreens.

(a) Glass substrate and IDT transducers. (b) Friction shift by switching SAWs.

Figure 2.20: Variable friction interface with SAWs, from [56].

Squeeze film

While the previous device relies on vibration amplitudes in the nanometer range
and an intermediate object, the squeeze film effect is able to display tactile textures
directly to the fingertip through vibration amplitudes in the micrometer range.
Squeeze film devices provide a constant stimulation all over the touched surface
which is vibrating at a single specific frequency above 20 kHz and an amplitude
above 1 µm. The high frequency vibrations induce an effect similar to air lubrica-
tion. A thin film of air is “squeezed” between the surface and the finger, as shown
in Figure 2.21. The friction reduction can be explained using the squeeze film air
bearing theory, which is detailed in [84].

Figure 2.21: The squeeze film effect: controlled vibration of a surface creates an air
film which reduces its friction coefficient, from [9].
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The first studies on variable friction devices were carried out in 2007 [85]. The
set-up consists of a �25 mm circular glass plate glued on a piezoelectric ceramic disk
of the same diameter. The piezoelectric actuator is driven at a resonant frequency
of 33 kHz. At 40 Vpp, the friction coefficient is approximately reduced ten times.
A sine wave pattern (spatial period of 1 cm) was generated on the plate and users
were asked to describe the sensation perceived as they moved their finger across the
plate. They described the sensation as “smooth bumps”.

Another variable friction device is proposed in [60], using a piezoelectric disk
(�16 mm) glued on the back of a glass plate of greater dimension (3 by 3 inches,
see Figure 2.22a). It appears that the friction reduction is not uniform all over
the surface. The friction does not drop on the nodal lines, which are depicted in
Figure 2.22b for two different resonant frequencies. An attempt to overcome uneven
friction reduction is to use different resonant frequencies according to the finger’s
position.

(a) Variable friction glass plate
and piezoelectric transducer.

(b) Visualising nodal lines at different resonant
frequencies with salt.

Figure 2.22: Variable friction tactile display, from [60].

An improved version of the device is presented in [58]. The piezoelectric actu-
ated glass surface vibrates at 26 kHz which reduces the friction coefficient of the
surface from 1.0 to 0.15. The surface lies on top of an LCD screen, as shown in
Figure 2.23a. A 57 by 76 mm touchscreen is created with laser based measurement
of finger position (see Figure 2.23b). In a study, participants were asked to slide
their finger from a starting point to a target point. Friction was variable across
the surface and high over the target. With friction reduced across the surface, it
increased users’ confidence in moving towards the target, allowing them to approach
more quickly without compromising ability to stop abruptly on the target and select
it accurately.

One of the latest versions of a device called STIMTAC is presented in [28]. It
embeds an LCD screen to display different textures (see Figure 2.24). Guidelines
are provided for an efficient squeeze film effect. A flexural vibration mode with a
wavelength equal to twice the fingertip’s width should be used, with a peak to peak
vibration amplitude of at least 1 µm and a resonance frequency above 25 kHz. A
flexural vibration mode at 31.2 kHz is selected for the presented device and two
piezoelectric actuators are glued at the two opposite sides of the plate. Their width
is designed in order to have the same resonant frequency as the glass plate. In
order to easily detect the tactile display patterns, a vibration’s amplitude of 1.6 µm,
corresponding to an actuation voltage of 150 V is required.
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(a) (b)

Figure 2.23: a) Picture and b) structure of the variable friction device, from [60].

Figure 2.24: STIMTAC device, from [28].

The STIMTAC device has been used to simulate different fabrics such as velvet
[8]. The friction modulation control signal is qualitatively designed from velvet’s
characteristics identified by a tribological study. Four tribological features were
determined as characteristics to simulate: the friction coefficients in the sliding di-
rections with and against the pile (higher when sliding against the pile than sliding
along the pile main direction), the transient behaviour corresponding to the change
of sliding direction from along to against the pile and a fiber tuft frequency of vari-
ation of the friction coefficient (see Figure 2.25). The influence of each tribological
feature on the tactile rendering is studied via psychophysical studies comparing real
and simulated fabrics. The results show the friction coefficient must vary in accor-
dance with the sliding direction, and also the high variation frequency of the friction
coefficient, simulating the fiber tuft frequency, is important for the tactile illusion.

A method to generate a squeeze film effect of two different intensities along
a beam, pointing towards the possibility of a multi-point squeeze film device is
presented [27]. A multi-modal approach is used, which consists of exciting two
successive flexural modes of the beam, around the middle of their resonant frequency.
Combining two successive bending modes enables to obtain two different vibration
amplitudes in two points of the beam, because each vibration mode has a specific
modal amplitude.

The squeeze film enables to generate subtle effects thanks to the variable friction.
Texture simulation as previously mentioned is of prime importance, however it is
inherently single touch. Recent developments are targeting multi-point feedback but
it seems to be rather difficult to reach.
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Figure 2.25: Model friction curve with the tribological features used for the STIM-
TAC signal control, from [8]. Different signals are used to reproduce the sensation of
exploring velvet fabrics (an f1 friction level while exploring along the pile, an lower
f2 friction level while exploring against the pile, fs the friction level while changing
direction of exploration and a modulation fa1 and fa2 to reproduce the fiber tuft.

Electrovibration effect

Electrovibration was first reported by [59] in 1953, as a perceived effect resulting
from tactile exploration of metallic surfaces covered by a thin layer of insulator and
connected to an alternating voltage source. The effect induces an increase in the fric-
tion coefficient which makes the smooth metallic surface feel rougher. A sensation
of vibration is perceived in the finger. The effect was later called electrovibration
[31]. The insulating layer acts as the dielectric component of a capacitor. The two
conductive plates are the metallic surface and the skin. If an alternating voltage is
connected to the metallic surface, as shown in Figure 2.26, an intermittent electro-
static force is created between both plates of the capacitor, attracting the fingertip
towards the surface. It was also noted that if the user was standing without shoes on
a brick floor, the sensations were increased compared to a user wearing rubber-soled
shoes. In order to maximise the effect, the user has to share a common ground with
the stimulating device, which is depicted by a ground connection in Figure 2.26.

Ground connection
Voltage source
Insulator layer
Electrode layer
Structural layer

Figure 2.26: Principle of an electrovibration tactile device, with grounding wire,
from [62].

As a result of the generated attractive electrostatic force, for which a model is
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proposed in [61], [80], the apparent friction of the finger on the surface is increased.
The variation in tangential force occurring during an exploratory motion generates
an illusion of texture (see Figure 2.27). While the finger moves, the outer layer of skin
adheres more to the surface, resulting in a shearing deformation on the fingertip’s
skin. On the other hand when the finger is stationary nothing is perceived. The
electrovibration approach can only provide feedback during active exploration, which
makes it suitable for simulating texture.

Figure 2.27: As the finger moves across the screen, the electrostatic force is varied
according to the targeted texture feedback, from [3].

The use of this effect in a tactile display was demonstrated by [74] in 1970 with
a small electrode array (10 by 18 electrodes) covered by a thin insulating layer.
When the electrodes are powered with an AC voltage, a texture can be perceived by
the user. The matrix-like structure allows rendering different shapes and patterns
at fingers exploring the display. The opaque and bulky structure is nevertheless
incompatible with a touch screen use.

More recently its integration with a touch input screen embedding a transparent
electrode material (Indium Tin Oxyde, ITO) was demonstrated in [3]. Perceptive
studies were carried out in an attempt to characterise the sensation produced by
electrovibration. Low frequency stimuli (80 Hz) were rated as “sticky”, whereas high
frequency stimuli (400 Hz) were described as “smooth”. An increase of the amplitude
at 80 Hz and 400 Hz was perceived as rendering the sensation even “smoother”. The
variation of the signal’s amplitude and the waveform are critical parameters that
modify the displayed textures (see Figure 2.28).

Figure 2.28: Different textures produce different sensations, e.g. simulated textured
metal, from [3].
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A rendering algorithm to produce tactile illusions of 3D geometric features on a
flat transparent touchscreen is presented in [54] by controlling the friction between
the fingertip and the touchscreen using electrovibration (see Figure 2.29a). To create
the illusion of a bump, the algorithm relies on mapping the gradient of the virtual
bump to lateral friction forces (see Figure 2.29b). The mapped friction force is
then used as a control signal to generate the electrovibration stimulation. A user
study concluded that participants are three times more likely to prefer gradient force
profiles than other commonly used rendering profiles, such as a simple height profile.

(a) Electrovibration display. (b) Slope and height profile of a bump.

Figure 2.29: 3D bump simulated by electrovibration friction control, from [54].

The previously mentioned work relied on ITO electrodes, which is a brittle ma-
terial. An electrovibration set-up used graphene as new electrode material, which
is flexible, for the insulated conductive surface [68]. This allows the system to be
compliant with bendable devices.

Although electrovibration has great potential for texture reproduction [2] it suf-
fers from several disadvantages. The sensation depends on the conductivity and the
thickness of the user’s skin [49]. Long rubbing of the finger on a surface triggers
finger perspiration and humidity that degrade the strength of the electrovibration
sensation. Screen cleanliness (grease or dust) has also an influence on the elicited
sensation. One approach to overcome this problem is to use an intermediate pad of
conductive material [86]. The electrostatic forces generated in this case are between
the electrodes and the pad (see Figure 2.30). The forces exerted on the slider are
then mechanically transmitted to the finger. The effect is therefore independent
from the contact conditions, as opposed to the effect of sweat or variation in skin
resistance [3]. This category of devices falls into the electrostatic type but lacks the
direct natural interaction between the finger and the screen.

An electrovibration display relying on several sliders is presented by [64]. Instead
of exciting the stator electrodes, several sliders are connected to signal generators
and amplifiers (see Figure 2.31). The stator is connected to the ground. This
configuration allows different stimuli on each finger, providing multi-point feedback,
as shown in Figure 2.31a. Higher voltages and larger pads can be used to generate
larger forces than systems using directly the fingertip. A bumpy surface and walls
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Figure 2.30: Principle of tactile simulation, with an intermediary slider, from [86].

were simulated (see Figure 2.31b). The pad motion is braked by the bumps and
stopped by the wall. Although this approach overcomes the limitation of grounding
the user, it can hardly be commercialised due to the wired mobile parts.

(a) Pads with different voltages stimulate fingers in-
dependently.

(b) Voltage profiles corresponding to grayscale image:
bump (upper) and wall (lower).

Figure 2.31: A multi-finger electrostatic tactile display, from [64].

Both squeeze film and electrovibration rely on friction variation, which is per-
ceivable only while dynamically exploring the surface. In terms of haptic feedback,
they are able to simulate textures. However, they do not provide any feedback when
the finger is static. Squeeze film seems to be limited to single point feedback as the
whole interaction surface is vibrating whereas electrovibration can be extended to
multi-point feedback, by using specific array-like electrodes arrangement, which are
integrated on a transparent screen in [32].
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2.4.4 Electrocutaneous stimulation

The previous devices focused on mechanical stimulations of the finger. Another
alternative is to directly stimulate the nerve endings in the fingertip with an electric
current. This process is called electrocutaneous stimulation. While [74] initially
proposed an electrovibration device, the same electrode array was also tested without
the insulating cover material. A current of a few mA is supplied to elicit a sensation
on the finger. Compared to previous approaches, electrocutaneous stimulation has
the advantage of being able to produce tactile feedback for both static and dynamic
fingers. Fabrication of electrode arrays with a transparent conductive material such
as ITO allows to use this approach on touchscreens (see Figure 2.32) [51].

Active electrodes

Detected finger position

Figure 2.32: Transparent electrode array of an electrocutaneous display. Active
electrodes and detected finger position, from [51].

On the other hand the difficulties of building an efficient electrocutaneous display
are pointed out in [50]: Abrupt motion of the finger on the electrode array can cause
an electric shock sensation. Furthermore, sweat alters the contact conditions and
therefore the sensation’s intensity (see Figure 2.33a). In addition, the two thresholds
for tactile perception and pain are close to each other.Due to spatial variation of the
perceived sensation, it is impossible to globally tune the intensity of the sensation
without locally attaining the pain threshold (see Figure 2.33b). A real-time feedback
of the contact impedance (1.45 µs feedback loop is achieved) to be able to adjust
the sensation at each electrode individually is proposed in [50].

(a) Variability caused by sweat and contact
conditions. (b) Variation of tactile and pain thresholds.

Figure 2.33: Factors causing the sensation variability of electrotactile displays, from
[50].
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2.5 Hybrid interfaces

As noted from the previous sections, no single technology is able to fulfil all the chal-
lenges faced by haptic feedback on large surfaces: rich feedback such as key-click
and texture stimulation, multi-point feedback, and ease of integration on touch-
screens. Several research work, presented hereafter, propose to combine different
tactile feedback technologies in order to enrich the haptic feedback.

A combination of a variable friction device based on squeeze film such as the
one developed in [58] and key-click feedback relying on piezoelectric actuators is
presented in [15] (see Figure 2.34). This enables the combination of texture feedback
from variable friction (amplitude modulation of a 30 kHz squeeze film) and key-click
feedback (500 Hz sine wave). However, the device is only providing global haptic
feedback (same sensation for each finger).

Figure 2.34: Friction control and vibrotactile feedback system, from [15].

A haptic display combining both lateral and normal vibrations is presented in
[16], in order to generate lateral forces on the fingertip (see Figure 2.35). Both
transducers are synchronised at the same ultrasonic resonant frequency (≈ 22.3
KHz). The phase difference between these vibrational modes is used to control
the magnitude and direction of the lateral force generated on the finger (maximum
lateral force around 70 mN). A slope profile can be applied to the lateral force
generation, in order to create a bump illusion.

While the previous device produced lateral vibration along only one axis, [63]
combines a variable friction device with a mechanism capable of motion along two
axes. This allows to apply forces in any in-plane direction on the fingertip while
controlling the surface’s friction (see Figure 2.36).

Although the generation of a lateral force on the fingertip by those devices is of
interest, they are inherently single point feedback devices.

Variable friction approaches can also be combined. [29] presents the merging of
squeeze film and electrovibration on a flat, non-transparent surface (see Figure 2.37).
Squeeze film, controlled by a square signal at 5 Hz, W(t), is used to decrease the
friction between the sliding finger and the surface. Electrovibration, controlled by
pulses at 20 Hz V(t), is used to increase the friction. The dynamic forces are
measured while combining both effects. The normal force of the finger on the surface
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Figure 2.35: LateralPad, friction control and lateral force feedback system, from
[15].

Figure 2.36: ActivePad, friction control and lateral force feedback system, from [63].

is constant at 0.6 N. When only electrovibration is activated, the lateral force Ft
resulting from the friction variation shows pulses at around 0.3 N. Squeeze film
alone decreases the lateral force from 0.25 to 0.2 N. When both effects are activated,
the electrovibration induced lateral force pulses are decreased from 0.3 to 0.25 N.
A model of the lateral force generation is proposed. Combining both approaches
allows a broader friction coefficient variation range.
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Figure 2.37: Combination of squeeze film effect modulated at 5 Hz (W) and elec-
trovibration at 20 Hz (V). Lateral force Ft (measurements in blue, model in red),
from [29].

2.6 Discussion and motivation of this work

Currently, there is no technology that is able to cover the whole range of haptic
feedback. It is for example possible to generate physical buttons through surface
deformation. Low frequency vibrations can produce a key-click feedback and high
frequency vibrations, or better friction control, are able to display different textures
while exploring a surface.

A comparative study is proposed based on the following four characteristics: ease
of integration, multi-point feedback capability, key-click feedback, texture feedback
(see Table 2.2).

Each technology relies on different actuators. Motors or electromagnets are for
example bulky and integration becomes really challenging for large screen appli-
cation. Piezoelectric actuators are relatively easier to integrate on touchscreen.
Approaches based on mobile parts add mechanical complexity, while fixed vibrating
parts are simpler to integrate. These characteristics are denoted in the integration
criterion.

The localised or non localised character of the haptic feedback is also of interest.
This results in the multi-point feedback capability of the device. A comparative
criterion would be the spatial resolution of the tactile feedback.
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The type of tactile feedback generated by each approach is of course of particular
interest. Buttons enable to convey a key-click feeling to the user and textures
enable to modify the surface roughness and to differentiate specific areas.

Integration Multi-point Button Texture
Pin array – ++ + -

Deformable surfaces – ++ ++ -
Lateral motion – - - +

Vibrotactile ++ - + +
Time Reversal + ++ + +
Squeeze Film + - - ++

Electrovibration + + - ++
Electrocutaneous - ++ - -

Table 2.2: Comparative study of the different haptic stimulation approaches.

Best suited for button feedback are deformable surfaces, then vibrators and time
reversal. Deformable surfaces are however difficult to integrate in a touchscreen-
based device, leaving vibrators and time-reversal as candidates.

Simple vibrators lack the multi-point feedback capability. However, this makes
the time reversal of acoustic waves the first choice for key-click feedback.

For textures reproduction, squeeze film and electrovibration are the most inter-
esting candidates. It is however difficult to localise squeeze film, which was demon-
strated on beams [27]. Adapting electrovibration to local feedback is mainly tech-
nical challenge. Instead of having a single electrode on the screen, as in [3], several
work proposed electrode arrangements to enable localised feedback [13] [52].

This comparative study strengthened our choice to study the complementarity
between time reversal of acoustic waves, for its localised vibrotactile feedback, and
electrovibration, for its friction based texture rendering.
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3.1 Introduction

Time reversal of flexural waves has been previously implemented on thin plates,
to address the multi-point haptic feedback challenge [38]. The process relies on
the focusing of flexural waves in a solid material. A constructive interference of
flexural waves is generated at one or several points using actuators located on the
perimeter of the surface. This allows the production of multiple localised vibrations
simultaneously. The choice of a transparent material makes time reversal compatible
with visual displays.

First, in section 3.2, the theory behind the time reversal approach is detailed. The
general equation as well as practical implementation considerations are presented.

The main parameters influencing the process, such as the contrast ratio, the
amplitude deformation or the number of actuators are then presented in section 3.3.
The links between the different parameters are studied in detail and engineering
trade-offs are proposed and discussed.

An analytical model based on Kirchhoff’s equation for wave propagation to com-
pute the spatial resolution of time reversal of flexural waves applied to plates is
presented in section 3.4. A method to estimate the material characteristics of the
plate is introduced to tune the model. Experimental measurements are then com-
pared to the proposed model. Finally, the displacement amplitude of the focus
point is measured and the relation between the amplitude and frequency band used
is analysed.

The different considerations on the design parameters are then summarised in
section 3.5 in order to reach design guidelines for devices integrating time reversal.

3.2 Theory of Time Reversal

3.2.1 Principle

Time reversal is a computational technique that takes advantage of the wave propa-
gation’s reversibility. The wave propagation equation in thin plates is described by
the Kirchhoff-Love theory: ρ∂2u/∂t2 +D∇4u = 0, with ρ the surface density, u the
material displacement, t the time and D the plate’s bending rigidity. This equation
has a special behaviour with respect to the temporal variable: it contains only a
second order time derivative operator. Any solution of this equation including initial
and boundary conditions is symmetrical. This observation is the starting point of
the time reversal approach. If u(t) is a solution of the propagation equation, then
u(−t) is also a valid solution. t can be substituted by −t, meaning that if the waves
produced by an impact are recorded and played backwards, they will focus at the
original impact’s location.

It is shown in [21] that it is possible to measure the temporal evolution of a
wave-field inside a bounded propagation medium at discrete locations to be able to
reconstruct the wave-field’s initial state. Driving transducers at the same discrete
locations with the previous measurements in a time-reversed configuration enables
to reconstruct the whole wave-field at a given instant (see Figure 3.1).

Time reversal therefore enables the spatial and temporal focusing of mechanical
waves using a set of remote transducers in a reverberating, dispersive, and even
scattering medium, as long as it is stationary.
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(a) Recording. (b) Emitting.

Figure 3.1: Principle of time reversal. An impact is generated at location a. A wave
is propagated in the medium and is recorded by a set of transducers. These signals
are time-reversed and emitted by the same transducers to obtain the reconstruction
of the original impulse, from [40].

3.2.2 The fundamentals of time reversal

In a bounded domain φ, hab(t) is the measured velocity of a point b, resulting from
the application of a force impulse applied at time t = 0 at point a (see Figure 3.2).
Thanks to the reciprocity principle, the sensor and the actuator can be interchanged,
so that the signal recorded at a due to an impulse of force applied at b is the same,
which means that hab(t) = hba(t). Supposing now that the force applied at b is the
response at a to an impulse applied at b, but inverted and shifted in time by T ,
that is, fb(t) = hab(T − t), the velocity at a point c is given by

vc(t) = fb(t)⊗ hbc(t) = hab(T − t)⊗ hbc(t) =

∫ t

0

hab(T − ξ)hbc(t− ξ)dξ (3.1)

where ⊗ is the convolution operation and ξ the variable of integration. If hab
and hbc are not correlated, waves interfere non-constructively, giving a background
noise that can be modelled by a random signal with zero-mean velocity and standard
deviation σ [18]. Applying the reciprocity principle, setting c = a, and time t = T
in Equation 3.1 gives,

va(T ) =

∫ T

0

h2ab(T − ξ)dξ (3.2)

The interference is now constructive, yielding a peak of signal localised in space
and in time. This process is graphically represented in Figure 3.2 for a two dimen-
sional domain.

3.2.3 Signal processing

Calibration and focusing

Time reversal focusing of flexural waves in thin plates is achieved in two steps. In
a first step, an impulse source located at point a produces flexural waves which
propagate and reverberate in the material. A set of Q transducers record the re-
sulting out-of-plane displacements during a period T . The signal recorded by each
transducer is the initial portion of the impulse response, haq(t), between the source’s
location a and a transducer’s location q. In a second step, the time reversed impulse
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(a) Measurement. (b) Time reversal.

Figure 3.2: Time-reversal applied to a reverberant cavity. a) The velocity response at
b of a force impulse applied at a is recorded and the initial portion of the signal length
T is cropped. b) The signal is time-reversed and used as an actuator signal in b.
Waves propagate and reverberate to eventually refocus in a. Perfect reconstruction
would entail an infinitely long window and the absence of transducer noise. In
practice, the response separates into a signal, as in a, and a background noise, as in
a and c, from [41].

responses haq(T − t) are used as driving voltage for the transducers. This leads to
the focusing of the waves at point a and at time t = T .

From mechanical impacts to electrical white noise

The basic time reversal process described in the previous section appears to be
simple but its implementation implies some challenges. The first one is to produce
repeatable and calibrated mechanical impacts at the desired focusing point. The
second challenge implies the use of a first dedicated electronics for signal acquisition
during the calibration step and a second dedicated electronics for emission during the
focusing step. Using the reciprocity principle, [38] showed that inverting the emission
and the reception points gives an identical impulse response signal (haq(t) = hqa(t)).
The impulse responses can be acquired by sending separately an electric impulse
vq(t) ≈ δ(t) to each transducer q and recording the displacement ua(t) at the focusing
point a. The benefits are twofold: a short electric impulse is easier to generate in
a repeatable manner than a mechanical impact and the transducers (piezoelectric
actuators) are the same in the calibration and focusing step, reducing the electronics
requirements.

Furthermore, it is possible to increase the input energy and thus, the signal-
to-noise ratio of the acquired signals by replacing the short electric impulse with
a wide band signal such as white noise [38]. In the frequency domain, the ratio
of the measured displacement Ua(ω) to the driving voltage Vq(ω) gives the transfer

function, Haq = Ua(ω)
Vq(ω)

. The impulse response haq(t) is the inverse Fourier transform

of the transfer function Haq(ω). Therefore it is possible to get the needed impulse
responses haq(t) = TF−1[Haq(ω)], where TF−1 is the inverse Fourier transform.

These improvements in the signal acquisition process are depicted in Figure 3.3a.
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(a) Impulse acquisition.

(b) Signal processing.

(c) Focusing.

Figure 3.3: Time reversal procedure to focus waves at a point a, using Q transducers.
(3.3a) The impulse response between a transducer at location q and the focus point at
location a is obtained by deconvolution of the measured displacement, ua(t), by the
wide band driving voltage vq(t) applied to the transducer. (3.3b) The first seconds
T of the impulse response are cropped, quantified on one bit, offset and amplified.
Step 3.3a and 3.3b are repeated for each transducer. The impulse responses are then
simultaneously sent to all transducers in step (3.3c) to achieve the focusing at point
a and time T , from [39]

Simplified emission with binary signals

In the previous section, the drive signals are impulse responses, recorded in an
analogue fashion. [38] simplified the drive signal by extracting only the sign of
the impulse response, therefore constructing a binary drive signal sign[haq(T − t)],
as shown in Figure 3.3b. This preserves the focusing quality while increasing the
displacement amplitude of the focus point [17]. The increase in amplitude is however
gained at the expense of added noise emission, as binary drive signals generate more
noise than analogue drive signals.

In addition, it simplifies the driving electronics, as the required analogue circuit
is replaced by a simple switching electronics. Time reversal is a process insensitive
to DC components, thus eliminating the need for bipolar amplification by simply
adding a constant offset to the driving signal which becomes vqa(t) = 1

2
Vpp[1 +
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sgn(haq(T − t))]. Figure 3.3 summaries all these steps.

Simplified calibration

The impact produced by time reversal is localised but requires a calibration step,
where for each impact location distributed in a uniform grid, the recording of an im-
pulse response haq(t) per transducer q is required. This quickly leads to a great num-
ber of impulse responses. This amount can be decreased by interpolation. This is
achieved by spatially oversampling the measured impulse responses over the surface
with a uniform grid of a pitch equals to half of the shortest excited wavelength λmin
. The total number of impulse responses Nm is in this case equal to the plate surface
area S divided by half the minimum wavelength squared, that is Nm = 4S/λ2min [38].

3.3 Engineering Trade-offs

It is possible to emit a single time reversed impulse response from a single actuator
to create the focusing phenomenon [19]. However this is the least efficient scenario in
terms of performances, as only small displacement amplitude can be generated. In
the following sections, a number of design parameters are introduced: the contrast,
describing the quality of the focalisation, the focus point’s displacement amplitude,
which is the deformation of the plate at the time of focalisation, the repetition
frequency, the energy balance and the spatial resolution. The different optimisation
alternatives and the associated trade-offs are investigated.

3.3.1 Contrast

The contrast is a measure of the quality of focusing, as it is defined as the ratio of
the displacement amplitude reached at focused point a and time T to the quadratic
average amplitude at any other location over the plate. It can be interpreted as a
signal-to-noise ratio, where the signal is the displacement amplitude at the focus
point and the noise is the remaining vibration elsewhere on the plate. In [40] an
expression of the contrast ratio C in a finite sized thin plate is provided,

C =
√
BTc

√
Qτ [1− exp(−2T/τ)]

(Q+ 1)τ [1− exp(−2T/τ)] + Tc
(3.3)

where Q is the number of transducers, T is the duration of the focusing process,
B is the bandwidth of the driving signals, τ the attenuation time constant of the
vibrations in the plate, and Tc the characteristic time of the plate, which depends
on the plate dimensional and mechanical properties. Tc is given by,

Tc =

√
3S

η

√
ρ(1− ν2)

Y
(3.4)

with S and η being the plate surface area and thickness, and ρ, Y , and ν the
material density, Young’s modulus, and Poisson’s ratio, respectively.

Equation 3.3 sets an upper bound on achievable contrast, with the maximum
achievable contrast being Cmax =

√
BTc. Reaching high contrast values therefore

requires to increase the signal bandwidth B. When attenuation can be neglected,
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Figure 3.4: Characteristic time Tc and eigenmodes’ density.

that is when τ � T , maximum contrast is achieved when QT � Tc. When a plate
with low attenuation is used, it is possible to increase the time-reversal duration, T ,
and thus use fewer actuators. Impulse responses however may drift significantly with
temperature and degrade the performance of time reversal. To tackle this point, it
was shown that reducing the time-reversal duration T makes the focusing process
less sensitive to environmental variations [40], [69].

3.3.2 Amplitude

Tactile detection thresholds are frequently given in terms of skin probe vibration
displacement amplitude [79]. The maximum amplitude of vibration at the focusing
point and time is therefore of interest to maximise this quantity in order to generate a
detectable stimulus. In the case of time-reversal focusing in a reverberating medium,
the amplitude, A, follows [40],

A ∝ Qτ [1− exp(−2T/τ)] (3.5)

Increasing the number of sources, Q, or the duration of the time-reversal window,
T , not only increases contrast but also leads to a larger peak displacement. However,
increasing T such as T ≥ τ , limits the amplitude gain.

3.3.3 Repetition

One approach to provide sustained stimulation is to repeat the focusing process
in order to obtain a train of impulsive displacements. The repetition period, Tr,
is limited by the attenuation of vibration in the medium. Indeed, the instant of
focusing concludes the convergence of a wave-front toward the focal point where it
produces a peak displacement. Immediately after focusing, that is for time t > T ,
the wave-front diverges from the focus point, reverberates in the plate, and decays
with a time constant τ . When the focusing process is repeated at a period, Tr,
that is smaller than the attenuation constant τ , decaying wave-fields resulting from
previous impulses build-up. This leads to an increase of the background average
displacement all over the plate. The focusing contrast is therefore sensitive to the
repetition period. The effective contrast, Ĉ, is governed by [39],
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Ĉ = C
√

1− e−2Tr/τ (3.6)

where C is the contrast of an isolated impulse. Over 93% of the initial contrast
is therefore preserved when Tr ≥ τ .

3.3.4 Energy Balance

The effectiveness of the time-reversal approach for tactile stimulation depends on the
amount of energy needed to achieve focusing at one point with a given amplitude,
A, and spatial resolution, Rs (described in subsection 3.3.5). [39] evaluated the total
mechanical energy, E, in the plate at the focusing instant, which gives,

E =
π3

18

Y

1− ν2η
3

(
A

Rs

)2

(3.7)

This energy corresponds to the energy transferred from the Q actuators to the
plate during T seconds of emission. The average energy input per actuator is there-
fore Ea = E/Q and the average power consumed by each actuator is Pa = E/(QT ).
The plate thickness, η, as indicated in Equation 3.7 is a critical design parameter
since the total energy is proportional to its cube.

3.3.5 Spatial Resolution

The spatial resolution Rs , or −3 dB width, is defined as the width of the focus
point at half of its maximum displacement amplitude, as depicted in Figure 3.5 [39].

Figure 3.5: Focus point with an amplitude of 7.68 µm and a spatial resolution
measured at 5.2 mm, from [39].

The spatial resolution Rs is a critical parameter for tactile displays. It is indeed
directly related to the width of the focus point and dictates the minimum distance
between two focus points in a multi-point feedback system. Rs depends on the
frequency of the driving signals, the plate’s geometry and the material. The state
of the art however does not take into account variable frequency bands to derive an
accurate predictive model for Rs. In the next section an analytical model for Rs is
proposed and confronted to measurements on an experimental set-up.
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3.4 Spatial resolution model

In this section, the focus is on predicting the spatial resolution Rs of the time reversal
process, i.e. the focus point’s size. With a wide bandwidth driving signal the point
is circular, so the measure of its width is sufficient. The proposed analytical model
is based on Kirchhoff’s equation for wave propagation. The model requires accurate
material properties, such as the Young’s modulus Y , the Poisson’s coefficient ν and
the area density ρs. To tune the model, an experimental method is presented to
provide an estimation of these parameters.

3.4.1 Analytical model

The displacement around the focus point u, located in r = 0, is described as super-
position of plane waves (modelled by a Bessel function J0,) of amplitude A, angular
velocity ω and wave number k coming from every space direction and interfering
additively in O [10], [40]. T is the focalisation time.

u(r, t) =

∫

ω

A(ω)J0(kr)e
jω(t−T ))dω (3.8)

Spatial resolution Rs is given by the width at half-height of the focus point at
the focalisation time, u(Rs/2, t = T ) = 1

2
u(0, t = T ). For a constant bandwidth

between pulsation ω1 and ω2, A(ω) = 1, ∀ω ∈ [ω1, ω2], so:

∫ ω2

ω=ω1

(J0(kRs/2)dω =
1

2

∫ ω2

ω=ω1

J0(0)dω =
1

2
(ω2 − ω1) (3.9)

Taking the limited development of the second order Bessel function around O,

J0(x) = 1 − (x
2
)2 and the dispersion relation in a thin plate ω =

√
(D
ρs

)k2 from the

Kirchhoff’s propagation model of waves in plates, gives:

ω1 − ω2 −
1

16

√
ρs
D
R2
s

(
ω2
2

2
− ω2

1

2

)
=

1

2
(ω2 − ω1) (3.10)

which is,

R2
s = 16

√
D

ρs

ω2 − ω1

ω2
2 − ω2

1

= 8

√
D

ρs

2

ω2 − ω1

(3.11)

Rs = 4

√
D

ρs

√
8

ωm
= 4

√
D

ρs

√
8

2πfm
(3.12)

with ωm = ω2+ω1

2
the mean angular velocity, D = Y η3

12(1−ν2) the bending rigidity and

ρs = ρ · η the area density. By injecting ωm =
√

D
ρs
k2, k = 2π

λm
into Equation 3.12,

the spatial resolution can be expressed as a function of the mean wavelength λm:

Rs =
λm
√

8

2π
≈ λm

2.2
(3.13)

With Equation 3.12, the model links the spatial resolution to material properties
included in the terms D and ρs and to the mean frequency of the used actuation
bandwidth. Equation 3.13 explicitly points out the relation between the spatial
resolution and the mean wavelength induced by the excitation bandwidth.
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3.4.2 Material properties estimation

Without the accurate knowledge of the material properties, a method was used for
estimation [1], [5]. It relies on measuring the surface wave velocity through the
correlation of the recording of the same signal at different locations p and q on the
plate. The correlation Cpq, in the spectral domain between two signals recorded in
p and q is given by:

Cpq =
Sp(ω) ·S∗q (ω)

|Sp(ω)‖Sq(ω)| (3.14)

Where S∗q (ω) is the complex conjugate of Sq(ω). From [1] and [5], we have:

E[<(Cpq(ω)] = J0

(
ωrpq
Vφ(ω)

)
= J0(α

√
ωrpq) (3.15)

With E the expected value, < the real part and Vφ(ω) the phase speed of the
waves at angular velocity ω. This phase speed in thin plates is given by:

Vφ(ω) = 4

√
D

ρs

√
ω =

1

αω
(3.16)

For a set of angular velocities ω and pairs p, q, the coefficient α is the one which
minimises the quantity (<(Cpq(ω)− J0(α

√
ωrpq))

2
,

α = argξmin

[∑

w

∑

p

∑

p 6=q

(
<(Cpq(ω)− J0(α

√
ωrpq)

)2
]

(3.17)

To estimate the material properties, regrouped here in the term α, a signal was
emitted and recorded at different locations. Those recordings were used to compute
the correlation term. Inserted into Equation 3.17, a value of α can be computed,
which enables, according to Equation 3.16, to compute a value for 4

√
D/ρs. This

value represents an aggregate of the material properties for the time reversal plate.
When applied into Equation 3.12, the spatial resolution model is tuned to our ex-
perimental conditions.

3.4.3 Experimental validation

Experimental set-up

Rectangular glass plates of dimensions 330 by 254 mm2 with different thicknesses of
2 mm and 3 mm are used in the set-up. The plates are positioned on four supports in
the corners and free on each side. The first resonant mode was measured at 41.5 Hz
and 54 Hz for the 2 mm and 3 mm plates, respectively. The implemented transducers
are piezoelectric diaphragms, (Murata 7BB-12-9 and 7BB-35-3), of diameter �12
mm and �35 mm and with thickness of 0.12 mm and 0.23 mm respectively. 16
transducers (8 on each side, in pairs facing each other) are glued with epoxy resin
on the glass plates at a distance of 25 mm between the transducer’s center and
the plate’s edge. A non symmetrical distribution as shown in Figure 3.6 aims at
avoiding any symmetrical arrangements that would give correlated waveforms. The
16 transducers are driven in pairs in order to maximize the plate’s deformation. A
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total of four plates are studied, two 2 mm thick and two 3 mm thick plates. One of
the 2 mm thick plates is equipped with �12 mm transducers, the other one, with
�35 mm transducers. The same diaphragms(�12 mm and �35 mm) are used for
the 3 mm thick plates.

x y

Vibrometer
Support
Transducer

Figure 3.6: Position of the piezoelectric transducers on the glass plate, here φ 35
mm.

The acquisition and control software is developed in LabVIEW. Driving signals
(sample frequency 50 kHz, giving a bandwidth of 25 kHz) are amplified to 30 Vcc
through a custom electronics relying on OPA552 (gain set to 5) operational amplifier
chips. The plate’s displacements are measured with a laser vibrometer (Polytec OFV
534). Due to stability problems when driving the highly capacitive charge of PZT
(Lead Zirconate Titanate ceramic material) transducers (�12 mm: 8 nF, �35 mm:
30 nF at 1 kHz), a low pass filter component is added on the amplification stage.
The gain is measured across the whole bandwidth (0− 25 kHz) (see Figure 3.7).
The gain is of an almost constant value of 5 between 0 and 8 kHz. At about 8 kHz
the gain slowly decreases to reach 3.6 at 25 kHz, corresponding to a decrease of 28%.
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Figure 3.7: Gain of the amplification stage for the 0− 25 kHz bandwidth.
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Spatial resolution and amplitude wide band measurements

A first study aims at determining the effect of plate’s thickness and piezoelectric
transducers surface on the dimension of the focus point while using the whole band-
width (0− 25 kHz) of the system. For each one of the four plates, the drive signals
are computed for the coordinates (x = 150 mm, y = 90 mm) on the plate as shown in
Figure 3.6. To obtain the spatial distribution of the wave’s propagation around the
focus point, measurements of the vibrations are taken along a grid of 60 by 60 mm2

with a 2 mm step size, centered on the focus point as shown in Figure 3.8a. This
allows reconstructing the propagation of the wave in the glass plate. The reversal
time T is set to 2 ms. The corresponding time frame is used to measure the spatial
resolution Rs of the focus point, which is defined as its width at half-height as shown
in Figure 3.8b. The measurement is carried out along the cross section A−B.
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(b) A−B section and spatial resolution.

Figure 3.8: Displacement amplitude (µm) at the focus point for a 25 kHz wide
bandwidth and A−B cross section detail.

It is observed that for the four experiments the spatial resolution is relatively
constant, at about 23 mm, as shown in Table 3.1. The measurements for the �35
mm PZT transducers exhibit a stable width (23.7 mm and 23.1 mm), while those
for the �12 mm PZT transducer show a variation of 3.5 mm (22.2 mm and 25.7
mm).

Rs (mm) �35mm �12mm
Glass η = 2mm 23.7 22.2
Glass η = 3mm 23.1 25.7

Table 3.1: Spatial resolution Rs (mm) of the focus point.

The displacement amplitude A of the focus point decreases with increasing plate’s
thickness (-26 % for the 35 mm PZT and -16 % for the 12 mm PZT, see Table 3.2).
This is explained by the fact that energy inputE and the spatial resolutionRs remain
the same while the plate’s thickness η increases from 2 mm to 3 mm. According to
Equation 3.7, if η increases with E and Rs remaining constant, A has to decrease.

To better understand how parameters such as the frequency band B, the plate’s
thickness η and the actuator’s size impacts the spatial resolution Rs, different mea-
surements are carried out. First, the time reversal process is limited to a 1 kHz
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A (µm) �35mm �12mm
Glass η = 2mm 3.59 0.61
Glass η = 3mm 2.78 0.51

Table 3.2: Displacement amplitude A (µm) of the focus point.

bandwidth, starting with 0− 1 kHz up to 24− 25 kHz for plate’s thicknesses of 2
mm and 3 mm and actuators of diameter �12 mm and �35 mm.

Narrow band spatial resolution measurements

With the method described in subsection 3.4.2, the α parameter for each plate
thickness is estimated from Equation 3.17 (see Table 3.3).

Plate’s thickness η 2 mm 3 mm
α 0.5434 0.4606

Table 3.3: Computed values for α for the 2 mm and 3 mm thick plate.

Figure 3.9 presents the spatial resolution Rs measurements for each frequency
band for a 2 mm thick plate compared to the analytical model from subsection 3.4.1,
which is based on the Kirchhoff theory. The estimated parameter α value is in this
case 0.5434. �12 mm and �35 mm piezoelectric diaphragms exhibit relatively close
values to each other and to the model. The different frequency bands resulted in
spatial resolution variation from 60 mm (0− 1 kHz) to 13 mm (24− 25 kHz), and
are in good agreement with the spatial resolution model.
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Figure 3.9: Spatial resolution Rs as a function of the bandwidth on a 2 mm glass
plate.

Figure 3.10 presents the spatial resolution Rs measurements for each frequency
band for the 3 mm thick plate compared to the analytical model from subsec-
tion 3.4.1, which is based on the Kirchhoff theory. The estimated parameter α
value is in this case 0.4606. Both experimental data curves (PZT �12 mm and �35
mm) exhibit similar variations. The different frequency bands resulted in a spatial
resolution variation from 77 mm (0− 1 kHz) to 15 mm (24− 25 kHz) corroborating
the spatial resolution model.
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Figure 3.10: Spatial resolution Rs as a function of the bandwidth on a 3 mm glass
plate.

Narrow band amplitude measurements

Figure 3.11 and Figure 3.12 present the amplitude of vibrations at the focus point,
for each of the four plates. The displacement amplitude of the focus point varies
strongly in the first half of the frequency domain (0− 12 kHz) for both plates with
�12 mm PZT transducers (see Figure 3.11). In the second half of the frequency
domain (13− 25 kHz) a slow decay is noted. Similar behaviour is observed for both
plate thicknesses with �35 mm PZT transducers (see Figure 3.12).
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Figure 3.11: Displacement amplitude A of focus point for the �12 mm transducers.

Figure 3.13 illustrates 2D scans from the spatial resolutions from the 2 mm thick
glass plate equipped with �35 mm PZT transducers. Depending on the frequency
band, the focus point does not always result in a perfect circular deformation. For
example, the focalisation process in the 1− 2 kHz band results in a circular shape,
whereas in the 3− 4 kHz band it is an ellipsoidal shape and in the 9− 10 kHz band
is close to a triangular shape.

To better understand the relation between the displacement amplitude A of the
focus point and the frequency band B, the frequency response at the same location
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Figure 3.12: Displacement amplitude A of focus point for the �35 mm transducers.
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Figure 3.13: Focus point’s scan for specific frequency bands.

as the focus point is measured for a 0− 10 kHz frequency sweep (see Figure 3.14).
An average of the frequency response is computed as FFTmean and plotted on the
same curve. In addition, the displacement amplitude of the focus point for each
frequency band are reported.

As observed in Figure 3.14, for each frequency band, an increase in the mean
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Figure 3.14: Frequency response at the focus point in the 0− 10 kHz band and focus
point displacement amplitude A measurements on the 2 mm thick plate with �35
mm transducers.

FFT value increases the displacement amplitude. In the 3− 4 kHz band, the mean
FFT is the highest as the displacement amplitude reaches its maximum (3.4 µm).
Time reversal in fact adds every contribution of every resonant mode.

Another observation is that on a 0− 25 kHz driving signal (total frequency
band), the displacement amplitude is 3.59 µm (from Table 3.2. The 3− 4 kHz band
generates a 3.4 µm deformation which represents 94 % of the amplitude generated by
a 0− 25 kHz driving signal (a 25 times wider band driving signal). Therefore, time
reversal could rely on choosing specific frequency bands to optimise the displacement
amplitude. However, the 3− 4 kHz band signal produces a 30 mm spatial resolu-
tion (fmean = 3.5 kHz), whereas a 0− 25 kHz driving signal produces a 23.7 mm
(fmean = 12.5 kHz). Generating large amplitudes requires to use low frequencies or
a wide frequency band, whereas improving the spatial resolution requires to use a
higher fmean.

3.4.4 Discussion

Spatial resolution

For the considered 0− 25 kHz band, Figure 3.9 and Figure 3.10 show that for each
glass thickness, the variations of spatial resolution Rs between �12 mm and �35 mm
piezoelectric transducers are small. This indicates that the transducer’s size has little
influence on the achievable spatial resolution Rs, for the considered frequency band.

However it is also observed from Figure 3.9 and Figure 3.10 that parameters such
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as the mean frequency of the driving band, the plate’s geometry and the material
have a direct impact on the spatial resolution. This was verified on 1 kHz frequency
bands. According to the model, and confirmed by the measurements, the spatial
resolution Rs decreases with an increase of the mean frequency of the excitation
signal band, for given plate characteristics (material properties and geometry).

Considering that the minimum distance between finger contacts in multitouch
interactions on a surface is around 10 mm, the spatial resolution of time reversal
should be about 5 mm. Targeting a spatial resolution of 5 mm requires a mean fre-
quency of the excitation signal around 170 kHz on the 2 mm thick plate and around
240 kHz on the 3 mm thick plate. However, the higher the frequency, the more chal-
lenging is the design of an analogue amplifier capable of driving the transducers at
such frequencies. The spatial resolution also decreases with a decrease in the plate’s
thickness. In order to target a 5 mm spatial resolution, a thickness lower than 2
mm with a correspondingly reduced mean frequency would be a better choice, as it
would require a lower mean frequency and hence, less complex driving electronics.

It is also noted that for some limited frequency bands, the focus point is not
perfectly circular, as compared to wide band excitation signal (see Figure 3.8). The
time reversal process adds the contribution from every frequency across the whole
frequency band. However the deformation modes of the plates within a narrow
frequency band could become dominant in the time reversal process and explain the
non circular shapes observed in some cases.

Amplitude

The displacement amplitude A generated depends on the size of the transducers.
For wide band drivings signals, the amplitudes generated by �35 mm piezoelectric
transducers are in average six times larger than those generated by �12 mm piezo-
electric transducers (on a 2 mm thick plate: 3.59 µm vs. 0.61 µm and on a 3 mm
thick plate 2.78 µm vs 0.51 µm).

The displacement amplitude A of the focus point was also measured in each
configuration, for 1 kHz bands. Strong variations are observed in the first half of
the frequency domain (0− 1 kHz until 11− 12 kHz). Measurements of the system’s
frequency response at the location of the focus point show a correlation between the
density of eigenmodes and the focus point’s displacement amplitude.

As also observed from the previous measurements, the displacement amplitude
A decreases as the driving signal increases in frequency. In order to get sufficient
amplitude, lower frequencies should be used. For the 2 mm plate, the contribution
of the 3− 4 kHz is the most important. However, the audible range for humans
ranges from 20 Hz to 20 kHz. There is therefore a compromise to find between the
peak amplitude and the emitted noise that alters user acceptance.

3.5 Design guidelines

The previous sections of this chapter introduced the time reversal fundamentals and
identified the different parameters that influence the process. These parameters are
summarised hereafter in order to propose design guidelines, which are used in the
next chapter to develop a new time reversal enabled haptic screen.
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3.5.1 Plate’s material Y , ν, ρ

For a desired amplitude A and spatial resolution Rs of focalisation, the choice of
the material, in particular its Young’s modulus Y is of importance. The required
energy to deform the plate is proportional to the Young’s modulus Y and to the
squared Poisson’s ratio ν2 while the density ρ does not influence the required energy
(Equation 3.7). Decreasing Y and ν at constant energy E, increases the displacement
amplitude A and improves the spatial resolution Rs.

As in [39], the material for the new prototype development is borosilicate glass,
which is transparent and commonly used as a material for the protective layer of
touchscreens. A Schott B270 borosilicate glass is chosen, as its mechanical prop-
erties are very close to Corning’s gorilla glass (compared in Table 3.4), a standard
protective layer on smartphones and tablets.

Schott B270 Corning Gorilla Glass 5
Y 71.5 GPa 76.7 GPa
ν 0.22 0.21
ρ 2.55 g/cm3 2.43 g/cm3

Table 3.4: Borosilicate glass and Corning Gorilla glass mechanical properties, from
[65] and [14].

3.5.2 Plate’s area S and thickness η

The energy balance of the focusing is not dependent on the the plate’s area S (see
Equation 3.7). However, the characteristic time Tc is proportional to S (see Equa-
tion 3.4). Increasing the plate’s area increases the maximum achievable contrast ra-
tio Cmax. Dimensions of 200 mm by 300 mm are selected, leading to S = 60000 mm2.
The active surface is close to an A4 format and compatible with most tablets and
tablet-PCs.

The energy balance is proportional to η3, the plate’s thickness. It is therefore the
most dominant parameter. A thinner plate, enables to obtain at constant energy
E a larger peak amplitude of displacement (see Equation 3.7) and a better spatial
resolution (see Equation 3.12). There is a compromise to reach in terms of thickness.
On the one hand, a thinner plate will lead to larger displacement amplitudes and
a better spatial resolution. On the other hand, a thicker plate will be stiffer and
hence mechanically more robust.

To estimate the lower admissible limit for the thickness, a 2 N force, correspond-
ing to a finger pressing on the plate, is applied at its center. Borosilicate glass
allows bending stress up to 30 MPa. If a security factor of 4 is taken into account,
the bending stress should not exceed 7.5 MPa. This leads to a minimum thickness
of about 1 mm, as shown in Figure 3.15a. A 1.1 mm thickness was selected, due
to its availability. For a 2 N load at the center point of a 1.1 mm thick plate, the
deflection is 0.17 mm, as shown in Figure 3.15b.

3.5.3 Bandwidth B

The maximum attainable contrast Cmax increases with the square root of the product
of the time constant Tc and the bandwidth B (see Equation 3.3). As Tc is given
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Figure 3.15: Bending stress and maximum deflection as a function of the plate’s
thickness, for a 2 N force applied at the plate’s center.

by the plate’s mechanical and geometrical characteristics, increasing B is the only
possibility to increase Cmax.

To limit the emission of noise in the audible bandwidth, the lower limit of the
bandwidth should ideally be above 20 kHz. In this work, it is proposed to select
fmin = 25kHz. The spatial resolution Rs is proportional to 1/

√
fmean and fmean =

(fmin + fmax)/2 (see Equation 3.12). Based on the model presented in this chapter
and the material properties selected in the previous section, Rs is plotted as a
function of fmean in Figure 3.16. In this work, a spatial resolution of 5 mm is
targeted, which corresponds to fmean = 87.5 kHz. This leads to fmax = 150 kHz
and a bandwidth B = 125 kHz for a 1.1 mm plate’s thickness.
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Figure 3.16: Spatial resolution Rs as a function of mean excitation frequency, for a
1.1 mm thick glass plate.

3.5.4 Characteristic time Tc

The characteristic time Tc of a plate is given by Equation 3.4 and represents the
density of eigenmodes. On the considered plate, Tc = 17 ms, which represents
ρmodes = 17 · 10−3 per Hz (or 1.7 modes per 100 Hz) in average.
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3.5.5 Attenuation constant τ

Impulse responses decay over time with an attenuation constant τ as shown in Fig-
ure 3.17. The value of the damping constant is not easily analytically predictable.
It depends on the material, the surface of the plate and the plate’s boundary con-
ditions. Finite element simulations can be used to determine τ for a given plate.
However a slight variation in the boundary conditions can significantly alter the re-
sults. Therefore, the preferred method to evaluate the plate’s attenuation constant
is through measurements (see subsection 4.3.1).

Figure 3.17: Impulse response, attenuation constant τ and reversal time T , from
[40].

3.5.6 Reversal time T

T is the reversal time, during which the focalisation occurs. A longer T increases
the displacement amplitude A. When T ≥ τ the increase in A tends to saturate
(see subsection 3.3.2), while a shorter T allows to increase the repetition frequency
of the focalisation.
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Figure 3.18: Displacement amplitude A of the focus point as a function of the
reversal time T .

3.5.7 Repetition time Tr

The repetition time Tr gives the minimum time after which a new focalisation can
occur, i.e a new haptic feedback (see Figure 3.19). Haptic patterns can be generated
by repeating the focalisation process with different amplitudes A and at different
frequencies. This can be used for complex signal generation by modulating the
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amplitude A over time. A maximum repetition rate of 500 Hz to cover the human
vibrotactile sensitivity range leads to a Tr of 2 ms.

The repetition time Tr has to verify T ≤ Tr so that the quality of focusing is
maintained throughout the stimulation period. Indeed, if a new focalisation begins
before the previous one is carried out, the driving signals of the second one mix
with the first focalisation, resulting in a loss of both contrast C and displacement
amplitude A.

The repetition time should also verify Tr ≥ τ in order to avoid focusing noise
build-up during repetition and, as a consequence, a loss of contrast C.

Figure 3.19: Repeated focalisation with a reversal time T and a repetition time Tr,
from [40].

3.5.8 Time constant recommendation

From the previous sections, τ ≤ T is required to reach a large amplitude. To
maintain a good quality of focalisation, T ≤ Tr and Tr ≥ τ are required. However,
to reach a high repetition rate, Tr should be the smallest possible: Tr = T . A
compromise is to choose τ ≈ T ≈ Tr. The different time constants of the time
reversal are represented in the time domain in Figure 3.20.

tτ T Tr Tc

Figure 3.20: The time constants used in time reversal.

3.5.9 Contrast C

Maximum contrast Cmax

Once selecting the bandwidth B and calculating the value of Tc, as described in the
previous sections, the maximum achievable contrast is given by Cmax =

√
B ·Tc. As

Tc represents the eigenmodes’ density (see subsection 3.3.1), B ∗Tc is the number of
eigenmodes Nmodes. Therefore the maximum achievable contrast is directly related
to the number of the plate’s eigenmodes in the driving signals bandwidth by Cmax =√
Nmodes. For the considered case in this section, Cmax = 39.
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Achievable contrast C

Neglecting attenuation, Equation 3.3 can be simplified to:

C =
√
B ·Tc

√
2QT

2(Q+ 1)T + Tc
(3.18)

So C = Cmax · f(Q, T ) with f(Q, T )→ 1 when Q ·T ≥ Tc. In order to reach the
maximum achievable contrast Cmax and introducing the previously calculated value
for Tc, QT ≥ 17 has to be verified. The achieved contrast C depends on the number
of transducers Q and the reversal time T as depicted in Figure 3.21. The contrast
increases with the reversal time T but tends to saturate. With a larger number of
actuator Q, a higher contrast C can be achieved.

Figure 3.21: Evolution of contrast C as a function of the actuator’s number Q and
the reversal time T , from [39].

3.5.10 Number of transducers Q, and material properties

After fixing the reversal time T , the bandwidth B and the characteristic time of
the plate Tc, the number of transducers Q is the last adjustable parameter to get
the desired contrast. To reach maximum contrast, the number of transducers Q has
to verify Q > Tc/T (see subsection 3.5.9). To reach the desired repetition time, Tr
should be 2 ms, implying a maximum reversal time of T = 2 ms. In theory Q should
be at least 9. In order to carry out measurements on a broad range of parameters
in the next chapter, it is chosen to develop an electronics capable of driving 32
piezoelectric actuators.

The amplitude at the focusing point is also proportional to Q (see subsec-
tion 3.3.2). The amplitude increases with the reversal time T (see subsection 3.5.6)
and also with the transducer surface (see section 3.4.3).

The piezoelectric ceramics chosen as transducers have to present a good piezo-
electric coupling coefficient d31 and a high Young’s modulus Yq to maximise the
amount of deformation of the piezoelectric transducer transmitted to the plate and
thus, the displacement amplitude A. Typical Young’s modulus Yq of PZT piezo-
electric material are lie between 80 GPa and 160 GPa and typical d31 lie between
−150 pC/N and −250 pC/N [20]. The driving voltage should be the maximum pos-
sible, while maintaining the electrical field in the ceramic below its breakdown field.
In most piezoelectric actuated devices the driving voltage is limited by the driving
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electronics. For security reasons, a driving voltage of 60 V would be a maximum up-
per limit for safe human-machine interaction, which limits the achievable electrical
field.

The values calculated for the different parameters resulting from the design
guidelines for a time reversal haptic screen are summarised in Table 3.5.

Plate’s characteristics
Young’s modulus Y 71.5 GPa

Poisson’s ratio ν O.22
Density ρ 2.55 g/cm3

Area S 200 x 300 mm2

Thickness η 1.1 mm
Characteristic Time Tc 17 ms

Focalisation
Spatial Resolution Rs 5 mm
Max. contrast Cmax 39
Repetition Time Tc 2 ms

Min. number of actuator Q 9
Driving signals

Min. frequency fmin 25 kHz
Mean frequency fmean 87.5 kHz

Max. frequency fmax 150 kHz
Bandwidth B 125 kHz

Table 3.5: Parameters.

3.6 Conclusion

In this chapter, the theory of time reversal is first introduced. The design rela-
tionships between the crucial parameters of the system are given as engineering
trade-offs. An analytical model for the spatial resolution is then proposed, based
on Kirchhoff’s wave theory. Experimental measurements are presented to validate
the model. It appears that the thickness of the plate η influences significantly the
spatial resolution Rs. However, no influence from the actuators size is observed on
spatial resolution Rs for the studied frequency band.

To design a haptic interface based on time reversal, design guidelines are provided
and summarised in Figure 3.22, based on the application requirements: size, material
and spatial resolution:

• The size of the display on which the haptic feedback will be integrated is
considered to be given. The haptic surface should be the thinnest possible,
while stiff enough to withstand the finger’s pressure.

• The plate’s material is determined by the application. The choice of material
for the surface is of high importance. It has to be transparent, in order to
integrate the time reversal surface and not to interfere with the visual display.
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• The spatial resolution is also an input requirement. Once the dimensions and
the material are fixed, the spatial resolution Rs depends on the mean frequency
fmean of the driving signals (refer to the proposed model in section 3.4). The
higher fmean, the higher the spatial resolution. The maximum frequency fmax
should then be as high as possible while maintaining fmin above the hearing
threshold resulting in a wide bandwidth B.

• The dimensions and the material of the plate fix the characteristic time Tc
of the plate (see Equation 3.4). With Tc and the bandwidth B fixed, the
maximum attainable contrast Cmax is given by Cmax =

√
B ·Tc.

• The attenuation of the system τ , is given by the plate’s material and the
boundary conditions. The easiest method to determine the plate’s attenuation
constant is through experimental measurements.

• The reversal time T is bounded by τ and Tr, as it should verify τ ≥ T ≥ Tr.

• To achieve a high contrast C, the number of transducers Q should verify
Q > Tc/T .

Boundary conditions

Dimensions

Material

Spatial resolution

τ

Tc

T , Tr

Bandwidth Cmax

Q

Figure 3.22: Application specific design guidelines.

The next chapter is focused on the design of a novel prototype, with specifications
tailored to improve the amplitude of the focus point and the spatial resolution, while
maintaining an appropriate contrast ratio.
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4.1 Introduction

In this chapter we introduce a time reversal haptic screen prototype with an A4
format. The prototype plate’s material is borosilicate glass and its thickness is
1.1 mm. The 1.1 mm thickness choice is a compromise between the necessity of a
thinner plate to favour greater displacement amplitudes and a thicker plate to favour
mechanical robustness, as detailed in section 3.5. Dedicated electronics is developed
allowing wide band excitation.

First the prototype’s design is introduced in section 4.2. The different driving
signals are then presented. Their influence on the amplitude and the temporal and
spatial resolution are discussed in section 4.3. The power consumption is investigated
in section 4.4 and the noise emissions are measured in section 4.5. Finally, the
amplitude and spatial resolution measurements at different locations on the plate
are discussed in section 4.6.

4.2 The tactile display prototype

4.2.1 The piezoelectric transducers

The prototype, shown in Figure 4.1 consists of a 300 by 200 mm2 borosilicate glass
plate (unit1.1mm) with 32 piezoelectric actuators.

Transducers

Figure 4.1: The time reversal haptic screen prototype. (a) the frontside. (b) the
backside with the 32 piezoelectric actuators.
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The glass plate is fixed on a 3D printed support with a 0.9 mm thick and 10 mm
wide Polyethylene (PE) foam over the entire contour. The foam provides a damping
effect, resulting in an increase of the attenuation constant of the plate and allowing
a higher repetition frequency [41].

The piezoelectric transducers are fixed on the backside of the glass plate. A
common ground is required to address all the transducers. A copper band of width
10 mm and thickness 0.1 mm is first fixed on the plate. The piezoelectric transducers
are then glued on the copper band. Figure 4.2 indicates a cross-section of the
prototype. Each piezoelectric transducer has a wire soldered on its free electrode,
applying the high potential. A ground return wire is simply soldered on the copper
band1.

Frame
PE foam
Glass plate
Transducer
Copper band

10 mm10 mm

0.9 mm1.1 mm

0.1 mm

Figure 4.2: Section of the haptic display.

The diameter of each piezoelectric transducer is 10 mm, which is equal to the
width of the copper band. When the total surface of the copper band with all the
32 transducers is calculated, it represents 17 % of the total surface. This would
leave 83 % of the surface uncovered and then appropriate for interaction with a
visual display. The required surface for the boundary conditions (in this case, the
foam surface) is not considered in these calculations. In fact, if optimised, it can
take limited space but this is not in the scope of this work. With �20 mm trans-
ducers, the surface left for interaction would have been only 67%. Transducers of
�5 mm would leave 91% of the surface available. As detailed in section 3.4.3, a
larger transducer surface produces a greater displacement amplitude. A �10 mm
is therefore a good compromise between leaving a large surface for interaction and
having sufficient transducer surface to generate a large amplitude. 32 piezoelectric
transducers (�10 mm, thickness : 0.5 mm, piezoelectric material from Ferroperm:
PZ27 with characteristics described in Table 4.1 are used for this prototype.

Relative dielectric permittivity KT
33 1800

Coupling factors kp 0.59
kt 0.47

Piezoelectric charge coefficient d33 425 pC/N
d31 -170 pC/N
d15 500 pC/N

Mechanical Quality Factor Qm,t 80

Table 4.1: PZ27 material properties.

1Transducers with a special electrode arrangement (wrap-around contacts) would allow to solder
both wires on one side of the transducers and therefore use less of the interactive surface
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4.2.2 Driving electronics and amplification stage

A standard PC is interfaced with a NIDaqMX 6363 PCI-Express acquisition card
controlled using python scripts. The acquisition card can drive 32 digital output
channels (0− 10 V) at up to 10 MHz. These signals are fed to a custom made
amplification stage consisting of a mosfet driver (SI8244BB-C-IS) and a dual N-
channel mosfet (FDS3992) layout for each channel, as shown in Figure 4.3. The
mosfets drive the piezoelectric actuators with a 0− 60 V signal.

Figure 4.3: Stack of 4 boards, each embedding 8 amplification channels

In order to reach higher driving signal frequencies than the one used for the
experimental results discussed in chapter 3, new electronics was developed. The
previous amplification stage had a 0− 25 kHz bandwidth and used analogue am-
plifiers. In order to drive the piezoelectric actuators at a much higher frequency, a
class-D amplification electronics has been designed. A class-D amplifier uses a high
frequency digital signal as input, amplified to the required voltage level and then
fed through a low pass filter, reconstructing an analogue signal of a lower frequency
than the input. The advantage is that a high frequency digital amplification is easier
and cheaper to design than its analogue equivalent. The design of the low pass filter
adds little complexity to the design.

The low-pass filter is optimised for the piezoelectric actuator. The capacitance
component of the filter is the piezoelectric actuator capacitance itself (2.1 nF),
while a resistor (1 kΩ) and an inductor (470 µH) are added in series, resulting in a
cut-off frequency of approximately 125 kHz. This results in an analogue signal of
0− 125 kHz bandwidth driving the piezoelectric actuators. The functional diagram
of the electronics is shown in Figure 4.4.

driving signal (0 − 10 V) Mosfet driver

MosfetPower (0 − 60 V)

Low-pass filter (0 − 125 kHz)

Transducer

Figure 4.4: Functional diagram of the electronics.
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4.2.3 Driving signals

As discussed in chapter 3, the driving signals are time reversed impulse responses,
which are inherently analogue. As detailed in subsection 3.2.3, the time reversed
impulse responses are derived by the following equation.

haq(t) = TF−1
(
Ua(ω)

Vq(ω)

)

The time reserved impulse responses haq(T − t) are then subjected to a number
of signal processing steps. First the signals are filtered, then quantified and then an
offset is applied, to transform them into usable high frequency signals (4 MHz) as
input for the class-D amplifier.

Filtering

In order to decrease the noise emission, a high-pass FIR filter is applied to the driving
signals with a cutting frequency set at 25 kHz. As a result, the audible components
of the signals applied to the transducers are reduced. In the following sections, the
driving signals are referred to as filtered or non-filtered driving signals.

One bit quantification

A first quantification process, as previously covered in [39], is used to quantify the
driving signals on one bit. This step consists of extracting the sign of the signal, as
shown in Figure 4.5 and is referred to as 1b signals. The square wave signal is fed to
the amplification electronics used as a digital amplifier. The one bit quantification
process has the advantage of being simple and providing more energy to the plate
due to the square waveform, which results in higher displacement amplitudes at the
focus point. However, one drawback is that more noise is generated as the square
wave excites all the plate’s eigenmodes.
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Figure 4.5: Quantification of a sine wave.

Modulation

A second quantification process is to use the class-D amplifier design by modulating
the impulse responses signals at a high frequency. These high frequency modulated
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driving signals are then filtered through the hardware low-pass filter to reconstruct
an analogue signal. This case is referred to as modulated signals.

To compute the high frequency digital signal from the analogue impulse response,
two modulation approaches are considered in this work : Pulse Width Modulation
(PWM), which is a well known modulation method and Sigma-Delta Modulation
(SDM). Figure 4.6a illustrates an example of pulse width modulation. The average
voltage value applied to the transducers is controlled by the ratio, defined as the
duty-cycle, between the “on” time and “off” time for each period of the modulated
signal. Figure 4.6b illustrates an example of Sigma-Delta Modulation. The average
value applied to the transducers is controlled by the density of pulses in the mod-
ulated signal. The high frequency modulated signals are amplified and smoothed
by the low-pass hardware filter to apply an analogue signal to the transducers. In
the developed electronics, the modulation frequency is 4 MHz to achieve a 125 kHz
analogue output.
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(a) 10 Hz PWM of a 1 Hz Sine.
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(b) 400 Hz SDM of a 1 Hz Sine.

Figure 4.6: Comparison between PWM and SDM modulation methods.

Figure 4.7 presents the functional diagram of a Sigma-Delta modulation process
of the first order. The input signal X(n) goes through an integrator and its sign
is extracted afterwards. The value of the output Y (n) is subtracted to the next
input value in a negative feedback loop (Z−1). The number of integrators, and
consequently, the number of feedback loops, indicates the order of a Sigma-Delta
modulation. A second order Sigma-Delta modulation diagram, shown in Figure 4.8,
is more complex but is more efficient in terms of noise reduction (discussed in the
next section).

−
∫

sgn(n)

Z−1

X(n) Y (n)

Figure 4.7: Diagram of a first order Sigma-Delta modulation.
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−
∫

sgn(n) −
∫

sgn(n)

Z−2

X(n) Y (n)

Figure 4.8: Diagram of a second order Sigma-Delta modulation.

Quantification and noise emission

In order to limit the noise emission, a comparison is made between the amount of
noise added by the different quantification methods. A white noise signal sampled
at 4 MHz is generated. A 25− 125 kHz band-pass filter is applied to the white noise
signal to ensure that it does not include any frequencies in the lower audible fre-
quency range. The different signal processing steps are then applied: 1b, PWM and
SDM (SDM1 for the first order modulation and SDM2 for the second order modu-
lation). Each of the modulation method adds noise inherent to the quantification
process, which is called quantization error noise.

To compare the frequency spectrum of each driving signal, and thereby the
amount of noise they add, a Fast Fourier Transform (FFT) is applied. The resulting
FFTs are plotted in Figure 4.9 with a focus on the 0− 25 kHz band, where added
noise is audible. It appears that SDM adds less noise than PWM and 1b quantifi-
cation. The noise level is reduced when the order of the SDM is higher. In the
following sections, the signals referred to as modulated, are processed with a SDM
of the second order (SDM2).
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Figure 4.9: Spectral density of the quantification noise in the 0− 25 kHz band.
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Offset and final signal

As time reversal is not influenced by DC components, previous designs based on
bipolar amplification are replaced with a simple class-D based mosfet switching
amplifier. Transforming the ±Vpp bound signals produced by quantification noted
Qtf(haq(T−t)), into 0−Vpp bound signals is carried out by simply adding a constant
offset to the driving signal which becomes,

vqa(t) =
1

2
Vpp[1 +Qtf(haq(T − t))].

The different driving signals processing methods are summarised in Table 4.2.

Audio filter off Audio filter on
Quantification on one 1 bit 1b non-filtered 1b filtered
Sigma-Delta Modulation SDM non-filtered SDM filtered

Table 4.2: The different driving signals used.

4.3 Measurements : amplitude and spatial reso-

lution

The first measurement to be achieved is to determine the attenuation constant τ
of the glass plate. Once τ is identified, it is possible to determine the appropriate
reversal time T (see section 3.5) which ensures a working focalisation process. The
prototype is then characterised with the four different driving signals in terms of
amplitude, temporal resolution and spatial resolution. The prototype is positioned
under a laser vibrometer (Polytec, OFV 534), which records the focus point’s dis-
placement amplitude. The focusing is carried out at the center location of the plate,
called point O, as shown in Figure 4.10. The voltage applied to the piezoelectric
actuators is 60 Vpp.

Laser vibrometer

Focus point O

Time reversal prototype

Figure 4.10: Experimental set-up, with time reversal prototype and laser vibrometer
measuring the focus point’s displacement amplitude.
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4.3.1 Attenuation constant τ and reversal time T

Attenuation constant τ

The attenuation constant τ is the time it takes for a vibration to damp out to a
near zero-level. Finite element simulations can be used to determine τ for a given
plate. However a slight variation in the boundary conditions can significantly alter
the results. A convenient way to determine the attenuation constant is through
experimental measurements.

Impulse responses haq(t) are deduced from the time reversal calibration process
(see subsection 3.2.3). The normalised hrms(t) shows a logarithmic decay of the vi-
bration amplitude, as seen in Figure 4.11. It is possible to fit a decaying exponential
function f(t) = e−t/τ , in order to determine the attenuation constant τ . The fit
gives an attenuation constant of τ = 1.8 ms.
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Figure 4.11: Fit of a decaying exponential on an impulse response signal.

Reversal Time T

As introduced in subsection 3.3.2 the amplitude at the focus point depends on the
reversal time T . The reversal time should be longer than the attenuation constant τ
to prevent accumulation of focalisation noise and the resulting loss of contrast [40].
However, the longer the reversal time T , the longer the repetition time Tr and the
slower the repetition frequency. With τ = 1.8 ms, a T = 2 ms is considered to be
an appropriate reversal time. This choice however limits the repetition frequency to
500 Hz (Tr = 2 ms). The effect of the reversal time on the displacement amplitude
A of the focus point and the contrast C of focalisation is experimentally investigated
in this section.

Influence on the amplitude A A range of reversal times T are tested with driv-
ing signals of the modulated filtered type. The measured displacement amplitudes
A are plotted in Figure 4.12. The amplitude increases with T and tends to stabilise
at a value of 2.95 µm. A function f(t) = Af (1− exp(−τA · t) is fitted to the curve.
The fit gives Af = 2.95 and τA = 1.09. It is common to consider a 5 × τA time to
reach 99.3 % of the maximum value of the curve. Here 5× τA = 5.45 ms. To get the
maximum amplitude for each focalisation, a minimum of 5 ms reversal time should
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be used, resulting in a maximum 200 Hz repeating frequency. On the other hand,
a 2 ms reversal time generates a 2.66 µm peak (90% of the maximum amplitude).
This value is considered to be a good compromise for both the repetition frequency
(500 Hz) and the amplitude (90 % of the maximum amplitude achieved). Note that
if a 1 kHz repeating frequency is required, the amplitude drops to 2.03 µm in this
case (only 69% of the maximum amplitude).
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Figure 4.12: Displacement amplitude A of the focus point as a function of the
reversal time T .

Influence on the Contrast The reversal time T also affects the signal-to-noise
ratio, called contrast C. In order to measure the contrast, the displacement ampli-
tude A at the focus point at the focalisation time t = T should be compared to the
vibration level (noise) on the whole surface. This would require a large number of
vibration amplitude measurements distributed along the whole surface. In [38], the
noise level is determined by measuring the RMS amplitude of the focus point during
a time window such as t 6= T , while t ≤ τ . The noise level is therefore estimated on
a 0.5 ms window beginning 25 µs after focalisation time T (see Figure 4.13). Here
the driving signals are of the modulated non-filtered type.
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Figure 4.13: Amplitude at focus point and time window for noise level estimation.
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Figure 4.14 shows the contrast C measurements for different reversal times T .
Below a 2 ms reversal time the contrast drops significantly, from 29 to 14. This
is explained by the fact that, as the attenuation constant is 1.8 ms, the induced
vibrations by the focalisation process are not yet dissipated when the next focali-
sation occurs. This results in a poor signal-to-noise ratio. Above 2 ms the contrast
increases up to 31 and then saturates. To maintain a high contrast, the reversal
time should not drop below 2 ms, limiting the time reversal process on this plate to
a frequency of 500 Hz.
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Figure 4.14: The contrast C as a function of the reversal time T .

In order to guarantee simultaneously large amplitudes (see Figure 4.12) and high
contrasts (see Figure 4.14) a 2 ms reversal time T is a good choice. All measurements
in this chapter are based on this value.

4.3.2 Displacement amplitude A

First the displacement amplitude A at the focus point is measured for the four
driving signal types (presented in Table 4.2). The focalisation is at point 0, the
plate’s center. The influence on the displacement amplitude using different input
signals: the quantification one one bit (1b), the Sigma-Delta modulation (SDM) and
filtering the audio band is studied here, with a constant applied voltage (60 Vpp).

The first driving signal used is 1b non-filtered. The time-reversed impulse re-
sponses are quantified on one bit and no audible frequency filtering is applied
(0− 125 kHz band). The displacement amplitude measurements are presented in
Figure 4.15. A peak displacement amplitude at the focus point of 13.86 µm is mea-
sured. Figure 4.15a indicates the vibration amplitude at point O as a function of
time during the focalisation process. Figure 4.15b is a zoom at the focusing time,
showing the temporal resolution, here measured at 9.8 µs. The amplitude gradually
increases and at t = T (2 ms), a peak is measured. Two side lobes before and after
the peak are observed. They have a negative sign compared to the main lobe. The
ratio between main lobe and first side lobe is 10. The next side lobes, before and
after the focalisation, are much less significant.

The second driving signal is 1b filtered (25− 125 kHz band, see Figure 4.16). The
displacement amplitude drops to 9.70 µm which is a 30 % drop (see Figure 4.16a)
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Figure 4.15: Temporal characteristics of the focus point for 1b signals with no
filtering

compared to the previous 1b non-filtered signal. As previously detailed in sec-
tion 3.4.3, this is due to the fact that a significant amount of the wave energy is in
the lower frequency part (0− 25 kHz) of the driving signals. Due to the reduced
bandwidth (from 0− 125 kHz to 25− 125 kHz), the mean frequency is shifted up-
wards (from 62.5 kHz to 75 kHz) resulting in a smaller temporal resolution, at 6.9 µs.
Another effect resulting from the audible frequency band filtering is the greater neg-
ative deformation of the side lobes, due to the absence of low frequency components
in the filtered signal (see Figure 4.16b). The ratio between main lobe and first side
lobe decreases to 2.1. The addition of lower frequencies evens out this deformation,
as can be seen in Figure 4.15b.
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Figure 4.16: Temporal characteristics of the focus point for 1b signals with filtering

The SD modulation process is used instead of the one bit quantification process,
to generate the driving signals without audible band filtering (0− 125 kHz band).
It generates a much lower amplitude at the focus point, as shown in Figure 4.17.
The displacement amplitude (4.45 µm) drops by 68 % when compared to the 1b
non-filtered signals (see Figure 4.17a). The temporal resolution is 9.2 µs, (see Fig-
ure 4.17b), which is similar to the 1b non-filtered measurement. The ratio between
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main lobe and first side lobe is 13.5.
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Figure 4.17: Temporal characteristics of the focus point for SDM signals with no
filtering

Filtering the audible frequencies out of the signals generated by the SD modula-
tion (25− 125 kHz band) results in a further drop in amplitude at the focus point,
as shown in Figure 4.18. The amplitude is now 2.71 µm, which is a further 40 %
drop compared to the unfiltered SDM signals (see Figure 4.18a). Compared to the
1b filtered signals, it is a 72 % drop. The temporal resolution is 6.6 µs (see Fig-
ure 4.18b), which is similar to the 1b filtered measurement. The same shift in mean
frequency results in the same temporal resolution change. The ratio between main
lobe and first side lobe is 2.5.
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Figure 4.18: Temporal characteristics of the focus point for SDM signals with filter-
ing

Based on the amplitude measurements, the switch from 1b to SDM signals results
in an amplitude drop of about 70 %. The filtering of audible frequencies represents
a further drop of 30 % to 40 %. Studying the impact of filtering out the audible
frequency band from the driving signals is still important as the noise emitted by
the device (discussed in section 4.5) decreases with filtering.
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4.3.3 Spatial Resolution Rs

To determine the spatial resolution Rs of the focus point for the different driving
signals, a scan of the surface is carried out, around the same center point, O. The
vibrometer records the vibrations on a 30 by 30 mm grid with a 1 mm step size.
For each location, the amplitude at the focusing time is extracted and plotted on an
XY plane to constitute the displacement amplitude map at focusing time. A section
A−B along the x axis is then considered. The width at half-height is measured to
provide the value of the spatial resolution, Rs.

Figure 4.19 shows the displacement amplitude map and the A − B section for
the 1b non-filtered signals (0− 125 kHz band). As the used driving signals are wide
band, the shape of the deformation is circular. The spatial resolution is in this case
9.5 mm (see Figure 4.19b). In the spatial domain, as noted in the temporal domain
in the previous section, the two first side lobes can be seen with negative amplitudes.
The ratio between main lobe and first side lobe is 15.8.
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(b) A-B section and spatial resolution.

Figure 4.19: Spatial characteristics of the focus point for 1b signals with no filtering

In Figure 4.20 the displacement amplitude map and the A − B section for 1b
filtered signals is presented (25− 125 kHz). The spatial resolution is reduced to
6.4 mm (see Figure 4.20b), which is predicted by Equation 3.12. This reduction in Rs

comes from the increase in the mean frequency of the driving signal, resulting from
the filtering of the audible band (from 62.5 kHz to 75 kHz). The same behaviour as
noted in the temporal domain is observed: the deformation in the spatial domain for
the filtered driving signal also exhibits deeper secondary lobes than the non-filtered
signals. This is due to the absence of low frequency components in the filtered
signals. The ratio between main lobe and first side lobe is 3.5.

Figure 4.21 shows the displacement amplitude map and the A − B section for
the SDM signals without filtering (0− 125 kHz band). The spatial resolution in this
case is 9.2 mm (see Figure 4.21b). This result is similar to the one for 1b non-filtered
signal as the mean frequency of the driving signals is the same in both cases. The
ratio between main lobe and first side lobe is 16. The SDM driving signals exhibits
however lower amplitudes as discussed the previous section.

In Figure 4.22 the displacement amplitude map and the A−B section for SDM
filtered signals is presented (25− 125 kHz). The spatial resolution is 7.2 mm (see
Figure 4.22b). This result is similar to the one for 1b filtered signal, as the mean
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(b) A-B section and spatial resolution.

Figure 4.20: Spatial characteristics of the focus point for 1b signals with filtering
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(b) A-B section and spatial resolution.

Figure 4.21: Spatial characteristics of the focus point for SDM signals with no
filtering

frequency is the same in both cases (75 kHz). The ratio between main lobe and first
side lobe is 3.3.

To verify the analytical model developed in subsection 3.4.1 on the 1.1 mm
thick plate, spatial resolution measurements on 1 kHz wide band driving signals
are carried out and are plotted in Figure 4.23. The different frequency intervals
produced a point varying from 48.1 mm (0− 1 kHz) to 6.4 mm (74− 75 kHz), which
is in good agreement with the proposed model and confirm the tendencies observed
in section 3.4.3.

When the analytical model developed in subsection 3.4.1 is applied to the four
driving signals, it results in:

• a spatial resolution of 5.74 mm for a mean frequency of 62.5 kHz, correspond-
ing to the non-filtered signals (1b and SDM) and

• a spatial resolution of 5.24 mm for a mean frequency of 75 kHz, which corre-
sponds to the filtered signals (1b and SDM).
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(b) A-B section and spatial resolution.

Figure 4.22: Spatial characteristics of the focus point for SDM signals with filtering
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Figure 4.23: Model and measurements of the focus point’s spatial resolution on a
1.1 mm glass plate.

The experimental measurements resulted in a spatial resolution Rs of 9.5 mm
and 9.2 mm for non-filtered signals and 6.4 mm and 7.2 mm for filtered signals.
Although slight differences between these measurements and the theoretical values
exist, the models predictions are considered to be accurate enough to provide design
guidelines.

4.3.4 Discussion

Table 4.3 sums-up the different measurements reported in this section, as a function
of amplitude, temporal resolution, spatial resolution and contrast for the four driving
signal types.

The 1b driving signals generate larger displacement amplitude than the SDM
driving signals, as 1b (square wave signals) inject more energy in the plate. Filtering
the signals decreases their amplitude, as filtering reduces the signal bandwidth and
therefore less eigenmodes are excited to contribute to the focalisation. Overall,
in terms of displacement amplitude, the 1b non-filtered drivings signal is the best
choice, with A=13.89 µm.
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Signals 1b non-filtered 1b filtered SDM non-filtered SDM filtered
Amplitude (µm) 13.86 9.70 4.45 2.71
Temporal Res (µs) 9.8 6.9 9.2 6.6
Spatial Res (mm) 9.5 6.4 9.2 7.2
Contrast 25.3 22.7 35.6 26.5

Table 4.3: Performance comparison in terms of Amplitude, Temporal and Spatial
Resolution and Contrast for the four different driving signals.

Temporal and spatial resolution exhibit a similar behaviour, decreasing with the
filtering of the driving signals. This is explained by the increase of the driving
signals’ mean frequency (from 62.5 kHz to 75 kHz) by the filtering process. SDM
filtered driving signals produce the shortest focalisation with a temporal resolution
of 6.6 µs, while 1b filtered driving signals produce the narrowest deformation, with
a spatial resolution of 6.4 mm.

The SDM driving signals exhibit better contrast than the 1b driving signals. As
1b signals inject more energy in the plate, the overall vibration noise is more im-
portant than with SDM signals, which explains the lower contrast of the 1b signals.
Non-filtered driving signals have a larger bandwidth than the filtered ones, which
explains that the contrast of focalisation is higher when non-filtered driving signals
are used. Overall, the SDM non-filtered signals produce the best contrast, at 35.6.

4.4 Energy consumption

In this section the electrical consumption of the prototype is investigated for the dif-
ferent driving signals. It should be noted that the power consumption measurements
include the energy required to achieve the mechanical work, the energy required for
addressing the piezoelectric transducers and the energy dissipated by the electronics.

4.4.1 Experimental measurements

The voltage drop (V2 - V1) across a resistor (Rp = 2.1 Ω) is measured to determine
the current, as depicted in Figure 4.24. This is carried out for both power supply
lines : the mosfet drivers (15 V) and the mosfets (60 V).

Vin 15 V or 60 V

Rp 2.1 Ω

R1 20.5 kΩ

R2 4.02 kΩR2 4.02 kΩ

R1 20.5 kΩ

Vout to drivers or mosfets

V2 V1

Figure 4.24: Electrical circuit for the consumption measurements.

A voltage divider is used for the measurements:

85



CHAPTER 4. TIME REVERSAL PERFORMANCE

V2 = Vin
R2

R1 +R2

= Vin
4.02

4.02 + 20.5
=

1

6.1
Vin (4.1)

V1 = Vout
R2

R1 +R2

=
1

6.1
Vout (4.2)

The current Ip flowing across Rp is given by:

Ip =
Vout − Vin

Rp

=
6.1(V2 − V1)

Rp

(4.3)

The power consumption P for both supply lines is therefore:

P = Vsupply · Ip (4.4)

The following measurements are carried out when activating all 32 channels.
When SD modulation is on, the drivers’ consumption is 15 W and the mosfets’ con-
sumption is 25 W. Total consumption is 40 W, resulting in a 1.25 W consumption
per channel. Adding the filtering to the modulated driving signal does not affect
the consumption.

When 1b signals are used, the drivers’ consumption drops to 5 W and the mos-
fets’ consumption decreases to 18 W. Total consumption is 23 W, resulting in a
0.72 W consumption per channel. Adding the filtering to the 1b driving signal does
not change the consumption.

1b signals consumption is about 43 % less than SDM signals. This is mainly
due to the difference in switching frequency between 1b signals and SDM signals.
In the case of 1b signals, the electronics is at most switching at 125 kHz, whereas
the SD modulation is used with an oversampling to 4 MHz, which sets the switching
frequency of the electronics (32 times higher switching frequency). As for the filtering
stage, it is part of the computation process producing the driving signals and does
not change drastically the average switching frequency of the driving signals.

Signals 1b non-filtered 1b filtered SDM non-filtered SDM filtered
Power (W) 23 23 40 40

Table 4.4: Power consumption for the different driving signals.

4.4.2 Analytical estimation

In order to get a better understanding of the power consumption measurements,
an analytical estimation is proposed. The power flowing through the RLCq filter is
calculated, with Cq being the capacitance of the transducers, in order to approximate
the power consumed by the transducers.

In the frequency domain, the power P is:

P (ω) =
1

2
U(ω)I∗(ω) (4.5)

where U is the voltage and I the intensity. The voltage U is also defined by:

U = ZI (4.6)
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where Z is the electrical impedance. Combining Equation 4.5 and Equation 4.6
gives:

P (ω) =
1

2

U∗

Z∗
=
|U |2
2Z∗

(4.7)

Taking the magnitude of P gives:

|P (ω)| = 1

2

|U |2
|Z| (4.8)

For the RLC filter, Z = R + 1
jCqω

+ jLω, so:

|Z| =
√

(1− LCqω2)2 + (RCqω)2

Cqω
(4.9)

Combining Equation 4.8 and Equation 4.9 gives :

|P (ω)| = |U |
2

2

1√
(1−LCqω2)2+(RCqω)2

Cqω

(4.10)

Introducing ω = 2πf leads to

Pmean =
U2
mean

2

1√
(1−LCq(2πfmean)2)2+(RCq2πfmean)2

Cq2πfmean

(4.11)

With Umean = 30 V, Cq = 2.1 nF, L = 470 µH, fmean = 75 kHz, we get Pmean =
0.31 W per channel and for the whole 32 channels, Pmean = 9.92 W. This represents
the theoretical energy consumed by the piezoelectric actuators and does not take
into account the efficiency of the driving electronics. The consumption of a driving
electronics for piezoelectric transducers depends on the power requirements. In
commercially available products, the driving electronics can require two to ten times
the energy required to drive the piezoelectric actuators. In our case the ratio is
between 2 and 4, which points to a limited improvement margin.

To decrease the energy consumption, a driving electronics with a better efficiency
could be designed. However, a larger consumption reduction is expected in finding
a better compromise between the spatial resolution requirements and the chosen
frequency band. Lower frequencies and narrower frequency bands would decrease
the power consumption of the electronics. Fine tuning the coupling between the plate
and the transducers would allow, for a constant deformation, to decrease either the
number of transducers or the supply voltage. Those approaches can be envisioned
as future improvements of the system efficiency.

4.5 Noise emission

Noise emissions are of critical importance for a haptic feedback system in direct
interaction with the user. An ideal system would not emit any noise. In order
to compare the different driving signal parameters, presented in Table 4.2, noise
measurements are carried out while a focalisation at the center of the plate takes
place. A sound level meter (model CA834 from Chauvin Arnoux) is used to record
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the noise emissions. These measurements allow to compare sound emission of the
presented system to commercially-available systems and characterise how users are
affected, as sound level meters report units in dBA (A-weighted sound pressure level
measures). These measurements take however into account a limited bandwidth,
ranging from 37.5 Hz to 8 kHz. This does not take into account the full acoustic noise
emission band of our device. However, it is useful to quantify the noise emissions in
terms of human audition. In order to verify the filtering of the whole audible band, a
second approach with complementary measurements using a calibrated microphone
with a bandwidth ranging from 0 to 80 kHz is carried out.

4.5.1 Noise emission in dBA

The noise emission of continuous haptic feedbacks using time reversal at 500 Hz (T
= 2 ms) are compared with the four different driving signals (audio band filtering
enabled/disabled and SDM/1b). The sound level meter is placed perpendicularly
to the glass surface at a distance of 20 cm. The ambient noise is measured first and
found to be at 42 dBA. The measures are shown in Table 4.5.

Signal at 500Hz SDM 1b
no filter 76 dBA 80 dBA
filter 73 dBA 77 dBA

Table 4.5: Noise emission of the different driving signals in dBA.

The unfiltered 1b signal reaches a noise level of 80 dBA. SDM reduces the sound
pressure level by 4 dBA and the filtering of the audio bandwidth further reduces the
sound pressure level by 3 dBA.

From the previous sections, it has been shown that the SD modulation repre-
sented a drop of around 70% in terms of amplitude at the focusing point. This
represents a factor of 3.3. The drop in dBA is 4 dBA, which represents a factor of
2.5 in terms of sound pressure level. This means that the SD modulation reduces the
noise emissions in a less significant way than it reduces the amplitude of the impact.
It can be concluded that it is not an efficient approach for noise emission reduction.
Furthermore, it was shown that filtering represented a drop of around 30 to 40% in
terms of amplitude at the focusing point. This is a factor of 1.4 to 1.7. The drop
in dBA was 3 dBA, which is equivalent to a drop of a factor 2 in terms of sound
pressure level. This means that filtering reduces the noise emissions more than it
reduces the amplitude.However, even when filtering the 0− 25 kHz band the noise
emissions are well above the ambient noise level. To investigate the noise emissions
in the frequency spectrum, further measurements are presented in the next section.

4.5.2 Wide bandwidth sound level measurements

In this section the noise emissions are measured using a calibrated microphone
(378C01-C from Piezotronics) with a 5− 80, 000 Hz bandwidth, connected to a con-
ditionner (482C54 from Piezotronics). The signals’ amplitude are measured and
plotted normalised along the whole bandwidth taken into account. The frequency
domains of the 4 signals are shown in Figure 4.25.
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(a) FFT of the 1b non-filtered focalisation.
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(b) FFT of the 1b filtered focalisation.
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(c) FFT of the SDM non-filtered focalisa-
tion.
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(d) FFT of the SDM filtered focalisation.

Figure 4.25: 0− 125 kHz FFTs of the noise emissions for the four driving signals.

The effect of the filter is clearly visible when comparing Figure 4.25a to Fig-
ure 4.25b and Figure 4.25c to Figure 4.25d, with a significant drop in frequency
amplitude before 25 kHz. However, the amplitudes measured in the audible band
are still important (around half of amplitude for frequencies in the 25− 80 kHz) and
well above zero. The next section investigates in detail this effect.

Effect of filtering

Figure 4.26 is a zoom of Figure 4.25 for a limited frequency range (0− 25 kHz).
Figure 4.26a compares the effect of filtering on the SDM driving signals. In the
0− 6 kHz band the noise level is quite similar for both signals, however the con-
tribution of the filter is high in the 6− 25 kHz range. Figure 4.26b compares the
effect of filtering on the 1b driving signals. In the 0− 5 kHz band the noise level is
quite similar for both signals. The added value of the filter in the 5− 25 kHz range
is high.

Repetition and spectrum discretization

In Figure 4.27 the case of a single focalisation compared to a repeated focalisation
is considered for a SDM non-filtered driving signal. The FFT on the 0− 5 kHz of a
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Figure 4.26: Comparison of the FFTs of the filtered and non-filtered signals.

single focalisation is plotted against the FFTs of its 500 Hz repeated counterpart. On
the FFT of the repeated signal, a peak every 500 Hz is observed. This corresponds to
the repetition frequency and its harmonics. Therefore, it is clear that the repetition
rate (here 500 Hz) will add noise in the audible band. Ideally the repetition rate
should be above 20 kHz in order not to add any noise. However, in practice and as
discussed in subsection 4.3.1, the repetition rate is limited to 500 Hz. Above 500 Hz,
the amplitude at the focus point decreases exponentially, as previously shown in
Figure 4.12. At 1 kHz (T = 1 ms), the amplitude is 69 % of the maximum amplitude
and at 2 kHz (T = 0.5 ms), the amplitude drops to 44 % of the maximum amplitude.
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Figure 4.27: SDM non-filtered signals.

4.6 Variability and integrability

In this section, the contribution of each transducer to the focalisation process is
investigated. Is there a relationship between the focus point and the distance from
each transducer? Do all the transducers have the same contribution to the generated
amplitude at the focus point? These questions are answered in the following section.
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4.6.1 Transducers’ location and generated amplitude

In order to study the effect of the transducer’s location, a series of 12 points are
chosen as focusing location, as shown in Figure 4.28. The points are taken along a
rectangular shape as an inside contour of the plate. For each of the 12 points, the
focusing process is carried out 32 times, once with each transducer independently.
Each time the displacement amplitude A of the focus point is measured.
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Figure 4.28: Transducers positions and focus points’ locations on the prototype.

Contribution to the focalisation process

For each point the 32 amplitude measurements are averaged and plotted on Fig-
ure 4.29. The mean value for the generated amplitude is 0.155 µm. Each transducer
generates an amplitude between 0.130 µm and 0.180 µm.

In Figure 4.30, the number of transducers contributing to the focalisation is
varied between 1 and 32. The increase in displacement amplitude is linear. The
higher the number of transducers Q, the higher the displacement amplitude A at
the focus point.

Influence of the transducer’s position

In order to determine whether there is a dependency between the generated displace-
ment amplitude A at a specific point and the transducer position, the transducers
are grouped in four subsets. The “bottom” subset includes the transducers n1 to n8

plus the n32, the “left” subset includes the transducers n9 to n15, the “top” subset
includes the transducers n16 to n24 and the “right” subset includes the transducers
n25 to n31. The amplitudes generated at each of the twelve selected locations are
averaged for each transducer subset and plotted in Figure 4.31.
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Figure 4.29: Mean displacement amplitudes A generated by each transducer inde-
pendently.
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Figure 4.30: Displacement amplitude A as a function of the number of transducers
Q used in focalisation.

Points 8 to 12 exhibit a larger displacement amplitude than points 1 to 7 for
each subset. On average, point 7 has the smallest amplitude. To determine whether
the distance between transducer subsets and focus point location influences the
displacement amplitude, let’s consider point 2 and point 8. The transducer subset
the further away from point 2, and point 8 respectively, are the left one, and the right
one. For point 2 the left subset gives a slightly better amplitude (+3% compared
to the right one) even if it is further away from the point. For point 8, it is the
right one, even if it is also the further away (+27 % compared to the left one). In
average the bottom subset seems to be slightly less efficient than the others. One
explanation could be a less efficient mechanical coupling between the copper band
on which the transducers are glued and the glass substrate.

No impact or direct correlation between the focus point location and the actuator
subset can be found. Therefore, there is no need for equal distribution on the sides
of the plate to get a good focalisation process. For better integration purposes, the
32 actuators could be located on only one side of the plate without deteriorating
the focalisation process, as shown in Figure 4.32. To fit on a single side the 32
transducers are chosen as squares of 9 by 9 mm2, which represents the same active
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Figure 4.31: Mean amplitude for each focus point by transducers subset.

area as circular transducers of �10 mm. Instead of using 17 % of the interactive
surface for the transducers (copper band included), the new arrangement reduces
the interactive area only by 4.3 %.

Figure 4.32: A prototype with 32 square transducers located on one side of the
plate.

4.6.2 Focus point’s location and spatial resolution

As shown in Figure 4.33, focusing is carried out on different locations : in the plate’s
corner (1), on one side (2), on the inside of the plate (3) and in the center (4). The
focalisation is achieved with the 32 transducers. The spatial resolution scans are
superimposed on the focus point’s locations.
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Figure 4.33: Prototype and transducers, with focus point locations.

Distribution across the plate

The spatial resolution is measured for each focalisation location. Figure 4.34 shows
that the spatial resolution is almost constant at 7 mm ± 0.2 mm. This means that
the spatial resolution does not change whether the focusing is achieved on the sides
or inside the plate. The focusing in terms of amplitude and spatial resolution is
homogeneous across the plate.
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Figure 4.34: Spatial resolution of each focus point.

4.7 Conclusion

In this chapter a new tactile display implementing the time reversal approach is
presented and characterised. It is based on a 1.1 mm thick glass substrate of an
area of 300 by 200 mm2. 32 piezoelectric transducers are glued on the periphery.
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Dedicated electronics based on the class-D amplifier principles is used to drive the
transducers. Four types of driving signals are presented and compared in terms of
generated amplitude, resolution, energy consumption and noise emission.

Filtering the audible frequencies out of the driving signals proved to be an in-
teresting noise emission reduction strategy. The use of a Sigma-Delta modulation
of the second order, however, appeared to be less efficient and resulted in a greater
loss of amplitude than sound emission reduction. Moreover, generating modulated
driving signal requires a higher energy consumption than for driving signals quanti-
fied on 1 bit. The best choice in terms of driving signals is therefore filtered signals
quantified on 1 bit.

It is has been demonstrated through experimental measurements that there is no
substantial impact or direct correlation between the focus point’s location and the
transducers’ location. This allows better integration designs. All the transducers
could be located on one side of the plate without deteriorating the focalisation
process. The spatial resolution and the amplitude were measured and appeared to
be constant all over the plate’s surface.

In the next chapter we will use this newly designed prototype to study how the
focus spot is perceived by the user.

95



CHAPTER 4. TIME REVERSAL PERFORMANCE

96



Chapter 5
Time Reversal and perception

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Time reversal and sensitivity to applied force . . . . . . 98

5.2.1 Experimental set-up . . . . . . . . . . . . . . . . . . . . . 99
5.3 Detection threshold . . . . . . . . . . . . . . . . . . . . . . 101

5.3.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.2 Experimental protocol . . . . . . . . . . . . . . . . . . . . 102
5.3.3 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.4 Impact modulation and pattern perception . . . . . . . . 104
5.4.1 Impact amplitude modulation . . . . . . . . . . . . . . . . 104
5.4.2 Amplitude-modulated patterns . . . . . . . . . . . . . . . 104
5.4.3 Experimental protocol and participants . . . . . . . . . . 105
5.4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.5 Summary of the results . . . . . . . . . . . . . . . . . . . . 111
5.5.1 Applied force effect on the displacement amplitude . . . . 111
5.5.2 Detection threshold . . . . . . . . . . . . . . . . . . . . . 112
5.5.3 Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

97



CHAPTER 5. TIME REVERSAL AND PERCEPTION

5.1 Introduction

The previous chapter introduced a new tactile display implementing the time reversal
method. Its performance in terms of generated displacement amplitude improved
upon the state of the art. Decreasing the thickness of the glass surface, while using
a better piezoelectric material and an improved electronics, enabled to develop a
sturdier prototype with increased performances. Nevertheless, the performance still
needs to be qualified in terms of human perception. What happens to the impact’s
amplitude when the user applies a force on the surface, whether it is exactly on the
focus point or elsewhere on the surface? Is the resulting displacement amplitude
still perceived by the user?

In section 5.2, the influence of the force with which the user presses on the screen
on the generated impact is investigated. Then, in section 5.3 the relation between
the impact’s amplitude and the user’s perception is studied. The displacement am-
plitude detection threshold is determined as a function of the applied force. Finally,
in section 5.4 a perceptual study using different impact patterns is carried out. The
patterns are compared in terms of both clarity and pleasantness.

5.2 Time reversal and sensitivity to applied force

On a smartphone, interaction with more than two fingers is almost non-existent.
However, the size of the haptic screen, the number and size of finger contacts can
vary. For example, on a tablet or a multimedia table, interactions may involve several
users. Therefore, a large number of simultaneous fingers, fists or palm contacts, are
common. When a contact is applied on a time reversal screen in any location, part
of the flexural waves are absorbed by the finger and another part is diffracted. If the
contact is at the focusing point, the mechanical coupling between the finger and the
plate results in a damping effect that decreases the amplitude of vibrations. The
size, number and location of contacts influence the focalisation process and thus, the
displacement amplitude. Therefore, the effect of contact areas (at the focus point
and elsewhere on the surface) on the displacement amplitude A generated by the
time reversal is studied.

Previous work [40] studied the influence of the finger’s contact on the surface on
the time reversal process. In [40] the influence of finger contacts outside of the focal-
isation point is predicted using the theory of multiple diffraction [72] and measured
experimentally. The fingers’ contact on the surface creates a loss in the impact’s
amplitude of up to 30 % for a reversal time of 3 ms with three fingers in contact with
the surface, outside of the focalisation point. However no measurements of the loss
as a function of applied force are carried out. A finger applying a 1 N force at the
focus point resulted in a 60 % loss in displacement amplitude at the focus point, for
a 0.5 mm thick plate of an A5 format. A model of the finger is developed based on
a standard mass-spring-damper system. The physical parameters of the finger are
then estimated. This allows to compute an optimum for the plate’s thickness, which
is 0.88 mm, for a plate material of ρs = 2510 kg ·m−3 and an A5 screen surface.

In the next section the influence of different contacts’ surface and location on
the displacement amplitude are measured.
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5.2.1 Experimental set-up

In this section the loss in displacement amplitude with several types of contacts is
measured. Figure 5.1 presents the measuring set-up. The time reversal prototype,
presented in section 4.2, is resting on two load sensing units on its sides. Averaging
both signals gives the force which is applied on the plate. Focusing is done contin-
uously and the generated amplitude is measured thanks to a laser vibrometer. The
laser beam is directed towards the backside of the surface with a mirror positioned
at 45◦. The front side of the surface is free to explore and forces can be applied with
the finger without disturbing the measurements.

Figure 5.1: Haptic surface with force sensors and laser vibrometer.

For each measured point, a finger is pressed on a chosen location, either at the
impact’s location or away from it. At each impact a measurement of the applied
force on the surface is carried out. This set-up allows to study the amplitude of the
impact as a function of the applied force.

Contact force induced diffraction

A finger’s contact on the surface at point P1 introduces a local variation of the
plate’s impedance, leading to diffraction of the incidental waves. Measurements of
the losses due to diffraction are carried out at the focalisation point F while applying
force at point P1, as shown in Figure 5.2.

FP1

Figure 5.2: Focus points’ location (F ) and contact location (P1).

Diffraction depends on the effective surface of the object applied to the surface.
Different contacts are applied to the screen to study the effect. Centered around
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CHAPTER 5. TIME REVERSAL AND PERCEPTION

point P1, 1 finger, 5 fingers, a fist and a palm are applied successively, as shown in
Figure 5.3.

(a) Five fingers press. (b) Fist press. (c) Palm press.

Figure 5.3: Different contacts pressed on the haptic screen.

Measurements are presented in Figure 5.4. The displacement amplitude is plot-
ted as a function of the applied force when pressing on point P1. The measurements
are normalised to indicate a percentage loss. Applying a 2 N force with one finger on
P1 results in a 6 % loss in amplitude. Applying a 2 N force with five fingers around
P1 decreases the amplitude by 12 %. The drop is slightly less with a fist, around
10%. The five fingers and the fist contacts exhibit similar behaviour. However,
applying a 2 N force with the palm of the hand around P1 decreases the amplitude
by 17 %. The palm contact area with the screen is larger than the previous cases
which can explain the higher attenuation.
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Figure 5.4: Loss of amplitude as a function of applied force for different contacts,
at P1.

The loss in amplitude due to contacts outside of the focalisation point increases
with both the applied force and the contact area.
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Amplitude loss due to an applied force at focus point

After quantifying the diffraction losses, measurements are carried out to estimate the
losses due to the applied force by the finger at the focalisation point. The amplitude
is measured with the laser vibrometer while the finger presses on the focalisation
point and results are shown in Figure 5.5. A decreasing exponential curve is fitted
on the measurements. Measurements are carried out during both the loading phase,
when the finger presses on the surface, and the unloading phase, when the finger
releases its pressure from the surface. A hysteresis effect is observed. The finger
stiffness depends on the loading/unloading conditions and the related contact area
affects the amplitude accordingly, as shown in Figure 5.5.
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Figure 5.5: Drop in amplitude when a finger is pressing on the focus point F .

When a finger applies a 2 N force at the focus point, the impact’s amplitude
drops by 30 %. A 1 N force decreases the amplitude by 25 %.

5.3 Detection threshold

The previous section highlighted that the contact of a finger on the plate at the
focusing point decreases the generated impact amplitude. In this section, the am-
plitude level required for the user to be able to perceive the impact is determined.
Furthermore, the variation of the amplitude detection threshold with the applied
force is investigated.

5.3.1 Parameters

Physical buttons usually click at 1 N or lower [12]. Haptic buttons designed with
time reversal methods should mimic their physical counterparts. A simple touch
on a touchscreen is usually registered when it exceeds 0.1 N. In this study, it is
proposed to divide the touch force in three equally large intervals (0.1 N - 0.4 N,
0.4 N - 0.7 N and 0.7 N - 1.0 N).
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The second parameter is the amplitude of the impact. This one is controlled
by the input signal voltage. The driving signals are of the 1b non-filtered type
with a peak amplitude A of 12.9 µm. This peak value is 8 % less than the peak
value of 13.86 µm obtained in subsection 4.3.2 for the same driving signals. This
is explained by the fact that the haptic surface is now fixed onto the load sensors,
changing the boundary conditions. Amplitudes below 50% are not perceived by a
few pilot participants. Therefore five amplitude values are chosen between 50% and
100% equally distributed. 0% is added as a control value. The input voltage values
are 0%, 50%, 62.5%, 75%, 87.5% and 100%, with 100% corresponding to the peak
amplitude of 12.9 µm.

It is observed in section 5.2 that the displacement amplitude of the focus point
is influenced by the applied force. To take this into account, the real generated
amplitude is measured with the laser vibrometer for each press.

5.3.2 Experimental protocol

The experiment design gives 3 forces x 6 amplitudes = 18 conditions. Each condition
is repeated 5 times, giving a total of 90 trials per participant. The experiment takes
about 20 minutes per participant.

The experimental setup is presented in Figure 5.6. For each trial the participant
is asked to press the screen at the haptic feedback location and to stabilise the applied
force. The applied force is indicated in red and the upper and lower range limits
(indicated by blue bars) guide the user to adjust the force within the limits. When
the user stabilises the applied force within the indicated range for one second, the
system generates one single impact. The participant indicates then, whether he/she
felt the impact on his/her finger or not.

(a) Haptic screen, with a finger pressing at the focus point.

Upper limit

Lower limit
Applied force

(b) Force level.

Figure 5.6: The experimental set-up, composed of a time reversal haptic screen and
a visual force level display in front of the user on a PC monitor.

After the experiment, each participant is asked to answer a few questions:

• How would you qualify the stimulus?

• For what kind of applications would you use this kind of haptic feedback?

• Do you have any further suggestions?
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5.3. DETECTION THRESHOLD

5.3.3 Participants

10 participants (6 Males and 4 Females with an average age of 25, SD 8.3, where 8
are right-handed) contributed to the study.

5.3.4 Results

Detection threshold

For each force range, the mean detection rate, averaged across participants, is shown
in Figure 5.7 as a function of the impact amplitude. Each data point is reported
with the standard deviation (Mean + σ and Mean - σ).
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Figure 5.7: Mean detection rate as a function of mean measured amplitude.

A first observation indicates that the applied force does not significantly affect
the detection threshold. For the specific panel of users, the detection threshold
(generally given for a 50% detection rate) is around 7 µm. However the strong
inter-participant variability illustrated by the large standard deviation, prevents to
draw conclusions on a precise detection threshold. It is worth noting that at the
lower applied force level, for the 100 % input signal (representing 12.9 µm), a 100
% detection rate is reached.

The participants were selected amongst the laboratory members, making the
population non randomly chosen and non-representative. No extrapolation to the
general population can be made at this point. It is however possible to propose
recommendations for the amplitude requirements for future perceptual studies. The
amplitude of the generated impact has to be at minimum 10 µm in order to be
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detectable at various applied forces in the 0.1− 1.0 N range. Further studies on a
wider randomly chosen population and a wider force range should be carried out to
confirm the observed trends in this exploratory study.

Survey summary

A summary of the participants’ feedback to the survey is provided in this section.
The stimulus is often described as a pin, a prickling or a needle, seldom as a bursting
bubble or a small electrical discharge. Moreover, it is not qualified as unpleasant
or painful. However, it is rarely qualified as pleasant (only in the case where the
stimulus is weak). The stimulus is perceived as local and brief. The pin sensation
suggests that time reversal could be used to raise awareness or alert the user.

When asked what kind of haptic application they would imagine, the participants
often cited button clicks. Others mentioned a relief information (tactile map, pin
for a Braille interface) or a guiding information for visually impaired or disabled
persons. Finally, another imagined application is rehabilitation, due to the strong
induced vibration.

Future work should focus on the spatial and temporal shape of the impact. A less
sharp localised feedback could prevent the needle feeling. A longer temporal signal
could alleviate the problem of the short signal. In the next section the temporal
modulation is explored.

5.4 Impact modulation and pattern perception

The previous study pointed out that the stimulus generated by time reversal is
perceived as very localised and very brief. In this section, the temporal profile of
the stimulation is addressed. Repeating the impact at a specific frequency while
modulating the impact’s amplitude would enable different haptic patterns.

5.4.1 Impact amplitude modulation

The use of the Sigma-Delta modulation allows to modulate the impact’s amplitude
by adding a gain to the driving signal. The different steps for the signal generation
process, detailed in subsection 4.2.3 are as follows. The recorded impulse response
is first cut to the reversal length and time reversed. It is then off-set and filtered.
Then the sign is extracted and modulated. A gain is then applied (between 0 and
1) so that the modulation will give a correspondingly modified driving signal. To
generate a pattern, the driving signal is repeated, while the gain is varied. The
gain’s variation along time is the modulation envelope.

5.4.2 Amplitude-modulated patterns

The maximum amplitude and the pattern duration are chosen to be fixed for all the
patterns. The pattern envelope, which is the amplitude modulation with the time, is
of crucial importance. In particular the repetition frequency has to be high enough
so that the user perceives the signal’s envelope as a whole and not as a succession
of discrete impacts.
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5.4. IMPACT MODULATION AND PATTERN PERCEPTION

The pattern duration is of high importance. On the one hand, if too short, it
is not possible for a human being to perceive the pattern. On the other hand, if
the duration is too long, the pattern will not be appropriate for a click feedback
and would be better suited for texture feedback. A compromise time of 100 ms is
chosen, which corresponds to a common duration for patterns in haptic feedback
systems [7], [48].

Two values are then compared for the repeating frequency. A frequency of 200 Hz
corresponds to the optimum reversal time (5 ms in terms of amplitude generation,
see subsection 4.3.1). The frequency is also quite near to the peak of sensitivity of
human beings which is around 250 Hz [75]. However frequencies close to the peak of
sensitivity are not perceived as pleasant by the users. A second frequency of 500 Hz
is evaluated. It corresponds to the highest frequency with an impact amplitude still
above the defined threshold of 10 µm, see (Figure 5.7). In order to compare the
different patterns, the peak amplitude should be the same. As the displacement
amplitude generated at a 200 Hz repetition rate is higher than at 500 Hz, a gain (in
this case 0.6) is applied to the 200 Hz patterns. This enables to generate patterns
with the same peak amplitudes.

Several pattern shapes, called Pn hereafter, are proposed, as shown in Figure 5.8.
First, P0 which is a single impact and previously used in the threshold experiment
is tested. Three other envelopes are considered. A square one provides a pattern
with sharp transitions for the beginning and the end of the pattern and a constant
excitation amplitude. A cardinal sinus provides a smooth increase and decrease of
the pattern’s amplitude and reaches the maximum amplitude at the middle of the
pattern. Finally a decreasing exponential function is tested for its sharp beginning
and smooth decrease in amplitude along time.

5.4.3 Experimental protocol and participants

10 participants (6 Males and 4 Females with an average age of 25 among whom 8
are right-handed) took part in the study.

The experiment is conducted on the same prototype as the previous study, which
performance is described in chapter 4.

The order in which the seven patterns are presented is chosen randomly. For each
pattern, the participant is asked to touch the plate at the location of haptic feedback.
He/She can press several times to get familiar with the feeling conveyed by the
current pattern. He/she is then asked to answer a questionnaire, shown in Table 5.1,
based on the AttrakDiff questionnaire [34]. After each pattern, the participant is
asked to describe how the pattern felt. The mean time of the experiment is around
15 minutes.

The AttrakDiff questionnaire is commonly employed to measure perceived prag-
matic quality (PQ), perceived hedonic quality-stimulation (HQS), perceived hedonic
quality-identification (HQI) and perceived attractivity (ATT) through evaluational
constructs. The questionnaire consists of 7-point items with bipolar verbal anchors
(i.e., a semantic differential). Some adjectives of the initial questionnaire are re-
moved as they are not considered to be of high relevance for this specific study.

Pragmatic attributes are linked to the user need to achieve behavioural goals.
Goal achievement requires utility and usability and a product that enables effec-
tive and efficient goal-achievement is therefore perceived as pragmatic or as having
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(a) P0 : Single impact.
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(b) P1 : Square, Fsample = 200 Hz.
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(c) P2 : Cardinal Sinus, Fsample = 200 Hz.
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(d) P3 : Decreasing Exp., Fsample =
200 Hz.
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(e) P4 : Square, Fsample = 500 Hz.
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(f) P5 : Cardinal Sinus, Fsample = 500 Hz.
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(g) P6 : Decreasing Exp, Fsample = 500 Hz.

Figure 5.8: Patterns tested.

perceived pragmatic qualities. A high PQ score implies primarily high usability.
Moreover, a product can be perceived as hedonic because it exhibits a challenging
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Pragmatic quality (PQ)
complicated -3 -2 -1 0 1 2 3 simple
cumbersome -3 -2 -1 0 1 2 3 straightforward
unpredictable -3 -2 -1 0 1 2 3 predictable
confusing -3 -2 -1 0 1 2 3 clearly structured

Hedonic Quality - Stimulation (HQS)
conventional -3 -2 -1 0 1 2 3 inventive
dull -3 -2 -1 0 1 2 3 captivating
ordinary -3 -2 -1 0 1 2 3 novel

Hedonic Quality - Identification (HQI)
tacky -3 -2 -1 0 1 2 3 stylish
cheap -3 -2 -1 0 1 2 3 premium
unpresentable -3 -2 -1 0 1 2 3 presentable

Evaluational Constructs - Attractivity (ATT)
unpleasant -3 -2 -1 0 1 2 3 pleasant
ugly -3 -2 -1 0 1 2 3 attractive
disagreeable -3 -2 -1 0 1 2 3 likeable
repelling -3 -2 -1 0 1 2 3 appealing
bad -3 -2 -1 0 1 2 3 good
rejecting -3 -2 -1 0 1 2 3 inviting
discouraging -3 -2 -1 0 1 2 3 motivating

Table 5.1: Pattern perception survey.

and novel character or communicates important personal values. A high HQS score
implies a high degree of perceived novelty, stimulation and challenge. A high HQI
score implies a high perceived capability of communicating identity to others. The
use of a product results in emotions, as satisfaction, in evaluations, as judging a
product appealing, or behavioural responses, such as approaching or avoiding. The
separation of the attributes’ perception from their evaluation may lead to find a
product novel (an attribute of a product) but not necessarily attractive (an eval-
uation of a product). Evaluational constructs, such as pleasantness or appeal, are
regrouped in the Attractivity section.

5.4.4 Results

Pattern evaluation

Figure 5.9 details the averaged scores of all participants for pattern 0 (single im-
pact). A first analysis is to describe the score for each adjective, in relation to the
other patterns. This gives a detailed representation of how the pattern is perceived.
The individual score curves for the other 6 patterns are given in appendix A. A
first general observation is that throughout the entire adjectives, none are given a
negative score. Every pattern is rated on average positively throughout each of the
AttrakDiff characteristics.

In Figure 5.9, corresponding to P0’s score, it is possible to qualify a single impact
as a clear and straightforward signal. It is however not very pleasant and not
inviting. Analysing in details each adjective is rather complex. In the following
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section, it is proposed to calculate an average for each category, namely PQ, HQ-S,
HQ-I and ATT, to identify trends (see Table 5.1).
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Figure 5.9: Pattern P0 - score on the AttrakDiff inspired scale.

Patterns comparison

In Figure 5.10 and Figure 5.11 the average scores per pattern are presented. Each
data point is plotted with the standard deviation (Mean + σ and Mean - σ). For
better clarity the patterns P1, P2 and P3 are first presented and compared to pattern
P0 (Figure 5.10). Figure 5.11 illustrates the scores of the other patterns P4, P5, P6

in comparison to pattern P0.
One first observation is that no single pattern performs better than the other in

every category.
P1, the square envelope at 200 Hz, has scores above P0. Its scores are slightly

above for PQ, HQ-I and ATT and well above for HQ-S. This means that it is more
novel and stimulating for the users than P0. This comes from its sharp transitions
and from the frequency used.

P2, the cardinal sine at 200 Hz, scores better than P0 and P1 (except in HQ-
S). It scored best in HQ-I and ATT. This means that it is the best in conveying
an identity and the most pleasant pattern. The smooth transitions of its envelope
provides simultaneously pleasantness and some difficulties in clear perception.

P3, the decreasing exponential at 200 Hz, follows a similar trend as P1 but with
lower scores. In both HQ-S and HQ-I it is worse than P0. Its Attractivity is never-
theless the second best among the tested patterns.

P4, P5 and P6 exhibit lower scores than P0 in HQ-I and ATT, which makes them
not very attractive. P4 is better in HQ-S and has the best score in terms of PQ. this
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Figure 5.10: AttrakDiff scores of P0, P1, P2 and P3.
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Figure 5.11: AttrakDiff scores of P0, P4, P5 and P6.

reinforce the fact that square envelopes are good for a clear and direct detection by
the user.

From these results, it seems that envelopes and frequencies have a specific effect
on the pattern perception. In the following section, the impact of the envelope and
the frequency are analysed in detail.

Frequency influence

In Figure 5.12, the mean score of each pattern are grouped by frequency. The scores
of the three patterns at 200 Hz (Low frequency, Lf) and the three patterns at 500 Hz
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(High frequency, Hf) are averaged separately. Each data point is plotted with the
standard deviation (Mean + σ and Mean - σ).
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Figure 5.12: AttrakDiff score comparison between Lf and Hf, with P0’s score for
reference.

The 200 Hz frequency is slightly better perceived than P0 and the 500 Hz patterns
in terms of hedonic qualities. It stands apart for giving both a pleasant and an
attractive feeling with a score exceeding clearly the one of 500 Hz frequency patterns.
However, the 500 Hz patterns are better in terms of usability and clarity. This
implies that a repetition frequency at 500 Hz generates clearer, better perceived
patterns but is less appreciated than lower frequencies.

Envelope influence

On Figure 5.13, the influence of the envelope is studied. Both 200 Hz and 500 Hz
signals of each envelope are averaged and plotted. Each data point is plotted with
the standard deviation (Mean + σ and Mean - σ).

The square envelopes (P1 and P4) present similar behaviour but higher ratings
for PQ and HQ-S compared to the single impact. They are worse than the single
impact for the HQ-I and ATT. They are the best score in terms of PQ, shared with
the cardinal sine envelope. The square envelopes present a better usability and is
more stimulating than P0, but conveys less identity and is considered to be less
attractive.

The cardinal sine envelopes (P2 and P5) exhibit similar ratings to the square en-
velopes, but are slightly above for all the other of the categories while still conveying
less identity.

The decreasing exponential envelopes (P3 and P6) are almost identical to the
other patterns in terms of PQ but falls behind on hedonic qualities. They are the
second best in terms of pleasantness.

Based on these trends, envelopes with smooth transitions are more likeable than
those with abrupt ones. When looking at the overall performances, cardinal sine
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Figure 5.13: AttrakDiff score comparison between the different envelopes, with P0’s
score for reference.

envelope would be a preferable choice.
Feedbacks from participants reinforce those trends:

• P0 : ”electrical discharge”

• P2 : ”Pleasant, diffuse, well felt”

• P2 : ”Relatively uniform, so ok : premium feel.”

• P0 : ”Very short so less distinguishable.”

• P1 : ”Stronger, sharper. Discharge/negative feeling.”

• P2 : ”More uniform than P6, P4 and P3, less brief, more surface, larger ampli-
tude in the middle.”

• P5 : ”Same as P2 but larger amplitude in the middle.”

5.5 Summary of the results

5.5.1 Applied force effect on the displacement amplitude

In this chapter diffraction losses for a finger pressing up to 2 N are measured at dif-
ferent locations. The location is found to have moderate influence on the diffraction
losses. A finger pressing aside the focus point at up to 2 N is found to generate
losses up to 6 % of the amplitude peak at the focus point. Losses due to diffraction
are however dependent on the surface of the contact. Five fingers pressing on the
surface induce a loss of 12 %. A palm laid on the surface results in even greater
losses (17 %). Losses due to diffraction increase with the applied force and also with
the surface of the contact. When the finger presses directly on the focus point is
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the prime source of loss in time reversal. Indeed, when a finger applies a 2 N force
at the focus point, the generated amplitude drops by 37 %.

5.5.2 Detection threshold

The detection threshold of different users is measured in this chapter. The results
of this preliminary study cannot be extrapolated to a broader population due to the
small tested population. A first trend is that the force with which the user presses
on the screen seems barely influencing the perception threshold. This study however
allows to determine the amplitude level requirement for future experiments. The
amplitude of the generated impact should be at minimum 10 µm for a perception
rate close to 100 %.

5.5.3 Perception

The study presented in this chapter compares patterns with high (500 Hz) and
low (200 Hz) frequency of impact repetition and several envelope shapes. The low
frequency (200 Hz) and the smoothness of the cardinal sine envelope are found to
be the best in terms of pleasantness. However, in terms of clarity, a 500 Hz square
shaped repetition is the best. The cardinal sine is of special interest since it performs
well in terms of attractivity. More frequencies should be tested (50 to 450 Hz, in
50 Hz steps for example), to further explore whether there is a frequency at which
the usability is maximised. Another study could test other envelopes to determine
whether the combination of smooth and sharp transition for example, improves the
ratings in the different categories.
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CHAPTER 6. ELECTROVIBRATION: THEORY AND PERCEPTION

6.1 Introduction

In the previous chapters, the focus is on static touch feedback. This supposes a user
pressing on the screen as the aim is to provide a button-click feedback. This chapter
is focusing on dynamic touch feedback. The objective is to provide complimentary
haptic feedback while the user moves his finger across the screen. Such stimulation
can be used to mimic a texture sensation, from coarse textures, such as the gratings
on a volume slider, to fine texture, such as displaying different fabrics on a virtual
catalogue. Electrovibration can provide this kind of feedback. It can be easily
integrated and offers a wide range of texture possibilities. The working principle
is based on an electrostatic force generated between the finger and the explored
surface, which attracts the finger towards the surface. The variation of this force in
correlation with the movement of the finger generates the electrovibration sensation.
Indeed, nothing is felt if the finger is static. However, as the finger moves across the
surface, the variation of the attractive force causes the finger to be slowed down.
This results in the modification of the apparent friction coefficient between the finger
and the surface, which generates a “texture” feeling, as shown in Figure 6.1.

Figure 6.1: As the finger moves across the screen, the electrostatic force is varied
according to the targeted texture feedback, from [3].

Figure 6.2 shows the principle of the electrostatic force generation. An electrode
is embedded in the screen and electrically linked to a voltage source. A transparent
electrode layer can be deposited on the structural layer of the screen, which is made
out of glass. The transparent electrode is covered by a thin insulation coating. The
finger is in direct contact with this coating. In most cases, the user is grounded by
touching an electrode connected to the electrical ground of the circuit.

Voltage source
Insulator layer
Electrode layer
Structural layer

Figure 6.2: Principle of an electrovibration tactile device, from [62].
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The texture feeling results from the timely variation of the voltage amplitude
fed to the system. Figure 6.3 shows the principle of texture simulation on a surface.
In this case, the only signal shape used is sinusoidal. However, different signals
such as of the square and sawtooth type can be used. The frequency and ampli-
tude are controlled according to the grayscale level of the texture displayed on the
surface. Based on the position x of the finger, a specific signal is applied to the
electrovibration system and generates a variable texture feedback.

Figure 6.3: Input signal as a function of the finger’s position (x) to create different
texture sensations on a haptic surface.

The influence of frequency and amplitude of sine signals on the perceived feeling
has been studied in [3]. Low frequency stimuli (80 Hz) are perceived as rougher
compared to higher frequency (400 Hz). They were often linked to “wood” and
“bumpy leather” versus “paper” and “a painted wall” for higher frequency stimuli.
At 80 Vpp textures were mostly compared to “cement surface” and “cheap paper”,
whereas at 115 Vpp they were compared to “paper” or “a painted wall”. For high
frequency textures (400 Hz) an increase of amplitude increased perceived smoothness
of tactile sensations.

In this chapter theoretical background is covered and the influence of the user
applied force on the electrovibration perception is studied.

In section 6.2, the principle of generating an electrostatic force between the finger
and a surface is explained. A dynamic model for the electrostatic force generation
is then presented.

In section 6.3, an experimental set-up is built to test the influence of the applied
force on tactile perception thresholds for electrovibration stimuli.
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CHAPTER 6. ELECTROVIBRATION: THEORY AND PERCEPTION

6.2 Fundamentals of electrovibration

A simplified model of the contact between the plate and the fingertip is presented in
subsection 6.2.1 to explain the principle of electrostatic force generation. A parallel
plate capacitor with no fringe capacitance is considered. The model assumes first
the medium between both electrodes to be vacuum. The embedded conductive
electrode in the screen is the first plate and the conductive part of the finger’s skin
is the second plate of the capacitor. Taking into account the fingertip’s skin structure
and the dielectric layer deposited on top of the screen’s electrode lead to a dynamic
model of the electrostatic force, which is presented in subsection 6.2.2. The model’s
prediction are then discussed in subsection 6.2.3.

6.2.1 Electrostatic force generation

An electrostatic force is generated when two electrodes, presenting a voltage differ-
ential, are separated by a dielectric medium. This is what happens in a capacitor,
where the two electrodes are fixed. If one of the electrodes is mobile, the gener-
ated force attracts it towards the other electrode, which is what occurs during an
electrovibration stimulation. The fingertip’s skin is attracted towards the haptic
screen.

A parallel plate capacitor is used, to express the electrostatic force generated
between both plates. Two planar electrodes are separated by vacuum, as shown in
Figure 6.4.

Figure 6.4: Parallel plate capacitor.

The capacitance C0 between both plates, separated by vacuum, is defined by:

C0 =
ε0 ·A
d

(6.1)

Where ε0 is the relative permittivity of vacuum, A is the plate’s area and d is
the distance between the two plates. The energy stored, W , is calculated with:

W =
1

2
C0 ·V 2

0 (6.2)

Where V0 is the electrical potential difference between the plates. Finally, the
electrostatic force generated between the two plates, Fe is given by:

Fe =
W

d
=
ε0 ·A ·V 2

0

2d2
(6.3)
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6.2. FUNDAMENTALS OF ELECTROVIBRATION

6.2.2 Electrovibration model

In practice the two plates (the electrode and the conductive part of the fingertip)
are not separated by vacuum. The electrode is covered with an insulating material
with a thickness di and a permittivity εi. The conductive part of the fingertip is
isolated with a skin layer, the stratum corneum. This layer is first considered as
a pure insulator of thickness dsc and permittivity εsc. The stacking of both layers
is approximated by modelling two stacked capacitors. To compute the equivalent
capacity Ce of two stacked capacitors, Equation 6.4 is used:

Ce =
1

Ci
+

1

Csc
=

1
ε0εi ·A
di

+
1

ε0εsc ·A
dsc

(6.4)

The energy stored, from Equation 6.2 is given by:

1

2
C0 ·V 2

0 =
1

2
· 1
dsc
εsc

+ di
εi

· ε0 ·A ·V 2
0 (6.5)

The electrostatic force, from Equation 6.3, is then:

Fe =
W

d
=

ε0 ·A ·V 2
0

2 ·
(
dsc
εsc

+ di
εi

)
· (dsc + di)

(6.6)

First, the parameters taken into account in the model are defined (see Table 6.1).
The considered electrovibration screen here is a 3M touchscreen. Its datasheet
mentions the insulating layer thickness and relative permittivity. The generated
electrostatic force grows linearly with the contact area, according to Equation 6.6.
Measurements showing that the contact area is affected by the applied force by
the finger on the screen are carried out (see Appendix B). Using the model from
Equation 6.6 with a constant voltage of 50 V, the evolution of the electrostatic force
is illustrated in Figure 6.5. The electrostatic force given by this static model matches
previous work published in [61] and [80].

Characteristics Value
Vacuum permittivity, ε0 8.85 · 10−12 F/m
Insulator relative permittivity, εi 3.9
Insulator thickness, Ti 1 µm
Stratum Corneum relative permittivity, εsc 1000
Stratum Corneum thickness, Tsc 200 µm
Stratum Corneum resistivity, ρsc 33 kΩ

Table 6.1: Skin and screen parameters.

Time-dependent behaviour of electrovibration feedback

The structure of the fingertip skin has been extensively studied in biology related
research. Measurements of the thickness of the stratum corneum through optical
coherence tomography are presented in [23]. It shows that large differences exist:
on the right index finger the measured thickness at the center of the fingertip ranges
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Figure 6.5: Electrostatic force Fe as a function of the contact area A.

from 130 µm to 795 µm. There is an average difference of 51 µm between male and
female subjects. As the thickness of the stratum corneum is directly involved in
the generation of the electrostatic force, the users may feel strong variations of the
stimuli’s perception.

Furthermore, it is known that the stratum corneum is not a perfect insulator as
some electrical charges can pass through it. It has also been shown that the elec-
trical permittivity of the stratum corneum varies with the frequency of the imposed
stimulus. The electrical permittivity of the stratum corneum εsc and its resistiv-
ity ρsc (respectively εk and ρk, in Figure 6.6) as a function of the frequency of the
stimulus are measured in [87].

Figure 6.6: Average resistivities ρk and ρc and dielectric constants εk and εc of the
stratum corneum and of the deeper skin tissues, from [87].

The loss of electrical charges through the fingertip skin can be modelled as a
resistor and a capacitor in parallel ([61], [80]), as shown in Figure 6.7.

The insulator’s capacitance Ci, the stratum corneum’s capacitance Csc and the
stratum corneum’s resistance Rsc are given by:

Ci =
ε0εi ·A
di

(6.7)

Csc =
ε0εsc ·A
dsc

(6.8)
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6.2. FUNDAMENTALS OF ELECTROVIBRATION

Figure 6.7: Electrovibration model, with the stratum corneum layer modelled as a
parallel resistor and capacitor, [80].

Rsc =
ρsc · dsc
A

(6.9)

where ρsc is the resistivity of the stratum corneum. Kirchhoff’s law applied to
the circuit in Figure 6.7 gives Equation 6.10, with ii the current flowing through the
insulator, iCsc the current flowing through Csc and iRsc the current flowing through
Rsc.

ii − iCsc − iRsc = 0 (6.10)

The relation between the current i and the voltage V in a capacitor of capacitance
C is:

i = C · dV
dt

(6.11)

ii and iCsc can then be expressed:

ii = Ci ·
d(V − Vsc)

dt
, (6.12)

iCsc = Csc ·
d(V − Vsc)

dt
(6.13)

and Ohm’s law is used to express iRsc

iRsc = Vsc/Rsc (6.14)

Introducing Equation 6.12 – 6.14 in Equation 6.10 gives

d(Vsc)

dt
= − 1

(Ci + Csc)Rsc

·Vsc +
Ci

Ci + Csc
· dV
dt
. (6.15)

The differential equation is solved with Matlab using the ODE45 method, which
gives Vsc. The result is then used to compute the electrostatic force, Fe. Vsc is then
introduced in Equation 6.6, replacing V0. This leads to a time-dependent behaviour
of the electrostatic force, which is examined in detail in the next section.
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6.2.3 Input signals

In this section the input signal effect on the electrovibration force is presented.
Square, trapezoidal and sinusoidal signal shapes are compared using the model pre-
sented in the previous section. The evolution of the electrostatic force with the
different contact area measured in Appendix B is shown with the dynamic model.
Average values for the stratum corneum permittivity εsc, thickness Tsc and resistivity
ρsc are used (see Table 6.1). It is worth noting however, that εsc, Tsc and ρsc values
exhibit a large person-to-person variability. The skin’s condition and humidity also
affects those values. For instance, the resistivity ρsc can easily vary by a factor 1
to 10, impacting Vsc (see Equation 6.15), which is squared in the model from Equa-
tion 6.6. This leads to variations for the electrostatic force Fe by a factor 1 to 100.
It is therefore difficult to give precise values without adjusting the model parameters
to measured skin characteristics εsc, Tsc and ρsc. Nevertheless, the objective here is
not to determine precise amplitudes of the electrostatic force but rather to study its
dynamic behaviour and therefore Fe is presented in the curves with no scale.

Figure 6.8 indicates the electrostatic force profile generated by a step input signal
for various contact areas. A constant signal does not induce a continuous force. The
force increases quasi instantly with the initial step input and then decreases with
an exponential decay. This decrease is the result of the slow loss of charges of
the stratum corneum modelled by the RC-part introduced in Equation 6.15. The
electrostatic force peak value increases with an increase of the contact area.
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Figure 6.8: Electrostatic force Fe generated by a step input signal for various contact
areas.

Figure 6.9 indicates the electrostatic force profile induced by a trapezoidal signal
for various contact areas. It shows that for a given linear rising time, the electro-
static force increases rapidly. When the maximum input voltage is reached, the
electrostatic force decreases in an inverse exponential decay.

In order to generate a more continuous stimulation, an alternating signal has to
be used as discussed in [80]. As Fe varies with the square of Vsc, a positive force is
generated independently of the voltage sign. Both the positive and negative parts
of a 5 Hz sinusoidal input signal are converted into an electrostatic force of 10 Hz.
Figure 6.10 indicates this doubling phenomenon for various contact areas.
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Figure 6.9: Electrostatic force Fe generated by a trapeze input signal for various
contact areas.
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Figure 6.10: Electrostatic force Fe generated by a sine input signal for various
contact areas.

As a summary, the model from Equation 6.6, Fe is inversely proportional to
d = di + dsc. As the stratum corneum thickness cannot be modified, the only
parameter that can be modified is di. If Fe needs to be increased, then di should
be minimised. It cannot however be reduced to zero, as with a thinner insulator a
lower dielectric breakdown voltage occurs. From Equation 6.15, Vsc is proportional
to dV/dt and Ci. To increase Ci, di should be decreased and εi increased. The model
shows that a drop from 80 V to 8 V can be compensated by an increase in εi from
3.9 to 12. A careful choice in the insulation layer of the screen could either increase
the generated electrostatic force or lower the required input voltage.

The electrostatic force Fe depends also on the fingertip area in contact with the
screen. In the previous examples of input signals, the relative variation between the
smallest and the largest contact area (see Appendix B) corresponds to a factor 2.7.
Therefore, in the next section, the influence of applied force on the perception of
electrovibration stimuli is investigated.
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CHAPTER 6. ELECTROVIBRATION: THEORY AND PERCEPTION

6.3 Electrovibration and perception

6.3.1 Experimental set-up

A screen providing tactile feedback is built using a commercially available 15.4”
3M touchscreen Figure 6.11. The screen is made of a structural glass layer with a
thin layer of Indium-tin oxide (ITO) over the glass and acting as the electrode for
electrovibration. An insulating dielectric layer is deposited on the top.

Conductive strip

Tactile feedback layer

Plastic frame

LCD display

Force sensor

Figure 6.11: A user exploring the electrovibration display.

The control interface is programmed with LabVIEW. The tactile signals are
generated with a NI cDAQ-9174 rack equipped with a NI 9264 analogue output
module and amplified to ± 25 V with an amplifier (Elbatech T-503). The user
is asked to freely touch the screen with his dominant hand in order to feel the
electrovibration feedback. A plastic frame with a conductive strip is used around
the screen. The user is asked to touch this conductive strip with his second hand
in order to ground him to the device. The frame is fixed to a 19” LCD display.
The force applied by the user is measured through a Honeywell FSS1500NSB force
sensor.

Two studies are undertaken in an attempt to determine whether or not, the
applied force when exploring a displayed electrovibration pattern influences the per-
ception thresholds of electrovibration stimuli. In the first study, the applied force
while exploring a screen without any tactile feedback is measured. Users are asked
to draw a linear trajectory across the screen while applying three different force lev-
els that they estimate to be ‘light”, “medium” and “high” when exploring a texture
or a surface with different rougnesses. The second study aims to determine the ab-
solute perception thresholds for electrovibration stimuli for five different sinusoidal
frequencies and three different force levels. The different force levels are based on
the results of the first study.

6.3.2 Exploration and force levels

15 participants (12M with one being left-handed, 3F, average age = 37 years) took
part in the first study. The screen is placed horizontally on a table. The users
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have to stand in front of it during the experiment. The task is to draw a line with
the index from their dominant hand on the screen. Instructions are given in the
form of two different constraint levels: 1) to follow a cursor moving in a straight
line at a constant speed (constrained) and 2) to draw freely a line across the screen
(unconstrained). The cursor speed is constant and set at 60 mm/s. The participants
are also asked to apply three different force levels: “light”, “medium” and “high”. A
few guidelines are provided, as the first level should be similar to contact, and the last
could be relatively hard compared to a normal interaction with touchscreen devices.
The main instruction is to be coherent from one trial to another according to the
force levels. Every user undergoes the full set of 6 conditions. The presentation of
the 2 instructions and 3 force levels are counterbalanced to control for order effects.
Each condition is repeated 3 times.

For each trial, the measured force is averaged to obtain a mean applied force
value. The mean value for each participant is then averaged for each different
condition, as shown in Table 6.2.

Light medium high
Constrained 1.2 2.39 5.16
Unconstrained 1.6 3.05 5.24

Table 6.2: The mean applied force (in N) for each condition.

The first observation is that, in the unconstrained condition, the mean force is
always higher than the one in the constrained condition. On the first two force
levels the increase is almost 30 %, whereas on the last force level it is only 1.5 %.
This might be due to the moving cursor. As soon as pressure is detected, the cursor
starts to move at a constant speed. The collected data show that in this case, the
participants usually rush to reach the force they want to apply but have to follow
the cursor at the same time. This results in a sizeable overshoot on the applied
force during the first part of the movement. However, as the cursor continues its
movement, they concentrate on following the cursor and adjusted the applied force
a bit during the second part of the movement.

Figure 6.12 gives a detailed representation of the measured applied force values
for each condition.

A two-way within subjects analysis of variance (ANOVA) reveals that there
is a statistically significant effect of the force on the mean applied force values
(F (5, 9) = 11.574; p < 0.002) while the effect of the trajectory is not statistically
significant.

The average of the upper quartile from the “medium” force values and the lower
quartile from the “high” force values give the separation between “medium” and
“high”, see Figure 6.13. The lower boundary of “light” is given by the lower quartile
of “light” force value. The upper boundary of the “high” force interval is given by
the upper quartile of “high” force. To sum up, the determined intervals are:

• “light”, from 0.2 N to 1.5 N

• “medium”, from 1.5 N to 3.0 N

• “high”, from 3.0 N to 7.0 N
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Figure 6.12: Mean applied force values for each condition.

Figure 6.13: The measured applied force values for each condition.
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6.3.3 Perception thresholds

10 participants (10M with one being left-handed, average age = 36 years) took part
in the second study. Similarly to the first study the screen is placed horizontally
on a table and the users have to stand in front of it during the experiment. The
participants are asked to follow a moving cursor with the finger while applying a
required force level. The cursor is visualised on an LCD display, as shown in Fig-
ure 6.14. The exploration distance is approximately 20 cm and the cursor is moving
at a constant speed of 60 mm/s. The constant exploration speed enables to compare
the detection threshold at different frequencies. Two small circles moving along the
cursor inform the user of the required force level (i.e. the force instruction) and
the currently applied force (i.e. the measured force). The force is split into 3 inter-
vals: “light”, “medium” and “high” indicated by green, yellow and red respectively.
These intervals are based on the results of the first study. The path of the cursor is
crossing two zones, A and B, while only one randomly chosen zone exhibits a tactile
feedback stimulus. The first few centimetres before the zones allows the participants
to adjust to the correct amount of required force. The participant has to indicate
in which zone the stimulus is displayed.

Figure 6.14: The interface with the trajectory, cursor, force indicator and force
instruction.

Sinusoidal signals are used as stimuli. Their frequencies are equally spaced on
a logarithmic scale. The frequency doubling of the applied voltage induced by the
electrovibration phenomenon results in stimuli of perceived frequency of 100 Hz,
160 Hz, 240 Hz, 360 Hz and 540 Hz. The chosen threshold unit is “dB re 1 V
peak” which is computed as 20 · log(A) where A is the signal amplitude in Volts.
Using this unit is a standard practice in psycho-physical experiments due to the
linearity of human perception on logarithmic scale [43] and was already used in
[3]. A staircase method is used to find the sensitivity threshold of the participant
for each condition. After two correct answers, the amplitude decreases by 1 dB,
while an incorrect answer increases the amplitude by 1 dB. A series of three changes
from correct to incorrect and vice-versa, called a reversal, leads to the reduction
of the increase/decrease steps from 1 dB to 0.25 dB. After a total of 9 reversals,
the session is completed. The detection threshold is estimated on the basis of the
average amplitude of the last 5 intensity values. Before the experiment, there is
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a familiarisation phase, during which the participants can adjust the applied force
to the required level while following the cursor. They are then presented with the
five frequencies of stimuli used, at different levels of intensity in order to become
accustomed with the stimuli. This allows to establish different starting intensities for
each participant and, thus, reduces the overall amount of trials needed to determine
their sensitivity thresholds. It takes between 20 and 50 trials for each condition
to find the sensitivity threshold resulting in an average experiment duration of 45
minutes for each user. Between each condition the user is asked to wash his hands
and the screen is wiped in order to minimise user variability (perspiration) and
environmental factors (dust and grease deposit on the screen).

The last five intensity values given by the staircase method are averaged to obtain
the perception thresholds for each condition. These values are then averaged across
user and summed up in Table 6.3.

100 Hz 160 Hz 240 Hz 360 Hz 540 Hz
Light 12.1 8.8 7.9 8.9 11.0
Medium 12.1 8.4 6.7 7.6 8.9
High 11.4 8.5 6.3 8.1 8.9

Table 6.3: Mean perception threshold per frequency and force levels in dB re 1V
peak.

Figure 6.15 gives a detailed presentation of the measured perception threshold
per frequency and force levels.
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Figure 6.15: Mean detection rate as a function of frequency, for three different force
levels.
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At “light” force level the determined thresholds are comparable to those deter-
mined in [3]. From 100 Hz to 240 Hz the threshold decreases rapidly and attains
a minimum at 240 Hz. From 240 Hz to 540 Hz the perception threshold exhibits
a slow increases. This evolution is observed for each force level, where the 240 Hz
stimulus is the frequency with the lowest perception threshold. This matches the
current knowledge in the physiology of touch that the highest fingertip sensitivity
to vibration lies around 250 Hz.

For low frequencies (100 Hz and 160 Hz) no effect on the perception threshold
was measured for all force levels. With the increase in force from light to medium,
the thresholds get lower for higher frequencies (240 Hz, 360 Hz and 540 Hz). With
the increase in force, the deformation of the fingertip is larger. This means that
a larger surface of the fingertip is in contact with the screen. The effect could be
twofold. As the surface increases, the electrostatic force generated by electrovibra-
tion is greater as given by the model presented in subsection 6.2.2. As the contact
surface increases, the number of mechanoreceptors stimulated by the electrovibra-
tion increases, leading to a better perception of the stimulus. However, the surface
area tends to saturate when the force is significantly increased (see Appendix B).
This can explain the close behaviour observed for medium and high force, which
resulted in almost identical sensitivity thresholds.

A two-way within subjects ANOVA reveals that there is a statistically significant
effect of the frequency on the perception threshold values (F (8, 1) = 4.613; p < 0.04)
while the effect of the force is not statistically significant.

6.4 Conclusion

In this chapter the electrovibration effect, which generates electrostatic forces be-
tween the screen and the finger, is introduced. A model of the effect is presented,
which takes into account the dynamic properties of the fingertip’s skin.

The influence of the applied force on the perception threshold of tactile feedback
is then studied. The haptic feedback screen relies on a touch screen with single
touch detection.

In a first study, 15 participants are asked to draw a line, with either a constrained
or unconstrained trajectory, while applying different force levels: “light, medium or
high”. The applied force is measured for each trial. The results of this study
provided three force intervals.

In a second study, users are asked to follow a moving cursor displayed on the
haptic screen while applying a required amount of force. The experiment is con-
ducted on 10 participants. The linear trajectory of the cursor crosses two zones
with one, randomly chosen, exhibiting a tactile stimulus. Five frequency levels are
tested: 100 Hz, 160 Hz, 240 Hz, 360 Hz and 540 Hz. The required force is split
into three intervals, “light”, “medium” and “high” based on the results of the first
study. A staircase method is used to find the perception threshold in intensity for
each force-frequency combination. The perception threshold reaches a minimum for
the 240 Hz stimulus. This variation significance is confirmed by an ANOVA analysis
and fits with the peak of tactile sensitivity for human beings.

The mean perception thresholds are similar across the three force intervals for
the 100 Hz and 160 Hz stimuli. However, the mean perception thresholds tend
to decrease between light and medium force at 240 Hz, 360 Hz and 540 Hz. The
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high force exhibits a similar behaviour to the medium force. However the ANOVA
analysis concludes to a non-significant effect of the force on the detection threshold
for this small population.

For the tested population, a small force effect was measured for higher frequen-
cies. This needs to be confirmed by larger population user tests. Nevertheless, those
preliminary results could be valuable for the design of future interfaces with tactile
feedback relying on electrovibration. If the feedback should be constant along an
exploratory movement, its intensity needs to be adjusted relatively to the variation
in applied force. Potential users will explore haptic screens with a great variety
of force as hinted by the study in subsection 6.3.2. It seems that giving the exact
same level of feedback to different users will require an adjustment of the feedback’s
intensity according to the applied force.
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Chapter 7
General conclusion and outlook

In this work, two haptic approaches with complementary feedback for large surfaces
are studied in order to enrich haptic feedback in current devices. Time Reversal of
acoustic waves allows to achieve localised vibrations on a surface and is compatible
with multi-point simultaneous feedback. Another approach for providing rich tactile
interaction is friction control, which is able to provide a “texture” feeling. Electro-
vibration which has also been addressed in this work can reproduce haptic textures.
Combining both technologies on a single interface would provide rich haptic feedback
enabled interactions, with a potential multi-point capability.

The fundamentals of time reversal of acoustic waves are first introduced in this
work. The initial state of a wave field inside a bounded propagation domain can be
reconstructed from temporal measurements of the wave field evolution at discrete
locations. Time reversal enables the spatial and temporal focusing of mechanical
waves using a set of remote transducers in a reverberating, dispersive, and even
scattering medium, as long as it is stationary. A model of the focus point’s width,
which is the spatial resolution of the system, is proposed based on Kirchhoff’s wave
propagation theory. The main parameters influencing the spatial resolution are
the driving signals’ mean frequency and the plate’s geometry and material. The
low frequency bands of the driving signals amplify the displacement amplitude.
However noise in the audible range is increased. The targeted spatial resolution for
tactile stimulation is 5 mm. This requires a mean frequency of about 65 kHz for
the driving signals. As for the focus point’s displacement amplitude, it increases
with a reduction of the plate’s thickness. A wider frequency band and a larger
number of actuators allow to produce a higher displacement amplitude and a better
contrast ratio. It however requires a more complex driving electronics. To design a
haptic interface based on time reversal, design guidelines are provided in this thesis.
Parameters such as the area, thickness and material characteristics of the plate are
considered as input. The targeted spatial resolution defines the mean frequency of
the driving signal, based on the model introduced in this work. The plate dimensions
and material set the characteristic time Tc of the plate. The maximum contrast that
can be achieved depends on Tc and the signal bandwidth B. The plate attenuation
constant τ can then be determined through experimental measurements. Finally
the reversal time T and the repetition time Tr should satisfy τ ≤ T ≤ Tr.

Based on the proposed design guidelines, a novel prototype using time reversal
is designed. Compromises are made between the necessity of mechanical robustness,
i.e. a thicker surface, and large deformations, which means a thinner surface. The
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proposed tactile display is made of glass, has a surface area of 300 by 200 mm2

and is 1.1 mm thick. 32 piezoelectric circular transducers (φ 10 mm) are glued on
the four sides. Electronics based on the class-D amplifier principle is used to drive
the transducers. Different driving signals are tested and compared including filtered
and unfiltered driving signals either quantified on one bit or Sigma-Delta modulated.
Filtering the audible frequencies out of the driving signals proved to be an interesting
approach as it results in lower noise while maintaining an acceptable generated
amplitude. The Sigma-Delta modulation is then compared to quantification on one
bit. While Sigma-Delta modulation is an efficient approach to reduce noise emission,
it does not result in large amplitudes. Moreover, modulating the driving signals
increases the energy consumption as compared to signals quantified on one bit. The
best choice in terms of driving signals is therefore signals quantified on one bit with
audible frequencies filtered out. No substantial impact or direct correlation between
the focus point location and the transducers location is found. This conclusion can
lead to better integrated designs. The 32 actuators could be located on only one
side of the plate without deteriorating the focalisation process. Both the spatial
resolution and the amplitudes are almost constant and homogeneous all over the
display surface.

Furthermore, the performance of time reversal method has been evaluated through
user experiments. The loss in focalisation amplitude is investigated as a function of
applied force by the user. On the one hand, diffraction losses resulting from a finger
applying a 2 N force at a location other than the focusing point does not exceed
6% of the amplitude loss. On the other hand, an applied force of 2 N at focus can
result in a decrease of up to 30% of the impact’s amplitude. The detection threshold
is measured in a user study. It is found that the applied force has little influence
on the perception threshold. An amplitude of 10 µm appears to be the minimum
amplitude that is well detected by all the users. While a single impact demonstrates
the feasibility of time reversal, a repetition of impacts modulated in amplitude can
provide a variety of key-click feedback. A study comparing different patterns with
higher (500 Hz) and lower (200 Hz) frequencies and several types of envelopes using
the AttrakDiff questionnaire is proposed. Lower frequencies are preferred (200 Hz)
and the smoothness of the cardinal sine envelope is found to be the best in terms of
pleasantness.

Electrovibration is able to generate a “texture” feedback. The working principle
relies on the application of an electrostatic force between the finger and the screen.
This force modifies the apparent friction coefficient of the surface when a finger
dynamically explores a surface. The electrostatic force depends on the fingertip
skin’s thickness which varies from person to person and the contact area that depends
on the applied force. Moreover, mechanoreceptors are known to have frequency
dependent detection thresholds. For these reasons, a user study on the influence
of the applied force on the perception threshold is presented. Users are asked to
follow a moving cursor displayed on a haptic screen while applying three different
force levels. Five signals with different frequencies, 100 Hz, 160 Hz, 240 Hz, 360
Hz and 540 Hz respectively, are tested. The applied forces are divided into three
intervals, “light”, “medium” and “high” based on the results of a first study. For
all the force intervals, the perception threshold reaches a minimum at the 240 Hz
stimulus. This frequency dependence is confirmed to be significant by an analysis of
variance (ANOVA) and fits well with the human tactile sensitivity peak. However,
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the effect of the force with an ANOVA concludes to a non significant effect. The
mean perception thresholds are similar across the three force intervals for the lower
frequencies (100 Hz to 240 Hz). Above the 240 Hz frequency, the mean perception
thresholds tend to decrease with the increase in force. Further user studies are still
required in order to confirm these results.

7.1 Future work

Future work on time reversal should focus on modelling, noise emission, power con-
sumption and optimised patterns. The proposed design guidelines in this work
enable to design a time reversal haptic interface. One limitation however is the need
to experimentally measure the attenuation constant of the plate. Proposing a model
that is able to predict the attenuation constant τ for different boundary conditions
would represent a significant contribution to the design guidelines. In addition,
another valuable predictive model would be the estimation of the displacement am-
plitude for different plate materials and thicknesses. Another important challenge
for the integration of time reversal in handheld devices is noise reduction. Improv-
ing the driving electronics and the input signals as well as optimising the boundary
conditions will allow to reduce the noise emission. The piezoelectric transducers can
also be further optimised in terms of geometry and materials. A microfabrication
process allowing to depose piezoelectric material in thin layers should lead to bet-
ter coupling and reduced power consumption. Further studies on haptic patterns
with different envelopes and a broader population should lead to clear and pleasant
feedback patterns. A real-time control of the envelope shape as a function of the
applied force might lead to haptic feedback with enhanced performance.

While it has been demonstrated that electrovibration feedback emulates differ-
ent surface roughnesses, more research on the specific signals, varying frequencies
and amplitudes is still needed to reproduce “realistic” textures. Moreover, further
optimisation of insulating material with higher electrical permittivity and lower
thicknesses will reduce the driving voltage and make it compatible with mobile
electronics requirements. Multi-point feedback based on electrovibration remains a
challenge. By designing specific electrode patterns and developing tailored fabrica-
tion processes, a localised electrovibration stimulus could be achieved.

Finally, the combination of the presented feedback approaches should provide
simultaneous key-click and texture feedback. Due to the different physical phenom-
ena involved in time reversal and electrovibration, no cross-talk is expected when
both are stacked in a single display. This unique combination should lead to high
quality haptic feedback.
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Appendix A
Pattern study detailed results

Figure A.1 details the scores of pattern 0 (single impact). It is considered the second
least in terms of simplicity (0.9), straightforwardness (1.4), predictability (0.5) and
clarity (1.2). It is considered averagely inventive (0.5) and captivating (0.7). It fares
better than average in terms of novelty (0.6), stylishness (1.1), premium feeling
(1.3) and presentability (1.5). It is least pleasant than average (0.5). It is average
in attractive (0.9), likeable (0.8), appealing (0.5) and good (0.8). It is the second
least inviting (0.3) and motivating pattern (0). A strong single impact represents a
quite clear and straightforward signal as one could expect. But it not very pleasant.
And it is clearly not inviting.
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Figure A.1: Pattern P0 - score on the AttrakDiff inspired scale.

Figure A.2 details the scores of pattern 1 (square, 200 Hz). It is the least simple
(0.5) and predictable (0.4) of the patterns. It scores above average in terms of
straightforwardness (2) and inventiveness (0.8). It is only average in clarity (1.3)
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and novelty (0.4). It is however the most captivating pattern (1.4). It is second in
terms of stylishness (1.2) and premium feel (1.4). It is average in presentable (1),
pleasant (0.8), attractive (0.9). It is second in likeable (0.7), appealing (0.9), good
(0.9) and inviting (0.8). It is averagely motivating (0.1). The square envelope at low
frequency is the most captivating pattern. It fares rather good in terms of premium
feeling, appealing but only average in pleasantness.
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Figure A.2: Pattern P1 - score on the AttrakDiff inspired scale.

Figure A.3 details the scores of pattern 2 (Cardinal sinus, 200 Hz). It is averagely
simple (1.4). It is above average in terms of predictability (1.5) and captivating (1).
It is second in straightforwardness (2.1). It ranks first in every other category
: clearly structured (1.8), inventive (1), novel (0.8), stylish (1.5), premium (1.5),
presentable (1.9), pleasant (1.4), attractive (1.8), likeable (1.5), appealing (1.2),
good (1.5), inviting (1.3) and motivating (0.9). The cardinal sinus envelope at
low frequency leads clearly in terms of pleasantness and clarity but lacks a bit in
simplicity.

Figure A.4 details the scores of pattern 3 (Decreasing exponential, 200 Hz). It is
the least straightforward (0.4) and captivating (0.2). It is second in pleasant (1.2),
attractive (1.1), likeable (1.2), good (0.9) and motivating (0.6). It is average in every
other category : simple (1.6), predictable (1.3), clearly structured (1.4), inventive
(0.4), novel (0.2), stylish (0.8), premium (1.2), presentable (1.2), appealing (0.8) and
inviting (0.6). The decreasing exponential envelope at low frequency is clearly not
straightforward or captivating and only average in the other categories.

Figure A.5 details the scores of pattern 4 (square, 500 Hz). It is the second
simplest (1.8) pattern. With a 2.4 score in straightforwardness, P4 is considered
as the most easy to comprehend pattern. It is also the most predictable (1.7)
and clear (1.8). It is however the least pleasant (0.1), the second least attractive
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Figure A.3: Pattern P2 - score on the AttrakDiff inspired scale.

(0.4) and the least likeable (0), appealing (-0.2), good (0.5), inviting (-0.1) and
motivating (-0.3) altogether. It seems that efficiency and pleasantness are opposed
optimums. Its other characteristics are average compared to the other patterns
: inventive (0.4), captivating (0.8), novel (0.1), stylish (0.5), premium (0.8) and
presentable (1.3). The square envelope at high frequency results in higher simplicity
and straightforwardness scores than its low frequency counterpart. But its ranking
in terms of pleasantness or appeal fall behind.

Figure A.6 details the scores of pattern 5 (Cardinal sinus, 500 Hz). It is the
second in the category clearly structured (1.6), captivating (1.2) and novel (0.6). It is
the least good (0.4). It is the second least premium (0.6), pleasant (0.2) and likeable
(0.3) and inviting (0.3). It fares average in the remaining categories : simple (1.1),
straightforward (1.9), predictable (0.8), inventive (0.8), stylish (0.7), presentable
(1.7), attractive (0.5), appealing (0.5) and motivating (0.6). The cardinal sinus
envelope at high frequency follows similar ratings in terms of straightforwardness or
clarity compared to its lower frequency counterpart but lower. It seems to follow a
trend in the rest of the categories similar to P4.

Figure A.7 details the scores of pattern 6 (Decreasing exponential, 500 Hz). It
is rated the most simple (2) pattern. It is the second most predictable (1.6). It
is the least clearly structured (0.6), inventive (-0.3), novel (-0.3), premium (0.4),
presentable (0.8), attractive (0.2) and good (0.4). It is the second least in stylish
(0.6) and likeable (0.4). It fares averagely in the other categories : straightforward
(1.5), captivating (0.8), pleasant (0.7), appealing (0.4), inviting (0.4) and motivating
(0.2). The decreasing exponential at high frequency follows similar but better ratings
in simplicity and straightforwardness compared to its lower frequency counterpart.
But in the rest of the categories it has lower ratings.
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Figure A.4: Pattern P3 - score on the AttrakDiff inspired scale.
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Figure A.5: Pattern P4 - score on the AttrakDiff inspired scale.
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Figure A.6: Pattern P5 - score on the AttrakDiff inspired scale.
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Figure A.7: Pattern P6 - score on the AttrakDiff inspired scale.
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Appendix B
Finger contact surface estimation

In this section, experimental measurements are carried out to determine the influence
of applied force on the contact surface of the fingertip.

B.1 Experimental set-up

To estimate the finger’s surface of contact as a function of applied force the following
experiment is carried out. A paper is laid on a force sensor. A finger is inked and
then presses the paper. Measurements are carried out for the range of forces used
in chapter 6 (0.2 N, 1.5 N, 3.0 N and 7.0 N). Figure B.1 presents the inks marks
obtained.

Figure B.1: Inked surface of paper as a function of applied force (from left to right,
0.2 N, 1.5 N, 3.0 N and 7.0 N).

The different inked surfaces are measured by assimilating them to elipsoids.
The lengths of the semi-major and semi-minor axis (respectively aM and am, see
Figure B.2) are measured on the inked paper and the surface is given by:

Sellipse = π · aM · am (B.1)

B.2 Results

The measurements are presented in Figure B.3. For the measured forces, the contact
surface of the finger increases with the applied force. The increase is regular from
0.2 N (Scontact=132 mm2) to 3.0 N (Scontact=231 mm2). For higher forces the surface
still increases but slower and reaches 271 mm2 for a 7.0 N force.
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Figure B.2: Surface of an ellipse.

1 2 3 4 5 6 7
0

100

200

300

0.2 1.5

132

177

231

271

Applied force (N)

C
on

ta
ct

su
rf
ac
e
(m

m
2
)

Figure B.3: Contact surface of the finger as a function of applied force.

This experiment presents measurements of the variation of contact area between
the fingertip and the haptic screen as a function of applied force. It shows that
applied pressure increases the contact area. The variation is non linear. From
the light force level to the medium force level the variation in contact area is higher
than from the medium force level to the high force level. An increase in contact area
results in an increase in generated electrostatic force. This could explain to a certain
degree the previously measured variation of perception threshold as a function of
applied force. The perception thresholds tend to decrease with the increase from
light applied force to medium applied force. The increase in generated electrostatic
force due to the increase in contact surface could be the reason of the perception
threshold decrease. For high forces, the increase in generated electrostatic force is
low enough to not be noticeable in the perception threshold variation.
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Titre : Retour tactile statique et dynamique utilisant le retournement temporel
et l’electrovibration

Mots clefs : Interaction haptique, Retournement temporel, Retour vibrotactile localisé, Electrovibra-
tion, Contrôle de la friction

Résumé : Le retour haptique disponible dans les
produits grand public est d’un intérêt limité pour
les interactions tactiles, est moins efficace que l’uti-
lisation d’un clavier physique pour la saisie de texte
et reste limité à un retour tactile unique. Ce travail
vise à développer un retour tactile statique et dy-
namique sur grande surface. Deux types de retour
complémentaires ont été identifiés afin d’enrichir
le retour haptique. Le retournement temporel des
ondes de flexions dans les plaques, retour statique,
est étudié afin de simuler des boutons et l’électro-
vibration, retour dynamique, est analysée afin de
simuler des textures. Un modèle analytique de la
résolution spatiale du retournement temporel ainsi
que des règles de conception sont élaborés et uti-
lisés pour le développement d’un nouveau proto-

type. Différents signaux de commande sont étudiés
en terme d’amplitude et d’émissions sonores. L’ef-
fet de la force d’appui du doigt sur l’amplitude est
étudiée. Le seuil de détection n’est pas influencé
par la force d’appui de l’utilisateur sur l’écran. La
répétition de focalisations modulées en amplitude
offre la possibilité de simuler le clic d’un bouton.
D’un autre côté, l’électrovibration produit des sti-
muli capables de donner une sensation de texture,
en modifiant le coefficient de friction entre le doigt
et la surface à explorer. Une étude utilisateur a été
conduite dans le but de déterminer l’influence de
la force d’appui sur le seuil de détection d’une sti-
mulation par electrovibration. La combinaison des
deux approches offrira un retour tactile riche et
multi-point pour des boutons et des textures.

Title : Static and dynamic haptic feedback using time reversal and electrovibra-
tion stimulations

Keywords : Haptic interaction, Time reversed acoustics, Localized vibrotactile feedback, Electrovi-
bration, Friction control

Abstract : The current haptic feedback in end
user products provides limited tactile interactions,
is less efficient than physical keyboards for typing
activities and remain limited to a single point feed-
back. This work aims to develop static and dyna-
mic haptic feedback on large surfaces. Two types
of feedback with complimentary performance are
identified as necessary to enrich tactile interactions.
Time reversal, as a static feedback technology, is
studied to simulate a button press. Electrovibra-
tion, as a dynamic feedback, is investigated to si-
mulate tactile textures. An analytical model of the
spatial resolution of time reversal as well as de-
sign guidelines are elaborated and used to develop
a new time reversal enabled screen. Driving signal

alternatives are investigated in terms of amplitude
and noise emission. The effect of the fingertip pres-
sure on the amplitude vibration is studied. The de-
tection threshold is not influenced by the applied
force. A repetition of impacts varying in amplitude
offers the possibility to generate key-clicks. On the
other hand, electrovibration stimulations are able
to create a texture feedback by modifying the ap-
parent friction coefficient between the fingertip and
the surface. A user study on the influence of the
applied force on the perception threshold of tactile
feedback is presented. The combination of both sti-
mulations will offer a rich multi-point tactile feed-
back, both for static buttons and dynamic textures.
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