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1

Introduction

Since the middle of the XXth century, optical fibers have proved themselves to be
formidable tools for light transmission. Their property to guide light for tens of kilo-
meters with limited losses make them particularly useful for long distance telecom-
munications. Moreover, the process of fabrication of optical fibers has been opti-
mized, allowing producing great lengths at low costs. Nowadays, the intercontinen-
tal information exchange relies almost exclusively on optical fibers covering up to
tens of thousands of kilometers. Each fiber car carry up to tens of Tbytes/s of data.

Since the early implementations of fiber-optic communications in the 1970s, sin-
gle mode fibers have played a leading role. Crucial improvements made in terms
of transmission quality as well as coding efficiency have driven an increase of the
achievable capacity that shows an exponential trend. Indeed, we observe that the
growth of data-rates has steadily followed a ten-fold increase every four years [Richard-
son, Fini, and Nelson, 2013].

However, the exploitation of the degrees of freedom offered by single mode
fibers, namely the wavelength, the amplitude, the phase, and the polarization of
the optical field, is reaching its limits. The current technologies saturate and can no-
longer carry on with the trend of the previous years. Several solutions are explored
to meet the growth in demand of higher data rates.

Among those, Space Division Multiplexing (SDM) is envisioned as one of the
most promising and is investigated by many groups over the world. It is based on
the exploitation of the different spatial channels available in multicore or multimode
fibers (MMFs). Compared to single mode fiber technologies, SDM allows theoreti-
cally multiplying the capacity of fibers by the number of spatial channels. However,
the implementation of SDM is hindered by the modal nature of light propagation in
MMFs. Indeed, effects such as mode dependent losses, intermodal dispersion and
mode coupling degrade the quality of the signal reconstruction and limit data rates.
Moreover, these effects are dependent on the state of the fiber, so that changes of
conformation of the fiber or external perturbations modify its modal properties that
can fluctuate over time.

The characterization of the spatial channels of MMFs is not straightforward. In-
deed, when monochromatic light is transmitted through an MMF, a random speckle
pattern emerges at the other end, resulting from the interferences of the modes trav-
elling at different phase velocities. This phenomenon is similar to the one affecting
the propagation of light in optical scattering media. About fifteen years ago, a land-
mark experiment showed how spatially manipulating the electric field entering a
scattering medium allowed compensating for the random nature of the propagation,
allowing focusing light on a single bright spot [Vellekoop, 2008]. This first demon-
stration of wavefront shaping in scattering media used a spatial light modulator
(SLM) that grants the ability to control the amplitude and/or phase of the electrical
fields with high resolution. Since then, wavefront shaping has driven the study of
the spatio-temporal properties of scattering media.



2 Introduction

The spatial relationship between the fields entering from one side and exiting
from the other side of a medium can be advantageously described by its transmis-
sion matrix. The first measurement of the optical transmission matrix of a scattering
medium was performed in 2010 [Popoff et al., 2010a]. It has opened the possibility
to perform the characterization of the modal content of MMFs by using transmission
matrices expressed in the basis of the modes of the fiber [Carpenter, Eggleton, and
Schroder, 2014; Ploschner, Tyc, and Cizmar, 2015].

During my Ph.D., we studied the modal content of MMFs by leveraging wave-
front shaping techniques. To that end, our first goal was to develop a system that
allows for the fast measurement of the mode basis transmission matrix of an MMF,
with the requirements of being lightweight and compatible with a large range of
fibers under any conformation or any source of disorder. Thanks to this setup, we
surveyed the mode coupling due to external perturbations and how to tackle it.

This manuscript is divided in five chapters:

• Chapter I contains a historical introduction to optical fibers and to their use for
telecommunications. We present the main technologies implemented in single
mode fiber systems, and show how SDM is a promising method to increase the
capacity of optical communication systems. We introduce the main challenges
that have to be addressed to implement SDM in multimode fibers.

• Chapter II introduces the methods at our disposal to study optical fibers. We
show how wavefront shaping has emerged and has brought efficient tools to
characterize complex media. We focus our attention on the main techniques
used to measure the transmission matrix in the basis of the propagating modes
of a fiber.

• In Chapter III, we first introduce the main experimental methods we exploit to
measure the transmission matrix of MMFs. We then show how, thanks to this
matrix measured initially in a pixel basis, we are able to retrieve the transmis-
sion matrix in the basis of the propagating modes of the fiber using optimiza-
tion algorithms.

• In Chapter IV, we study the effect of a mechanical stress on the transmission
matrix of an MMF. We show how the measurement of the mode basis transmis-
sion matrix of the perturbed fiber allows finding an almost complete basis of
wavefronts that are robust to disorder for a wide range of deformations.

• In Chapter V, we present an approach to take advantage of the random cou-
pling generated by strong perturbations applied to an MMF. We show that me-
dia that scramble the spatial transmission channels, such as perturbed MMFs,
can be used to perform linear operations.

Because we believe in open-science, we attempted to share our methods and
procedure with the rest of the scientific community. To that end, we present several
appendix sections which provide practical information. Some procedures, tutorials,
and codes about our methods can also be found in our team website1, and on our
online code repositories2.

1https://www.wavefrontshaping.net/
2https://github.com/MaximeMatthes and https://github.com/wavefrontshaping
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The world of optical fibers:
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1 Optical fibers: A two century long history

From telecommunications to optical imaging in medicine, optical fibers stand as
ubiquitous tools to transmit information. They allow light to travel from one end
to the other one for distances up to several tens of kilometers. Moreover, they have
the property of being flexible, which is required for most of their practical applica-
tions. Modern optical fibers have emerged in the middle of the XXth century and
their popularity has only increased since. However, the possibility of guiding light
inside solid or liquid media arose at least a century before. This section provides a
chronological tour of the emergence of optical fibers, from the first implementations
of optical guiding to the optical fibers as we know them today. We will introduce
the key physical properties of fibers. The historical content of this section is adapted
from Jeff Hetch’s book City of Light: the Story of Optical Fibers [Hecht, 1999].

1.1 Light guidance

In 1841, Daniel Colladon, professor at the University of Geneva demonstrated for the
first time light guiding. The initial objective of Colladon was to show the breaking
up of water jets for a lecture. However, the audience could not see the phenomenon
in the poorly lit lecture hall. In order to solve this problem, he collected sunlight
and focused it through his water tank along a jet squirting out of a hole in the other
side. Light arriving inside the jet seemed trapped inside the flowing liquid until the
jet broke up, as shown in Figure I.1. Colladon and his audience were amazed to see
that light followed the curve of the water instead of going in a straight line as they
expected.

a cb

Figure I.1: Illustration of light guidance in a flowing liquid. a: Colladon’s observa-
tion of light trapping. b, A mirror aimed light from an arc lamp into the center of the
parabolic jet at the Universal Exposition of 1889 in Paris. c, Photography of the reproduc-
tion of Colladon’s experiment of light guidance in propylene glycol. The phenomenon
of successive total internal reflections can be observed in the flowing liquid. (a and b)
are extracted from [Colladon, 1884], and (c) from [Bill Hammack’s Videos & Audio on Engi-
neering].

The trapping of light inside water is caused by total internal reflection. To ex-
plain the effect, we choose planar geometry for the sake of simplicity. The geometry
is shown in Figure I.2. Three layers of materials are stacked. The two external ones
extend infinitely in the direction orthogonal to their interface. We consider that me-
dia 1 and 3 are identical with n1 = n3, and n2 > n1. The Snell-Descartes laws of
refraction allow us to observe that a ray incoming from medium 2 onto the interface
between media 2 and 1 is totally reflected, and thus stays in medium 2, if the angle
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of incidence r satisfies:

r > rlim = arcsin

(

n1

n2

)

. (I.1)

It sets an upper bound for the input angle i:

sin(i) < sin(ilim) =
√

n2
2 − n2

1, (I.2)

for the light to be totally reflected inside the medium. The sine of the critical an-

gle of incidence sin(ilim) =
√

n2
2 − n2

1 is called the numerical aperture (NA) of the
waveguide.

Medium 1: n1

Medium 2: n2

Medium 3: n3

r ri

x

z

Figure I.2: General geometry of a planar waveguide.

What Colladon observed was the same phenomenon but for a cylindrical medium
where air surrounds the curved cylinder of water that correspond to medium 2. We
can foresee that as long as the curvature is not too large, the total internal reflection
condition can still be satisfied.

The initial experiment made by Colladon used water as the guiding medium. Al-
most at the same time, the French optics specialist Jacques Babinet also made the
same observation with water. However, he mentioned that the idea would also
"work very well with a glass shaft curved in whatever manner, and [...] indicated [it
could be used] to illuminate the inside of the mouth". Nevertheless, Babinet noticed
that at that time the best glasses were not very clear and that propagation would
not be possible for a very long distance. The applications were initially limited to
artistic displays and illuminated fountains like the ones presented at the Universal
Exposition of Paris in 1889 (illustration in Figure I.1.b). With Babinet’s idea, it was
the first time a medical application of guiding light was ever formulated.

It took many years before his idea of guiding light in glass became a reality. The
glass fibers themselves were not produced before the end of the XIXth century; glass
manipulation was already mastered with object of centimeter sizes, but the first doc-
umented technique allowing the fabrication of actual optical fibers was designed by
Charles Vernon Boys. To do so, he heated a rod of quartz to the point it melted,
attached one end to a quarrel, and shot it with a crossbow. It produced a few-meter-
long thin fiber. Boys documented that he observed "a glass thread 90 feet long and
1/10,000 inch in diameter, so uniform that the diameter at one end was only one
sixth more than that at the other". The threads could be as strong as steel wires of
the same size, and he used them for mechanical experiments. Later on, it was ob-
served that glass fibers meshed together had good insulating properties. It drove
their production and in 1931 the Owens-Illinois glass company was able to mass
produce glass wool, which is still used as an insulator today.
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Using glass fiber for optical applications was still not considered at that time.
However, the development of the glass industry allowed for improvements in the
quality of the materials which would be crucial in the advent of optical fibers.

1.2 Toward image transmission

It was in the beginning of the XXth century that people began exploring the optical
applications of glass fibers. Recalling the illuminated fountains of the Universal Ex-
position, some saw in thin glass fibers the possibility to carry information, images in
particular. The first demonstration of image transmission was performed by Hein-
rich Lamm, a physician who wanted to build an apparatus to look inside the human
body. One of the main challenges for physicians trying to look inside the stomach
(of a living person) was that the curvature of the esophagus prevents a straight ob-
servation tool to reach the area of interest.

Lamm realized that a bundle of glass fibers could carry a discretized image if
the fibers were correctly arranged at both ends. He carefully ordered glass fibers
in a way that the input and output orders matched. He tried to produce at one
end an image of a V-shaped incandescent filament placed at the other end of his
rudimentary endoscope. He observed a faint image of the V-shaped filament, which
he recorded on photographic film, as shown in Figure I.3.

a b

Figure I.3: Lamm’s imaging experiment using a fiber bundle. a, Photographic negative
of the bare filament used in the Lamm’s experiment. b, Photographic negative of the
image emerging from the fiber bundle. The "F.P.O.!!!" mark comes from the reproduced
image. (Copyright Michael Lamm; reproduction courtesy of Corning Glass Center).

The main reason for the poor quality of the image obtained by Laam was the cou-
pling between the fibers. Because of the proximity of the fiber cores, that effectively
touch each other, coupling between the light carried by different fibers can occur. It
lead to a significant degradation of the image.

To prevent coupling, about 20 years later in 1951, Brian OBrien, president of
the Optical Society of America, and Abraham van Heel, president of the Interna-
tional Commission for Optics, considered using a cladding of a different material
surrounding the fiber. By wrapping the glass fiber into another medium of lower
index, it protects the fiber from the external environment, while ensuring that light
remains guided by total internal reflection, thus granting the confinement of light. It
made possible to use bundles of fibers as previously described.

In 1956, a physics student named Lawrence Curtiss thought of placing a rod
of glass inside a tube of glass with a lower refractive index before melting them
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together and drawing them with a process similar to the one still used nowadays. A
schematic representation of his process is presented in Figure I.4. He waited for his
professors to be away at a conference before experimenting his idea and was able to
draw 40 feet of cladded fiber.

Figure I.4: Process used to create glass fibers with a cladding designed by Lawrence
Curtiss.

This sets a paradigm that has not changed much since that time: the optical fiber
is mainly composed of a core and a cladding both made of glass, where the cladding
has a lower index than the core. In the rest of this manuscript, the cladding index
is noted nc and is constant over the whole cladding (unless specified otherwise),
the index of the center of the core is noted n1. Similarly to equation I.2, we define

the numerical aperture of optical fibers NA =
√

n2
1 − n2

c which characterizes the
maximal angle of acceptance of a fiber.

Using bundles of fiber to produce an endoscope such as Lamm’s was made pos-
sible through these advances, but it was not until the creation of the laser that optical
fibers were of strong industrial interest. When the first laser was invented in 1960,
people started to send short pulses of light through a fiber, and scientists realized
the potential of optical fibers for telecommunications.

1.3 Toward optical communications

As bundles of fibers could more easily be fabricated, and exploitable images began
to be formed, people tried to reduce the size of fibers as a way to increase the res-
olution of those images. In the late 1950s, Will Hicks wondered how thin he could
stretch optical fibers in a fused bundle. As he shrank the cores, he noticed a strange
phenomenon: geometric patterns and different colors began to appear in individual
fiber cores. He eventually decided it must be a waveguide effect but didnt docu-
ment it further. When the dimension of the core is reduced, ray optics can no longer
fully describe light propagation. Understanding how modes were exploited in mi-
crowave waveguides for telecommunications, Elias Snitzer and Will Hicks submit-
ted a patent describing a method to do the same in optical fiber waveguides [Hicks,
Elias, and Harold, 1964]. In this patent, they also described the mode structures
inside optical fibers as shown in Figure I.5

Understanding that the modal propagation of light inside glass fibers was a cru-
cial step towards optical communications. Indeed, inside a multimode waveguide,
light carried by different modes do not travel at the same speed. If one sends a pulse
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optical communications with fibers. The first real-life implementation of a fiber-optic
link was installed in 1975 by Dorset (UK) police after lightning knocked out their
electrical communication systems.

Today, the process is automatized and machines draw and control the quality
of the fiber as is shown in Figure I.8. Protective polymer coatings and sleeves are
usually added during this stage to secure the fiber.

Figure I.8: Industrial machine design used to draw fibers. Schematic representation of
the machine used to draw fibers. Adapted from a presentation from Thorlabs’ website.
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2 Optical fiber modes

Optical fibers are optical waveguides. As such, light can only be propagated by
a finite number of modes, which cannot be described solely using ray optics. De-
signing methods to encode information into light propagating through a multimode
fiber must take into account the properties of modes; their number, dispersion, po-
larization properties, and their spatial profiles in particular. This section introduces
the study of the modes of perfect fibers. We will present the different ways to de-
scribe the propagation modes and the methods to compute them. First, we will
introduce the full vectorial description of the optical modes. We will then consider
the weakly guided approximation and present the representation of Linearly Polar-
ized (LP) modes. We will also introduce another description of the modes that is
interesting for in telecommunications, which is the set of the Orbital Angular Mo-
mentum (OAM) modes. Finally, we will briefly introduce the mode coupling theory
to describe the coupling that can occur between the modes in the presence of disor-
der.

2.1 Vector modes

The propagation modes of the fiber are the source-free solution of Maxwell’s equa-
tion for the optical fiber waveguide geometry. Solving the vectorial wave equation
leads to the emergence of three kinds of modes:

• Transverse Electric (TE) modes, for which the electric field is equal to zero
along the propagation direction,

• Transverse Magnetic (TM) modes, for which the magnetic field is equal to zero
along the propagation direction,

• and hybrid modes (called HE and EH), that correspond to modes where nei-
ther the electric nor the magnetic field has a zero longitudinal component.

These modes are not convenient for wavefront shaping applications. Indeed, the
different modes do not have a uniform polarization across the transverse plane, as
shown in Figure I.10, making them difficult to be experimentally generated.

2.2 The scalar approximation

In practice, most optical fibers have a small numerical aperture. They satisfy the
weakly guiding approximation [Gloge, 1971], i.e. n1−nc

nc
≪ 1. In this approximation, the

longitudinal component of the field is neglected, we then have:

E⃗(r, ϕ, z) = ψ⃗(r, ϕ)eiβz, (I.4)

where ϕ is the azimuthal coordinate in the transverse plane, r the radial coordinate in
the transverse plane, z the longitudinal coordinate, and β is the propagation constant.
ψ⃗ is the transverse optical field. ψ(r, ϕ) then satisfies a scalar Helmholtz equation:

∂2
r ψ(r, ϕ) +

1
r

∂rψ(r, ϕ) +
1
r2 ∂2

ϕψ(r, ϕ) +
[

k2
0n2(r, ϕ)− β2] ψ(r, ϕ) = 0, (I.5)

where k0 = 2π/λ is the wavenumber with λ the wavelength. For an axisymmetric
fiber, so that n(r, ϕ) = n(r), we can search for solution of the form:

ψ⃗(r, ϕ) = ψ(r, ϕ)⃗e = f (r)g(ϕ)⃗e (I.6)
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Figure I.9: Spatial profiles of the vectorial modes. Spatial profiles of the azimuthal field
Eθ (in color) of the modes TE01, TM01, HEo

21 and HEe
21, along with their polarizations

(arrows) for an MMF. The bold black line represents the limits of the core. From [Xiong
et al., 2017c].

where e⃗ is a unit vector.
To satisfy the rotational symmetry along the longitudinal axis, we should have

g(ϕ) = g(ϕ + 2pπ) for all integers p. Different choice of functions g and of unit
vectors e⃗ are valid and give rise to different representations of the modes. The prop-
agation constant of each mode allows defining an effective index neff affecting light
carried by the mode. The effective index is defined by:

β = k0neff. (I.7)

2.2.a Linearly polarized modes

Under the scalar approximation, there exists a set of orthogonal modes that are uni-
formly linearly polarized, called the Linearly Polarized (LP) modes. These modes
are characterized by a transverse field and can take the forms:

ψ⃗(e)(r, ϕ) ∝ fm(r) cos (mθ)⃗ex/y , (I.8)

and also, when m > 0
ψ⃗(o)(r, ϕ) ∝ fm(r) sin (mθ)⃗ex/y , (I.9)

where the superscript .(e) (resp. .(o)) indicates if the mode is even (resp. odd), which
means it has a cosine (resp. sine) azimuthal dependency. When m = 0, the field can
only take the even form, when m > 0, the field can take either the even or the odd form.
e⃗x and e⃗y are unit vectors representing the linear polarizations along two orthogonal
transverse directions x and y. These modes are indexed by a strictly positive integer
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l, representing the number of oscillations of the radial dependence fm(r)2, and a pos-
itive integer m, representing the number of oscillations of the azimuthal dependence.
The propagation constants β and the corresponding radial profile f are solutions of
the eigenvalue problem [koshi, 1982]:

d2
r fm(r) +

1
r

dr fm(r) +

[

k2
0n2(r)− β2 − m2

r2

]

fm(r) = 0. (I.10)

The two modes with the same transverse profiles but with orthogonal polariza-
tions are degenerate for axisymmetric index profiles. Similarly, for m > 0, the even
and odd modes, that are the results of the rotation of the other one by an angle π/2m,
are also degenerate.

0.02

0.01

0.00

0.01

0.02

Figure I.10: Spatial profiles of the LPml modes. Real part of the mode profiles of the
first 6 LP modes. Simulation performed for a 6-mode step index fiber.

2.2.b Orbital angular momentum modes

The groups of degenerate LP modes can be rearranged with linear combinations to
form the so-called Orbital Angular Momentum (OAM) modes. The transverse compo-
nent of the electric field reads:

ψ⃗(r, ϕ) ∝ fl(r)e
(jmθ) e⃗R/L , (I.11)

where e⃗R/L is a unit vector representing either the left or right circular polarization.
These modes are indexed by a positive integer l, representing the number of oscilla-
tions of the radial dependence fl(r), sometimes referred to as the radial momentum,
and an integer m, that can be positive or negative, that represents the angular mo-
mentum of light. The circular polarization carries a spin σ, that is equal to −1 or
1, associated with a spin angular momentum σh̄. The total angular momentum of
a photon in an OAM mode is then the sum of its spin angular momentum and the
orbital angular momentum of light (m + σ)h̄ [Allen et al., 1992].

2The number l does not explicitly appear in the expression of fm(r). It is implicitly included in the
propagation constants.
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We observe group of quasi-degenerate modes. In the case of step index MMFs,
we have a four-fold degeneracy (including both polarization) for m > 0 and a two-
fold degeneracy for m = 0. For GRIN MMFs, the size of the groups of degenerate
modes increases for high-order modes.

In figure I.12, we show the dispersion relation for step index (a) and GRIN fibers
(b). The dispersion relation exhibits the evolution of the normalized propagation
constant B as a function of the normalized frequency V, where B is defined as:

B =
neff − nc

n1 − nc
. (I.13)

We remark that for the step index fiber, only one mode is supported for V < 2.4.
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Figure I.12: Dispersion relation of step index and GRIN fibers. a, Step index fiber. b,
Parabolic GRIN fiber. Simulations of the OAM modes, performed with fibers of core
a = 12.5 µm, and NA = 0.1, using the method detailed in appendix G. The radial (l) and
azimuthal (m) mode indices are displayed next to the corresponding curves.

For the parabolic GRIN, only a single mode is supported for V < 3.6. Below these
values, a fiber is referred to as a single mode fiber (SMF), while above, it is referred
to as a multimode fiber (MMF). When a MMF supports only few modes, typically
less than 10 per polarization, we usually refer to them as Few Mode Fibers (FMFs).

2.4 Intermodal dispersion

The group velocity vg of light in a medium is defined as the inverse of the derivative
of the wavenumber k with respect to angular frequency ω :

vg =

(

∂k

∂ω

)−1

= c

(

∂

∂ω
(ωn(ω))

)−1

=
c

n(ω) + ω ∂n
∂ω

. (I.14)

In a waveguide such as an MMF, the group velocity of a mode vg,i is related to its
effective index neff,j(ω):

vg,j =
c

neff,j(ω) + ω
∂neff,j

∂ω

. (I.15)

The group velocities of the different modes of a fiber are generally different, which
results in mode-dependent group-delays for a fiber of a given length; it means that
sending a pulse that couples to multiple modes at the input results in multiple pulses
with different group-delays at the output of the fiber. This phenomenon is called
intermodal dispersion.
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To quantify the intermodal dispersion of a given MMF, one typically specifies its
Differential Group Delay (DGD) which characterizes the difference between the short-
est and longest group-delays of an input pulse for a given length of fiber, or the
Differential Mode Group Delays (DMGD) which indicate the difference between a
specific mode and the fundamental mode of the fiber. The DGD is proportional to
the length of the fiber in ideal MMFs with no coupling between the modes. Typi-
cal values of the DGD of FMFs can be of the order of 10 ps/m [Sillard et al., 2011;
Sillard et al., 2014], while GRIN fibers can be designed to go below this value and
can reach 0.1 ps/m [Paschotta, 2017a]. Having high DGDs in MMFs is a limitation
to the implementation of space division multiplexing (that we will introduce in sec-
tion 4.3) because it increases the complexity of the digital signal processing required
to retrieve the information [Li et al., 2014].

2.5 Mode coupling theory

In ideal and unperturbed fibers, modes are invariant through propagation by defini-
tion. However, perturbations in the fiber geometry, index imperfections, mechanical
stress, bends and other external effects can induce unintended coupling between the
supported modes of the fiber: a fraction of energy carried by a mode is transferred
to other modes.

In 1972, Gloge performed experiments where only the lower order modes of
MMFs of different lengths are excited; at the output, he remarked that the longer the
length, the more energy got transferred into higher order modes [Gloge, 1972]. The
energy transfer is progressive, and he speculated that modes couple to close modes.

Most perturbations affecting optical fibers have a tendency to couple modes with
close propagation constants; this effect is quantified by the longitudinal power spec-
trum of perturbation F, which scales as

〈

|F(∆β)|2
〉

∝ ∆β−4 to ∆β−8 [Olshansky,
1975], with ∆β the propagation constant difference. The consequence is that modes
with close or the same propagation constants couple over shorter lengths [Ryf et al.,
2012; Kitayama, Seikai, and Uchida, 1980]. Recent studies confirmed these observa-
tions [Li et al., 2020] and demonstrated that mode coupling occurs almost isotropi-
cally in the space represented by the l and m numbers of the OAM modes. In other
words, coupling between modes with the same total difference ∆m + ∆l will couple
approximately with the same amplitude. We show in Figure I.13 the measurements
of the coupling observed at the output of a 754-mode step index MMF for different
input modes. We notice at the output that each input mode only couples to modes
with close and similar m and l indices during propagation through the fiber.

Mode coupling is governed by the following equations [koshi, 1982]:

dAµ

dz
= −jβµ Aµ + ∑

ν ̸=µ

Cµν(z)Av, (I.16)

where Aµ is the amplitude of the µth mode, and Cνµ is the coupling coefficient be-
tween the νth and µth mode. Assuming a small perturbation of the index of the form:

n2(x, y, z) = n2
0(x, y) + δn2(x, y) f (z), (I.17)

then the coupling coefficients can be calculated:

Cµν(z) ∝

∫ ∞

−∞

∫ ∞

−∞
δn2(x, y)E∗

µ(x, y) · Eν(x, y)dxdy · f (z), (I.18)
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Figure I.13: Coupling observed in a step index MMF. a, Representation in the (m, l)-
space of the 3 input OAM modes, a1, a2, and a3, sent into a 754-mode step index fiber. b,
Outputs of the MMF for the 3 input modes, represented in the the (m, l)-space. Extracted
from [Li et al., 2020].

where Eν(x, y) is the vector field of the νth mode. The symmetry of the disorder
determines which modes will couple [Ho and Kahn, 2013].

If we inject light in a single mode ν, after a propagation length of z = L, the
amplitude of mode µ ̸= ν is:

Aµ(L) ≈ e−jβµ L
∫ L

0
Cµν(z)e

−j(βv−βµ)zdz. (I.19)

The integral term contains a phase matching condition between the propagation con-
stants of the modes and the longitudinal index fluctuations. Computing the conver-
sion coefficients requires having access to the precise parameters of the fiber at all
positions. This can be possible for simple cases such as periodic perturbations, but
is usually out of reach.

The second approach proposed by Marcuse [Marcuse, 1972], is a power coupling
model and describes coupling as a diffusion process. It describes the redistribution
of energy among the modes, in this case the power coupling equations are the fol-
lowing:

dPµ

dz
= −αµPµ + ∑

v ̸=µ

hµν

(

Pv − Pµ

)

, (I.20)

where Pµ(z) =
〈

∣

∣Aµ(z)
∣

∣

2
〉

is the power carried by the µth mode, αµ is a power atten-
uation coefficient, and hµν are coupling coefficients expressed as the power spectrum
of the conversion coefficient:

hµν =

〈

∣

∣

∣

∣

∫ L

0
Cµν(z)e

−j(βv−βµ)zdz

∣

∣

∣

∣

2
〉

. (I.21)

In this case, we evaluate the power spectrum of the conversion coefficient over the
length of the fiber in order to determine the coupling in a probabilistic manner.
While it give statistically accurate results, it does not give access to the coupling
properties for a given realization of disorder. Moreover, the phase is disregarded in
this model, which is detrimental for applications with coherent modulation schemes.
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3 Optical fibers in telecommunications

The use of optical fibers has been developing extremely fast in the field of telecom-
munications in the late XXth century and the beginning of the XXIst century. They
are almost ubiquitous, from the transoceanic links to the home internet access. We
saw in the previous section that different approaches and fiber technologies were
considered, depending on the intended application, and that many improvements
had to be made to the initial glass fibers to make optical communications possible.

In this section, we will first detail the main advances made in the optical fiber
technology to allow for fast and robust telecommunication protocols. To that end,
we will exclusively talk about SMFs, which are the preferred media of propagation
of long haul links. Then, we will present the current usage of optical fibers in the
telecommunications’ industry. Lastly, we will discuss the current limitations and
the need for a new paradigm change in order to meet the ever-increasing demand of
higher data rates.

3.1 Historical limitations and breakthroughs

The 1970s’ promising loss levels of tens of dBs by kilometers allowed to envision
the use of fibers in short networks. As long as the distance is less than a few kilo-
meters, the signal can be accurately retrieved and decoded at the output of the fiber.
However, thousands of kilometers transmission were still out of reach. The trans-
fer capacity of fibers was very low compared to the current ones. The maximum
capacity of a channel is given by Claude Shannon’s formula [Shannon, 1948]:

C = B log2(1 + SNR), (I.22)

with SNR being the signal-to-noise ratio and B the bandwidth. Increasing the infor-
mation capacity can be done by increasing the SNR of the system, but it also requires
to efficiently encode the information to approach this theoretical limit in practice.
Figure I.14 shows the continuous improvement of the achievable capacity of optical
fibers and the technologies that allowed these results.

Figure I.14: Capacity of optical fiber technologies over time. Figure from [Richardson,
Fini, and Nelson, 2013].
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a b

Figure I.16: Improvements in the design of step index fibers. a, Index profiles of fibers
achieving the lowest attenuation, with step core (a) and ring core (b) fluoride doped
fibers. b, Attenuation as a function of wavelength and design of the lowest attenuation
fiber design as of 2018. Image from [Tamura et al., 2018].

3.1.b Amplification of the signal

Even with transmission attenuation as low as 0.14 dB/km, only 4% of the input light
intensity comes out of the fiber after a hundred-kilometer propagation. In order
to connect remote places and allow long range telecommunications, it is crucial to
regenerate the signal. The initial methods relied on opto-electronic repeaters: the
optical signal is converted into an electronic signal, amplified, then converted back
into light and coupled into the next fiber. However, such devices are expensive,
limiting the range of applications.

The invention of inline optical amplifiers, especially the Erbium doped fiber am-
plifier (EDFA) [Desurvire, Simpson, and Becker, 1987; Mears et al., 1987], was a
major breakthrough for long range telecommunications. EDFAs rely on amplifying
the signal in erbium doped fiber, thanks to a pump laser at a different wavelength
(λp = 514.5 nm in the original work by [Desurvire, Simpson, and Becker, 1987],
around 980 nm or 1480 nm today [Zyskind and Srivastava, 2011]). Light within the
range λ ∈ [1530, 1625] nm is amplified by stimulated emission from the excited Er3+

ions. The amplification is entirely optical, does not require free space conversion (the
amplifier has an all-fiber design), is independent of data rate, independent of the po-
larization state of light and allows amplification over a large bandwidth. This tech-
nology was first implemented in the TAT-12/13 cable system in 1996, connecting the
United States to the United Kingdom and France, supporting 10 Gbit/s [Trischitta
et al., 1996] using undersea EDFAs.

Another scheme relies on the Raman effect to amplify the propagating signal.
Contrary to EDFA, the Distributed Raman Amplifier (DRA) does not require doped
sections of fibers as it exploits the stimulated Raman effect naturally occurring in
fibers. The experimental principle consists in using a pump light propagating in the
other direction and at different wavelength than the signal of interest. The Raman
shift generates the amplification of the optical signal. The DRAs generally require
higher powers than EDFAs due to smaller gain coefficients. However, they grant
more spectral flexibility because the amplification is possible over a wider range of
frequencies [Emori and Namiki, 1999], and is achieved with superior noise perfor-
mances [Zyskind and Srivastava, 2011]. These key characteristics lead to the use of
DRAs and EDFAs in hybrid setups in modern fiber architectures.
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3.1.c Multiplexing: wavelength and polarization

Thanks to the optical properties of fibers links and amplifiers, a wide range of wave-
lengths are available for data transmission. Moreover, two orthogonal states of po-
larization travel through the fiber. Therefore, wavelengths and polarizations can be
used to transmit information over independent telecommunication channels. The
process of combining different signals into a high data rate link, e.g. the fiber here, is
called multiplexing. At the end of the fiber, the signals need to be demultiplexed to
be recovered. Theoretically, the transfer rate is multiplied by the number of channels
used in the communication line:

Ctot =
M

∑
i

Ci, (I.23)

where Ctot is the total capacity of the system, M is the total number of channel, and
Ci the capacity of the ith channel.

Wavelength Division Multiplexing (WDM) consists in encoding individual sig-
nals with different carrier frequencies. The visible and IR spectrum is divided into
several wavelength domains called bands. One or several bands are chosen for a
given application, and the signals are then multiplexed into a discrete number of
channels centered around different wavelengths. It is then important to ensure that
the bandwidth of the channels do not overlap. WDM is typically performed with
large wavelength channels (Coarse WDM: CWDM) of width about 20 nm, or small
wavelength channels (Dense WDM: DWDM) of bandwidth typically of 50 GHz. Il-
lustrations of the bands and of the CWDM technique are presented in Figure I.17.

EDFA zone

Figure I.17: Wavelength distribution in WDM. Repartition of the wavelength bands
used in optical fiber telecommunications, and example of CWDM with channels 20 nm
wide. Legend: O: original, E: extended-wavelength, S: short-wavelength, C: conven-
tional and L: long bands.

In 2001, a multiplexing of 150 wavelength channels of width 25 GHz in the C-
band (1530 − 1560 nm) was reported [Yamada et al., 2001], thus granting about
10 Gbit/s data rate per channel. In the same years, records of 10.9 Tbit/s were
achieved [Fukuchi et al., 2001; Bigo et al., 2001].

The existence of two orthogonal states of polarization can also be used to dou-
ble the number of available channels [Glance, 1987]. This technique is called Polar-
ization Division Multiplexing (PDM). However, during propagation, coupling be-
tween polarization states occurs due to bending and imperfections. Digital signal
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processing through Multiple-Input Multiple-Output (MIMO) approaches are usu-
ally required to reconstruct the input signals.

3.1.d Modulation schemes

The technological improvements in SNR contribute to increase the theoretical capac-
ity of the channels given by Shannon’s formula (equation I.22). To effectively take
advantage of the increased SNR, efficient modulation strategies have to be imple-
mented. The simplest modulation scheme relies on On-Off keying (OOK): when the
signal is above a certain threshold for a certain duration, corresponding to a clock pe-
riod, the receiver interprets it as a bit 1, and as a bit 0 otherwise. In this case, the mod-
ulation allows transferring as much data as the maximum bandwidth of the signal,
and the spectral efficiency is SE = 1 (bit/s)/Hz. Other modulation schemes have to
be considered to approach the theoretical capacity set by Shannon’s formula I.22.

It is possible to encode more information by taking advantage of the coherent na-
ture of light using advanced modulation formats [Winzer and Essiambre, 2006] such
as Differential Phase-Shift Keying (DPSK), Differential Quadrature Phase-Shift Key-
ing (DQPSK) or more recently Quadrature Amplitude Modulation (n-QAM, where
n is the number of possible complex values called symbols). The symbols used in
these modulation formats correspond to values of the electrical field, commonly rep-
resented in the complex plane by their in-phase component I and their quadrature com-
ponent Q. Four different modulation methods are shown in Figure I.18.

a b

Figure I.18: Advanced modulation formats. a, Constellations of non-return-to-zero-
OOK (NRZ-OOK), DPSK, DQPSK, and their associated spectrum from [Ohta et al., 2008].
b, Representation of the possible n-QAM constellations. Image from [Pfau, Hoffmann,
and Noe, 2009].

With these approaches, the encoding of multiple bits of information is done with
a single symbol. For instance, two bits are encoded in one complex value of the
signal using DPSK modulation. Doing so increases the spectral efficiency. A given
bandwidth imposes a limit on the maximal accessible symbol rate (sometimes called
Baud-rate), therefore increasing the number of different symbols increases the bit-
rate. Improved modulation schemes exploit more efficiently the gains in SNR that
were achieved through material improvements. Figure I.19 shows how the n-QAM
raises the actual capacity of optical fibers, approaching the limit imposed by Shan-
non’s formula. Figure I.20 shows the evolution of the capacity of single mode fibers
over time.
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Figure I.19: Capacity as a function of SNR for different modulation schemes. Ex-
tracted from [Essiambre et al., 2010]

.

Figure I.20: Evolution of the capacity of single mode fibers over time. The maximum
capacity of experimental optical communication systems has doubled every 18ămonths
for more than a decade thanks to the use of advanced modulation formats. Extracted
from [Bayvel, Behrens, and Millar, 2013].

3.2 Current use of optical fibers

As of April 2020, 406 transoceanic cables are installed around the world, their lo-
cations are presented in Figure I.21. These cables represent the largest part of the
inter-continental communication infrastructure, carrying over 99% of global data
tranfers [Main, 2015]. With these cables and the ones covering the land, about 500
million kilometers of optical fibers are deployed around the world as of 2018 [Opti-
cal fibre and cable industry review | CRU]. Light is transmitted through optical fibers
with very low attenuation (0.3 dB/km). In comparison, electrical copper cables show
strong attenuation, ranging from a few dB/km to tens or hundreds of dB/km. More-
over, optical fibers are almost insensitive to most perturbations affecting electrical
cables such as electromagnetic perturbations. These advantages make the use of
optical fibers ideal for long distance information transfers. Optical fibers are also
present at a smaller scale. They are increasingly used for the last mile link (fiber to
the home), but also in some local networks.
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Figure I.21: Map of the transoceanic optical cables. Location of the 406 transoceanic
cables present in the world as of April 2020. Map downloaded from [TeleGeography,
2020].

3.3 Limits of single mode fibers

In the recent years, a slower growth in SMF capacity was observed. The technologies
presented previously in section 3.1 seem to have reached a slowdown in improve-
ment. In this section, we present the main issues that SMF lines face.

3.3.a Chromatic and intramodal dispersion

In general, the response of a medium traversed by an electrical field depends on the
optical frequency ω. The frequency dependence of the optical index n(ω) traduces
the so-called chromatic dispersion. It is possible to approximate the index far from the
resonances with the Sellmeier equation [Marcuse, 1972]:

n2(ω) = 1 +
m

∑
j=1

Bjω
2
j

ω2
j − ω2

, (I.24)

where ωj is the frequency of the jth resonance and Bj its amplitude. The propagation
constant β can thus be expressed as a Taylor series expansion around the frequency
ω0 as [Agrawal, 2002]:

β(ω) = n(ω)
ω

c
= β0 + β1 (ω − ω0) +

1
2

β2 (ω − ω0)
2 + · · · (I.25)

where:

β1 =
1
vg

=
ng

c
=

1
c

(

n + ω
dn

dω

)

, (I.26)

and:

β2 =
1
c

(

2
dn

dω
+ ω

d2n

dω2

)

, (I.27)
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where ng is the group index and vg is the group velocity that quantifies the speed at
which a pulse travels through the fiber. The parameter β2 characterizes the broad-
ening of a pulse along the propagation, this reflects the phenomenon called Group
Velocity Dispersion (GVD).

In single mode fibers, the GVD only comes from the material dispersion and
the waveguide dispersion, called intramodal dispersion. To quantify this broadening,

the dispersion parameter D = −λ
c

d2n
dλ2 , expressed in

[

ps · nm−1 · km−1
]

gives the
temporal spread (ps) per unit of propagation distance (km), per unit pulse spec-
tral width (nm). The dispersion parameter is equal to zero at around λ = 1.27 µm
for fused silica which is the zero-dispersion wavelength, and reaches about D =
20 ps · nm−1 · km−1 at λ = 1.55 µm. Similarly to intermodal dispersion, intramodal
dispersion decreases the achievable data rates due to intersymbol interferences. To
prevent the effects of intramodal dispersion from affecting the data-rate, the design
of fiber can be adapted to produce dispersion-shifted fibers with a significantly de-
creased value of the dispersion parameter around λ = 1.55 µm. Values of D =
−4 ps · nm−1 · km−1 for commercially available dispersion-shifted fiber are reported.
However, intramodal dispersion is typically a few orders of magnitude weaker that
intermodal dispersion in MMFs.

3.3.b Polarization dispersion

In ideal and axisymmetric optical fibers, polarizations are degenerated. For each
spatial mode, there are two orthogonal polarization modes that have the same prop-
agation constant. However, small fabrication imperfections, geometrical defects and
external perturbations of the fiber result in a mixing of the two polarizations, break-
ing the degeneracy. The difference of the propagation constants leads to a local bire-
fringence. Due to the breaking of the symmetry along the fiber the principal axes are
randomly rotated along the propagation. . However, for a given realization of disor-
der, one can find two polarization states that are associated with two distinct group
velocities vg1 and vg2. This phenomenon is referred to as Polarization Mode-Dispersion
(PMD). Sending a pulse into a combination of these two polarization states leads to
its broadening after propagation through the fiber.

PMD is quantified by the PMD parameter Dp and the pulse broadening ∆τ can
be expressed as:

∆τ = Dp

√
L, (I.28)

where L is the propagation length. The PMD parameter Dp is expressed in
[

ps ·
√

km
−1]

and has values between 0.1 and 1 ps.
√

km
−1

. Due to the small values of Dp and the
square root dependence, this effect is generally weak compared to GVD.

3.3.c Non-linearities

Another phenomenon that hinders telecommunication through optical fibers con-
cerns non-linear effects. Due to the confinement of the light in the small area in the
core of single mode fibers, the energy density can be high (up to 1 GW/m2). This
favors the manifestation of various non-linear effects.

One such effect is the change of the refractive index experienced by a medium un-
der the influence of a high intensity electric field, called the optical Kerr effect [Kerr,
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1875]. The Kerr effect can be decomposed in two parts, an instantaneous and a non-
instantaneous contributions. The instantaneous part concerns the fast change of re-
fractive index due to an intense electric field. In its simplest form its effect can be
written as:

n(ω, I) = n(ω) + n2 I, (I.29)

where I is the light intensity, and n2 is the non-linear coefficient depending on the
material properties. The two main effects resulting from this dependence are:

• The self-phase modulation, where the intensity of the optical field adds a phase
shift ϕSPM = n2k0LI, where L is the length of the fiber, responsible for the spec-
tral broadening of ultrashort pulses [Stolen and Lin, 1978] and the formation
of solitons in the anomalous dispersion region [Hasegawa and Tappert, 1973].

• The cross-phase modulation, where an optical field experiences a phase shift
ϕXPM = n2k0LI2 due to the presence of another field (different in wavelength,
polarization or direction). Cross-phase modulation is responsible for asymmet-
ric spectral broadening of co-propagating optical pulses.

The non-instantaneous contribution leads to Brillouin and Raman scattering [Chraplyvy,
1988], that are not dominant in typical fiber communication systems.

4 Recent improvements

Today, SMFs are almost to their saturation in terms of Achievable Information Rate
(AIR) in the linear regime because the techniques introduces in section 3.1 have been
exploited up to their limit. We present here the most promising directions currently
explored to improve the capacity of optical fiber communication systems.

4.1 Non-linear methods

Due to inter-channel interferences arising from non-linear effects [Essiambre et al.,
2010], the maximum AIR saturates for high input powers. More precisely, the neg-
ative impact of the nonlinear signal distortion grows faster than the SNR capacity
gain at high signal powers.

The AIR can be improved for high input energies using non-linear frequency
division multiplexing [Yousefi and Yangzhang, 2018]. Propagation inside the fiber is
governed by a non-linear Schrödinger equation:

j
∂q

∂z
=

∂2q

∂t2 − 2s|q|2q + b(t, z), (I.30)

where q(t, z) is the complex envelope of the signal, which is a function of the time t
and the distance z along the fiber, and b(t, z) is a zero-mean complex Gaussian noise.
The first right hand side term corresponds to the chromatic dispersion, the second
one to the non-linear Kerr effect, and the third one to the noise arising from EDFA-
driven amplification along the fiber. Most conventional method of WDM disregard
the second term linked to non-linear effects. The method proposed in [Yousefi and
Yangzhang, 2018] consists in finding a set of frequency channels that do not suf-
fer from interferences arising from non-linear effects using non-linear Fourier trans-
forms.
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remained unused until now) or deploy more fibers. However, deploying parallel
systems of fibers increases the cost and the energy consumption proportionally to
the gain in capacity. As the demand has an exponential growth, such approach is
not sustainable.

4.3.a Potential advantages of SDM

The objective of SDM is to leverage the multiple spatial channels that exist in large
core optical fibers to transmit information. Increasing the number of independent
channels through the same communication link would allow limiting the number of
components and reduce the costs. The optical fibers put into consideration are no
longer single mode fibers, but are:

• Multimode fibers (MMFs), which have larger core sizes allowing numerous
modes to propagate.

• Multicore fibers (MCFs), where multiple cores are embedded in the same cladding.
The cores carry either one or a few modes.

In both cases, compared to fiber bundles, the footprint is reduced for the same num-
ber of channels. For example, for a so-called OM2 fiber4 at λ = 1550 nm, about
50 modes per polarization are supported, giving the possibility to multiply by two
orders of magnitude the capacity of the communication line with the same spatial
requirements as an SMF.

Another aspect to take into account with SDM is energy density: for the same in-
put power, the energy is spread over a larger area in multimode fibers. Consequently,
non-linear effects occur for higher input powers.

4.3.b Challenges

The implementation of SDM faces challenges limiting our ability to reconstruct the
signals after propagation through multimode or multicore fibers, and thus slowing
their practical implementation. We discuss here the four main ones:

• Mode Dependent Losses (MDL) and mode dependent gain,

• Intermodal dispersion,

• Mode coupling,

• Spatial multiplexing and demultiplexing.

Due to MDL through the MMF communication links, and mode dependent gain
in the optical amplifiers, we observe variability of the signal strength conveyed by
different fiber modes [Trinel et al., 2017]. It translates into significant differences of
SNR in the different channels, which hinder the efficiency of digital signal processing
techniques aiming at the reconstruction of the information, and lead to lower the
achievable data rates.

Intermodal dispersion, discussed in section 2.4, describes how the different spa-
tial modes have different propagation speeds. This effect is typically few orders of

4OM stands for Optical Multimode. There are currently 5 types of OM fibers; OM1, OM2, OM3,
OM4 and OM5. They are GRIN fibers and all have the same cladding diameter of 125 µm. The OM1
has a core of diameter 62.5 µm and NA = 0.275. The four others have a core of diameter 50 µm and
NA = 0.2.
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magnitude stronger than intramodal dispersion effects in SMFs, as discussed in sec-
tion 3.3. It leads to strong group delays. MIMO approaches are considered to limit in-
tersymbol interference. However, the complexity of the signal processing to retrieve
the signals increases with the intermodal dispersion on the receiver side. Therefore,
the ability to use MIMO approaches is reduced by strong intermodal dispersion.

Another significant effect is a random coupling between the propagation modes.
In the case of MCFs, this effect appears when the fiber cores are close enough to allow
evanescent coupling. In MMFs, it is due to fabrication imperfections and external
perturbations. When using fiber modes as communication channels, it leads to a
cross-talk that can forbid direct demultiplexing without signal processing.

4.3.c SDM in the weak mode coupling regime

To avoid the need for computationally demanding MIMO signal processing, one
approach consists in working with fibers in which the coupling between the modes
is weak. MCFs with sufficiently spaced cores fall into this category. The objective is
then to maximize the density of cores while minimizing the mode coupling. In the
work of [Zhu et al., 2011], 7 cores are present in a cladding of diameter 185 µm, with
a distance of about 50 µm between them. Crosstalk between signals carried by the
different cores is about −47 dB. It allows a record total capacity of 112 Tb.s−1 on a
single 76.8-km fiber, exploiting same the techniques as the ones used with SMFs.

Few-Mode Fibers (FMF), which are MMFs that support typically less than 10
modes, were also proposed. They show a low level of mode coupling [Bigot-Astruc,
Boivin, and Sillard, 2012], even over long distances, allowing long-haul communi-
cations [Ryf et al., 2012]. The level of mode coupling is improved by increasing the
differential index values between the core and the cladding. These fibers can also be
designed to exhibit low differential mode group delays in order to limit dispersion
effects [Sillard, Molin, and Bigot-Astruc, 2015; Sillard et al., 2014]. Record transmis-
sion of 10 Pbit.s−1 were achieved by hybrid systems using multicore few mode fibers
with 114 spatial channels over 11.3 km [Electric, 2017].

Fibers optimized for the propagation of orbital angular momentum (OAM) modes
are also promising media to limit the coupling between channels. OAM modes refers
to the helicity of the phase of the electric field as presented in section 2. Provided ade-
quate fiber designs, the OAM modes can propagate with very limited coupling [Ma
and Ramachandran, 2020]. Fiber designs such as ring core [Nejad et al., 2016], or
inverse parabolic GRIN [Wang et al., 2017] allowed SDM over hundreds of meters
with minimal 2 × 2 MIMO, or even MIMO-free [Ingerslev et al., 2018a] for 12 chan-
nels. The complexity of these approaches lies in the ability to inject, with low losses,
independent signals into the different fiber modes (mode multiplexing) and to de-
tect them (mode demultiplexing). These steps are the ones dominating the channel
crosstalk [Ingerslev et al., 2018b].

4.3.d SDM in the strong mode coupling regime

A counter-intuitive approach is to work with fibers with a high level of mode cou-
pling. Mode coupling can be beneficial in mode division multiplexing systems [Ho
and Kahn, 2013] as:

• it reduces the delay spread coming from intermodal dispersion, which was
observed in plastic MMF [Garito, Wang, and Gao, 1998]. The spread becomes
proportional to the square root of the length of the fiber while it is proportional
to the length in the weak coupling regime [Ho and Kahn, 2011],
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• it tends to mitigate the mode dependent losses (and gains) [Ho and Kahn,
2014],

• and it reduces the impact of fiber non-linearities.

The main challenge then concerns the MIMO digital signal processing (DSP) com-
plexity, that increase non-linearly with the number of modes. It then limits the num-
ber of channels that can be treated in a single MMF at reasonable costs. 72 × 72
MIMO has been demonstrated using 36 spatial modes in 2 polarizations [Ryf et al.,
2018], but less that 10 modes can be managed in real-time5 [Ryf et al., 2012; Randel
et al., 2015].

4.3.e Principal modes

In SMFs, due to polarization mode dispersion, the time delay of a pulse going through
a fiber depends on the polarization of the input. However, there exist special orthog-
onal pairs of polarization at the input and output of the fiber called the Principal
States of Polarization (PSP) [Poole and Wagner, 1986]. At the first order, these states
do not change polarization at the output when the input frequency is changed. They
are associated with well-defined group delays which correspond to the maximum
and minimum possible time [Gordon and Kogelnik, 2000; Garnier, Fatome, and Le
Meur, 2002]. Exploiting these polarization channels using 2-channel MIMO digital
signal processing allows limiting the spread caused by polarization dispersion, and
thus increasing the channel capacity.

In 2005, Shanhui Fan and Joseph Kahn generalized the concept of PSP to mul-
timode waveguides [Fan and Khan, 2005]. They proved the existence of channels
called principal modes, which do not suffer from modal dispersion to the first order
in ω. These principal modes are eigenvectors of the group delay operator, also called
the EisenbudWignerSmith, or Wigner-Smith time delay operator, defined by:

Q(ω) = −iH−1(ω)∂ωH(ω), (I.31)

where H is an N × N unitary matrix representing lossless propagation and mode
coupling6. It links the field on each mode at the input of the fiber to the field on each
mode at the output. This matrix is referred to as the transmission matrix (TM) of the
optical system, and will be extensively studied in the next chapters.

Principal Modes and PSP are not modes of the fiber per se as they do not main-
tain their shape throughout propagation in the fiber. However, they can be used
as telecommunications channels for their low dispersion properties. The principal
modes will be studied in more details in Chapter IV. The observation of the princi-
pal modes and a study of their spatial and dispersion properties were performed in
the case of an FMF in the weak coupling regime [Carpenter, Eggleton, and Schroder,
2015] and later in an MMF in the intermediate and strong coupling regime [Xiong et
al., 2016; Xiong et al., 2017a]. An illustration of the behavior of the principal modes
during propagation is shown in Figure I.23.

Lately, the use of the EisenbudWignerSmith operator was generalized to study
the dependence of the TM to other parameters than the frequency. The derivative

5Real-time MIMO with more modes was demonstrated in the weak coupling regime by using
MIMO of lower dimension for different groups of modes with limited cross-talk between the groups.

6While the definition is true for a unitary matrix H, the general definition involves the scatter-
ing matrix S, which will be introduced in Chapter II, section 3.1. Then, the operator is Q(ω) =
−iS−1(ω)∂ωS(ω).
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1 Modal content detection methods

MMFs offer a spatial diversity that can be exploited for telecommunications using
space division multiplexing. A prerequisite is to characterize the modal content of
the fiber in terms of attenuation, dispersion and spatial profiles. We present the
two main standard methods to evaluate the modes properties of multimode fibers,
namely the cross-correlation method, and the spatially and spectrally resolved method.

1.1 The cross-correlation (C2) method

The cross-correlation imaging, also referred to as the C2-method, is a technique re-
lying on low coherence interferometry to reconstruct the modal content of an opti-
cal fiber [Schimpf, Barankov, and Ramachandran, 2011]. It uses the interferences
between a reference beam and light coming out of the fiber. Interferences are mea-
sured only when the relative time delay between photons coming from the two arms
is lower than the coherence time of the source, which is small as a low coherence
source is used. While we continuously change the time delay between the two arms
we measure the amplitude of the interferences, allowing the estimation of the tempo-
ral cross-correlation function between the signal and the reference. Using a reference
arm with a low dispersion, this measure gives an estimation of the time dependence
of the signal coming out of the multimode fiber.

The implementation uses a Mach-Zehnder interferometer as shown in Figure II.1.a.
The cross correlation allows deducing the amplitude, weights, profiles, group delays

a b

Figure II.1: Principle of the C2 method. a, Schematic of the experimental setup (SLD:
superluminescent diode). The setup acts as a Mach-Zehnder interferometer: light prop-
agates through the fiber under test in the probe arm, and through a dispersion compen-
sating SMF in the reference arm. The bandpass allows tuning the temporal coherence of
the source hence the spectral resolution. b, The cross-correlation signal at one pixel of
the stack of images. Extracted from [Schimpf, Barankov, and Ramachandran, 2011].

and dispersion properties of the fiber modes. The lower the coherence, the better
the group delays estimation: we show the spectrum of the source with and with-
out a bandpass filter in Figure II.2.a, and the cross-correlation signal recorded with
and without the bandpass filter in Figure II.2.b. Noticeably, the cross-correlation
without the bandpass filter is more resolved and the individual contributions of the
modes can be detected. At the maxima of the cross-correlation signal, the interfer-
ence patters on the camera correspond to the spatial profiles of the modes. They are
measured and are shown in Figure II.2.c.
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a b

c

Figure II.2: Measurements using the C2 method. a, Spectrum of the source without
and after filtering with the 5-nm bandpass of Figure II.1. b, Corresponding envelopes of
the cross-correlation traces. c, Reconstructed mode profiles by order of temporal delays
as shown in the cross correlation trace (b). Extracted from [Schimpf, Barankov, and
Ramachandran, 2011].

1.2 Spatially and spectrally resolved (S2) method

The spatially and spectrally resolved method, also known as the S2 method, allows
the characterization of the propagating modes of a fiber without the need for an ex-
ternal reference arm. It relies on the measure of the spatial and spectral interference
between the different propagating modes [Nicholson et al., 2008]. The principle is
to inject coherent light into an MMF in such a way that numerous modes are ex-
cited while most of the energy is still carried by the fundamental mode. This can
be achieved for instance using a focused beam slightly shifted from the center of
the fiber core. At the output of the fiber, the different modes interfere and form a
speckle pattern which is recorded with a camera. By scanning the wavelength of
the source, it is possible to extract spectral information from the modification of the
speckle pattern and then use it to compute the mode profiles.

In the original article [Nicholson et al., 2008], it is assumed that the majority of
the energy is carried by the fundamental mode of the MMF. We can express the
field Ej(x, y, ω) of the Higher Order Modes (HOMs) as a function of the field of
the fundamental mode E0(x, y, ω) arriving at the camera using a constant αj(x, y),
independent of the frequency:

Ej(x, y, ω) = αj(x, y)E0(x, y, ω)eiωτj , for j ∈ [1, Nmodes], (II.1)

where i is the imaginary unit number, τj is the phase delay between the jth mode
and the fundamental mode, given by τj = L∆ng/c with L the length of the fiber
and ∆ng = ne f f ,j − ne f f ,0 is the difference between the effective indices of the jth

mode and the fundamental mode. This expression is valid within small variations
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2 The propagation of waves in complex media

To further characterize the mode coupling properties of a fiber, we want to study the
relationship between the spatial profile of the light entering the fiber and the one
exiting it. The techniques and the framework to study such properties were initially
introduced in the context of scattering media. We briefly introduce these approaches
in scattering media and how they can be transposed to MMF characterization.

2.1 Aberrations and their compensation

Light propagation through a homogeneous medium can be described by ray optics
and by the Snell-Decartes law at the smooth interface between two media. It allows
determining the path of light using geometrical optics as shown in the example of a
converging lens in Figure II.5.a. These laws reach their limit when the wave nature
of the propagating light has to be taken into account, whether due to interferences
or because of diffraction. For example, a plane wave passing through a circular
converging lens is not focused to a single focal spot but forms a diffraction figure in
the focal plane: an Airy disk. The characteristic diameter d of the focal spot is then:

d ≃ 1.22λ

2NA
, (II.3)

where λ is the wavelength and NA is the numerical aperture of the lens. The Airy
disk is the Point-Spread Function (PSF) of a circular converging lens. The PSF is
defined as the image of a point-source by an optical system, and depends on the
wavelength. It allows describing how the system responds to an incoming illumina-
tion. For an isoplanetic system under coherent illumination, the observed field Eobs

is the convolution of the geometrical image Egeom with the PSF [Goodman, 2005]:

Eobs ∝ Egeom ⊛ PSF, (II.4)

where ⊛ is the convolution. The resolution of the optical system is defined by the
width of its PSF, which is usually limited by diffraction.

a b
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Figure II.5: Illustration of the effects of simple monochromatic aberrations. a, An
incoming plane wave converge at focal point F′ of a lens into a diffraction limited Airy
disk. b, Due to monochromatic aberrations, the PSF is widened.

When we consider beams far away from the optical axis of a lens, they converge
at different positions as shown in Figure II.5.b; the PSF is widened. We can distin-
guish two kinds of aberrations, the chromatic and monochromatic aberrations.

• The chromatic aberrations are produced when the properties of the optical
medium depends on the wavelength. For instance, due to material dispersion,
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the optical index of the medium is different for different colors. As a conse-
quence, multiple wavelengths have different optical paths. The PSF is then
wavelength dependent. Consequently, illuminating with multiple wavelength
leads to an enlarged focus spot.

• The monochromatic aberrations arise when monochromatic light is distorted
by the system. Spherical aberrations, astigmatism and curvature of field are
examples of monochromatic aberrations. They induce a deformation of the
incoming beam spatial phase. They can be modelled by Zernike polynomials
of different orders [Noll, 1976].

In astronomy as well as in optical imaging, inhomogeneities of the refractive index
of the medium lead to aberrations. These changes, caused by temperature fluctu-
ations, atmospheric turbulence or imperfections of the optical systems, distort the
image reconstruction of observed objects. In the middle of the XXth century, Bab-
cock proposed a method using deformable actuators to correct the time-dependent
aberrations caused by the atmosphere [Babcock, 1953]. This technique, now known
as Adaptive Optics, is implemented in telescopes [Adaptive Optics in Astronomy 1999;
Tyson, 2015] and in recent microscopy designs [Booth, 2014]. The principle con-
sists in detecting how the wavefront coming from a reference object is perturbed
by the aberrations using a wavefront sensor and compensating for these perturba-
tions thanks to a feedback loop modifying the state of a deformable mirror. The de-
formable mirror locally modifies the phase of the wavefront. It allows compensating
the spatial fluctuations of the phase caused by the aberrations. The principle of oper-
ation is presented in Figure II.6 in the domain of astronomy. Thanks to this method,
it is possible to perform diffraction limited imaging in aberrated systems. When the

Figure II.6: Principle of adaptive optics in astronomy.

perturbations are too strong, the wavefront can no longer be corrected from such an
operation. For example, the spatial information of light passing through clouds is
lost. It is not possible to use adaptive optics to perform observations through them.

2.2 Propagation of light in a complex medium

The propagation of light is perturbed when it encounters an inhomogeneity, such
as a dielectric particle. Due to this interaction, light gets scattered and its direction
of propagation is modified. The scattering process depends on the nature of the
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particle1. An inhomogeneous medium that scatters light is typically referred to as a
scattering medium.

We only consider the case of coherent elastic scattering: the scattered wave has
the same wavelength as the incident wave. We also consider here the case of non-
absorbing media. When a scattering medium is illuminated by a monochromatic
source of light, the scattering events generate random optical paths and light exits
the medium in different directions, and with different path length differences. The
interferences of the contributions of these numerous paths give rise to a random,
non-uniform, output intensity pattern, called a speckle pattern. The amplitude of
the field at the output can be represented by the sum of random phasors [Goodman,
2007], as illustrated in Figures II.7.a-c. At each output point, the different phasors
represent the field contributions of light coming from different input positions. The
spatial distribution of the intensity follows the Rayleigh law. One remarkable prop-
erty is that the fluctuation of the speckle intensity δI is equal to its average intensity
⟨I⟩: ⟨δI2⟩ = ⟨I⟩2 [Goodman, 2007].

a b c

d e f

Figure II.7: Focusing experiment through a scattering medium using wavefront shap-
ing. a, A plane wave illuminates a scattering medium and generates a speckle pattern
at the output. b, Measured intensity speckle pattern. c, Illustration of the interference
effect represented by the sum of random phasors. d, The input wavefront is modulated
to obtain a tight focus spot in the target area at the output (green circle). e, Measured in-
tensity at the output, light is focused to a spot that is 1000 times brighter than the original
speckle pattern. f, Illustration of the coherent sum of the complex phasors to produce a
constructive interference inside the green circle of e.

A similar phenomenon occurs in MMFs. The modes of the fiber propagate at
different phase velocities due to dispersion. If we excite several input modes, they
accumulate phase differences. At the output, the resulting intensity is the sum of
these modes with random phase differences and a speckle pattern emerges. Sim-
ilarly to the scattering medium case presented in the previous paragraph, we can
use the phasor representation to illustrate the interference process. In this case, each

1Depending on the size r of the particle relative to the wavelength of the incoming wave, the scat-
tering process can be described by Rayleigh theory [Rayleigh, 1899] (λ ≫ r), Mie theory [Mie, 1908]
(λ ∼ r) or Snell-Decartes law (λ ≪ r).
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phasor represents the contribution from a mode at a given point at the output of the
fiber.

Along with chaotic cavities and scattering media, MMFs are considered complex
media. Complex media are characterized by a seemingly random relationship be-
tween input and output fields, which translates into the generation of speckle pat-
terns when exited with a coherent wave. In general, the scrambling of the spatial
information at the output of a complex medium is considered a detrimental effect.
For example, scattering occurring in biological tissue limits our ability to reconstruct
images or to focus light. However, the mixing of the input information is a deter-
ministic process, not a stochastic one; a given input spatial excitation will always
give the same output speckle pattern. Using wavefront shaping, the input-output
relationship can be learned and the mixing effect can be compensated for. This is the
topic of the field of wavefront shaping, that emerged about 15 years ago, that aims at
developing new applications in complex media by tailoring the input wavefront.

2.3 Spatial light modulators

Adaptive optics and wavefront shaping applications require the use of tools to spa-
tially modify the amplitude and/or the phase of an input wavefront. These tools
are grouped under the generic name of Spatial Light Modulators (SLMs). The SLMs
used in astronomy to correct for the atmospheric perturbations were composed of
tens of adaptive segments [Acton and Smithson, 1992]. Each segment is composed
of a mirror mounted onto an actuator which controls its axial position. This allows
locally changing the phase of the incoming wavefront. Nowadays, a wide range of
SLMs is available to shape light [Savage, 2009]. We present the most widely used
SLMs:

• Liquid Crystal on Silicon Spatial Light Modulators (LCOS-SLMs). Light is
modulated on pixels of size of about 10 µm. Each pixel is composed of a liquid
crystal cell trapped between two electrodes. The applied voltage changes the
orientation of the crystals, thus modulating the birefringence of the medium.
At a given polarization, it created a continuous phase modulation. The pixel
count of SLMs can be of several millions of elements. However, they work for
a single polarization, and they have a slow refresh rate due to the response
time of the liquid crystals (up to 100 Hz).

• Deformable mirrors. They represent one type of Micro-ElectroMechanical-System
SLMs (MEMS-SLMs). There exist segmented mirrors and mirrors with a con-
tinuous reflecting surface. Segmented mirrors consist of an array of segments
which can be separately moved to control the phase. They are similar to the
ones historically used for astronomy applications, but with a smaller scale (seg-
ments size of about 300 − 500 µm). Continuous surface mirrors are made with
a continuous deformable reflecting surface that is deformed by an array of ac-
tuators located beneath the mirror, as shown in Figure II.8. The total number of
controlled actuators is far inferior to SLMs, as only a few thousands elements
can be present on a single device. Moreover, these devices are significantly
more expensive. However, they work at faster frame rates (10 − 100 kHz).

• The Digital Micromirror Devices (DMDs), which are another type of MEMS-
SLMs. They are composed of an array of small mirrors (about 10 µm) which
can be rotated into two different positions. They are fast (10 kHz) and have a
high resolution (∼ 106 elements). We refer to the two states of the mirrors as on
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Experimentally, enhancement of typically 40% to 60% of this value are observed
due to different effects such as the decorrelation of the medium, the limited SNR,
imperfect modulation schemes, or remaining correlations between the input pixels.

2.4.b Digital Optical Phase Conjugation

Digital Optical Phase Conjugation (DOPC) is a technique to focus light through a
complex media without the need for a feedback optimization. In a first step, a co-
herent localized source emits light inside or through a complex medium and one
measures the complex output field using a camera and an interferometric setup. In
a second step, the measured wavefront is numerically conjugated and generated us-
ing an SLM. The wavefront is sent toward the complex medium. The time-reversal
symmetry of the wave equation guarantees that the light focuses back to its original
source. It is analogue to time reversal in acoustics [Fink, 2000].

In biological imaging, MMFs are envisioned as tools to deliver light locally with
a small footprint [Papadopoulos et al., 2012; Farahi et al., 2013]. In [Papadopoulos
et al., 2012], the authors demonstrate the use of DOPC to focus light through a 1870-
mode MMF. The setup used to implement the method is depicted in Figure II.9.a. A
light source is focused at the input facet of the fiber (Figure II.9.b). The complex am-
plitude of the output speckle is recorded using off-axis interferometry (Figure II.9.c)
and its conjugate (Figure II.9.d) is displayed on an SLM. The modulated wavefront
is sent back into the fiber and the light at the input facet is recorded by a camera. We
observe a focus spot at the position of the initial excitation with a contrast of 1800, as
shown in Figure II.9.e.

This method allows generating a bright focus spot at the output, but requires to
have access to the distal side of the fiber. As such, this method is not perfectly suited
for in-vivo applications.

2.4.c Selective mode excitation

We presented in section 1 two methods usually employed to characterize the modal
content of an MMF, the C2 and S2 methods. However, these techniques do not allow
controlling precisely the input excitation. Using SLMs, it is possible to modulate the
input wavefront so that it couples efficiently with any target guided mode of a fiber.
The modal properties of the fiber may thus be assessed precisely by selectively and
sequentially exciting the different modes.

In [Carpenter and Wilkinson, 2012], the authors present a method to characterize
an OM2 fiber (GRIN fiber, a = 25 µm, NA = 0.2) thanks to selective mode excitation
using a binary phase SLM. To generate the spatial profiles that best couple to the LP
modes of the fiber, they use a two-state modulation. In a first step, they compute
the pattern to display which produces the best overlap between simulations of the
far-field and each theoretical LP mode using a numerical optimization. The wave-
fronts corresponding to each mode are then injected into the fiber using the setup
represented in Figure II.10.a. The frequency response of the 25 modes injected is
measured and the time responses are computed by performing a Fourier transform.
The latter are shown in Figure II.10.b. It allows the quantitative characterization of
the modal response.

This article demonstrates how wavefront shaping has grown to be an efficient
tool in the characterization of MMFs for telecommunication applications. However,
this initial demonstration is not suited to measure the output profile. Mode coupling
effects, for example, cannot easily be assessed by the technique.
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3 Measuring transmission matrices

Because SLMs give a full control over the wavefront on a discrete array of pixels, it
appears possible to characterize the relationship between the input and output fields
of a given linear medium. The idea is to generate a set of input excitations using an
SLM and to measure the complex output field using a camera and an interferometric
setup2. In the following, we discuss the relationship between the inputs and the
outputs of a medium with the formalism of the scattering matrix. This allows us to
introduce the transmission matrix of a medium, and then the methods to measure
it. In the final sections, we show that the measurement of the transmission matrix is
not limited to the basis of the pixels of the equipments but can be expressed in the
basis of the propagating modes of a fiber to give access to the modal properties of
the propagation of light.

3.1 The scattering matrix and the propagation channels of a system

In linear media, we can express the relationship between the electric fields of the
incoming light Ein and outgoing light Eout as a matricial relationship. The scattering
matrix S, also called the S-matrix, contains the full information about the spatial
propagation of light in the system, as presented in Figure II.11. The scattering matrix
links the inputs and output of the medium on both sides, according to the equation:

Eout =

(

R H′

H R′

)

.Ein with Ein =

(

E+
in

E−
in

)

and Eout =

(

E−
out

E+
out

)

, (II.6)

where (+) (resp. (−)) refers to the propagation from left to right (resp. right to
left), R (resp. R′) is the left (resp. right) reflection matrix and H (resp. H′) is the
left to right (resp. right to left) transmission matrix (TM) of the complex medium.
The dimension of the S-matrix is related to the number of propagating modes of
the system. The number of modes can be different on the input and output of the
system;. If we note N the number of modes on the left and M the number of modes
on the right, the S-matrix is of size (N + M)× (N + M). The TMs are rectangular
and H (resp. H′) is of size M × N (resp. N × M). The reflection matrices are square
and R (resp. R′) is of size N × N (resp. M× M). The conservation of the flux imposes

Figure II.11: Illustration of the scattering matrix formalism. The scattering matrix gives
the relation between the inputs and outputs of a linear medium.

2Provided the use of an internal [Dubois et al., 2002] or external [Cuche, Marquet, and Depeursinge,
2000] reference.
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that the S-matrix is unitary in lossless systems [Rotter and Gigan, 2017]:

S†.S = 1, (II.7)

where .† corresponds to the transpose conjugate.
Experimentally, the measurement of S requires to have injection and detection on

both sides and to control and measure all the modes. Moreover, the finite numerical
aperture of optical systems limits the number of modes one can excite and measure .
Typically, only a sub-part of fraction of the S-matrix is measured. This, in particular,
is the case in scattering media where the number of modes in open systems exceed
by far the number of pixels on typical SLMs and cameras [Goetschy and D. Stone,
2013; Popoff et al., 2014a]. Generally, the number of modes one can control/measure
is set by the number of independent pixels on the SLM/camera. In the following, the
dimensions N and M refers to the number of input pixels on the modulator and the
number of output pixels on the camera. By performing the singular value decompo-
sition of the transmission matrix, one can decompose the system into transmission
channels [Rotter and Gigan, 2017]:

H =
N

∑
j=1

σjUj.V†
j , (II.8)

which can also be written as the Singular Value Decomposition (SVD):

H = U.Σ.V†, (II.9)

where Σ is a rectangular matrix with the only non-zero elements being on the diago-
nal: diag(σ1, . . . , σN). Vj and Uj are the singular input and output vectors.

The maximal (resp. minimal) singular value is associated to the channel with the
maximal (resp. minimal) transmission σ2

min (resp. σ2
max). Each corresponding singu-

lar vector Vj represents the input wavefront that couples light into this transmission
channel, and each corresponding singular vector Uj represents the output wavefront
exiting from the transmission channel. The number of non-negligible singular val-
ues represents the number of transmission channels in the system. In the remainder
of this manuscript, the SVD is used as a tool to characterize and count the number
of propagation channels of a system.

When studying MMFs, a negligible fraction of the energy is reflected during
propagation. So, the reflection part of the S-matrix can be discarded to only take
into account the TMs. Both the left-to-right and right-to-left matrices contain the
same information about transmission channels since H′ = Ht due to spatial reci-
procity [Rotter and Gigan, 2017]. Then, measuring the TM from a single side is
sufficient to characterize the transmission channels of an MMF. In the following sec-
tions, we show how the TM measurement has emerged as a tool of choice to study
the propagation of light in complex media, especially in optical fibers.

3.2 The transmission matrix of scattering media

The TM is an important tool to describe light transmission in a scattering medium. It
allows in particular to characterize the statistics of the transmission channels [Popoff
et al., 2014a]. It gives a lot of information about the medium, such as the transmission
properties deduced from the singular value distribution of the TM [Popoff et al.,
2011; Skipetrov and Goetschy, 2011].
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In the following, we introduce an element hmn of H as the link between the field
at the nth pixel of the SLM and the field at the mth pixel of the camera. The field at
the mth camera pixel is thus linked to the whole input field Ein according to:

Eout
m =

N

∑
n=1

hmnEin
n , (II.10)

where hmn is the complex amplitude of the elements of the pixel basis TM, and Ein
n

(resp. Eout
m ) is the input (resp. output) field at the nth (resp. mth) pixel. The relation-

ship between the input and output fields thus reads:

Eout = H.Ein. (II.11)

In 2010, Sebastien Popoff and his colleagues measured for the first time the opti-
cal monochromatic TM of a scattering medium [Popoff et al., 2010a]. In this experi-
ment, a coherent laser source illuminates a phase-only SLM which spatially modu-
lates the wavefront entering a multiple scattering medium (an opaque layer of ZnO).
The output light is then collected by a Charged Coupled Device camera (CCD cam-
era) as shown in the depiction of the experimental setup of Figure II.12.a. To measure
the complex output field, a co-propagating reference is used, as shown in the insert
of Figure II.12.a. The reference allows using the four-phase method [Dubois et al., 2002]
to recover the complex output field. The TM is measured by sequentially sending
the elements of an input excitation basis and measuring the corresponding output
field.

To remove the need for interferometric measurements, numerical methods, called
phase retrieval methods, were developed to retrieve the phase of the TM from inten-
sity only measurements. Doing so removes the requirement for high stability of the
optical system. Using a reference-less system, the measured intensity at a single
camera pixel Iout

m reads:

Iout
m =

∣

∣

∣

∣

N

∑
n=1

hmnEin
n

∣

∣

∣

∣

2

. (II.12)

We indeed see that intensity measurements do not allow direct access to the complex
coefficients of the TM. Using phase retrieval methods, the lack of direct phase mea-
surements is compensated by adding redundancy. Instead of sending each element
of an output basis, these methods rely on using a large amount of random input
fields [Dremeau et al., 2015; Metzler et al., 2017]. Typically, one sends a number of
random input patterns displayed on an SLM which is several times the number of
controlled input pixels.

These works were then extended to measure the TM of different systems, such as
MMFs [Florentin et al., 2018; Cizmar and Dholakia, 2012], as shown in Figure II.12b

with a similar setup. We also note that TM measurements were performed out-
side the monochromatic regime, with multispectral measurements [Mounaix et al.,
2015], and also in the quantum regime of light [Defienne et al., 2014; Defienne et
al., 2016; Wolterink et al., 2015]. The measurement of the TM has applications for
imaging through scattering media [Popoff et al., 2010b; Kim et al., 2015], for MMF
image transmission [Cizmar and Dholakia, 2012], with potential applications in en-
doscopy [Choi et al., 2012], and for micromanipulation through MMFs [Leite et al.,
2017].
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a b

Figure II.12: Measurements of the pixel basis TM using a co-propagating reference.
a, Setup used for the first optical TM measurement in complex media: a 532 nm laser
is expanded and reected off a spatial light modulator (SLM). The laser beam is phase-
modulated, focused on the multiple scattering sample and the output intensity speckle
pattern is imaged by a CCD camera. Legend: L, lens; P, polarizer; D, diaphragm. The
object to image is synthesized directly by the SLM, and reconstructed from the complex
output speckle, using the knowledge of the TM. Extracted from [Popoff et al., 2010b].
b, Similar setup used to measure the pixel basis TM of a 104-mode MMF. Extracted
from [Florentin et al., 2018].

3.3 The mode basis TM

The measurement of the pixel basis TM of an MMF does not directly allow the char-
acterization of the modal content. Instead of manipulating the TM in the basis of
pixels, it is convenient to measure it in the basis of the propagating modes of the
fiber. This mode basis TM gives the amplitude and phase relations between the input
and output field expressed in the basis of the propagating modes. Doing so allows to
study the mode coupling occurring in the fiber, or can be used for the compensation
of disorder for endoscopic imaging applications.

3.3.a Direct measurement of the mode basis TM

The selective mode excitation method [Carpenter and Wilkinson, 2012], previously
described and shown in Figure II.10, can be used to selectively excite one specific
mode at a time. At the output, the contribution of one mode can be estimated by
using another SLM that displays the phase map corresponding to this mode. A pho-
todetector then measures the overlap between the output field and the correspond-
ing mode. Each measurement gives access to one element of the mode basis TM.
The full mode basis TM is reconstructed by repeating the measurement for every in-
put and output mode combinations [Carpenter, Eggleton, and Schroder, 2014]. The
setup is represented in Figure II.13.

The authors measure the mode basis TM Hmodes of an OM4 fiber (GRIN, a =
25 µm, NA = 0.2) supporting 110 modes at λ = 1550 nm using this method, its
amplitude is shown in Figure II.14.a. To validate the measurements of the mode
basis TM, Hmodes is inverted in order to generate the input profile that produces a
desired profile at the output. These input profiles are then experimentally sent into
the fiber and the output profile compared to the expected profile. A high fidelity is
observed.

The singular value distribution of Hmodes is shown in Figure II.14.b. As discussed
in section 3.1, the amplitude of a singular value allows quantifying the transmis-
sion of the corresponding spatial channel. The first 90 channels have slowly increas-
ing losses that are attributed to the measurement system [Carpenter, Eggleton, and
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Figure II.13: Measurement of the TM directly in the mode basis. Extracted from [Car-
penter, Eggleton, and Schroder, 2014].

a b

Figure II.14: a, Amplitude of the mode basis TM for all the 110 modes of an OM4 GRIN
fiber. b, Singular values distribution of the mode basis TM. Extracted from [Carpenter,
Eggleton, and Schroder, 2014].

Schroder, 2014]. The last channels have a sharp decrease in transmission. It corre-
sponds to modes with propagation constants close or smaller than the cutoff, mean-
ing that they are not efficiently confined in the fiber core. Theoretically, the studied
fiber supports 110 modes, however, the measured value is lower.

By measuring the mode basis TM at different wavelengths, the quantitative char-
acterization of the spatial and spectral properties of the fiber is possible. Using the
same setup, the same authors present in [Carpenter, Eggleton, and Schroder, 2016]
the measurement of a mode basis TM of high dimension for multiple wavelength.
They measured mode basis TMs of 420 modes, for 32768 different wavelengths in
the range [1525, 1566.7] nm, of an OM1 fiber (GRIN, a = 36.25 µm, NA = 0.275).
They demonstrate that the knowledge of this stack of matrices gives the ability to
generate any spatial/polarization state at the output of the fiber at any wavelength,
as well as to predict the temporal response of any spatial/polarization input state.

Building the mode basis TM, one element at a time, requires the precise calibra-
tion of the SLMs to accurately inject a single mode at the input and measure the
overlap of the output with a single mode of the fiber. If the system is not accurately
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aligned, the displayed pattern on the SLM at the input may excite more than one
mode, and, similarly, the measurement of the overlap may be incorrect. This method
imposes a careful tuning of the optical setup.

3.3.b Retrieval of the mode basis TM from the pixel basis TM

To avoid the issue arising from improper calibration, another method introduced
in [Ploschner, Tyc, and Cizmar, 2015] uses the information contained in the pixel
basis TM to reconstruct the mode basis TM. The underlying idea is to use change
of basis matrices that allows the passage from the pixel basis to the mode basis and
vice versa. The change of basis matrices at the input and output Min/out project the
measured pixel basis TM H into the basis of propagating modes Hmodes according
to equation:

Hmodes = M†
out.H.Min. (II.13)

The columns of Min/out represent the modes of the fiber expressed in the initial pixel
basis in which H is measured.

They measure the TM of a short segment (≤ 30 cm) of a fiber supporting approx-
imately 500 modes (step index, a = 25 µm, NA = 0.22). To do so, the input facet
of the fiber is scanned by focusing light on diffraction limited spots using the setup
depicted in Figure II.15.a, and shown schematically in Figure II.15.b. The output
far-field is measured on the pixel basis of a camera using an off-axis reference car-
ried by an SMF as shown in Figure II.15.a. The resulting pixel matrix H is shown
in Figure II.16.a. To build the change of basis matrices, the mode profiles are com-
puted with the parameters of the studied MMF. These matrices allow building an
initial mode basis TM using equation II.13, the resulting projected mode basis TM is
shown in Figure II.16.b.

The fiber segments under study are very short (up to 30 cm). In principle, little
coupling occurs between the modes. However, the mode basis TM is not diagonal
as would be expected. Indeed, the initial pixel basis TM does not only represent
the propagation in the MMF, but also the free space propagation from the SLM to
the input facet and from the output facet to the camera. In these part of the opti-
cal setup, light is affected by monochromatic aberrations. These aberrations are not
taken into account to generate the initial change of basis matrices. Moreover, any
misalignment will also affect the change of basis matrix. Another detrimental effect
arises from the fact that the mode profiles and effective indices are computed from
an ideal index profile of the fiber. The uncertainty on the fiber parameters leads to an
incorrect estimation of the modes and thus of the change of basis matrices. The au-
thors developed an algorithm to correct these different sources of errors to maximize
the diagonality of the reconstructed matrix Hmodes. We further discuss the operation
principle and the optimization scheme in Chapter III, section 3.3. The results of their
method is shown in Figure II.16.c. A diagonal matrix accurately representing the
propagation of the modes inside the fiber is obtained. Using the knowledge of the
mode basis TM, the authors used the MMF to illuminate samples in a controlled
fashion. They are thus able to accurately reconstruct images of objects using a 30 cm
long fiber endoscope, without calibration.

3.3.c Deep learning strategies

Recently, several attempts have been made to use numerical methods to guess the
modal content contained in the output speckle of a fiber [An et al., 2018; Rothe et al.,
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a b c

Figure II.16: Reconstruction of the mode basis TM with an optimization procedure. a,
Complex representation of the pixel basis TM of the MMF. b, Mode basis TM without cor-
rection of the aberrations and of the parameters of the fiber. c, Mode basis TM after cor-
rection. Only a single input and output polarization is shown. Extracted from [Ploschner,
Tyc, and Cizmar, 2015].

2020]. These methods use deep learning methods to train neural networks architec-
tures to guess correctly the contribution of modes to form speckle patterns.

The principle is to train a neural network to predict the amplitude and phase of
each mode interfering in an intensity speckle pattern using mode profiles obtained
through numerical simulations. The training is performed for a specific fiber with a
given number of modes. Then, intensity speckle patterns from experiments using a
fiber of the same type as the one used in simulation are given to the neural network
which predicts the amplitude and phase of each mode. Successful demonstrations
for a 3-mode fiber are presented in [An et al., 2018] using a convolutional neural
network. These methods have the advantage of not relying on interferometric mea-
surements. However, they require heavy computational efforts for the training and
are limited to few-mode fibers up to this date.

Conclusion

In this chapter, we presented the main methods used to characterize the modal con-
tent of MMFs: the spectral and spatial content of FMFs can be probed using the
S2 and C2 methods. These methods are adapted for FMFs, but do not easily allow
the study of coupling inside MMFs. Thanks to wavefront shaping, it is possible to
manipulate the field at the input of a medium and to generate profiles that selec-
tively couple light into the propagating modes of an MMF to study their temporal
response. Moreover, the measurement of the mode basis TM of an MMF gives ac-
cess to the transmission values of spatial channels and to the coupling between the
modes. The wavefront shaping methods presented in this chapter are at the starting
point of the work of this Ph.D. In Chapter III, we present how we implemented the
measurement of the pixel basis TM and how we retrieved the mode basis TM from
it.
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Introduction

As we detailed in Chapter II section 2.2, even in the absence of disorder, the illumi-
nation of an MMF with a coherent source of light will result in the observation of a
speckle pattern at the output, due to the existence of intermodal dispersion. Thus,
unlike scattering media, the observation of a speckle is not in itself a signature of
disorder. As a consequence, measuring the TM of an MMF does not allow to eas-
ily assess the level of disorder if the basis in which we measure the matrix is not
carefully chosen. The TM measurement has to be performed in the basis of the prop-
agating modes of the fiber to capture the propagation properties of the MMF.

In a context of telecommunication applications, another constraint is speed. Ma-
nipulating light inside fibers and data acquisition need to be performed quickly to
reduce potential downtime of the system occurring during measurements. For the
same reasons, the system should require little effort for the alignment in order to
minimize the handling time and to be compatible with real-life implementations.

The goal of this chapter is to present the tools we developed and used to meet the
requirements for a fast and efficient measurement of the mode basis TM of MMFs:

1. a fast and precise modulation of the input wavefront (sections 1.1 and 1.2),

2. the complex measurement of the output field for both polarizations (section 1.3),

3. the recovery of the TM in the basis of the pixels of the DMD and of the camera
(section 2),

4. the projection of the pixel basis TM into the mode basis TM using adapted
change of basis matrices (section 3)

5. a fast and easy to use post-processing procedure to cancel the effects of aberra-
tions and misalignements (section 3.3).

1 Shaping and manipulating wavefronts in optical fibers

1.1 Wavefront shaping using a digital micromirror device (DMD)

As introduced previously in 2.3, DMDs are able to shape an incoming wavefront by
switching their mirrors between two different orientations (that we name on if they
direct light in the direction of interest the optical system and off if their contribution
is blocked) at speeds up to few tens of kHz, effectively achieving a binary amplitude
modulation. As such devices were not originally designed for the manipulation of
complex coherent fields, their use in such a context requires tackling a few technical
but important issues that could otherwise severely alter experimental results.

1.1.a Diffraction effects

Liquid crystals phase modulators, traditionally used in wavefront shaping experi-
ment, exhibit a reasonably flat surface. Ideally, the modulator only alters the phase
of the reflected light by modulating the refractive index at a given polarization. The
finite size of the pixels and their repetition make the array acts as a flat grating. If all
the pixels are in the same state, e.g. with no phase modulation, when illuminated
with a coherent plane wave with an incident angle α, we observe multiple orders of
diffraction. Those orders do not all have the same intensity and the maximum of
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2D simulations To examine the diffraction profiles of the different DMDs, we per-
form a 2D simulation of the system by representing the array of pixels, where two
neighboring pixels have a phase difference of 2π

λ d[sin(α′) + sin(β′)]. Then, we can
observe the directions of the diffracted orders by computing the 2D-Fourier trans-
form of the complex field, centered around the direction of the reflected beam at
angle β = 0◦. The phase of the optical field on the DMD surface and its Fourier
transform for the two pitch values are presented in Figure III.4. We observe that in
both cases, several diffraction orders carry a significant fraction of the energy:

• In the 7.6 µm-pitch DMD, four beams of equivalent energy exit the DMD at
angles around the reflection angle. This situation is not optimal as we intend
to use a single order of diffraction,

• In the 10.8 µm-pitch DMD, one beam is close to the reflection angle and is
a global maximum. This is the preferred configuration for maximizing the
available power of the modulated field.

2

1

0

1

2

3

b

dc

a

Figure III.4: Diffraction patterns of two different DMDs. a, b, Phase of the near-field.
c, d, Amplitude in the far-field for a configuration where all the pixels are on, with pitch
values 7.6 µm (a, c) and 10.8 µm (b, d). The illumination comes from the angle α = 24◦.
The far field image is centered around the reflection angle β = 0◦ (red circle).

Off -pixel diffraction To use a DMD as an ideal binary amplitude modulator, one
needs to discard light diffracted by pixels in the off -state. When pixels are in their
off -state, the reflection angle is −2θ − α. The envelope is shifted and the diffraction
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eiϕ(x).
DMDs can only perform binary amplitude modulation, it is not possible to dis-

play the amplitude pattern described in equation III.3. To generate a modulation
using a binary amplitude modulator, we generate a hologram by thresholding the
previous amplitude pattern III.3 to approximate it by:

g(x) =

{

1 if f (x) > 1/2
0 otherwise

(III.5)

We show an implementation of the Lee hologram method in Figures III.6.b and c.

Experimental implementation We group pixels into square macropixels like shown
in Figure III.7.a. The key parameters to tune are the spatial carrier frequency ν0, the
spatial sampling (which is the number of pixels per macropixel), and the size and
position of the pinhole at the Fourier plane. A careful choice allows the best trade-off
between resolution and fidelity. In Figure III.7, we show the result of a simulation
representing the Lee hologram method. A sampling of 8 periods per macropixel is
used, we observe in Figures III.7.g, h, i that the phase and intensity of the field at the
final plane of the 4-f accurately approximates the desired pattern.

A beneficial side effect of the 1st order filtering is the removal of specular reflec-
tions and other unmodulated contributions; those perturbations and are filtered in
the Fourier plane of the first lens.
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a b c

d

g h i

e f

Figure III.7: Numerical simulations of the Lee hologram procedure using macropixels.
a, A desired three level (0, −1 and 1) optical field modulation. b, Corresponding patterns
displayed on the DMD. c, Close up view of the three macropixel patterns corresponding
to a modulation value of 0, −1 and 1 respectively. The −1 and 1 macropixels have fringes
that are shifted by half a period, thus creating a π phase shift. d, Fourier transform of b
(log scale), mimicking the effect of a lens. e, Filtering mask used to keep the first order
of diffraction, simulating the experimental spatial frequency filtering by a diaphragm.
f, Selected first order shifted to be centered around the 0 spatial frequency (log scale).
g and h: Phase and amplitude of the inverse Fourier transform of f. i, Representation
of the complex optical field in the modulation plane. The field is colored in the Hue,
Saturation, Value color scheme where the amplitude is encoded into the value and the
phase is encoded into the hue. The blue color corresponds to a phase of 0 and yellow to
a phase of π.
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1.1.c Vibrations

The controller board of the DMD is cooled thanks to a heat sink and fan. The con-
troller is connected to the DMD thanks to a rigid ribbon cable that transmits vi-
brations, they produce fast random temporal fluctuations of the modulated field
which negatively impact the reproducibility of the measurements. In appendix A,
we present the impact of the vibrations on the modulation field over time and a
method to attenuate them. It allows us to obtain improved mechanical stability over
time.

1.1.d Thermal effects

After turning on the controller board and the DMD, there is a transitional regime
during which the DMD heats up before reaching a thermal equilibrium. It creates
slow unwanted fluctuations of the phase of the modulated field which are detrimen-
tal to our measurements. In appendix B, we present the impact of the transitional
heating regime on intensity measurements coming out of an MMF and a method to
identify and stay in the stationary regime. We adapted the design of our experiments
to always work in the stationary regime to allow the best reproducibility.

1.1.e Surface curvature

If we display a uniform disk on a DMD, we observe in the Fourier plane of a lens a
pattern that deviates from the expected Airy disk. Indeed, the surface of the DMD is
not perfectly flat which adds unwanted phase perturbations to the displayed pattern.
We present in appendix C a method to measure and compensate for the curvature
of the DMD surface. The calibration of the DMD surface prior to the experiments
allows to experimentally obtain the desired wavefront or to correct the data in a
post-processing step.

1.2 Injecting light into fibers

We want to study the spatial and modal properties of the light propagation inside
MMFs by measuring their transmission matrices. To do so, it is crucial that the light
injection respects several criterions:

• it has to maximize the coupling between free-space and fiber propagation to
ensure sufficient output power,

• the field at the input facet of the fiber has to be known for each input mask on
the DMD,

• the light source and the optical setup have to remain stable over time.

Our optical setup is presented in Figure III.8. The light source is a continuous linearly
polarized fiber laser at λ = 1550 nm1. It is sent into a 90:10 polarization maintaining
fiber coupler2. The 90% arm is collimated and expanded to illuminate a DMD3 com-
posed of 1280 by 800 pixels with a pitch of 10.8 µm working at a maximum frame
rate of 10.7 kHz. A quarter waveplate (WP), mounted onto a motorized precision
rotation mount4, allows converting the light into circular left or right polarization.

1TeraXion NLL, high stability (frequency variation of less than 30 MHz over 8 hours of operation),
ultra-narrow linewidth (< 5 kHz), and low intensity noise (< −130 dBc/Hz up to 1 GHz).

21 × 2 polarization maintaining coupler, 1550 nm with 90 : 10 split, Thorlabs PN1550R2A1.
3Vialux V-650L.
4Thorlabs PRM1/MZ8.
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• the use of two cross-polarized off-axis references simultaneoulsy (single off-
axis will be explained in the following paragraph) to measure the field of both
polarizations with a single measurement [Han et al., 2017],

• a custom setup designed to act as a beam displacer could be envisioned using
a polarizing beam splitter. However, organizing the optical elements correctly
might be cumbersome.

1.3.b Complex field measurements

To retrieve the complex output field, we implement the off-axis holography method
presented in the work of [Cuche, Marquet, and Depeursinge, 2000].

Principles The method uses the interference pattern created at the sensor array
between the signal field AO(x, y) and a known reference field AR(x, y). We consider
as the reference field a plane wave tilted by an angle θ with respect to the optical
axis. Without loss of generality, we consider an angle along the x direction so that
AR(x) =

√
IRe−iksin(θ)x, where IR = |AR|2 is the intensity of the reference, uniform

over the observation plane. We observe interference fringes along the y axis. The
intensity of the interference pattern at the camera reads:

Itot(x, y) = IR + |AO(x, y)|2 +
√

IRe−iksin(θ)x AO(x, y)

+
√

IReiksin(θ)x A∗
O(x, y). (III.6)

The Fourier transform of the interference pattern Itot(x, y) gives:

Ĩtot(u, v) = IRδ(u, v) + (ÃO ⊗ ÃO)(u, v) +
√

IR δ

(

u +
sinθ

λ
, v

)

⊛ ÃO(u, v)

+
√

IR δ

(

u − sinθ

λ
, v

)

⊛ ÃO(−u,−v),

(III.7)

where f̃ (u, v) is the Fourier transform of the function f (x, y), (u, v) are the spatial
frequencies in the x and y direction, ⊗ is the cross-correlation, and ⊛ is the convolu-
tion.

The last two terms of equation III.7 are the ones we are interested in as they hold
the information about the complex field AO (we call them replicas).

Ã+
O,−sinθ

λ

= δ

(

u +
sinθ

λ
, v

)

⊛ ÃO(u, v) on the left, (III.8)

Ã−
O, sinθ

λ

= δ

(

u − sinθ

λ
, v

)

⊛ ÃO(−u,−v) on the right. (III.9)

The first one as has the exact same spectral content AO as the signal but is translated
in the Fourier domain by − sinθ

λ . By isolating the replica Ã+
O, sinθ

λ

, recentering it in the

Fourier space and performing an inverse Fourier transform, we retrieve the signal
AO. These operations are performed numerically from the interference images col-
lected by a discrete sensor of pixel pitch d.

In the off-axis technique with discretized sensors, the angle θ has to be carefully
chosen so that the replicas do not overlap while allowing a correct spatial sampling
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of the signal. An illustration of these limits is presented in Figure E.1 of appendix E.
When working with multimode fibers, the output field is constrained in a given spa-
tial frequency range by the numerical aperture of the fiber. Therefore, it is possible
to express the range of angles θ which allows reconstructing the output field without
loss of information:

{

sinθ/λ ≥ 3∆ f /(2γ) (No overlap condition)
sinθ/λ + ∆ f /(2γ) ≤ 1/(2dγ) (Shannon condition)

(III.10)

where γ is the magnification of the output arm and d the pitch of camera pixels.
The demonstration of the equations III.10 is presented in appendix E. With an OM2
GRIN fiber (NA = 0.2 and a = 25 µm) and a magnification |γ| = 68 like the ones in
our setup, the bounds are θ ∈ [0.50◦, 2.55◦].

Implementation The reference is created from the 10% output of the polarization
maintaining fiber coupler. Its polarization is at 45◦ with respect to the orientation
of the beam displacer in order to have a balanced distribution of energy in both
polarizations at the camera. The light is collimated and illuminates a diaphragm.
The plane of the diaphragm is imaged onto the camera through the beam displacer.
It generates two orthogonal polarization beams that overlap with the two polariza-
tion contributions of the signal beam. The reference path is indicated in blue in
Figure III.8.
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Figure III.10: Experimental reconstruction of the output field with off-axis measure-
ments. Off-axis interference image, reference intensity and reconstructed amplitude and
phase.

The amplitude of the reference field is not perfectly homogeneous. To compen-
sate for this effect, we measure the amplitude map of the reference field and then
divide each complex measurement by this term.
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Automated field recovery To retrieve the correct phase out of off-axis measure-
ments, we designed a method to precisely determine the center of the replica. In-
deed, a wrong estimation of the center of the replica leads to an incorrect phase
estimation in the direct real plane. The algorithm is presented in Appendix H. It is
applied on the stack of the Fourier transforms of the interference patterns and allows
the reconstruction of complex fields as presented in Figure III.10.

1.3.c Initial post treatments

Reducing data footprint To avoid manipulating the huge amount of data to the
next steps of the post-treatments, we want to reduce the data footprint of the images.
The off-axis replica we chose to keep has a bounded spatial frequency bandwidth
which occupies a small fraction of the available spatial frequency space. We crop
the spatial frequency domain around the replica and keep only a fraction of the
frequency domain before performing the inverse Fourier transform. Doing so, we
removed unused information from the images.

Centering of the speckles In order to estimate the modal content of the fiber, we
want to precisely know the position of the center of the fiber. Previously described
algorithm 1 allows to find the center with ease when applied to the stack of complex
valued speckles.

Phase decorrelation During our experiments, we sometimes observe a global phase
decorrelation occurring throughout acquisitions. This phenomenon can be caused
by local temperature gradient that affect the optical path of the light in the two arms
of the interference setup. To evaluate the magnitude of this effect, a specific refer-
ence pattern is periodically sent on the DMD and the corresponding output speckles
are recorded. After reconstruction of the output fields, we can measure the complex
correlation between these speckles throughout a full acquisition14. We can observe
fluctuations in the correlation as shown in the red curve of Figure III.11.

To compensate for these fluctuations, each time we send the reference input
mask, we estimate the relative global phase variation of the output field compared
to the first time we sent the reference mask. We then subtract this value from all
following measurements until we repeat the operation for the next occurrence of the
reference mask. We show in Figure III.11 the decorrelation of the field as a function
of the time before and after this correction.

After correction of the whole sequence, we computed the correlation on the sec-
ond sequence of repeated speckles unused for the calibration, the results are pre-
sented in the blue curve of Figure III.11. We remark that the corrected images suffer
from fewer phase fluctuations.

Rearranging of the data We collect the phase corrected complex speckles that cor-
respond to the sequence of inputs. We want to reshape them in a form to manipulate
them easily later on, so we express the inputs and outputs as the 1D vectors x and
y. After reshaping the input and output images of the sequence of acquisition, we
stack them in the second dimension. The input (resp. output) sequence of vectors is
arranged in a 2D matrix X (resp. Y) where the 1st dimension N (resp. M) represents

14The correlation is computed for pixels with an amplitude value greater than 20% of the maximum
to reduce the influence of noise.
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Figure III.11: Evolution of the phase correlation during an acquisition. Comparison
of the decorrelation of the corrected and raw signal over time. The total time of the
acquisition is 16 seconds.

the size of individual vectors, i.e. the total number of input (resp. output) macropix-
els, and the 2nd dimension represents the total number of elements p in a sequence.
The input and output matrices are represented in the following way:

X =
(

x1, x2, . . . xp

)

and Y =
(

y1, y2, . . . yp

)

. (III.11)

2 Measurement of the pixel basis transmission matrix

In this section, we present the methods used to measure the transmission matrix that
links the field on the pixels of the SLM (in our case a DMD) to the field on the pixels
of the camera. This TM describes the propagation of the light in the full optical setup
i.e. between the plane of the SLM and the one of the camera. Consequently, it does
not represent only the propagation inside the fiber, but also takes into account the
optical system between the modulator and the input facet of the fiber, and between
the output facet of the fiber and the camera.

2.1 Principles

By definition of the TM, if we send an input mask represented by a vector x, we
measure the output field y that reads:

y = H.x. (III.12)

We note H the transmission matrix which link the pixels, or macropixels15, of an
SLM to the pixels of a camera. It is referred to as the pixel basis TM. When multiple
input vectors are sent into the system, the previous equation becomes:

Y = H.X , (III.13)

where X and Y are the matrix representation of the sequence of input and output
vectors.

15From there to the end of Chapter IV, we will only consider the input and output macropixels. The
term pixel will thus be employed to refer to the macropixels.
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To give an estimation Ĥ of the pixel basis TM of the system, one can send each
vector of the canonical basis so that X = 1n. In that case, we directly obtain an
estimation of the TM: Y = Ĥ. To increase the input power sent into the system,
one can also use the Hadamard basis [Popoff et al., 2010a]. The TM is retrieved by
inverting the input matrix: Ĥ = Y.X†, with .† representing the Hermitian (transpose
conjugate) of a matrix. In this case, we have as many measurements as there are
input pixels: N = p.

In the presence of noise, the quality of the estimated TM can be severely dimin-
ished. It is also the case if one measurement, corresponding to one vector of the
input basis, fails. It is then desirable to have redundancy in the measurements to
compensate for possible faulty measurements and to mitigate the effect of the mea-
surement noise. We use a sequence of random inputs where p > N and estimate the
matrix using:

Ĥ = Y.X+ , (III.14)

where A+ is the so-called Moore-Penrose pseudo inverse of matrix A16.
Not all random sequences of random input patterns obey the condition which

allows the existence of the pseudo-inverse of X. To get an idea of the reconstruction
quality, one method consists in directly simulating the reconstruction of a TM from
complex output fields Y in the presence of measurement noise. In appendix F, we
perform such simulations to choose an appropriate input sequence to display with
the DMD.

We choose x to be random patterns where the modulation on each macropixel
can take the value 0, −1 or 1. The corresponding masks are then generated using
the Lee-hologram technique. For each pattern, on average, 60% of pixels are off, i.e.
taking the value 0. The on pixels can take the value 1 or −1 in an even distribution.

2.2 Single input, single output polarization

We performed the experiments using a square grid of 35× 35 = 1225 input macropix-
els of size 20 × 20 pixels of the DMD. The output field is measured on the camera
in a region of interest of size 200 × 200 for each polarization. The images are then
reduced to 41 × 41 = 1681 macropixel images by filtering and downsampling. We
study here a 30 cm OM2 fiber (GRIN fiber, NA = 0.2, a = 25 µm), which supports
theoretically 55 modes per polarization at λ = 1550 nm. We measure the pixel basis
TM of the system. We show in Figure III.12 the amplitude of the pixel basis TM for
one input and one output polarization.

To assess the quality of our reconstructions, we compute the test error between
the experimental output Ytest corresponding to a number ptest of input patterns Xtest,
that are not used for the estimation of the TM, and the simulated output of the esti-
mated TM Ysimu = Ĥ.Xtest. For each output point j, we measure the absolute value
error defined as:

ϵj =
∑

ptest

i=1 |ytest
ji − ysimu

ji |
∑

ptest

i=1 |ysimu
ji |

. (III.15)

It allows building maps of the output error as shown in the left of Figure III.13. In
the right part of the Figure, we show the error as a function of the oversampling ratio
defined as p

N . We observe that the error is quite high (about 10% in the core region),
which would indicate theoretically performance. However, this error measurement

16When A has linearly independent rows, then A+ is a right inverse such as A.A+ = 1n. If this
condition is valid for the matrix X, then equation III.14 is verified.
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Figure III.12: Pixel basis TM for one input and one output polarization. a, Absolute
value of the pixel basis TM recorded for a single polarization both in input and output. b,
Associated singular value distribution. The dashed vertical line indicates the theoretical
number of supported modes per polarization of the fiber, here 55.
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Figure III.13: Absolute value error of reconstruction. a, Absolute test error measured
for a TM reconstructed with an oversampling ratio of 5). b, Experimental absolute value
error of reconstruction averaged over the center output zone for different oversampling
ratios p/N.

is a strongly biased evaluation of the quality of the TM. We present in appendix F
how high error values can be caused by measurement noise, and how the fidelity of
the matrix can be excellent even for high test errors. When evaluating the reconstruc-
tion error by using test vectors like we did, we mostly evaluate the measurement
noise of the setup. However, those errors are mostly mitigated in the TM estimation
thanks to the redundancy of information as detailed in the previous section. From
the conclusions of our simulations and the error values of the experimental recon-
struction, we chose p/N = 6125/1225 = 5 as the reference oversampling value
to act as a trade-off between acquisition time and reconstruction error. The output
speckles are recorded at a framerate of 1 kHz17, the acquisition takes about 6 seconds
.

17The framerate is limited by the camera due to the size of the region of interest (ROI), a smaller ROI
allows for faster acquisitions.
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The singular value distribution of the TM is displayed in the right part of Fig-
ure III.12. We observe that the distribution shows three regimes, the first one before
the mode cut-off (corresponding to 55 modes per polarization) where the distribu-
tion is approximately flat; then a quick drop, then a plateau corresponding to the
noise level. The fact that we have a sharp transition (more than 10 dB) between high
singular values, corresponding to high transmission channels, and a continuum of
low values, means that we can effectively observe the modal content of the fiber.
It validates the spatial discretization parameters and the number of input images
chosen for the reconstruction of the TM.

Moreover, as the drop occurs at the cut-off, we validate that we have correctly
estimated the number of modes and that the experiments seem to fit our theoreti-
cal model so far. The input and output singular vectors associated to four singular
values are shown in Figure III.14. We note that the first one does not resemble a the-
oretical mode, while the 50th looks like an LP mode. The 70th singular vectors still
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Figure III.14: Singular vectors of the single polarization TM. Absolute values of the
input (top) and output (bottom) singular vectors for different singular values for a pixel
basis TM recorded at a single polarization both in input and output.

shows a profile which looks like a linear combination of modes which indicates that
it still contains information about the fiber modes. The singular vectors after the 80th

are associated to noise and can be discarded.

2.3 Both input polarizations

To estimate the full pixel basis TM, we concatenate the four TMs obtained for two or-
thogonal input polarization states by rotating the quarter waveplate in the injection
arm by 90◦, and two orthogonal output polarizations recorded thanks to the beam
displacer. Because of the quarter-wave plates, each input and output polarization
state corresponds to the left or the right circular polarization. We show a full TM in
Figure III.15. The submatrices corresponding to the TM for one input and one out-
put polarization are separated by blue dashed lines. In the following of this work,
we will sometimes refer those submatrices as quadrants of the full polarization TM.

We note that the diagonal block seems to hold more energy than the off-diagonal

ones, we confirmed this observation by measuring a ratio
||Ĥdiag||2
||Ĥoffdiag||2

= 2.5. This
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Figure III.15: Both input polarizations pixel basis transmission matrix. a, Absolute
value of the pixel basis TM recorded for both circular polarizations. b, Associated singu-
lar value distribution.

behavior is expected in unperturbed multimode fibers as circular polarization states
are known to be robust [Ploschner, Tyc, and Cizmar, 2015].

The distribution of the singular values also displays a flat plateau and a sharp de-
cay, occurring slightly before the 110 modes cut-off (at the 105th singular value). The
plateau is flatter than for a single polarization, and we have s0 = 1.8 s105. The drop
is also deeper with s105 = 56.7 s141, corresponding to 17 dB. The singular vectors are
shown for both polarizations in Figure III.16. The spatial profiles of the absolute test
error for full mode basis TM are presented in Figure III.17. We observe that the four
quadrants present a flat error profile in the center of the outputs, they also have the
same levels of error. Finally, we observe that the input singular vectors appear to be
shifted with respect to the center of the image. Once again, to recenter the inputs of
the TM, we use the center detection algorithm presented in Appendix H.
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3 Reconstruction of the mode basis TM

Our goal is to measure the TM of MMFs in the fiber mode basis to study their trans-
mission properties that are not directly accessible in the pixel basis TM. In an ideal
optical system, the planes of the DMD and the camera are perfectly conjugated with
the input and output facets of the fiber. The pixel basis TM measured then represents
the TM of the fiber. By computing the spatial profiles of the fiber modes, we can then
numerically project this matrix in the mode basis.

However, when the optical setup is not perfect, such as in the presence of aberra-
tions and misalignements, the change of basis matrices between the pixel and modal
representations cannot be inferred only from the calculation of the theoretical modes.
To retrieve the accurate mode basis TM, we need to numerically compensate for the
imperfections of the system.

In this section, we describe the procedure we designed to project accurately the
TM in the basis of the propagating modes of the MMF. We first present the formalism
for the conversion between the pixel and modal representations. We then present
how to numerically estimate the ideal conversion basis between the pixel basis and
the mode basis (i.e. in the situation where the optical system is perfect). Next, we
briefly describe the negative effect of the experimental system imperfections. Finally,
we present the original procedure we developed for the numerical compensation of
the aberrations and misalignments using a model-based optimization taking advan-
tage of deep learning frameworks.

3.1 Modal projection of the TM

First, we discuss the sets of spatial profiles that we used for the conversion from the
measured pixel basis TM H to the modal basis TM Hmodes. To go from pixels at
the input facet of fibers to modes, we use the change of basis matrices Min. Mout

represents the change of basis matrix between the pixels of the camera and the prop-
agating modes of the fiber. A vector e

pixel
in/out representing the discretized electric field

at the input or the output is converted into the mode representation emodes
in/out according

to the relation:
e

pixel
in/out = Min/out.e

modes
in/out. (III.16)

the rows of Min/out represent the complex spatial profiles of the modes (expressed
in 1D as explained in 1.3). We convert the pixel basis TM into the mode basis repre-
sentation using:

Ĥmodes = Mout
†.Ĥ.Min. (III.17)

The next step consists in estimating the theoretical mode profiles of the fiber we
are studying. This gives access to the change of basis matrices in the case of a perfect
optical setup (no aberration or misalignment).

Due to symmetries, there exist groups of degenerate modes in typical multimode
fibers as shown in Chapter I section 2. Therefore, different representations exist to
describe those modes. Graded-index fiber mode profiles and dispersion relation do
not have a closed-form analytical expression. Finite difference methods are easy to
implement numerically, but the 2D discretization of the field leads to high memory
requirement and computation time, and could lead to inaccuracies for high order
modes. Because we consider axisymmetric index n(r) profiles, we want to simplify
the system to solve a 1D problem that only depends on the radial coordinate r, al-
lowing us to increase the accuracy and decrease the computation time. Because the
refractive index only depends on the radial coordinate r for a perfect graded-index
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Figure III.21: Initial mode basis TM. Absolute value of the mode basis TM obtained
with the initial change of basis matrices that do not take into account the aberrations.

the computation of the modes. The optimization procedure accurately corrects the
change of basis matrices in a few hours for a fiber of about a hundred modes.

However, this technique presupposes the fact that the mode basis TM is diago-
nal, which is true for a short and unperturbed fiber. It limits applications for long
fiber or for the study of disorder, where the mode basis TM is not expected to be
diagonal, such as in the experiment we present in Chapter IV. Moreover, the opti-
mization takes about 5 hours for a 520 mode fiber with 12 degrees of freedom for the
aberrations and misalignments (6 for the input, 6 for the output). Such computation
time limits real-life applications where one wants to limit downtimes.

We then seek to develop a technique fast and general enough to work for any
kind of fiber, regardless of the degree of disorder.

3.3.b Model

We designed a numerical procedure based on the neural network framework Py-
Torch [Paszke et al., 2019], taking advantage of Graphics Processing Units (GPUs)
for optimized computational times. Unlike neural networks, that consists of gener-
alist layers, typically dense or convolutional layers, we use a model-based approach.
Similarly to the previous work by the team of Tomas Cizmar, the general principle
is to apply to the change of basis matrices Min/out a set of transformations that mim-
ics the effect of aberrations and misalignments to compensate for the experiment’s
imperfections. The schematic of the model is presented in Figure III.22

The key parts of our approach are the layers that mimic the effect of aberrations
represented by Zernike polynomials. The effect of a layer Zk, corresponding to the k-
th Zernike polynomial, is to add, to each 2D image, a phase contribution. It amounts
to transforming each input image Kpq, (p, q) ∈

[

1, Npix

]

×
[

1, Npix

]

into a modified
one K′

pq using:

K′
pq = Kpqeiαk Fk(rpq,ϕpq) , (III.21)

where i is the unit imaginary number, Fk(r, ϕ) is the k-th Zernike polynomial, rpq and
ϕpq are the polar coordinates corresponding to the pixel indexed by p and q, and αk is
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3.3.c Cost function

In the previous work by the team of Tomas Cizmar, the fibers studied have a step
index profile, and are kept straight during the acquisition with minimal external
perturbation. In this case, we expect low coupling between the modes: the mode
basis TM is expected to be diagonal. For this reason, the optimization goal of their
algorithm is to maximize the diagonality of the mode basis TM, using a cost function
of the form:

L =

∥

∥Ĥmodes

∥

∥

∥

∥diag
(

Ĥmodes

)∥

∥

, (III.23)

where ∥.∥ represents the L2 norm (Frobenius norm) of a matrix. The parameters are
trained to minimize the cost function.

In our work, we work with 30 cm long segments of GRIN fibers. Longer lengths
imply that the modes may display stronger coupling between them, thus leading to
a non-diagonal matrix. Furthermore, we want to be able to study the effect of disor-
der, in which case the mode basis TM is not expected to be diagonal due to the mode
coupling induced by perturbations. The previous cost function is not suitable for our
study. Instead, we train the model parameters to maximize ∥Hmodes∥. Energy conser-
vation imposes that the input and output projections performed in equation. III.17
lead to ∥Hmodes∥ ≤ ∥H∥. Since the light can only be transmitted through the fiber
by the propagating modes, these two quantities are equal when the matrices Min

and Mout correctly compensate for the aberrations and misalignments. We choose
as the cost function to minimize:

L =
∥H∥

∥

∥Ĥmodes
∥

∥

, (III.24)

Unlike neural networks, we do not need a large training set. Indeed, we feed to the
network only one experimentally measured matrix H.

3.3.d Optimization

Finally, we run an optimizer based on a stochastic gradient descent approach. We
use the Adam optimizer 19 [Kingma and Ba, 2017] to find the set of parameters
(weights of the Zernike polynomials and the global scaling factors in input and out-
put) that minimizes the cost function L defined in equation III.24.

The evolution of the cost function during the optimization is shown in Figure III.23:
We notice that the cost function quickly reaches a state of quasi-stationarity, punctu-
ated only by small ripples. We end the optimization after 500 iterations.

We perform the optimization on the two diagonal quadrants of the full polariza-
tion pixel basis TM. We obtain two pairs of change of basis matrices (one for the
input and one for the output of each possible polarization). Using this change of
basis matrices on the other quadrants, it allows obtaining the full polarization mode
basis TM20. Because of the low number of trainable parameters, 2 × 24 = 48 corre-
sponding to as much Zernike polynomials plus one for a global scaling on each facet,

19The advantage of this method over standard gradient descent is that ADAM adapts the learning
rate during the learning phase. It keeps momentum of previous gradients to help climb local minima
while adding friction to prevent from overshooting the potential global minimum. Educational notes
about gradient descent methods written by Sebastian Ruder can be found at [Ruder, 2016]

20We use the results to correct the two quadrants that were not used during the optimization.
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Figure III.23: Evolution of the cost function L in function of the iteration number.

the optimization takes only a few seconds to converge for a 110 mode fiber on our
GPU21.

3.3.e Results

The corrected mode basis TM Ĥmodes is obtained with the corrected change of basis
matrices. We show in Figure III.24 the intensity (square of the absolute value) of
the mode basis TM of a straight 30 cm OM2 fiber. The total energy of the corrected
TM is about 94% of the energy of the initial pixel basis TM. Similarly to what was
observed in [Ploschner, Tyc, and Cizmar, 2015], optimizing the index profile to better
account for the real geometry of the fiber may help increase the total energy in the
corrected mode basis TM. We remark that the mode basis TM has a very strong
diagonal. Indeed, about 53% of the total energy of the matrix is localized in the main
diagonal. This figure rises to 92% for the energy contained in the block diagonal
(white contours), representing the groups of degenerate modes.

The final state of the optimization coefficients is shown for the input in Fig-
ure III.25. We notice that the corrections in the Fourier space are limited to the first 4
coefficients, meaning that there is little perturbation coming from the optics, mostly
the misalignments in the transverse and longitudinal directions are corrected. On
the contrary, we observe that all the coefficients in the direct space have a significant
weight, mostly due to perturbations caused by the DMD (and possibly the surface
of the fiber).

We show the initial and corrected input change of basis matrices in Figure III.26.
For better visualization of the effects of the corrections, we display how the aberra-
tions transform the raw modes by showing some corrected modes in Figure III.27.
We remark that the aberrations heavily modify the wavefronts that couple to the
modes.

21NVIDIA GeForce RTX 2080.
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Figure III.24: Transmission matrix in the basis of OAM modes. Intensity of the trans-
mission matrix in the basis of OAM modes of a OM2 GRIN fiber. The white contour
delineates the groups of degenerate modes.

Conclusion

We presented in this section the tools we developed to measure the mode basis TM
of MMFs. A DMD is used with the Lee hologram method to produce a few level
phase modulation that illuminates the MMF, both orthogonal polarizations are se-
quentially sent into the MMF thanks to a rotating quarter waveplate. The control
of both polarizations in the input and output and the precise measurement of the
output fields thanks to automated off-axis measurements allow us to build the pixel
basis TM. This matrix represents the transmission properties of the system between
the plane of the DMD and the plane of the camera.

We developed an approach leveraging deep learning frameworks to correct the
aberrations and misalignment of the input and output parts of the optical setup. This
allows us to recover precisely the mode basis TM of MMFs in a matter of minutes.
The complexity of handling the effects of aberrations is rejected on the numerical
post-processing. This approach is robust to any system imperfections a priori, al-
lowing plug-and-play operations. It unlocked the possibility to work on many fiber
samples and measure their mode basis TMs in a few minutes.
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Figure III.27: Spatial profiles that couple into modes of the initial and corrected modes
of the conversion matrix. Intensity and phase of three of the initial spatial profiles (top)
and corrected profiles (bottom) of the conversion matrix.
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1 Introduction

1.1 Disorder in multimode fibers

The description of light transport in Multimode Fibers (MMFs) has been widely stud-
ied since the ’70s, with a complete analytical understanding available in the case of
an ideal straight fiber [Marcuse, 1974]. However, fabrication imperfections, geomet-
rical deformations, or changes of the environmental conditions introduce random-
ness that drastically modifies their transmission properties. When light injected in
one mode statistically explores all the other modes with the same probability, i.e. in
the strong coupling regime, some average properties can be predicted [Ho and Kahn,
2011]. However, from a few centimeters to a few kilometers, typical MMF systems
are neither in the no coupling nor in the strong coupling regime; disorder strongly
influences light propagation but some aspects of the ordered behavior survive [Gam-
bling, Payne, and Matsumura, 1975; Ryf et al., 2012; Ryf et al., 2015]. This intermedi-
ate regime has been little investigated so far due to the difficulty to experimentally
characterize the effect of disorder on the modal content of the fibers. Understanding
the transition between these two regimes remains an important challenge for optical
telecommunications, endoscopic imaging, and micromanipulation applications.

It is well known that injecting coherent light into an MMF results in the observa-
tion of a random pattern of bright and dark spots at the output, called speckle pattern.
However, unlike scattering media, the observation of a speckle is not in itself a sig-
nature of disorder. Indeed, perfect straight fibers also exhibit this property due to
the existence of intermodal dispersion [Ploschner, Tyc, and Cizmar, 2015] as we dis-
cussed in Chapter I, section 2.4. As long as multiple modes are excited, they quickly
accumulate seemingly random relative phases leading to such complex interference
patterns.

In the previous chapter, we explained how the TM expressed in the basis of pix-
els of a DMD and a camera does not directly allow quantifying disorder inside an
MMF due to its seemingly random aspect. Only when represented in the basis of
the propagating modes does the TM allow us to fully capture the spatial propaga-
tion properties of the MMF.

1.2 Principal modes and the Wigner Smith operators

One of the main challenges of practical applications of multimode fibers is not only
to understand the effect of disorder, but to avoid it altogether. In this context, the
time-delay operator introduced in quantum mechanics by E. Wigner and F. Smith [Wigner,
1955; Smith, 1960], and also called the Wigner-Smith operator, has recently attracted
renewed interest among the complex media community. For a lossless optical sys-
tem characterized by its scattering matrix S, which links all input channels to all
output ones, the Wigner-Smith operator is constructed using the frequency deriva-
tive of S, and defined as Q = −iS−1∂ωS. Interestingly, the eigenstates of this oper-
ator, also called principal modes, are insensitive to small variations of the frequency.
The possibility to use wavefront shaping techniques to generate those input states
opened new applications to improve some properties of light transport, such as to
generate particle-like wave packets in chaotic cavities [Rotter, Ambichl, and Libisch,
2011] and in scattering media [Gérardin et al., 2016; Böhm et al., 2018], or to optimize
energy storage in scattering media [Durand et al., 2019].

We presented in Chapter II section 3.1, how, in MMFs, the scattering matrix can
be approximated by the TM, which measurement give access to the principal modes.
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In the context of telecommunications, they are particularly attractive as they do not
suffer from modal dispersion to the first order [Fan and Khan, 2005]. Their ability
to be stable over a large bandwidth was observed in weak disorder regime [Carpen-
ter, Eggleton, and Schroder, 2015], with hundred-meter fibers of 6 and 72 modes. In
this demonstration, the best principal mode consistently exhibits a significant sup-
pression of mode dispersion compared to the propagating modes of the fiber. The
Wigner-Smith operator was calculated in a 2 nm range. However, the bandwidth of
the principal modes largely exceed this range, and can be stable over tens of nanome-
ters. This observation was also made in the strong coupling regime for a 120-mode
step index fiber [Xiong et al., 2017b]. They show a stability over a bandwidth larger
than for random inputs, but perform worse than their weak-coupling regime coun-
terpart.

The possibility to find channels invariant to small modifications can be extended
to other parameters than the frequency using the Generalized Wigner-Smith (GWS)
operator [Ambichl et al., 2017a; Horodynski et al., 2020] defined as:

Qα = −iS−1∂αS, (IV.1)

where α is an arbitrary parameter of the system, and i is the unit imaginary num-
ber. The eigenstates of Qα are invariant with respect to a small parametric shift of
α. In [Ambichl et al., 2017a], α is the position of one scatterer in a multiple scatter-
ing medium embedded in a planar waveguide. By moving this precise scatterer, the
GWS operator can be estimated. Its eigenmodes, the generalized principal modes, are
used to focus light onto the scatterer or to create light channels that avoids the scat-
terer. The parameter α can also be chosen to be the angle of a scattering object [Horo-
dynski et al., 2020]. The corresponding principal modes can be used to transfer an
angular momentum and rotate a target.

In the case of MMFs, we measure the transmission matrix that approximate the
scattering matrix S, as detailed in Chapter II, section 3.1. The TM is not perfectly
unitary due to injection losses, mode losses and estimation errors. Therefore, the
operator defined by −iH−1∂αH is not Hermitian and its eigenvalues are complex.
However, this non-Hermitian operator inherits the property that its eigenvalues are
invariant with respect to changes of the parameter α from its Hermitian counterpart
Qα [Ambichl et al., 2017a]. It was shown in the case of the Wigner-Smith opera-
tor that its Hermitian part is sensitive to dispersion whereas its non-Hermitian is
not [Durand et al., 2019]. For this reason, we define the GWS operator computed
with TMs as its Hermitian part [Durand et al., 2020]:

Qα = − i

2

[

H−1∂αH −
(

H−1∂αH
)†

]

. (IV.2)

In this chapter, we demonstrate the ability to use the knowledge of the TM for
small deformations to find an almost complete set of channels using the GWS op-
erator that are insensitive to strong perturbations. We call this set of channels the
deformation principal modes and show their properties in section 3.1. To understand
the ability of deformation principal modes to avoid the effect of large deformations,
we show in section 3.2 that all across the deformation range, the evolution of the TM
can be characterized by only a few parameters that account for the mode coupling
between close-by propagating modes. The contents of this chapter are the subject of
an article [Matthès et al., 2020] to be published in a scientific journal.
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2 Effect of deformations on the TM

In this section, we first describe how we apply controlled perturbations on MMFs.
While a fiber undergoes these perturbations, we measure its mode basis TM thanks
to the methods developed in Chapter III. We qualitatively show that a change of
regime of coupling happens when a strong deformation is applied on a fiber.

2.1 Experimental methods

To experimentally estimate the pixel basis and mode basis TMs of a MMF, we use
the setup presented in the previous chapter, in section 1.2. The OM2 fibers we use1

are composed of a glass core and a glass cladding of total diameter 125 µm, with
an acrylate coating of diameter 242 µm. Only two centimeters are stripped of their
coating at both ends. The fiber is held approximately straight, maintained by a fiber
terminator at the input end and by magnetic clamps at the output end. Roughly at
half the length, we place a V-groove to support the fiber and hold it in place where
we introduce a deformation as shown in Figure IV.1.b. The perturbation is applied
on the fiber by pressing on it on a direction orthogonal to the axis of the fiber, using
a 50 nm precision DC servo motor actuator2. Magnetic clamps are placed on both
sides of the servo motor to prevent the fiber from slipping when the deformation
increases. We note ∆x the translation value of the actuator from the contact position3.
The coating absorbs a significant part of the deformation of the fiber. Indeed, the
Young modulus of the acrylate coating is several orders of magnitude larger than
the one of the core and cladding, which are made of glass4. We assume that the
deformation applied to the fiber core and cladding ∆x′ is proportional but smaller
than the translation value ∆x. We show a schematic of the effect of the deformation
in Figure IV.1.b.

2.2 Qualitative analysis of the modification of the TM

First, we qualitatively assess the effect of the perturbation on the fiber. To that end,
we measure the pixel basis TM of an OM2 fiber (GRIN, a = 25 µm, NA= 0.20) with
and without a 70 µm deformation. Both TMs are shown in Figure IV.2. They ap-
pear random, even for no perturbation. A straight fiber of this length is expected
to act close to an ideal fiber [Boonzajer Flaes et al., 2018]. It is then difficult to an-
alyze the effect of deformation in this pixel basis representation. We now convert
the TMs in the mode basis representation using the knowledge of the mode profiles,
computed using the approach detailed in chapter III, section 3.3. The resulting mode
basis TMs are represented in Figure IV.4. Despite these changes, the matrices in the
unperturbed and perturbed cases are seemingly random. This is the results of an
imperfect mode conversion due to the presence of aberrations and misalignments,
as qualitatively studied in Chapter III section 3.2.

1Thorlabs GIF50C.
2Thorlabs Z812.
3To give an a priori estimation of the position at which the actuator touches the fiber, we measure

the correlation of an output speckle as the function of the position of the actuator. We observe a fast
drop as soon as contact is made.

4Values of 72.0 GPa are reported in the literature for the glass parts [Wierzba and Kosmowski, 2003]
and values between 6 MPa to 1.0 GPa for the acrylate coating [Padilla Michel et al., 2015].
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3 Avoiding disorder

In this section, we discuss how the measurements of the mode basis TM at differ-
ent levels of perturbation allow finding spatial channels that are robust to disorder.
These channels form an almost complete orthogonal basis that avoids the effect of
disorder. We show that, even though we find these modes by exploiting measure-
ments performed for small deformations, these channels are still robust to strong
deformations. We show how these channels exploit numerous modes to avoid disor-
der. To justify these properties, we show how the perturbations can be characterized
by a few number of parameters that represent the physical behavior of the modes,
even for large amplitudes of deformations.

3.1 Perturbation insensitive channels

To learn how to be insensitive to disorder, we characterize the full mode basis TM
of the MMF when we introduce and gradually increase the deformation. We use
the translation actuator that presses on the fiber with increments of 4 µm before the
contact position and increments of 2 µm afterwards. We measure the mode basis TM
for each position of the translation actuator.

3.1.a Deformation effects on the mode basis TM

Qualitatively, strong deformations have the effect of progressively populating the
off-diagonal elements of the TM while reducing the energy in the diagonal. Thanks
to the precise modal projection, we observe the crossover from a nearly diagonal
TM (weak coupling) [Ploschner, Tyc, and Cizmar, 2015] as shown in Figure IV.6.b,
to a seemingly random TM (strong coupling) [Xiong et al., 2017b] as shown in Fig-
ure IV.6.e.

We estimate the fidelity between the matrix of the deformed fiber Hmodes(∆x)
and the reference matrix for the unperturbed configuration Hmodes(∆x = 0), from:

F =
Tr(|Hmodes(∆x = 0).Hmodes(∆x)†|2)

√

Tr(|Hmodes(∆x = 0)|2)Tr(|Hmodes(∆x)|2)
. (IV.3)

We show in Figure IV.6.a how the fidelity decreases quickly as the displacement ∆x
increases.

3.1.b Generating the deformation principal modes

While the transmission properties are strongly altered for large deformations, our
goal is to find a set of channels that are little affected by them. In the present work,
the parameter of interest is the applied displacement ∆x, we then study the GWS
operator defined as:

Q∆x = − i

2

[

H−1
modes.∂∆xHmodes −

(

H−1
modes.∂∆xHmodes

)†
]

. (IV.4)

We estimate the GWS operator for a small deformation ∆x = 14 µm. The derivative
in the expression of the GWS operator in equation IV.4 is numerically estimated
using the approximation:

∂∆xHmodes ≈
Hmodes (∆x0 + δx)− Hmodes (∆x0 − δx)

2δx
. (IV.5)
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Figure IV.8: Output profile of the deformation principal modes. a-c, The best, the 12th

and the last deformation principal mode output profiles intensity. d, The fundamental
mode output intensity. e, Output intensity of a random input. The left column corre-
sponds to the output under no deformation of the fiber, the right column corresponds to
the output when the translation actuator is at ∆x = 70 µm. The values C70µm correspond
to the Pearson correlation coefficient between the output intensity profiles without de-
formation (left column) and for the maximal deformation (right column).

Dj = H−1
modes(∆x = 0)× Hmodes(∆xj)− I . (IV.7)

This matrix quantifies how Hmodes (∆x) deviates from Hmodes (∆x = 0). It is equal
to 0 if the TM remains unchanged. We want to determine the main characteristics
that best describe how the TM is modified when the perturbation is applied. To do
so, we first build an operator that links a deformation ∆xj to the corresponding de-
formation matrix Dj. To do so, we first reshape the stack of the matrices Dj as a
2-dimensional matrix D̄ of size N2

modes × N∆x, where N∆x is the number of deforma-
tions, and Nmodes = 110 the number of propagating modes. We call the matrix D̄

the global deformation operator. It links each deformation, indexed by j, to all the ele-
ments of the matrix Dj, indexed by the composite index {kl} ∈

[

1 . . . N2
modes

]

. The
range [1 . . . N∆x] of the index j corresponds to deformations between ∆x = 0 µm and
the maximal deformation ∆x = 70 µm. The expression of the global deformation



98 Chapter IV. Effect of strong perturbations in multimode fibers

0 10 20 30 40 50 0 10 20 30 40
0.0

0.1

0.2

0.3

0 10 20 30 40 50 0 10 20 30 40
0.0

0.1

0.2

0.3

0 10 20 30 40 50 0 10 20 30 40
0.0

0.1

0.2

0.3

Fiber modes

Fiber modes

Fiber modes

A
m

p
ll
it
u
d
e

A
m

p
ll
it
u
d
e

A
m

p
ll
it
u
d
e

0.96

0.94

0.62

a

b

c

Figure IV.9: Representation of the deformation principal modes in the basis of the
propagating modes of the fiber. a-c, Representation of the best, the 12th and the last
deformation principal modes in the mode basis.

operator reads:

D̄ =

















dkl=1, j=1 dkl=1, j=2 . . . dkl=1, j=N∆x

dkl=2, j=1 dkl=2, j=2 . . . dkl=2, j=N∆x

...
...

...
...

dkl=N2
modes−1, j=1 dkl=N2

modes−1, j=2 . . . dkl=N2
modes−1, j=N∆x

dkl=N2
modes, j=1 dkl=N2

modes, j=2 . . . dkl=N2
modes, j=N∆x

















. (IV.8)

3.2.b Approximation of TMs under deformation

We first perform the singular value decomposition of the global deformation opera-
tor:

D̄ = U.Λ.V†. (IV.9)

Λ is a diagonal matrix of size N∆x × N∆x containing the singular values, which distri-
bution is represented in Figure IV.10. The first two singular values amount to more
than 96% of the total energy of the operator. It means that if we only keep the first
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Figure IV.13: Representation of four singular components with both the input and
output polarizations. Intensity of singular components Uj, j ∈ [2, 5], represented as 2d
arrays for both polarizations in input and output.

Conclusion and perspectives

We presented how the reliable measurement of the mode basis TM allows observ-
ing the effect of a deformation on the TM. We showed how the TMs measured for
low deformations allow building the deformation principal modes by computing
the eigenmodes of the generalized Wigner-Smith operator. These modes are robust
against strong deformations. Indeed, the corresponding fiber outputs almost all stay
correlated over the whole range of deformations. They are found by only using the
knowledge of the fiber properties for small deformations. This can be explained by
the predominance in the transmission properties of the coupling between nearby
modes, even for large deformations.

In our work, we studied the effect of a single type of local disorder. The frame-
work we developed is general and is suited to study the effect of other kinds of
disorders and perturbations that are common in telecommunications. Those may in-
clude splicing imperfections when connectorizing two fibers, bending, temperature
fluctuations, vibrations or the effect of the natural disorder of the fiber affecting prop-
agation after longer lengths. One can then characterize how they contribute to the
mode coupling by studying the singular vectors of the global deformation operator
as we did in section 3.2.b.
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Chapter V

Using complex media and
multimode fibers as reconfigurable
linear operators.
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1 Introduction

1.1 Context

In 1965, Intel’s co-founder Gordon Moore made the prediction that the number of
transistors in an integrated circuit would double every two years. That prediction,
the Moore’s law, has proven accurate during the past four decades1. This exponen-
tial growth allowed the booming of the computing capacity of electronic devices.
Reducing the size of the transistors allows integrating more of them while reducing
the energy required to treat each information bit. However, heat becomes a prob-
lem when transistor density and clock speed get too large. Most of the energy is not
consumed by the components performing operations but during communications
and transfers across chips by Joule heating [Miller, 2017]. In Figure V.1, we show
the main source of energy consumption in communications and computations in-
side a typical computer. As is highlighted in red, we observe two to five orders of
magnitude between the switching of a transistor and the communication in the chip.

x100 to

x10,000

Figure V.1: Main sources of energy consumption for communications and computa-
tions inside a typical computer. Adapted from [Miller, 2017]

Substituting photons for electrons is one promising way around these limitations.
Nevertheless, electronic circuits are made of silicon which is a poor substrate for
photonic devices [Hitz, 2009]. As a consequence, research in this domain aims at
designing new devices to perform computations using light and implementing them
into optical processing units.

1.2 Static designs

Similarly to how an electronic computing unit is composed of elementary elements
designed to perform one specific operation, a photonic device is typically designed
to perform one given operation [Borel et al., 2007; Jensen and Sigmund, 2011; Silva
and Engheta, 2014; Shen et al., 2015; Piggott et al., 2017]. To illustrate this princi-
ple, we take the broader picture of electric field manipulation. In the example of

1This law is often used for other domains of technology such as optical fiber telecommunications
as was presented in Chapter I.
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the work by [Silva and Engheta, 2014] in the microwave domain, the authors show
how a multilayered metamaterial slab can be designed in order to exhibit a chosen
transversal green’s function G(y), which traduces the operation that is performed
on a signal encoded into an input beam. The authors developed a method to deter-
mine the optimal arrangement of materials and their properties to realize the target
function as shown in Figure V.2.

Figure V.2: A multilayer slab designed to perform a specific function G. Extracted
from [Silva and Engheta, 2014]

In photonics, we take the example of the optimization method developed in [Jiao,
Fan, and Miller, 2005] to design a mode demultiplexer using photonic crystals. The
idea is to use a numerical algorithm to optimize the geometry of the photonic struc-
ture. The result of the optimization, shown in Figure V.3.b, provides a seemingly
disordered structure that accurately performs the desired function. In these works,
the conformation of the devices is directly linked to their intended functions. As
a consequence, fabrication imperfections and changes of environmental conditions
negatively impact their performance, limiting the range of operation of the device.
Furthermore, such inverse-design approaches inherently prohibit reconfigurability.

a b

Figure V.3: Mode separator with photonic crystals a, Initial and optimized photonic
crystal structure. a, Mode separator in action: the light carried by the modes of the
incoming multimode waveguide is directed towards the corresponding output waveg-
uides. Extracted from [Jiao, Fan, and Miller, 2005].

1.3 Programmable approaches

Trying to perform an optical linear operation means to figure out an optical system
with a proper defined TM. One approach introduced conceptually for free space op-
tics [Reck et al., 1994] consists in using a set of n2 optical controllable partial reflectors
and phase shifters [Miller, 2013a] as represented in Figure V.4. It was demonstrated
that this structure theoretically allows performing any linear operation. Recent ad-
vances in silicon photonics enabled the implementation of the concept in integrated
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In particular, the possibility of implementing large reconfigurable linear transforma-
tions as required for optical neural networks has remained unexplored until recently.

Lately, the use of the large number of degrees of freedom provided by SLMs com-
bined with the randomness of complex media was exploited to perform large scale
random projections. These operations are interesting, for example for classification
and reservoir computing [Dong et al., 2020; Saade et al., 2015]. Noticeably, LightOn,
a recently born French company, has begun exploiting this principle to produce Op-
tical Processing Units specialized in machine learning tasks2.

Building on recent works that demonstrated wave-based analogue computation
in a chaotic microwave cavity [Hougne and Lerosey, 2018], we explored during my
thesis the possibility of performing complex-valued linear operations in optical com-
plex media. This chapter details the principle and experiments we performed and
published in [Matthès et al., 2019].

2 Using complex media to perform linear optical computa-

tions

2.1 Objectives

We want a system able to perform a given complex linear operation G of size m × n
on an input signal represented as a vector x

y = G.x . (V.1)

We schematically represent the desired operation in Figure V.5. We want our sys-

Optical systemInputs encoded
on light beams

Outputs encoded
on light beams

Figure V.5: Illustration of the desired system. An input vector x, encoded into n light
beams, enters the optical system. The optical system can be represented by a TM G. The
output of the system is a vector y = G.x, encoded into m light beams. Here, n = m = 4.

tem to meet the criteria for real-life implementation. These include reconfigurability
in a short time, robustness to fabrication imperfections, low cost, and low stability
requirements. To fulfil the latter point, we wish to avoid the use of interferometric
measurements to retrieve the field at the fiber output.

DMDs, presented in Chapter II section 2.3, are tools of choice in this regard. Not
only are they able to change state at speeds of tens of kHz, but the chips also cost
very little as they are mass-produced to equip most video-projectors.

2The company LightOn born in 2015 is hosted in ESPCI Paris startup incubator PCUP.
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2.2 Principle

Usually, in a random medium, only a small subset of the input and output modes
are controlled and measured. In this case, the TM has the statistical properties of an
ideal Gaussian random matrix [Goetschy and D. Stone, 2013; Popoff et al., 2014b].
If one controls N input modes and measures M output modes, H is represented by
a M × N matrix. Let’s say we seek to create a system performing a linear operation
represented by the matrix G of size m × n with m < M and n < N. Once the TM
of the complex medium H is measured, we want to identify adequate input and
output projections so that the optical system acts on an input signal x, encoded in
the incoming wavefront, as the operator G following equation V.1. These projections
are represented by N × n and M × m input and output matrices Pin and Pout, that
satisfy:

G = P†
out.H.Pin. (V.2)

The goal of the following is to show how to find and physically generate those pro-
jectors to perform the linear operation G on input signals using a disordered system
represented by its matrix H.

2.3 Input and output projectors

We limit ourselves to input projectors Pin that can be created by modulating the
optical field at a given input plane, i.e. using an SLM. We divide the SLM into n
groups of N/n macropixels on which we control the amplitude and/or the phase of
the optical field, as shown in Figure V.6 in the case of n = 4. The output projection
Pout is performed by measuring m speckle grains at the output plane3.

For illustration purposes, we take here n = m = 4. The corresponding projectors
Pin and Pout have the following matrix representations:

Pin =






















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p1,1 0 0 0...
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...
...
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, Pout =
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






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0 0 0 0...
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0 0 0 0








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, (V.3)

where pk,l , for (k, l) ∈ J1, N/4K⊗ J1, 4K, represents the modulation on the kth pixel of
the lth segments of the modulator. For the sake of simplicity, the output projection
is done here by taking the first 4 elements of the output basis which corresponds to
taking only the field on four speckle grains. We define the submatrix Hk⊥ of H that
links the field on each pixel of the kth part of the SLM to the field on the m selected
pixels of the camera. The schematic representation of the submatrix Hk⊥ is shown
in Figure V.6. We will then focus our effort on finding the optimal input projection
Pin

3Directly taking the individual output speckle grains is the most straightforward method to con-
struct the output projection. However, it could also be constructed by performing a linear combination
of the field measured on different speckle grains.
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Figure V.8: Stability of the MMF experiment. Pearson coefficient over time between a
reference speckle intensity measured at t = 0 and a speckle measured after a time t at
the output of the MMF, both for the same input wavefront.

We use the same light source as in the experiments presented in chapters III
and IV; a 1.55 µm telecom narrow-band laser5. We use a DMD6 of 1920 by 1200 pix-
els with a maximum framerate of 16 kHz for the modulation. We divide the DMD
into N = 1568 macropixels. The horizontal output polarization intensity pattern is
recorded onto a fast InGaAs camera of maximum framerate of 100 kHz7. The fiber is
compressed at four different locations to ensure strong mode coupling [Xiong et al.,
2017a].

We measure the stability of the experiment by sending a specific pattern into the
fiber and observing the decorrelation of the output intensity over time. We measure
the Pearson correlation coefficient between the reference speckle at t = 0 and the
speckle recorded at a time t. The results are shown in Figure V.8. We note that the
experiment stays stable for more than two hours (the correlation remains higher than
99%).

3.1.b Scattering medium experiment

The scattering medium experiment uses a simpler version of the setup which is
shown in Figure V.9. We use a ground glass diffuser8 with a 632.8 nm laser source9

modulated by a DMD10 of resolution 2560 by 1600 pixels and maximum framerate
13 kHz. We divide the DMD into N = 2304 macropixels. The outputs are recorded
on a CCD camera 11 of resolution 2336 × 1752 pixels of framerate 29.3 Hz at full res-
olution. The stability of the scattering medium experiment is shown in Figure V.10.
Even if the system is slightly less stable than in the MMF experiment, the output
speckle pattern of the system stays correlated for more than two hours.

5Teraxion PS-NLL.
6Vialux V-9601
7Xenics Cheetah 640CL, 640 by 512 pixels. A 100 kHz framerate can be achieved by reducing the

resolution of the camera down to 32 × 4 pixels.
8Thorlabs DG20-1500.
9JDSU 1137/P.

10Vialux V-9001
11Allied Vision Prosilica GT2300.
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• We measure an average error of 7%, with a standard deviation of 6% and a
median value of 5% for the MMF experiment. No improvement is achieved
used the gradient descent optimization.

• We measure an average error of 15.7%, with a standard deviation of 7.9% and
a median value of 14.4% for the scattering medium experiment. This value
is improved to an average error of 11.6%, with a standard deviation of 7.3%
and a median value of 7.9% when performing an additional gradient descent
optimization after the phase retrieval.

However, we presented in Chapter III and in appendix F how computing the error
this way can give values that underestimate the quality of the measured TM, due to
the noise of the camera.

3.2.b Calculation of the projections

The output projection Pout is performed by selecting m output speckle grains. The
optical fields in these areas correspond to the outputs of our operator. We choose the
output points that give the lowest reconstruction error during the calibration step.
We then obtain the output projection as represented in equation V.3, where rows
are ordered from the lowest to the highest error. Performing the output projection
amounts to selecting the corresponding rows of the TM.

We demonstrate that for a full amplitude and phase modulation, the input masks
corresponding to the optimal input projectors Pin can readily be calculated from the
TM using the relation V.5. Using binary amplitude modulators, we achieve a few-
level modulation of the optical phase using Lee holograms as shown in Chapter III,
section 1.1.b. This means that we cannot directly generate the amplitude and phase
for any value of the optical field. With the setup parameters we use, we can obtain
2 levels of phase (0 and π) giving 3 total levels {−1, 0, 1}. The modulated beam is
then projected onto the complex medium. Identifying an input mask on the DMD
that approximates the equality in equation V.2 for a given target matrix G is an ill-
posed problem since we do not have full control over the complex wavefront.

Numerically, we try to find the projector Pin that satisfies:

Pin = argmin
P

∥

∥

∥
Pout

†.H.P − G
∥

∥

∥

2
, (V.8)

where ∥.∥2 is the quadratic norm14. In practice, we try to solve the n sub-problems
defined in equation V.4. We use a multiplicative constant γ to tune the average value
of the expected signals. The final problem consists in solving the n sub-problems:

Pin,k = argmin
Pk,γ

∥

∥

∥
Pout

†.H.Pk/γ − Gk

∥

∥

∥

2
, k ∈ [1, n]. (V.9)

It amounts to minimizing a least-square cost function to perform a linear regression,
which is a convex problem. We can thus use convex optimization algorithms. We use
CVXPY, a convex optimization framework for Python [Diamond and Boyd, 2016]
which allows us to express in simple terms the problem and to add the discrete value
constraint to the elements of Pin. Gurobi [Gurobi Optimization, 2018] is the backend
solver we use for CVXPY as it allows the resolution of mixed integer problems, e.g.
finding a solution with discrete values. The value of γ is set to have the mean output

14Sometimes referred to as the Froebenius norm
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4 Results

We illustrate the reconfigurability of the presented scheme by experimentally imple-
menting two linear transformations very common in computer and physical science,
namely the discrete Fourier transform and the Hadamard matrix. They are repre-
sented by the matrices DFTn and Han respectively. Their general expressions read:

DFTn =
1
n

[

ω
jk
n

]

j,k=0..n−1
with ωn = e−2πi/n, (V.11)

and

Han2 =
1√
n

[

Ha(n−1)2 Ha(n−1)2

Ha(n−1)2 −Ha(n−1)2

]

with Ha1 =
[

1
]

, (V.12)

with n the size of the operator. We experimentally perform all optical operations
according to the presented principle. A high number of input signals is prepared
and sent to the setup for computation. The inputs are random vectors with values
taken in {−1, 0, 1}, which is the modulation range of our system.

4.1 Multimode fiber experiment

We show in Figure V.15 the inputs and outputs of the MMF experiment, configured
to perform a discrete Fourier transform of size 16, in single shot realizations (Fig-
ure V.15.b), and averaged 10 times (Figure V.15.c). The quality of our results is as-
sessed by the Pearson correlation coefficient C between the absolute values of the
experimental and the ideal output vectors. The results show good agreement, as em-
phasized by the correlation coefficients exhibiting average values over 90% for these
realizations.

In order to also assess the phase quality, we carry out off-axis holographic mea-
surements as was presented previously in chapter III, section 1.3. Note that the ref-
erence arm was not part of the procedure of implementing the linear operator, it is
solely used to monitor the effective complex-valued operator Ĝ afterwards. More-
over, when recording the output values, a single image allows measuring the com-
plex value output of the operator. Therefore, interferometric stability over times
longer than the integration time of the camera is not required. We quantify the
quality of the operation by estimating the operator’s fidelity Fc between the ideal
operator and the effective one. To characterize the effective operation Ĝ performed
by our experimental system, we sequentially send vectors from an input basis and
measure the corresponding outputs fields. We sequentially send each element of the
canonical basis for the input x.

In Figure V.16, we show the real and imaginary parts of the estimated experi-
mental operators Ĝ after normalization, and of the target operator G, both for the
Hadamard transform (a) and the discrete Fourier transform (b) of size 16 × 16. The
results presented are obtained without averaging

A summary of the measured quality estimators for the MMF experiment is pre-
sented in table V.1 with and without averaging for operator sizes of n = m = 8
and n = m = 16. A good agreement between the experimental data and the ideal
operations outputs is observed for the different sizes tested, even without averag-
ing. It demonstrates the possibility of performing one shot operations through an
MMF. When we perform single shot transformations, the outputs are perturbed by
the noise of the camera. The fidelity of the actual optical computation is higher, as
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Figure V.15: Outputs of the MMF experiment for G = DFT16. a, Random input vectors
drawn from {−1, 0, 1}. b, Absolute values |y| of the recorded output vectors in a single
shot. c, Average over 10 realizations of the absolute values of the recorded output vectors.
We give the correlation between the experimental and expected results in the top left
inserts of each graph.
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Figure V.16: Comparison of experimental and target operators. a, Hadamard transform
Ha16, measured fidelity: Fc = 0.785. b, Discrete Fourier transform DFT16, measured
fidelity: Fc = 0.818. c, Operator with no physical meaning representing the name of our
host institution.

Size Averaging C Fc

n = m = 8 1 0.977 ± 0.009 0.973 ± 0.014
n = m = 8 10 > 0.99 0.996
n = m = 16 1 0.912 ± 0.027 0.792 ± 0.027
n = m = 16 10 > 0.99 0.968

Table V.1: Summary of the efficiency results for the MMF experiment. C stands for
the correlation between the absolute value of the experimental and expected signals, Fc
stands for the experimental fidelity between the effective experimental operators and
the target ones. The values are averaged over the Hadamard and the discrete Fourier
transforms.

shown by the measurement of a fidelity of Fc = 0.968 when averaging over 10 esti-
mations of the DFT16 matrix.

To further illustrate the possibility to create any desired operator, we show in
figure V.16.c an experimental implementation of a matrix with no physical meaning,
displaying the name of our host institution by encoding information independently
in the real and imaginary part of the matrix G.

4.2 Scattering medium experiment

The ground glass diffuser experiment is more prone to errors in the operator recon-
struction, we therefore only present results for operators of size 8. In Figure V.17 we
show the raw amplitude of 4 different outputs for the DFT8 operator. We measure
C = 0.948 ± 0.018 on average over a wide range of outputs of the operator. We es-
timate that the sources of the errors are the lower laser stability and the non-linear
response of the CCD camera pixels. By comparing the obtained correlation values
of the results with the ones obtained in the MMF experiments, we can argue that
the results are qualitatively similar but more noisy. It demonstrates the capacity of
the approach to work with relatively cheap and off-the-shelf equipments, namely a
HeNe laser and a standard CCD camera.
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Figure V.17: Response of an operator built with a scattering medium. Amplitude of the
output vectors corresponding to four different random inputs for operator G = DFT8,
obtained using a ground glass diffuser as a complex medium. Cyan diamonds corre-
spond to the theoretical outputs and red dots to the experimental data. Inserts in the top
left corners give the correlation between the experimental and the expected results.

5 Discussion

5.1 Limits of our approximations

We demonstrated the possibility of using cheap and common media as optical pro-
cessing units to perform linear operations using wavefront shaping. The attractive-
ness of such an approach is linked to its ability to be scaled up for larger operations.
While we report the implementations of operators of size 16, much larger operations
can be performed, provided an increased control over the input field and a reduced
noise level. Noticeably, equation V.5 was only satisfied approximately because of
the limited modulation scheme that allows for only three values of the complex field.
The search for such approximation requires computation efforts. Moreover, we used
a number of input macropixels that far exceeds the theoretical scaling of the system,
that would ideally only require 162 = 256 independent input pixels (we used 1568
in experiment). Once again, this is due to the discrete input modulation that does
not allow the direct implementation of the theoretical ideal solution presented in
section 2.4.

While averaging over realizations mitigates the error, a single shot operation is
usually wanted. For an ideal amplitude and phase modulation, equation V.5 can be
satisfied exactly with a simple matrix pseudo-inversion. A complete independent
amplitude and phase modulation can be obtained using a couple of liquid crystal
spatial light modulators encoding the phase and the amplitude respectively, for ex-
ample. Another approach is, after characterization of the medium, to print phase
plates to fix the input mask. While limiting the reconfigurability of the system, it
reduces the final cost of the processing unit. It is to be noted that contrary to multi-
plane approaches like the ones presented in section 1.3, the SLM performs only a
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single modulation of the incoming fields. In this case, the complex medium is cru-
cial to mix the spatial information.

5.2 Scalability

As we demonstrated in section 2.4, for a square target matrix G, the largest size
for which one can find a solution for a fixed number M of controlled modes is
n = m =

√
M. We have a quadratic power law between the number of controlled op-

tical channels N and the size n = m of the operation. The scalability is the same as in
the designs using a cascade of beam splitters presented in section 1.3. However, our
method provides more room for maneuver. Indeed, in the beam-splitter approach,
increasing the size of the operator requires increasing the number of beam-splitters,
phase shifters and the complexity of the required electronics. Our scheme uses mod-
ulators (SLMs) that are typically composed of millions of independent pixels. Thus,
while the scaling is the same, reaching higher operator sizes is easier in the approach
we present. Using an MMF as a complex medium, the limiting factor is the number
of modes supported by the fiber; for a typical large core step index fiber (550 µm
diameter core, NA = 0.22), M ≈ 30, 000 at λ = 1.55 µm, corresponding to maximal
operator dimensions n = m ≈ 170. In contrast, in scattering media such as glass
diffusers, the number of degrees of freedom available given by the number of prop-
agating modes is quasi unlimited. Thus, the number of independently controlled
modes is limited by the number of pixels on the modulator, typically of the order of
one million. Note that this remains true in the multiple scattering regime as long as
the number of transmission channels is large compared to the number of input pix-
els. Hence, this would allow creating linear operators of size n = m ≈ 1000. These
operator sizes match the order of magnitude of the size needed for optical neural
networks.

5.3 Losses

It is important to note that our approach, due to intrinsic losses and the absence of
gain in the system, can perform any linear operation only up to a constant multiplier
as explained in section 2.4. In particular, it cannot perform operations with above
unity singular values. However, using disordered gain media, it may be possible to
overcome this limitation. Such a restriction can be detrimental to quantum optics
applications where losses can modify the optical state of light. Our apparatus based
on DMDs cause more than 50% of the light to be lost upon modulation. However,
using a phase only SLMs based on deformable mirrors or a phase plate together with
a careful injection into an MMF, close to unitary operations can be achieved. MMFs
have the potential to outperform integrated photonics based platforms in terms of
losses, with insertion losses of the order of 0.3 dB and propagation losses below
1 dB/km, compared to values above 1 dB and 0.1 dB/cm respectively for photonic
integrated circuits [McNab, Moll, and Vlasov, 2003].

5.4 Practical implementation

The presented method requires computational efforts during its calibration but once
the TM is retrieved and the projectors are calculated, the operations are performed
in a single shot (O(1) operations) on a passive system. No further calibration is
needed as long as the system is stable. MMFs up to 100 meters are stable enough to
be used as accurate optical instruments [Redding, Popoff, and Cao, 2013]. Stability
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over multiple days can be obtained by ensuring a controlled environment and good
laser stability. Thin diffusers are only limited by the stability of the input source and
thus are very stable. The approach we present offers the possibility to implement
large optical linear transformations without elaborate fabrication techniques as well
as to reconfigure the desired operator without further measurements. Moreover, it
opens the opportunity to drastically reduce the energy consumption compared to
classical electronic components while increasing the computation speed [Shen et al.,
2017a; Hougne and Lerosey, 2018]. These characteristics may enable the presented
technique to play a role in the advent of optical analogue computation and machine
learning.

Conclusion

Performing computations with light is promising because it allows reducing the en-
ergy consumption currently limiting the growth of silicon electronics computation
capacities. The method we designed consists in using complex media together with
DMDs, which are fast and have numerous controllable elements. Complex media,
such as heavily perturbed MMFs or scattering media, display very large Gaussian
random TMs. We exploit this randomness to create linear operators. We use input
and output projectors which project the random TM into a smaller subspace where
its effect is represented by a target linear operator. The projectors are physically gen-
erated by the modulation achieved by a DMD and the precise selection of outputs
on a camera.

We showed that a lightweight system can be used to measure the TM of a com-
plex medium without the need for interferometric measurements, but by using nu-
merical phase retrieval algorithms. This TM is used to compute the projectors thanks
to convex optimization.

The system we build is able to perform any computation of size 16 × 16 with
good accuracy and fidelity, and to switch between operations at will. The method
can be scaled up for larger operation sizes, and is limited only by the number of
spatial channels of the system and the number of controlled pixels on the modulator.
Indeed, the number of required channels scales as the square of the size of the oper-
ations, like previously implemented methods. However, provided a large depth of
modulation, we can expect to outperform existing approaches. With MMFs, we can
envision operations of size 170 × 170, and with scattering media, operations of size
1000 × 1000.



123

Conclusion

Multimode fibers are a promising medium for the next generation of optical com-
munication networks. Thanks to their high mode density, many spatial channels
can be exploited to increase data rates and face the ever-increasing demand in capac-
ity. However, effects such as intermodal dispersion, mode dependent losses/gains
and mode coupling make it challenging to retrieve the input information. Multiple
Input Multiple Output (MIMO) strategies can be used to counteract the effects of
mode coupling. However, because their numerical complexity is very high, their
real-time implementation is limited. As a consequence, fiber-optic systems have to
be designed to relax the constraints on the digital signal processing required to re-
trieve the transmitted signals. Typically, this involves paying a particular attention
to the modal content of the MMFs.

Techniques, such as the cross-correlation method, or the spatially and spectrally
resolved method, described in Chapter II, can be used to measure the temporal and
spatial properties of modes. These methods are especially adapted to the study of
few-mode fibers but are not perfectly suited to characterize mode coupling. The
recently born field of wavefront shaping has brought a change of paradigm in the
study of MMFs. Thanks to the control of the phase and amplitude of the field pro-
vided by spatial light modulators, it has become possible to measure the transmis-
sion matrix of a MMF. Moreover, its measurement in the basis modes allows fully
describing the coupling properties.

This was the starting point of the study performed during my Ph.D. In Chap-
ter III, we presented the tools and methods we developed for these last three and a
half years. In a first step we perform reliable measurements of the pixel basis TMs
of MMFs. To express the mode basis TM, we used change of basis matrices from the
pixel basis to the modal basis. However, because of the imperfections of the system
and the optical aberrations, the resulting TM is not representative of the propaga-
tion inside the fiber. We developed an optimization method to correct these aberra-
tions by physically modeling them into layers of a deep learning framework. This
method has the advantage of requiring a single TM measurement, does not make
any assumption about the disorder inside the fiber, and can be adapted to any type
and level of aberrations.

Because the measurement of the mode basis TM is fast and reliable, we are able
to perform multiple measurements successively. In Chapter IV, we used a transla-
tion actuator to apply controlled deformations onto a fiber, and for each of them
we measured the mode basis TM. Using this stack of TMs, we studied the effect
of perturbations onto the transmission channels of fibers. We observed that mode
coupling increases as the perturbation gets stronger. In order to design spatial wave-
fronts robust to the deformation, we studied the generalized Wigner-Smith (GWS)
operator, which has been popular in wavefront shaping activities in recent years. In
the continuity of the studies presented about this operator, we computed it with re-
spect to the level of induced deformation on a fiber. The eigenvalues of this GWS
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operator, called the deformation principal modes, form an almost complete basis of
transmission channels of the fiber which are robust to deformations. One of their
key characteristics is that they are insensitive to disorder within a wide range of de-
formation intensities, even though they are computed for small deformations. We
observed that the best channels are composed of a broad range of modes of the fiber,
thus exploiting mode diversity to obtain robustness.

We investigated why the GWS operator computed for a small range of defor-
mations produces channels robust to a large range of deformation. Introducing the
global deformation operator, we characterized the main coupling mechanisms in-
duced by the perturbation. We showed that two mechanisms are responsible for
most of the changes of the TMs. These mechanisms show that modes couple signif-
icantly with groups of modes that are close in the momentum space, as previously
observed.

In Chapter V, we presented an approach to use the random coupling between
the spatial channels of a medium to perform optical operations. From the large-size-
pixel basis TM of a complex medium, we can generate smaller size linear operators
using adapted projections. By using an SLM and a camera to generate the appro-
priate projections, and using an MMF in the strong coupling regime, or a scattering
medium such as a ground glass diffuser, we showed that it is possible to create an
optical processing unit. Implementing this system does not require phase measure-
ments, and can be reconfigured at will by changing the displayed pattern of the SLM.
We managed to build complex operators of size 16 × 16 using a DMD together with
a high mode-count MMF.

A significant part of this work consisted in designing a system that is easy to use,
versatile and fast for the study of MMFs. Measuring the mode basis TM of an MMF
is a matter of tens of minutes, which includes handling the fiber, performing the
measurements and computing the matrix. From this state, it is possible to envision
several subjects of study:

Studying a wider range of deformations. In Chapter IV, we studied a single
perturbation of increasing intensity affecting the fiber. In the scope of telecommu-
nication applications, the study of multiple perturbations is the key to designing
channels of transmission adapted to arbitrary perturbations. Using the global de-
formation operator introduced in Chapter IV may prove beneficial to study the cou-
pling mechanisms associated to other types of perturbation of interest in the scope
of telecommunication applications, for example incorrect splicing of fiber sections,
temperature gradients, bends, and natural imperfections of the fibers.

The improvement of the optimization process to include mode adjustments.

In previous works done by the team of Tomas Cizmar, the optimization procedure
includes corrections to the parameters of the fiber to refine the quality of the change
of basis operation. This operation may be required to perform more in depth studies
of the coupling effects in unperturbed fiber. Alternatively, it seems possible to im-
plement an optimization on the spatial profiles of the modes to maximize the energy
conservation between the pixel basis and mode basis TMs. Doing so may alleviate
the requirement for the precise knowledge of the index profile of the fiber.

Adapting the optimization procedure to the study of other types of waveg-

uides. To obtain the mode basis TM of an MMF, our optimization method only re-
quire the knowledge of its mode profiles. Therefore, provided we know the spatial
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profile of the propagating modes of any other waveguide, it appears possible to ob-
tain its mode basis TM by using the same procedure. Doing so could allow studying
the modal behavior of light in silicon waveguides for example.
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Figure A.2: Phase fluctuations due to vibrations of the DMD. Evolution of the phase of
one point of the complex measured field as a function of time (in seconds) without (red)
and with (blue) isolation.
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Appendix B

Thermal effects on the DMD chip

When we turn on the DMD, it heats up during a transitional regime before reaching
a stable temperature. For a fixed displayed pattern the modulated field changes as
the temperature rises. After injection through a MMF, we observed that the output
speckle pattern changes over time. The fluctuations of the modulation affects only
the phase of the field, as the intensity of the modulated pattern does not fluctuate
over time. We attribute this effect to the presence of a protective glass layer on top
of the DMD chip. When the temperature changes, so does the index of refraction of
the material, changing the phase of the reflected field.

We monitored the changes by computing the correlation between intensity speck-
les I(t) and a reference speckle I(t = 0) taken shortly after turning on the DMD. We
used the Pearson correlation coefficient defined as

C(t) =
∑

n
i=1

(

I(0)i − I(0)
) (

I(t)i − I(t)
)

√

∑
n
i=1

(

I(0)i − I(0)
)2

√

∑
n
i=1

(

I(t)i − I(t)
)2

, (B.1)

where the index i refers to the individual pixels of the images, and I(t) represents
the average of the image at time t. The results are presented in Figure B.1.
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Figure B.1: Decorrelation of the speckle pattern over time due the DMD. a, Pearson
correlation of the speckle intensity with respect to an image taken right after readying
up the DMD. b, Same experiment performed 4.2 hours after launching the DMD.

In the transitional regime, the speckle modifications over time are similar to the
ones observed when changing the input pattern. About one hour after turning on
the DMD, the change of speckle at the output of the fiber ceases and the correlation
stabilizes. We computed the correlation of speckles in the stationary regime with
a reference taken after one hour. We observed a high stability over several hours,
granting enough time to perform acquisitions. To prevent the fluctuations caused
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by the thermal effects, we simply wait at least one hour before performing an exper-
iment with the DMD.
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Appendix C

Aberrations of the DMD

The DMD surface is not perfectly flat. When illuminating the DMD with a plane
wave, and sending a pattern corresponding to a flat phase mask, we observe in the
Fourier plane of a lens an intensity pattern. It corresponds to the Point Spread Func-
tion (PSF) of the optical system that we show in Figure C.1.a, which deviates from
an expected Airy disk.

a b

Figure C.1: Point spread function of the optical system. a, Intensity of the PSF of the
DMD. b, Intensity of the PSF of the DMD after correction of the aberrations.

To estimate the curvature of the DMD surface, we can use the Lee hologram
and learn to compensate for this effect. Using a feedback optimization, we find the
phase mask that correct the PSF of the system measured by the camera. The phase
mask is composed of Zernike polynomials which coefficients are the variables of the
optimization procedure.

The obtained phase correction allows to have a map of the curvature of the DMD
surface which can be used to compensate the wavefront in post-treatment. The final
phase map produces a intensity response which resembles an Airy disk shown in
Figure C.1.b. We are able to reconstruct the correct PSF using the first nine Zernike
polynomials which coefficients are shown in Figure C.2.a. The curvature has slow
spatial fluctuations, they are represented in Figure C.2.b. A tutorial on the aberra-
tions effects and the codes used to correct the phase profile of the DMD can be found
on the website of our team at wavefrontshaping.net/post/id/23. Using the Lee
hologram technique with a DMD we achieve only discrete values of phase modu-
lation. However, decent corrections can be obtained with limited number of phase
values. We present simulations performed with different number of phase values
used for the correction of the surface aberrations in Figure C.3. We are above 94
% correlation between the corrected PSF and the ideal Airy disk PSF with only 4
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Figure C.2: Correction of the DMD surface aberrations. a, Contribution of each Zernike
polynomial to the correction. b, Corresponding phase profile on the DMD.

phase values. Having a low number of phase values implies that the Lee modula-
tion frequency is low and thus the spatial resolution of the DMD is maximal. This
ensures that a good trade-off between correction of the surface curvature and spatial
resolution of the modulation can be achieved.
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Figure C.3: Simulations of the correction of the aberrations of the DMD using the Lee
hologram method. a, Intensity of the PSF of the DMD with corrections performed with
increasing numbers of accessible phase levels. b, Complex Pearson correlation between
the ideal Airy disk PSF and the corrected PSF as a function of the number of phase levels.
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by the input facet of the fiber. We explain in the second section how we collect the
reflected light and how the measurement of the field at the input facet of the fiber
allows tuning the injection parameters.

1 Transmitted energy through the fiber

Tuning the geometrical degrees of freedom of the injection is a complicated task:
one needs to find the parameters which allows the best coupling efficiency to all the
of propagating modes. When working with single mode fibers, light propagating
in free space can only couple to a single mode. In order to perform the alignment,
gradually maximizing the power coming out of the fiber is generally sufficient to
optimize the injection.

In MMFs, more than a single mode can be coupled to: the energy can be carried
by several modes with different spatial profiles. Therefore, the modification of one
injection parameter may change the energy distribution between the modes. Local
maximas of transmission corresponding to selective excitation of the modes may
appear. Gradually increasing the total transmission does not guarantee to converge
to the optimal set of parameters.

To illustrate these observations, we define the coupling coefficient C(Aill) be-
tween an incoming illumination of amplitude Aill and a fiber of mode amplitudes
Mi by

C(Aill) =
∑i

∣

∣

∫

Aill .M∗
i

∣

∣

2

|Aill |2
, (D.1)

which values varies between 0 in the case of an absence of coupling, to 1 when a
perfect coupling is achieved. The Figure D.2 shows how the coupling coefficient
varies when a disk illumination of 23.9 µm is sent onto the input facet of a step index
fiber of radius a = 25 µm and NA = 0.2 (which guides approximately 103 modes at
λ = 1.55 µm2), with several coupling imperfections.

In Figure D.2:a, the illumination is offset by 3.41 µm with respect to the axis of the
fiber, and the angle of the fiber with respect to the incoming wavefront is scanned in
the range ±2◦ in both directions. We observe a global maximum corresponding to
an angle of 0◦ while secondary maximas exist for a non-zero angle. In Figure D.2:b,
the illumination comes with an imperfect angle of 5.73◦ and is transversaly scanned
around the axis of the fiber. This time, we notice no sharp maximum at the center of
the fiber and the existence of wide plateau.

These two examples of coupling efficiency indicate that the maximization of the
coupling is not convex with respect to the parameters. Moreover, only the simplest
levels of aberrations were considered for this simulation. We can conclude by argu-
ing that a criterion solely based on gradually maximizing the transmitted intensity
is not efficient to achieve the best coupling parameters.

2 Conjugation of the DMD plane and the input plane of the

fiber

Instead of relying on the transmitted energy to adjust the injection, we use a method
where we observe the pattern illuminating the input plane of the fiber. To do so, we
use a camera which collects the light reflected at the input plane of the fiber.

2Estimated with M = V2/2 where V = 2πaNA/λ.
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Appendix E

Off-axis measurements with
multimode fibers

In this appendix, we explain how the off-axis method presented in chapter III is
implemented to measure the complex output field of MMFs.

1 The Fourier transform of the interference pattern

We want to compute the range of acceptable off-axis angle that can be used when
working with a given multimode fiber. We work with equation III.6:

Itot(x, y) = IR + |AO(x, y)|2 +
√

IRe−iksin(θ)x AO(x, y)

+
√

IReiksin(θ)x AO(x, y)∗ . (E.1)

And its Fourier transform III.7

Ĩtot(u, v) = IRδ(u, v) + (ÃO ⊗ ÃO)(u, v) +
√

IRδ

(

u +
sinθ

λ
, v

)

⊛ ÃO(u, v)

+
√

IRδ

(

u − sinθ

λ
, v

)

⊛ ÃO(−u,−v) ,

(E.2)

In figure E.1, we schematically show the four terms of the Fourier transform of the
interference pattern Ĩtot(u, v) when the signal comes from an MMF.

The first term of equation III.7 is the yellow dot at the center. The second term
is the centered wide red spot of width 2∆ f . We note ∆ f the spatial spectral width
of AO, the MMF output field that we try to retrieve1. The width double that of the
signal is due to the auto-correlation operation on ÃO

2.

2 Reconstruction conditions

When we perform the reconstruction, we need to isolate the field AO(x, y) from other
contributions to be able to filter them using a diaphragm in the Fourier plane of a
lens. The conditions for which this is the case can be derived from the observation
of the Fourier space. From the Figure E.1, we remark that the correct selectivity is

1Note in off-axis measurements, the observed object is not necessarily bounded in spatial frequen-
cies. Limited numerical aperture and diffraction are often the limiting factors. In the case of MMFs the
frequency range is limited by the numerical aperture of the fiber.

2While the frequency footprint of ÃO ⊗ ÃO is 2∆ f , the correlation product leads to a fast decrease
in amplitude: in practice we do not observe such wide spots because they are strongly attenuated on
the side.





3. Simulations and direct space conditions 141

3 Simulations and direct space conditions

We verify the theory with simulations of the off-axis method. We generate speck-
les coming from an OM2 fiber (GRIN, NA = 0.2, a = 25 µm) using the method
presented in Appendix G, and have them interfere with references coming from dif-
ferent angles θ. Simulations of off-axis experiments for three different illumination
angles are presented in Figure E.2, they are below, in, or beyond the range of accept-
able angles. We obtain good reconstructions both in phase and amplitude only when
the illumination angle respects the conditions E.6.

Careful consideration of the different sampling rates are necessary when design-
ing the experiment to ensure that the complex field is correctly retrieved and that no
spectral content is lost.
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Figure E.2: Simulations of off-axis reconstructions with different reference angles. A,
Off-axis angle too small; B, Angle in the admissible range; C, Angle too high (Shanonn-
Nyquist theorem not satisfied). a, Interference pattern observed on the camera. b,
Fourier transform of the pattern with circled in red the selected zone of interest. c, re-
constructed intensity. d, expected speckle. e, relative error between the two intensity
(capped to 20%). f, reconstructed phase. g, expected phase. h, phase difference between
the expected and reconstructed phase.
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Appendix F

Reconstruction of the Transmission
Matrix

In this appendix, we study simulations of the reconstruction of the transmission
matrix. The objective is to assess if our method allows an accurate reconstruction of
the pixel basis TM.

1 Selecting good input patterns and singular value criterion

First, we run simulations where we generated outputs Y from several sets of input
matrices X and a TM corresponding to the propagation in a perfect 6-mode step
index MMF. The input excitation consists in a square array of N = 26 square pixels
mimicking the effect of an SLM excited with a coherent plane wave. We consider that
the SLM sends p ∈ {N, 6N, 12N} different input vectors in the system. The outputs
consist of M = N elements that simulate camera pixels. The different random input
approaches are the following:

The random inputs are a uniform distribution of −1 and 1. The permuting inputs
come from a vector where −1 and 1 are in equal number, this vector is then ran-
domly permuted for each column of the input matrix. The custom vec inputs are a
distribution of −1, 0 and 1 with the proportion of active elements (−1 and 1) varies
and the proportion of −1 and 1 also varies within active elements. The last approach
is an attempt at creating inputs that excite a wider range of fiber modes. The value
p is one of significant importance; we call the ratio p

N the input oversampling.
The goal is to verify whether these input sets are efficient at reconstructing the

TM, using equation F.1 previously presented in Chapter III:

Ĥ = Y.X+, (F.1)

where .+ designates the Moore-Penrose invert of a matrix. We also want to assess if
a high oversampling allows a better reconstruction of the TM. In Figure F.1, we show
the singular value distributions of TMs obtained from noisy measurements emerg-
ing from different kind of input patterns in the case of the oversampling ratio equal
to p/N = 1 (no effective oversampling). Using the singular value distribution is a
qualitative criterion the reconstruction quality because it shows if the transmission
channels are correctly measured. In this case, we observe that the distributions are
not physical, the reconstructions fail. This is due to the fact that the pseudo inverse
of the matrix X corresponding to the stack of inputs does not have linearly indepen-
dent rows, it thus cannot be inverted using the Moore-Penrose pseudo inverse.

In Figure F.2, we show the singular value distributions of TMs obtained with the
same methods but with oversampling of p/N = 6 and p/N = 12.
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reconstructed TM by computing the fidelity defined as:

F =
Tr(|Hmodes.Ĥ†

modes|2)
√

Tr(|Hmodes|2)Tr(|Ĥmodes|2)
. (F.2)

The fidelity is evaluated on the modal TM, after conversion of the estimated canon-
ical TM on the mode basis. Indeed, we want to study the propagation properties of
optical fibers.

However, this measure is not possible experimentally as we have no way to ac-
cess the real TM Hmodes of the system. As a substitute, we measure how outputs
generated from the estimated TM are close to experimental outputs. To define a rel-
evant metric for these assessments, we use set of ptest input vectors that were not
used for the initial reconstruction that we call test vectors Xtest and obtain the corre-
sponding outputs Ysimu = Ĥ.Xtest. We compare these outputs to the experimental
measurements Ytest resulting from the measured test inputs. We use the absolute
value error:

ϵi =
∑

ptest

j=1 |ysimu
ij − ytest

ij |
∑

ptest

j=1 |ysimu
ij |

for i ∈ [1, m] (F.3)

The error ϵi is computed for each output point i, therefore we can draw maps of the
reconstruction error depending on the position with respect to the fiber core.

In the following simulations, the system is perturbed by noise impacting our
measurements. Two main sources can be identified. One is the noise from the camera
and can be modeled by a complex Gaussian noise added to the theoretical output
yth, resulting in a measured field ytest = yth + ynoise after phase reconstruction. The
second one likely to have a significant impact is the phase fluctuations of the off-axis
measurements, which can be modeled in the first approximation as a phase added
to each measurement so that we have ytest = yth ∗ eiϕ(t) where ϕ(t) is a random
Gaussian variable.

In an attempt to draw quantitative comparisons, we use both noise sources under
the form ytest = yth ∗ eiϕ(t) + ynoise and tune their standard deviations σcam/phase to be
close to the ones experimentally observed. In the next examples, we use σcam = 10−4

and σphase = 8.10−2; for reference, we used normalized input vectors of size 35 × 35.
To draw sensible comparisons, we perform the simulations with an OM2 fiber of 55
modes, like the one in the experiments.

The reconstruction of the TM is performed with different oversampling ratios in
the range: p

N ∈ [1.2, 10]. To compute the error, we used ptest = N test samples which
were not used for the reconstruction, and both the noisy and clean version of these
vectors were used to obtain two values of the error.

We remark that the error values computed for the noisy test vectors seem to
reach a plateau at around p/N ≃ 5, while with the clean vectors the error keeps on
decreasing. It seems that the quality of the reconstructed TM is still improving as
shown in the noiseless measurements. The enhancement can not be assessed when
we compute the error from the experimental, noisy, measurements. Indeed, the noise
imposes an reconstruction error value threshold which is higher than the theoretical
reconstruction error.

In Figure F.4, we use an oversampling ratio of 5 and study the reconstruction
quality as a function of the pixel noise. We observe in Figure F.4.a, b the error maps
for two noise standard deviation values of 10−4 and 10−3, in the right part the fidelity
in function of the standard deviation. Even though the test error gets very high,
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Appendix G

Numerical computation of the
modes

We want to estimate the modes profiles of a perfect straight graded-index fiber under
the scalar approximation. Graded-index fiber mode profiles and dispersion relation
do not have a closed-form analytical expression. However, approximate analytical
expressions can be found, for instance, using perturbation theory or a variational ap-
proach [Sharma and Bindal, 1992]. Arguably the most widely used approximation
is the Wentzel-Kramers-Brillouin (WKB) approximation. It leads to an analytical
dispersion relation when assuming an infinite quadratic spatial profile of the refrac-
tive index. While leading to accurate estimations of the propagation constants, it
has a limited accuracy for the expression of the spatial mode profiles [Gedeon, 1974;
Maksymiuk and Stepniak, 2016]. Finite difference methods are easy to implement
numerically, but the 2D discretization of the field leads to high memory requirement
and computation time, and could lead to inaccuracies for high order modes. Because
we consider axiosymmetric index n(r) profiles, we want to simplify the system to
solve a 1D problem that only depends on the radial coordinate r, allowing us to in-
crease the accuracy and decrease the computation time.

The 2D scalar Helmholtz equation for a propagating mode can be written in the
cylindrical coordinate system as

∂2
r ψ(r, ϕ) +

1
r

∂rψ(r, ϕ) +
1
r2 ∂2

ϕψ(r, ϕ) +
[

k2
0n2(r)− β2] ψ(r, ϕ) = 0 , (G.1)

where ψ is the optical field, ϕ is the azimuthal coordinate, β is the propagation con-
stant, and k0 = 2π/λ with λ the wavelength.

Because the refractive index only depends on the radial coordinate r for a perfect
graded-index fiber, we can separate the variables r and ϕ. We are then looking for
the orbital angular momentum modes of the form:

ψml = fl(r)e
imϕ . (G.2)

With l the radial order and m the azimuthal order, which also corresponds to the
orbital angular momentum. Injecting this expression in equation G.1 leads to the 1D
equation

d2
r fl(r) +

1
r

dr fl(r) +

[

k2
0n2(r)− β2 − m2

r2

]

fl(r) = 0 (G.3)



150 Appendix G. Numerical computation of the modes

The singularity at r = 0 arising from the 1
r term makes direct finite difference

methods unstable. We can use the transformation:

gl(r) =
1

fl(r)
dr fl(r), (G.4)

and rewrite equation G.3 as a quadratic Ricatti equation [Tamil et al., 1991]:

drgl(r) + P(r) + Q(r)gl(r) + g2
l (r) = 0, (G.5)

where

Q(r) =
1
r

, (G.6)

P(r) = k2
0n2(r)− β2 − m2

r2 . (G.7)

A finite difference approximation of such equation leads to the recursive expres-
sion [Tamil et al., 1991; File and Aga, 2016]:

1 + hgn+1
l =

1
1 + hQn/2

(

h2Pn − 2 +
1 − hQn/2

1 + hgn
l

)

, (G.8)

where gn
l = gl(rn), Qn = Q(rn), Pn = P(rn), and h = rn+1 − rn is the step size.

The expression G.4 can then be discretized as:

f n+1
l = f n

l (1 + hgn
l ) . (G.9)

To find the first steps to initialize the iteration, we need to consider the boundary
conditions at the center of the fiber core:

d f

dr

∣

∣

∣

∣

r=0
= 0 for m = 0, (G.10)

f (r = 0) = 0 for m ̸= 0. (G.11)

For m = 0, we discretize the functions at rn = nh − 1/2, and initialize the func-
tions with f 0

l = 1 and g0
l = 0. For m ̸= 0, we discretize the the functions at rn = nh,

and initialize the functions with f 0
l = 0, f 1

l = h and g1
l = (1 − h2P1)/h. For a given

value of m, the propagation constants βml that satisfy the Helmholtz equation, cor-
responding to the propagating modes, are the ones for which the field vanishes at
large values of r.

The steps to find the modes of the fiber are the following: We start with m = 0,
and perform a coarse scan of the propagation constant values between βmin = k0nmin

and βmax = k0nmax. We choose rN > a large enough to assume that the field at this
point, and thus fN , should be vanishingly small. The number of times fN(β) changes
sign gives us the number of propagation modes for the current value of m. It corre-
sponds to the maximal radial number l admissible for the azimuthal number m. We
then use a binary search algorithm to find, at a minimum computational cost, the
accurate admissible values of β for each l, i.e. the values that minimize fN under a
given tolerance value. We then increment the value of m, and repeat the procedure.
We stop when no solution is found for the current value of m.
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This procedure has been implemented in the Python module pyMMF [Popoff, 2020]
that we developed and share. Sample codes to compute the ideal modes of the MMF
are available at: Github.com/wavefrontshaping/article_MMF_disorder.
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Appendix H

Center detection algorithm for
off-axis holography

When we perform off-axis holography, the precise determination of the center of
the replica in Fourier domain has to be done before performing its inverse Fourier
transform. A wrong estimation of the center of the replica leads to an incorrect phase
in the direct real plane. Indeed, this effect can be written as ÃO(u, v)⊛ δ(u − ϵu, v)
in the Fourier plane. After inverse Fourier transform, a phase term remains as we
obtain AO(x, y)e−i2πϵux.

It is difficult to measure the angle of incidence of the reference with good preci-
sion. To avoid having to manually determine the center of the replicas in the Fourier
domain for each experiment, we wrote a compact algorithm to automatically com-
pute it from the stack of Fourier transforms previously obtained from a set of random
input excitations. The principle consists in using morphological operations on the
Fourier transforms of a stack of interference patterns to determine with precision the
center of mass of the replica of interest. Its main steps are presented in algorithm 1
and illustrated in Figure H.1.

Algorithm 1 Find the coordinates of the center of a stack of (complex) images

1: Compute the sum of the absolute values of the images in the direction of the
stack;

2: Apply a maximum filter on the resulting image;
3: Threshold the resulting image to binarize the image;
4: Perform a distance transform of the binarized image;
5: Identify the local maxima of this map;
6: Select the maximum that corresponds to a given criterion (e.g. amplitude, posi-

tion...), its coordinates correspond to the sought after center;
7: (Optional) Shift the stack of speckle to the obtained center.

The algorithm allows to automatically obtain the center of the replicas for off-
axis images of MMF1. We then have to shift back to replica around center the image
in the Fourier domain. The next step consists in filtering the image to only keep the
spatial frequencies below 2NA

γλ
2. It amounts to selecting only the replica.

1Because the signal is localized and bounded in the Fourier space.
2As demonstrated in appendix E in equation E.5 for an MMF of numerical aperture NA, with output

magnification of γ.
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Figure H.1: Operating scheme of the center detection algorithm. Here, the operations
are performed on a stack of Fourier transforms of interference images.
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Appendix I

Publications and Conferences

Peer-reviewed journal articles

• Optical complex media as universal reconfigurable linear operators,
Optica 6.4,p. 465, 2019-04,
M. W. Matthès, P. del Hougne, J. de Rosny, G. Lerosey, S. M. Popoff.

To be published

• Learning and avoiding disorder in multimode fibers,
arXiv 2010.14813,
M. W. Matthès, Y. Bromberg, J. de Rosny, S. M. Popoff.

Conferences

• Invited talk: Performing Linear Operations Using Optical Complex Media,
IEEE Photonics Society Summer Topical Meeting Series, 8-10 July 2019,
M. W. Matthès, P. del Hougne, J. de Rosny, G. Lerosey, S. M. Popoff.

• Contributed talk: Performing Linear Operations Using Optical Complex Me-
dia,
Complex Nanophotonics Science Camp, 11-14 August 2019, M. W. Matthès, P. del
Hougne, J. de Rosny, G. Lerosey, S. M. Popoff.
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