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[...] esiste una logica dietro a ogni cosa.
E la magia, che è così facile, non la sa fare nessuno.

Mauro dell’Orso

Ξυνελών τε λέγω τήν τε πᾶσαν πόλιν τῆς ῾Ελλάδος παίδευσιν ε᾿ῖναι καὶ καθ΄ ἕκαστον

δοκεῖν ἄν μοι τόν αὐτὸν ἄνδρα παρ΄ ἡμῶν ἐπὶ πλεῖστ΄ ᾿ὰν εἴδη καὶ μετὰ χαρίτον μάλιστ΄

᾿ὰν εὐτραπέλως τὸ σῶμα αὔταρκες παρέχεσθαι.

Thucydides, History of the Peloponnesian War, II XLI

Le mieux est l’ennemi du bien
Voltaire, La Bégueule

I thought that instead of the great number of precepts of which logic is composed, I
would have enough with the four following ones, provided that I made a firm and

unalterable resolution not to violate them even in a single instance.
The first rule was never to accept anything as true unless I recognized it to be evidently

such: that is, carefully to avoid precipitation and prejudgement, and to include nothing in
my conclusions unless it presented itself so clearly and distinctly to my mind that there

was no occasion to doubt it.
The second was to divide each of the difficulties which I encountered into as many parts

as possible, and as might be required for an easier solution.
The third was to think in an orderly fashion, beginning with the things which were

simplest and easiest to understand, and gradually and by degrees reaching toward more
complex knowledge, even treating as though ordered materials which were not

necessarily so.
The last was always to make enumerations so complete, and reviews so general, that I

would be certain that nothing was omitted.
René Descartes, Discours de la Méthode, Eng. Transl. (Sent to me at the beginning of

my Ph.D.)
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Abstract

English The goal of this Thesis is to provide an improved design framework for the op-
timal design of multilayer composite structures by using deterministic algorithms. The
improvement is based on the formalisation of two aspects which deeply affect the relia-
bility and the likelihood of the final solution.
The first one involves multi-scale considerations of the structural responses. In fact, some
structural criticalities manifest themselves at different scales: the transition of scale is
required to better catch these phenomena. In this work, attention is paid on buckling
instability of stiffened panels. However, the scale transition must be considered in the
derivation of the response gradient, to be provided to the deterministic algorithm of the
solution search.
The second one involves the so-called blending requirement. It is a problem about the
correct junction of adjacent laminates of different thickness, requiring that all the plies of
the thinner laminate must be contained in the stack of the thickest one, without ply inter-
sections. Moreover, blending makes thickness variations possible. Due to its importance,
blending is a manufacturing requirement which must be assessed since the preliminary de-
sign phases. Moreover, the development of a general strategy for the retrieval of blended
stacking sequence for the structure is faced in this work, to provide a solution which can
be manufactured. Two possible approaches are presented: a pure numerical one and a
combinatorial one, wherein the solution search is carried out in the class of quasi-trivial
stacking sequences. After a comparison, the former is preferred for the applications.
Once formalised and included in an optimisation framework, the multi-scale approach for
the deterministic optimisation, the blending requisite and the numerical approach for the
stack recovery are employed for a complete optimal design of an innovative as well as
complex aircraft structure: the wing-box of the PrandtlPlane developed within the PAR-
SIFAL project. The obtained results are encouraging.
Besides those aspects of the work, the Thesis also presents insights on two touched topics:
the non-convexity of the laminate feasibility domain and the rational modelling choice of
stiffened plates. For both topics new unexpected theoretical findings have been found.

Français L’objectif de cette Thèse est de développer une méthodologie de concep-
tion multi-échelle innovante utilisant un algorithme déterministe pour la conception de
structures composites multicouches. L’innovation par rapport aux travaux existants est
représentée par la formalisation de deux aspects qui influent grandement sur la fiabilité et
la qualité de la solution finale.
Le premier aspect porte sur la prise en compte de l’intégration dans la formulation du

xi
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problème de conception des réponses structurelles critiques intervenants aux différentes
échelles du problème. En effet, puisque certaines réponses se manifestent à différentes
échelles d’observation, la transition d’échelle se révèle nécessaire afin de bien saisir ces
phénomènes. Dans ce travail, une attention particulière sera portée sur l’évaluation de la
charge critique de flambage de panneaux raidis constituant l’élément fondamental de la
structure des aéronefs. Cependant, la transition d’échelle doit être prise en compte dans
la dérivation du gradient des réponses physiques, nécessaire au bon fonctionnement de
l’algorithme déterministe pour la recherche de l’optimum.
Le deuxième aspect porte sur la contrainte technologique dite de blending, un problème
intrinsèquement lié à la variation du nombre de plis (et des orientations associées) entre
stratifiés adjacents de différentes épaisseurs. En effet, les plis des stratifiés plus minces
doivent être contenus dans l’empilement des stratifiés les plus épais, sans intersection en-
tre plis. De plus, le blending permet une modulation de l’épaisseur de la structure. De
par son importance, il est nécessaire de prendre en compte la contrainte de blending dès
les premières phases de conception. De plus, une stratégie générale dont l’objectif est
d’identifier le séquence d’empilement des couches du composite en satisfant la contrainte
de blending a été développée : permettant ainsi de proposer une solution faisable. Deux
approches possibles sont présentées : la première est une approche numérique et la sec-
onde une approche combinatoire, basée sur la recherche des solutions dans une classe
particulière de stratifiés (les séquences quasi-triviales).
Une fois formalisée, cette approche a été appliquée au problème de la conception d’une
architecture aéronautique complexe et innovante : le caisson alaire du PrandtlPlane
développé au sein du projet PARSIFAL. Les résultats obtenus sont prometteurs.
A coté de ces aspects, les travaux de Thèse abordent aussi deux sujets purement théoriques
: la non-convexité du domaine de faisabilité des laminés, ainsi que une justification varia-
tionnelle de la modélisation des panneaux raidis. Des résultats inattendus et originals ont
été déterminés pour chacun de ces deux thèmes.

Italiano L’obiettivo di questa Tesi è migliorare la progettazione di strutture composite
multistrato attraverso lo sviluppo di un framework incentrato su algoritmi deterministici.
Il miglioramento si basa sulla formalizzazione di due aspetti che influenzano profonda-
mente l’affidabilità e la qualità della soluzione finale.
Il primo aspetto riguarda il comportamento multiscala delle risposte strutturali. Infatti,
alcune criticità strutturali si manifestano in scale diverse: il passaggio di scala è quindi
necessario per meglio descrivere questi fenomeni. In questo lavoro, l’attenzione è ri-
volta all’instabilità di pannelli irrigiditi. Chiaramente, la transizione di scala deve essere
considerata nella formulazione del gradiente della risposta, da fornire all’algoritmo deter-
ministico per la ricerca della soluzione.
Il secondo aspetto riguarda il requisito del blending. Si tratta di un problema inerente
la corretta giunzione dei laminati di diverso spessore. Si richiede che tutte gli strati del
laminato più sottile debbano essere contenuti nella sequenza di laminazione del laminato
più spesso, senza intersezione delle stesse. Inoltre, il blending rende possibili variazioni
di spessore all’interno della struttura. Per la sua importanza, il blending è un requisito
di manifattura che deve essere considerato sin dalle fasi preliminari di progettazione. In
questo lavoro si affronta anche lo sviluppo di una strategia generale per il recupero delle
sequenze di laminazione che soddisfino il requisito di blending, in modo da fornire, alla
fine, una soluzione ottimale che possa essere effettivamente realizzata. Vengono presen-
tati due possibili approcci: uno puramente numerico e uno combinatorio, basato sulla
conoscenza di una particolare classe di laminati (le sequenze quasi-triviali).
Una volta formalizzati ed inseriti in un quadro di ottimizzazione, l’approccio multi-scala

xii
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per l’ottimizzazione deterministica, il requisito di blending e l’approccio numerico per il
recupero delle stack vengono impiegati per il design ottimale di una struttura aeronautica
innovativa e complessa: il cassone alare del PrandtlPlane sviluppato nel progetto PARSI-
FAL. I risultati ottenuti sono incoraggianti.
Oltre a questi aspetti, la Tesi presenta anche due approfondimenti il cui spunto proviene
da problemi incontrati nella ricerca. Gli approfondimenti riguardano la non-convessità
del dominio dei laminati e un approccio per una scelta razionale della modellazione di
piastre irrigidite. Entrambi presentano risultati originali e inaspettati.

Keywords
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CHAPTER 1

Introduction

Strong teeth and good digestion too -
this I wish thee!
And once my book’s agreed with you,
then surely you’ll agree with me!

Friedrich Nietzsche, Die fröhliche
Wissenschaft. (Eng. Transl.)

1.1 The PARSIFAL Project and the Thesis Context

According to researches conducted in the last years by the European Commission (Euro-
pean Commission, 2011) and by industry and academia (EREA, 2012; ACARE, 2017),
the Air Transport System will deal with three main challenges in next decades:

1. the increase of air traffic demand improving flight safety;

2. the reduction of noxious emissions and noise (both intended per passenger-
kilometres);

3. making travellers within Europe able to complete their journey within 4 hours (door-
to-door).

Among the possible ways to reach these goals, novel aircraft configurations, conceived to
have a higher aerodynamic efficiency, i.e. lift-to-drag ratio, have been proposed. Some
of the candidate configurations for future aviation are those shown in Figure 1.1: the
Blended Wing Body (BWB), the Truss Braced Wings (TBW) and the Box-Wing. An ex-
haustive literature review on the BWB is available in (Okonkwo & Smith, 2016), whilst
an akin counterpart for the joined-wing concepts (TBW, Box-Wing, etc.) is available in

3
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(Cavallaro & Demasi, 2016), together with challenges and perspectives.
The main advantage of the BWB is the reduction of the wetted surface and of the pressure
drag due to the junction between fuselage and wing in "tube-and-wing" configurations.
The second and the third concepts attempt at reducing the induced drag, the TBW by in-
creasing the aspect ratio of the wing, the Box-Wing by a theoretical aerodynamic result,
discussed in the following, without increasing the wingspan.

Figure 1.1: Possible architectures for the civil transport aircraft of the future: Blended Wing Body
(BWB), Truss Braced Wings (TBW) and PrandtlPlane (PrP) concepts

The Box-Wing concept has been studied since early 1990s at University of Pisa, where
the attention has been focused on the possible applications in aviation of the so-called
Best Wing System (BWS) concept, due to Ludwig Prandtl. In (Prandtl, 1918, 1924),
the German scientist claimed the existence, for fixed wingspan and generated lift, of a
lifting system which minimises the induced drag, with a proper lift distribution, among
all the others lifting systems. According to Prandtl study, this optimal configuration is a
box-wing one. Many years later, in (Frediani et al., 1999; Frediani & Montanari, 2009),
a closed-form-solution of the optimal lift distribution has been derived, in the class of
elliptic-plus-constant lift circulations. Starting from that point, studies have been focused
on the application, into aeronautical engineering, of the BWS. The aircraft architecture
based on the BWS has been consequently called PrandtlPlane (PrP), in Prandtl’s honour.
Although the induced drag minimisation is the most direct advantage of the PrP concept,
other interesting benefits have been found in subsequent studies, for different aircraft cat-
egories. In fact, the PrP architecture has a smooth stall behaviour, and the post-stall is
characterised by only a partial reduction of manoeuvrability and controllability (Cipolla
et al., 2016). Furthermore, from Flight Mechanics point of view, pitch control can be
obtained by using counter-rotating elevators (on both front and rear wing), which can in-
troduce a pitching moment without perturbation to the total lift (Oliviero et al., 2016);
moreover, the pitch damping of the PrP is higher than in the case of a wing-tail con-
figuration, with benefits in terms of comfort and safety. In addition, as summarised in
(Frediani, Cipolla, & Rizzo, 2012; Cavallaro & Demasi, 2016), the PrP flexibility makes
it a suitable concept for aircraft of very different dimensions and purposes, such as Light
Sport Aircraft, ultra large airliners, freighter aircraft (Frediani et al., 2015) or cryoplanes
(Beccasio et al., 2012). The outperforming performance of the PrP in take-off and landing
manoeuvres has been recently investigated in (Bertini & Nuti, 2018; Bianchi, 2018; Abu
Salem et al., 2020).

This Thesis is framed within the PARSIFAL ("Prandtlplane ARchitecture for the Sus-

4
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tainable Improvement of Future AirpLanes") Project, funded by the European Union un-
der the Horizon 2020 program (Grant Agreement n. 723149) and coordinated by the
University of Pisa. Other partners of PARSIFAL Project are: TU Delft (The Nether-
lands), ONERA (France), ENSAM (France), DLR (Germany) and SkyBox Engineering
(Italy). The main objective of PARSIFAL Project is to demonstrate that the application of
the PrP configuration to aircraft with a wingspan limited to 36 m, such as Airbus A320 or
Boeing B737, can increase the number of transported passenger from about 200 to more
than 300, keeping the aircraft dimensions compatible with current airport infrastructures
typical of point-to-point air traffic. In this way, the higher lift-to-drag ratio of the PrP is
exploited for increasing the payload capabilities and for reducing the fuel consumption
per passenger. Benefits are addressed to airlines, which can have higher profit margins,
to airport management companies, which can increase the number of travellers without
changing the airside infrastructures, and to travellers, which can reasonably have access
to lower fares (Jemitola & Fielding, 2012).

Figure 1.2: Artistic view of the PrandtlPlane object of study in the PARSIFAL project

The PARSIFAL Project is a multidisciplinary one. In three years of project, investiga-
tions have been performed on Aerodynamics, Flight Mechanics, Structures, Propulsion,
Noise and Environmental impact, Economical impact of the PrP into the market, Logis-
tics and ground operations.
This Thesis deals with structural topics, as specified in the following. In the PARSIFAL
Project, the Work Package 5, coordinated by ENSAM and held in collaboration with Uni-
versity of Pisa and DLR, was devoted to the structural analyses and optimisation of the
configuration. In particular, the University of Pisa determined the first conceptual and
preliminary design (Milestone 1), compliant with Top Level Aircraft Requirements, to be
used by other partners for further multidisciplinary investigations (Frediani et al., 2017;
Abu Salem et al., 2018; Frediani et al., 2019; Picchi Scardaoni et al., 2019a; Cipolla
et al., 2020); ENSAM performed the optimisation of the Milestone 1 in the metallic and

5
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composite cases (Izzi, Montemurro, Catapano, Fanteria, et al., 2020; Izzi, Montemurro,
Catapano, & Pailhès, 2020; Picchi Scardaoni et al., 2020); DLR performed sensitivity
analyses on the joint regions between fuselage and lifting system. Aeroelastic analyses
have been performed externally by Carlos III University of Madrid.

Indeed, the PrandtlPlane structure, shown in Figure 1.2, represents a challenging one
to design, since the conceptual and preliminary design phases. The mutual structural in-
fluences between wing and fuselage make Finite Element (FE) modelling anything but
a trivial task; the geometry of the aircraft that evolves in the 3D space makes the Finite
Element modelling complicated; the large numbers of variables that should be taken into
account for a proper design (note that the design of the PARSIFAL wing is approximately
the design of three conventional wings at once) makes the design problem formulation
not easy, since a trade-off between the number of variables (directly related to quality of
the solution) and the computational costs must be found.

Concerning the structural design of the PrP object of study in the PARSIFAL Project,
the following main activities have been carried out in the Work Package 5:

(a) the conceptual design of the fuselage, conceived to fulfil the Top Level Aircraft Re-
quirements, with a detailed study concerning the landing gear and the landing and
take-off manoeuvres simulations (Ph. D. Thesis of K. Abu Salem, Ph. D. activities of
the candidate, MSc Theses of A. Nuti & F. Bertini, M. Bianchi);

(b) the preliminary structural sizing using low-fidelity models and Finite Element Meth-
ods (FEMs) (MSc Theses of A. Felice, of the candidate, of M. Sansone, of I. L.
Navarro, Ph. D. activities of the candidate);

(c) the optimisation of the PARSIFAL structures adopting traditional metallic and more
advanced composite solutions (Ph. D. activities of M. I. Izzi and of the candidate,
post-doctoral fellowship activities of E. Panettieri);

(d) detailed optimisation of fuselage structure adopting traditional metallic and more ad-
vanced composite solutions, including variable stiffness composites (Ph. D. Thesis of
M. I. Izzi);

(e) detailed optimisation of wing structure adopting traditional metallic and more ad-
vanced composite solutions (Ph.D. Thesis of the candidate);

(f) experimental validation of the numerical optimisation strategy on simple composite
structures and on composite stiffened panels (Ph. D. Thesis of M. I. Izzi, post-doctoral
fellowship activities of E. Panettieri);

(g) aeroelastic analyses of the optimised metallic PrP model (Prof. R. Cavallaro team and
Ph. D. activities of R. Bombardieri).

Although the candidate’s contributes in points (a) and (b) (Picchi Scardaoni et al., 2017;
Picchi Scardaoni et al., 2019a; Picchi Scardaoni & Frediani, 2019a; Picchi Scardaoni &
Frediani, 2019b), to define a reference configuration for deeper investigations, and in point

6
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(c) (Picchi Scardaoni et al., 2019b; Picchi Scardaoni et al., 2020), this Thesis focuses on
point (e), in particular on the constant stiffness composite solution of the PARSIFAL PrP
wing.

Composite materials allow for the tailoring of material properties, with several po-
tential benefits. Indeed, in aerospace structures design, the most relevant is lightness. It
is well-known that today’s aircraft manufacturers exploit composite solutions for the pri-
mary structures of actual aircraft, as shown in Figure 1.3 for the Boeing 787 case, where
up to the 50% of the structure is made from composites.

In the recent years, many works have focused on design aspects of composite struc-
tures, especially multilayered ones. Hereafter, a (multilayered) laminate (or panel) is
a thin structural component, made of variously-oriented stacked layers (i.e. the plies),
whereby thickness and elastic properties are constant. Multilayered composite structures
are clearly the assembly of different (in thickness and elastic properties) panels.
However, an efficient use of composites to build large optimised structures remains one of
the main challenges of today aircraft industry (Bordogna et al., 2020). In fact, if compared

Figure 1.3: Boeing 787 material composition from Hale (2006)

to isotropic light-alloy structures, the design of composite laminates introduces a higher
level of complexity due to the increased number of design variables, the mathematical
formulation of anisotropy, the heterogeneity of the material, as well as manufacturing and
feasibility constraints formulation and modelling. All of these aspects shall be considered
since the preliminary design phase.

In general, it is of paramount importance to integrate the most of the requirements
since the preliminary design phases. For the case of composite structures, in particular,
it is fundamental to include constraints related to the technological and manufacturing
process. Among them, of particular importance is the so-called blending (or ply-drop)
constraint. Blending requirement deals with the continuity of ply orientation angles be-
tween a pair of adjacent laminates having different thickness. In plain language, given a
pair of adjacent laminates, blending is the requirement about the inclusion of the orien-

7
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tation angles of the thinner laminate into the thicker laminate ones. If the requirement is
satisfied, the laminates are said blended. An example of two blended laminates is shown
in Figure 1.4. The desired continuity is essential for the correct junction of panels having

Figure 1.4: Two blended laminates (different colours mean different orientations).

different thickness. From another perspective, blending is necessary to allow thickness
variations and modulations on a structure, as for the tapered thickness of a wing. It ap-
pears then essential to include blending since the earliest design phases for the manufac-
turability and for the likelihood of the final solution. Moreover, the blending integration
within the design problem should provide, at the end of the design process, the explicit
expression of the blended (which basically means manufacturable) stacking sequences
(SSs), i.e. the ordered sequence of oriented layers for each panel of the structure.

When designing thin-walled structures, criteria of different nature shall be included in
the problem formulation. For instance: the mass of the structure (to be minimised), re-
quirements about stiffness (expressed, for example, as maximum allowable displacements
or rotations in some critical points of the structure), requirements about the mechanical
strength of the material, requirements about buckling failure. In addition, the structural
responses can be critic at different scales. In fact, a critical phenomenon can appear at the
structure global level or only at the macro-component local level. In the case of compos-
ite structures, the responses can be critic at the macroscopic scale (panel level) or at the
mesoscopic scale (ply-level). For the sake of completeness, further critical phenomena
may also appear at the microscopic scale (constitutive phases). However, they are not
the topic of this Thesis and will be disregarded in the following. As a consequence, a
proper multi-scale approach shall be adopted, in order to implement these considerations
within the design process of the structure, without prohibitive computational costs. Thus,
a global-local approach to better investigate proper subregions of the main structure is
worthy to be considered and integrated (see also the Ph. D. Thesis of M. I. Izzi).

Since, choosing composites, the elastic properties of the material can be tailored, the
number of design variables rapidly increases. In this context, meta-heuristic algorithms
do not perform efficiently. In fact, for large scale problems, meta-heuristics require a
consistent number of evaluations to reach the final solution. This is computational expen-
sive if one considers the typical slow convergence rate of such algorithms (Ghiasi et al.,
2009). Conversely, generally speaking, deterministic algorithms have a fast convergence
rate (Ghiasi et al., 2009). The resort to deterministic optimisation algorithms, on the one
hand mitigates the issues of the number of variables and of the computational cost; on the
other hand, the user should provide the analytic expressions of the gradients of objective
function and constraints. In particular, the task of considering the scale transition of the
global-local approach in the expression of the gradients is anything but trivial.
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1.2 Thesis Objectives and Original Contributions

The present Thesis mainly attempts at formalising two important aspects to be taken into
account for a more profitable deterministic optimisation of multilayered constant-stiffness
thin-walled structures. Those aspects are:

1. a multi-scale global-local approach to properly describe the structural responses of
phenomena appearing at different scales. This approach should be suitable for de-
terministic optimisation. Although in this Thesis it will be developed for the assess-
ment of buckling responses, it can be extended to requirements of different nature;

2. a complete multi-scale blending processing, ensuring blended and manufacturable
stacking sequences matching, at the same time, the optimal elastic properties.

Due to the multi-scale focus of the investigation, once formalised, the Thesis find-
ings can be implemented in a multi-scale optimisation framework, as those that will be
presented in Chapter 2. In this Thesis, the Multi-Scale Two-Level Optimisation Strategy
(MS2LOS), appeared for the first time in (Montemurro et al., 2012b), will be chosen as
the preferred framework. Nevertheless, with possibly minor modifications, the proposed
findings are substantially valid also for other optimisation frameworks. It is notewor-
thy that, whichever optimisation framework is chosen to implement the Thesis findings,
an enhanced and more complete methodology for the optimal design of composite thin-
walled structures results defined. To show the effectiveness of the Thesis’ results, several
benchmarks, taken from the literature, are proposed. Finally, the composite wing design
of the PARSIFAL Project PrP is employed to prove the effectiveness of the enhanced
methodology also in dealing with complex real-world structures.

Generally speaking, the interest in a more complete methodology can have important
practical and industrial interest. In fact, an enhanced reliability of the final solution since
the preliminary design phases can be possible, and the explicit expression of blended SSs
of laminates composing the structure at hand can be provided. In so doing, the structure
could be theoretically manufactured at the end of the design process.

In this context, an answer to the following main research questions (RQs) is provided
throughout this Thesis:

RQ1 How to formulate a rigorous global-local approach for the deterministic optimisa-
tion framework?
Indeed, when a deterministic algorithm is employed for the solution search of a
multi-scale formulation of the optimisation problem, the effect of the scale transi-
tion must be taken into account in the formulation of the structural responses gra-
dients. In so doing, the optimisation algorithm "sees" coherency between responses
and their gradients, allowing a correct convergence towards a local (or global, de-
pending on the nature of the problem at hand) feasible minimiser. In This thesis, the
attention is paid to the global-local buckling requirement.

9
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RQ2 How to formulate blending requirements to be used within the structural optimisa-
tion process? How to recover blended stacking sequences for a complex structure?
As introduced, the continuity of ply orientations between adjacent panels of dif-
ferent thickness must be considered from the preliminary design phases. Indeed, a
blended structure is a manufacturable one. If the explicit expression of blended SSs
is not provided, the optimisation results assume only a theoretical meaning, since
it remains undefined how to effectively manufacture the structure. It will be clear
in the core of the Thesis that the proposed formalisation of the blending strategy,
spendable in multi-scale multi-level frameworks, has a double nature. In fact, at
first, blending requirement is an optimisation constraint. At a later stage, it is a nu-
merical strategy to determine blended orientations for the panels of the structure at
hand, matching the previously-determined optimal elastic properties.
It will also presented an alternative approach, based on the knowledge of a particular
class of stacking sequences. This alternative approach for the stack recovery phase
will be compared to the numerical approach, the latter being the "official" approach
of the Thesis.

RQ3 Is it possible to formulate the structural optimisation problem, within in the deter-
ministic optimisation framework, by integrating, among others, blending manufac-
turing requirements and a global-local approach?
By putting together RQ1 and RQ2, RQ3 regards the joint applicability of such de-
veloped elements in a complete optimisation framework. Moreover, a profitable use
of the resulting enhanced methodology for complex real applications is sought. It
is not a priori guaranteed that the high non-linearities, viz. the scale transition and
blending constraints, introduced in the design problem can make the deterministic
optimisation algorithm to converge towards an optimal feasible solution.

Besides these research questions, other theoretical aspects, linked to research ques-
tions RQ1-RQ3, have been worthy deepening. In particular:

RQ4 Is the feasible domain of laminates convex?
Is quasi-triviality a necessary and sufficient condition for membrane/bending un-
coupling and/or homogeneity?
At the end of the numerical benchmark focusing on blending, some sources of error
will be discussed. Among them, the fact that the sharpest expression of the fea-
sible domain of laminate is not known at the present time. This evidence affects
the well-posedness of the search of SSs matching some desired properties (and the
design problem, in general). A preliminary question about the general problem of
the determination of the feasible domain of laminates is then related to its shape,
whether it has some nice topological properties. A second question is motivated
by the fact that the interest is not on all the laminates, but only on those having
some good mechanical properties (namely membrane/bending uncoupling, homo-
geneity, orthotropy). Are there any necessary and sufficient conditions to achieve
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these properties and, hence, to characterise the subset of such laminates?

RQ5 Which approach to model stiffened plates is closer to the actual linearised 3D elas-
ticity equilibrium problem? Or, which approach to model stiffened plates is justified
by the asymptotic limit behaviour of the actual linearised 3D elasticity equilibrium
problem?
The stiffened plate is a structural pattern widely used in thin-walled structures, a
fortiori ratione aeronautic ones, but how to model it? This question arose when cre-
ating the FEM for the design of the PARSIFAL PrP wing. Indeed, there are several
modelling choices, due to the variety of models available for plates, shells, beams
and trusses. In the literature, there is not an unified approach, and the choice of a
particular solution seems driven by computational cost considerations only. This in-
vestigation tries to clarify, in a rigorous manner, which linear reduced-order models
of stiffened plates (e.g. plate and beam, plate and rod, etc.) are asymptotically rep-
resentative of the "real" 3D elastic equilibrium problem. The results show that only
some plate-and-beam model can be justified by a variational energetic approach,
whilst others do not have an energetic justification. Results are then used in the FE
modelling of the PARSIFAL PrP wing.

1.3 Thesis Structure

This Thesis is outlined as follows.
Chapter 2 presents a state of the art on the main topics touched by the Thesis.
Part II presents a brief collection of the most important theoretical results that will be

largely used throughout the Thesis, so to present a self-contained exposition. This Part
can be partially or completely skipped by the reader. Chapter 3 resumes the fundamentals
of theoretical and numerical Optimisation; Chapter 4 summarises the characterisation of
the plane anisotropy of laminates through the polar formalism, with a particular focus on
higher-order transversal shear theories; Chapter 5 outlines the most important concepts
of non-linear and linearised elasticity, with a particular focus on the variational structure
of the elastic equilibrium problem and on a particular variational convergence called Γ-
convergence. This latter Chapter is preliminary in view of the exposition of Chapter 10
for answering the research question RQ5.

Part III is dedicated to the answers of research questions RQ1, RQ2, RQ3, together
with the numerical applications. Chapter 6 introduces the formalisation of the global-local
approach for the assessment of the buckling response, and of the blending processing for
the deterministic optimisation framework. An alternative approach to the stacking se-
quence recovery phase, based on a particular class of laminates, is also presented in the
Chapter. Chapter 7 presents the MS2LOS, enhanced with the implementation of the find-
ings exposed in Chapter 6. Successively, some numerical benchmarks, to demonstrate
the effectiveness of the Thesis’ findings formulations, are presented. The first one is a
simplified wing, taken from the literature, to demonstrate the effectiveness of the global-
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local approach formulation within the deterministic optimisation framework. The second
benchmark is dedicated to prove the effectiveness of the proposed stacking sequence re-
covery approach, with a focus on blending handling, through the study of a simplified
structure, taken from the literature. The third benchmark compares the official numerical
approach and the alternative one for the stacking sequence recovery phase. Chapter 8
presents the results of the application of the MS2LOS, including the Thesis’ results, to
the PARSIFAL PrP wing design.

To avoid any interruption of the main flow of the Thesis, new theoretical findings
(research questions RQ4, RQ5) will be exposed in Part IV. In particular, Chapter 9 an-
swers research question RQ4 and addresses the problem of the convexity of the feasible
domain of laminates, presenting unexpected results. The same Chapter also addresses
the problem of necessary and sufficient conditions to obtain uncoupled and/or homoge-
neous laminates. Chapter 10 answers research question RQ5 and addresses the problem
of retrieving homogenised models of stiffened panels starting from the 3D equilibrium
problem.

Finally, Part V concludes the Thesis with some meaningful comments and future de-
velopments in Chapter 11.

To guide the reader in the reading, a possible way to read the Thesis is depicted in
Figure 1.5.

Chapter 2: Literature Review

Chapter 1: The PARSIFAL Project 
and the Thesis Context

I - Preamble

Chapter 3:Fundamentals 
of Optimisation Methods

and Algorithms

Chapter 4: Fundamentals 
of Polar Method and 

Composite Laminates 
Mechanics

Chapter 5: Fundamentals 
of Elasticity and 

Variational Methods

II - Theoretical background

Chapter 6: On Buckling and Blending

Chapter 7: The Enhanced Deterministic 
GL-MS2LOS and Case Studies

Chapter 8: The Multiscale Optimal Design 
of Composite PARSIFAL Wingbox 

III - Improving the Optimal Design 
of Composite Structures

Chapter 9: Two aspects linked 
to the laminates feasible region 

determination

Chapter 10: Linear models of 
stiffened plates via 

Gamma-convergence

IV - New theoretical findings

Chapter 11: Conclusions and Perspectives 

V - Epilogue

Figure 1.5: A possible way to read this Thesis
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CHAPTER2

Literature Review

This Chapter provides the state of the art on the main topics touched by the Thesis, viz.
research questions RQ1, RQ2, RQ3.
Firstly, a summary of multi-scale methods for the design of anisotropic laminates is pre-
sented in Section 2.1, with a focus on global-local approaches. Secondly, the state of
the art on manufacturing constraints integration within composite laminates optimisation
frameworks is discussed in Section 2.2, with a particular attention to blending. Succes-
sively, the state of the art on the structural studies of the PrandtlPlane configuration is pre-
sented in Section 2.3, together with a survey on the multi-scale methods used in the design
of aircraft wings. Finally, some meaningful conclusions are discussed in Section 2.4.

2.1 Optimisation Methodologies for Anisotropic Struc-
tures

2.1.1 Generalities

Last decades have seen an increasing interest in the study and in the use of composite
materials, especially for aeronautical structures. Composite materials allow for a greater
freedom in the design process when compared to traditional metal alloys. In fact, the
material itself can be tailored according to the requirements of the problem at hand. Fur-
thermore, high specific stiffness and specific strength make composite materials appealing
for the aeronautical industry.

Despite these advantages, many difficulties arise since the initial design phases. Issues
are mainly related to the mathematical description of anisotropy, as well as to the scale
separation between the most important physical responses to be integrated into the design
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process. Three scales are usually identified: the macroscopic scale (at laminate scale), the
mesoscopic scale (at ply-level) and the microscopic scale (at constitutive phases scale),
which are conceptually depicted in Figure 2.1. Indeed, the three scales are strictly con-

Figure 2.1: Different scales of a composite laminate

nected. In fact, the macroscale behaviour of an anisotropic laminate can be described by
the laminate stiffness properties, which are affected by the mesoscopic properties: the
laminate’ SS (the sequence of orientation of the stacked layers) and the material proper-
ties of the layer(s). In turn, the macroscale anisotropy is, de facto, a direct consequence of
the heterogeneity of the layers at the microscopic scale, i.e., roughly speaking, the embed-
ding of fibres into a resin matrix. It is then clear that the design of a composite laminate is
intrinsically a multi-scale task, due to the mutual influence of the three scales. As a con-
sequence, the most general formulation of the design problem of a composite laminate
should include all of the three scales. What it is conventionally done in the literature is to
disregard the microscopic scale in the preliminary design process, thus considering only
the mesoscopic and the macroscopic scales. It is done because, basically, phenomena act-
ing at the microscopic scale (debonding, interface phenomena between fibres and matrix,
fatigue, etc.) can be at first neglected. Moreover, these phenomena strongly depend on the
final geometry of the structure, which is not yet known in the preliminary design stages.
Naturally, deeper investigations must follow in the subsequent design phases. As already
pointed out, in the reminder of the Thesis, the microscopic scale will not be considered in
the design process.

What is, then, the task of the designer? The designer’s task is to tailor the stiffness and
strength properties of the laminates to achieve the desired final properties of the structure.
Traditionally, to each stacked layer within the laminate is assigned a constant fibre ori-
entation angle, thus leading to a constant stiffness laminate. Even though the existence
of variable stiffness composites, this Thesis is focused on constant stiffness laminates:
elastic properties are constant within a single laminate but generally vary from laminate
to laminate.

The industrial interest toward composite laminates is still predominantly restricted
to conventional laminates, viz. laminates having orientation angles 0, ±45, 90 degrees
and symmetric and balanced SSs. The choice of such SSs has been motivated by the
limited manufacturing technology at the time. With the recent introduction of new tech-
nologies such as the Automated Fibre Placement, fibres can be disposed in any direction.
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As a result, interest in non-conventional laminates has been growing up in the last years
(Vannucci & Verchery, 2002, 2010; Montemurro et al., 2012a; Vannucci et al., 2012;
Montemurro et al., 2018), because laminate design can effectively exploit the benefits of
these innovative technologies. Non-conventional laminates provides the largest design
space to the designer, thus promising better final results. This could be a blessing and
a curse for the designer, where the maximum achievable performance can be attained at
the expense of an increased complexity of the design problem (Albazzan et al., 2019). A
particular class of unconventional SSs is represented by the so-called quasi-trivial (QT)
SSs (Vannucci & Verchery, 2001a; Vannucci, 2017; Garulli et al., 2018), which are exact
solution for uncoupled (membrane and bending properties are not coupled) and/or homo-
geneous laminates (membrane and bending tensors have the same group of symmetry, for
further details see Section 4.3). It is noteworthy that, for such SSs, these properties are
independent from the particular orientation angle values. QT laminates constitute a by
far larger set than the classic symmetric SSs set, as pointed out in (Vannucci & Verchery,
2001a; Garulli et al., 2018). Unfortunately, quasi-triviality is not, in general, a necessary
and sufficient condition to achieve uncoupled and/or homogeneous laminates, as will be
discussed in Section 9.2. It is noteworthy that, recently, an experimental validation of the
effectiveness of the QT SSs has been presented in (Montemurro et al., 2019).

2.1.2 Direct Sti�ness Modelling

The search of the optimal stiffness distribution for a multilayered composite structure,
fulfilling the constraints of the problem at hand, is usually done acting directly on the
stiffness matrix of the laminates. The components of the stiffness tensor are used as de-
sign drivers. However, these drivers are not independent and cannot assume arbitrarily
any value. As a result, some intermediate variables for the description of the anisotropy
are practically used to define univocally the laminate elastic properties. The most com-
mon optimisation approaches available in the literature make use of the well-known Lam-
ination parameters (LPs) coupled with the parameters of Tsai and Pagano, see (Tsai &
Pagano, 1968; Tsai & Hahn, 1980; Jones, 2018). These parameters unquestionably pro-
vide a compact representation of the stiffness tensors of the laminate. Nevertheless, they
are not all tensor invariants, as discussed in (Tsai & Hahn, 1980). Both LPs and Tsai
and Pagano parameters are easier to understand than PPs, in the sense that the formers
are moment-weighted average of trigonometric functions of ply orientations. Moreover,
they are closely related to the so-called engineering constants, such as Young modulus,
Poisson’s ratio, etc. However, LPs are not immediately related to the elastic symmetries
of the laminate stiffness tensor, as PPs are. This is quite an important aspect. In fact, if
a particular elastic symmetry (e.g. orthotropy) is easier to impose to the design problem,
the feasible design region (in this example, the region of orthotropic laminates) assumes
"nicer" shape in the PPs space. In so doing, the optimisation problem formulation would
enjoy a smoother design search phase, possibly leading to better solutions. A sound al-
ternative for describing the anisotropic behaviour of composite materials and structures is
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represented by the polar formalism introduced by Verchery (1979, 1982). Thanks to the
polar formalism, it is possible to represent any plane tensor by means of tensor invariants,
referred as Polar parameters (PPs), which are related to the symmetries of the tensor. In
particular, for a fourth-order elasticity-like plane tensor (i.e. a tensor having both major
and minor symmetries), all possible elastic symmetries can be easily expressed in terms
of conditions on the tensor PPs. Moreover, the polar formalism offers a frame-invariant
description of any plane tensor, see (Verchery, 1982). Recently, the Polar Method has
been generalised to the case of higher-order equivalent single layer theories such as First-
and Third- Order Shear Deformation Theory (FSDT and TSDT) in (Montemurro, 2015a,
2015b, 2015c). Since the polar formalism is valid for any second order and fourth order
plane elasticity-like tensor, the polar formalism has been extended to the analysis of the
strength of a laminate (Catapano et al., 2012, 2014), and it has turned out that stiffness
and strength PPs are not independent (Catapano & Montemurro, 2018).

A significant advantage of using the direct stiffness modelling approach is the decrease
of the number of design variables. Moreover, they are independent from the number of
layers of the laminate. For a generic anisotropic laminate, twelve independent parameters
are needed to completely characterise its stiffness tensor

Nevertheless, the direct stiffness modelling approach alone is not sufficient for a com-
plete design of a composite structure. In fact, even when the theoretical optimal stiffness
distribution is achieved (via a proper numerical optimisation technique), the designer ig-
nores how to built the structure having such optimal properties. In plane language, the
knowledge of the optimal stiffness distribution only is not exploitable for any practical
purpose. This leads directly to a more refined approach, structured as a multi-scale and
multi-level strategy.

In the following, if not specified, it will be tacitly assumed the adoption of the direct
stiffness modelling approach.

2.1.3 The Multi-scale Multi-level Composite Laminates Optimisa-
tion

In the last years, multi-scale design approaches have attracted the interest of the scientific
community (Ghiasi et al., 2009; Ghiasi et al., 2010; Albazzan et al., 2019). Due to the
complexity of the laminate design, a multi-level optimisation approach is demanded to
efficiently achieve the optimal solution.

The leading idea is splitting the primitive structural problem into many sub-problems,
each one focusing on a different phenomenological scale, as schematically shown in Fig-
ure 2.2. Composite materials design is a natural environment for this type of approaches.
Conventionally, as already pointed out, three scales are generally distinguished:

• the macroscopic scale describing the overall behaviour of the composite;

• the mesoscopic scale describing phenomena at the ply level;
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Figure 2.2: Schematic overview of the multi-scale multi-level optimisation

• the microscopic scale describing the interface and interaction between fibres and
matrix.

Usually, the microscopic scale is not considered in the preliminary design phase. Struc-
tural design drivers such as stiffness, strength, manufacturability, buckling, etc. can be
considered in the first-level problem (FLP) (laminate stiffness optimisation), after a proper
formulation in terms of design variables. The direct stiffness modelling approach for-
malism is used in this phase. After the optimal stiffness distribution is obtained, the
second-level problem (SLP) (stacking sequence recovery) aims at retrieving at least one
SS matching the optimal elastic properties (target properties to be matched) determined
at the end of the FLP. This step usually suffers from theoretical performance loss when
additional design guidelines and manufacturing constraints are applied to the recovery
process. For instance, the design best-practice guidelines resumed in (Irisarri et al., 2014),
which act at the mesoscale ply level, can be imposed easily in the SLP, whilst it is difficult,
even impossible, to consider them also in the FLP. However, if non-conventional SSs are
adopted, those guidelines are questionable or odd.

Many works are present in literature based on multi-scale bi-level approaches. Based
on the LPs for describing the macroscopic response of the laminate, some interesting
works can be found in (Soremekun et al., 2002; Adams et al., 2004; Seresta et al., 2007;
Herencia et al., 2008; Ijsselmuiden et al., 2009; S. Liu et al., 2012; Irisarri et al., 2014;
Macquart et al., 2016). The design problem is split into a continuous optimisation prob-
lem followed by a discrete optimisation one. In the first step, LPs and thickness of lam-
inates are the design variables, which may vary with continuity. In (B. Liu et al., 2000;
D. Liu et al., 2011) a continuous optimisation is used to achieve the minimal mass of
the structure. In this approach, only predefined orientation angles values are considered.
Design variables are the (continuous) number of plies associated to predefined orienta-
tions. Eventually, a second step, based on a permutation GA, allows retrieving the final
SS. What is in common with these approaches is the lack of generality of the problem
formulation. In fact, predefined SSs or restrictive hypotheses on the SSs are imposed a
priori, so to deal with conventional SSs. As a consequence, the design space is arbitrarily
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reduced, and the final solution is just sub-optimal.
In the framework of the PPs, a multi-scale two-level optimisation strategy (MS2LOS)

for composite structures design has been introduced in (Montemurro et al., 2012a; Monte-
murro et al., 2012b, 2012c) and later extended to the case of variable stiffness composites
in (Montemurro & Catapano, 2016, 2017, 2019; Montemurro et al., 2019). The MS2LOS
has been successfully used in several works, such as Montemurro et al. (2013), Catapano
and Montemurro (2014a, 2014b), Montemurro et al. (2016), Montemurro et al. (2018),
The aim of the MS2LOS is to provide optimised solutions for composite structure design
problems disregarding simplifying hypotheses on the SS nature, which extremely shrink
the solution domain. In the MS2LOS, only macroscopic and mesoscopic scales are in-
volved into the design process, in two different, though correlated, steps. The former
step focuses on the macroscopic scale of the laminate and aims at optimising the stiffness
distribution to satisfy the requirements of the problem at hand. The latter step focuses
on the laminate mesoscopic scale (i.e. the ply-level) and aims at recovering an explicit
manufacturable SS (for each laminate composing the structure).

2.1.4 The Choice of Algorithms

Due to the discrete variables involved in the definition of a composite laminate (e.g. the
number of plies, the orientation angle of each lamina, etc.), the common choice is to use
genetic algorithms (GAs) or other meta-heuristics to perform the solution search during
the FLP (Soremekun et al., 2002; Adams et al., 2004; Seresta et al., 2007; Montemurro
et al., 2012a; Vannucci, 2012b). Nevertheless, an optimisation based exclusively on meta-
heuristics may not suitable for design problems with a large number of variables. Albeit
a deterministic approach is more suited, the price to pay is to transform discrete variables
into continuous ones (to be rounded at the end of the procedure) and to possibly accept
local optimal solutions instead of the global one. The best choice would be to couple
meta-heuristic algorithms with deterministic ones, in order to have the best performance
in terms of solution efficacy. In fact, the hybrid algorithms would couple the exploration,
typical of meta-heuristics, with local search, typical of deterministic algorithms.

Problems with large number of variables are typical of Topology Optimisation (TO),
see for instance the works by Bendsøe and Sigmund (2004), Costa et al. (2017, 2019),
Costa, Montemurro, Pailhès, and Perry (2019). The common approach is to use determin-
istic algorithms together with the analytic expressions of gradients of objective function
and constraints, in order to reduce the computational cost. Of course, a similar approach
can be used for the multi-scale design of composite structures, by paying a particular
attention to the strong non-convexity of the resulting optimisation problem. In the last
thirty years, some efforts have been done to employ deterministic optimisation methods
for the multi-scale design of composites by considering different physical responses, like
compliance, buckling, strength, etc. The first attempts dealing with the integration of a
requirement on the first buckling factor of the structure can be found in the works by Ro-
drigues et al. (1995) and by Neves et al. (1995), where authors use the adjoint method to
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derive, with a variational approach, the analytic expression of the buckling factor gradient.
Setoodeh et al. (2009) introduced the decomposition of the stress-stiffness matrix of a sin-
gle element as a linear combination of in-plane forces per unit length and some matrices
depending only on the geometry of the element. However, they do not provide the expres-
sions of these matrices, and they do not consider the contributions due to out-of-plane
shear stresses. In the article by Ijsselmuiden et al. (2009), authors deal with blending
and buckling in a gradient-based optimisation framework. However, buckling is formu-
lated via an empirical (approximated) formula. The same authors, in (Ijsselmuiden et al.,
2010), use the approach of Setoodeh et al. (2009) for the buckling load maximisation of
variable stiffness laminates. Thomsen et al. (2018) derive the buckling gradient for TO
problems in the framework of the Solid Isotropic Material Penalisation (SIMP) approach.
Ferrari and Sigmund (2019) revisit the buckling constraint for TO and study the influ-
ence of common practices, such as inconsistent gradients, obtained by neglecting some
terms as done in the works by Ye et al. (2015), Munk et al. (2016). Finally, Townsend and
Kim (2019) propose a level-set topology optimisation for buckling of shell-like structures.
Surprisingly, in the aforementioned works, authors do not to include out-of-plane shear
stresses contribution in the assembly of the stress-stiffness matrix. Such a brief litera-
ture survey shows that deterministic optimisation algorithms are suitable for large scale
problems, involving constraints of different nature.

As stated before, in the SLP the design variables are orientation angles of the plies,
usually taking values in a discrete ranges (i.e. ]−90, 90]). Note that, at the end of the FLP,
the number of plies in the structure is known. Accordingly, the laminates are explicitly
modelled with discrete orientation angles, which are the design variables of the prob-
lems. It is well known that such an approach for the laminate design is highly non-linear,
non-convex, and usually suffers from ill-conditioned objective functions with many local
optima (Albazzan et al., 2019). Because of the non-convexity and the presence of several
local optima, meta-heuristic algorithms are used for the stack recovery of the SLP. GAs
are by far the most popular stochastic methods dealing with discrete angle orientations
(Ghiasi et al., 2009). An advantage of using GAs is that gradient information is not re-
quired, which is generally computationally expensive for complex structures. However,
many function evaluations are needed as the number of variables increases. Basically, all
of the aforementioned references make use of GAs for the SLP and, in some cases, also
for the FLP. For the SLP others algorithms have been used in the literature. For exam-
ple, Aymerich and Serra (2008) use an ant-colony optimisation (ACO) algorithm. They
find that the ACO algorithm provides comparable or superior results if compared to a
GA, suggesting that ACO can provide a rational framework for the development of robust
and efficient tools for laminates design. A similar approach is also presented in (Serra
& Venini, 2006; Wang et al., 2010; Sebaey et al., 2011; Koide et al., 2013), where ACO
algorithms are effectively used also in the FLP for simple benchmark structures.
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2.1.5 Global-local Modelling Strategies for Anisotropic Structures

A further issue in the design of composite structures is related to the mathematical model,
adopted at each pertinent scale, to assess the physical responses involved in the design
problem. In order to reduce the computational cost of the whole optimisation process,
in most of the studies mentioned beforehand, analytical (approximate) models are used
for the assessment of the response of the structure. Accordingly, the main limitations of
these approaches are the lack of accuracy and the limited applicability of such methods
that rely on simplifying hypotheses, especially in terms of applied boundary conditions
(BCs), which are non-representative of real operative conditions. For instance, laminates
of a complex structure are considered as simply supported plates for the buckling factor
determination. To go beyond these limitations, some authors proposed the use of en-
hanced semi-analytical formulations to assess local structural responses. For example, in
(Bisagni & Vescovini, 2015), the authors proposed an analytical formulation, based on
the Rayleigh-Ritz method, able to better describe the interaction between the skin and
the stringers due to buckling, but still neglecting the frames compliance and considering
the structure infinitely periodic. In other works, like (Irisarri et al., 2011; Vankan et al.,
2014), surrogate models built from results of FE analyses are employed, but the problem
of the representativeness of the BCs still persist and the phenomenon of mode switching
can lead to a further inaccuracy in the evaluation of the buckling response. Therefore,
the use of a proper FE modelling strategy, for both global and local scales phenomena
assessment, should be used in these situations. However, as pointed out by Venkataraman
and Haftka (2004), its integration in a multi-scale optimisation strategy could be difficult
when complex structures characterised by many design variables are considered.

To overcome the aforementioned issues, the dedicated global-local (GL) FE modelling
approach, already used in (Izzi, Montemurro, Catapano, Fanteria, et al., 2020; Izzi, Mon-
temurro, Catapano, & Pailhès, 2020; Panettieri et al., 2020; Picchi Scardaoni et al., 2020)
for the optimisation of composite structures using GAs, will be in this Thesis improved for
the deterministic optimisation. The resulting methodology is referred as GL-MS2LOS.
GL modelling strategies are quite commonly used in the structural analysis of the aero-
nautical structures (Ciampa et al., 2010; Q. Liu et al., 2016; Picchi Scardaoni et al., 2019b;
Izzi, Montemurro, Catapano, Fanteria, et al., 2020; Picchi Scardaoni et al., 2020). How-
ever, GL modelling strategies are rarely coupled to deterministic optimisation methods
due to the following issues:

1. the high computational costs;

2. the lack of pertinent criteria to identify the zones of interest (ZOIs) within the global
FE model (GFEM), i.e. the portions of the structures experiencing a certain struc-
tural criticality;

3. the lack of suitable modelling strategies to automatically build the local FE models
(LFEMs) by extracting pertinent information from the GFEM and by taking into
account variable (possibly discontinuous) geometry and mesh;
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4. the lack of a proper mathematical formulation to derive the gradient of the physical
responses resulting from LFEMs with respect to the design variables describing the
model at each pertinent scale (and the related coupling effect between GFEM and
LFEMs responses and their derivatives).

Such a GL approach is schematically depicted in Figure 2.3. From the GFEM, a por-
tion (the ZOI) is extracted. A refined LFEM of the same portion is created. BCs are
then imposed to the LFEM by interpolating the displacement field from the GFEM solu-
tion. The LFEM is then ready for the required FE analysis. This GL modelling strategy
is clearly based on the sub-modelling technique by Sun and Mao (1988), Mao and Sun
(1991), Whitcomb (1991). If a deterministic optimisation framework is chosen, the sub-
modelling effects must be considered in the derivation of constraints (and their gradients)
affected by the scale transition. It is anything but trivial, as it will be clearer, and it is
never proposed in the literature about composites design.

GFEM LFEM

boundary 
conditions

Figure 2.3: Conceptual scheme of GL approach

2.2 Design of Anisotropic Structures Including Manu-
facturing Constraints

2.2.1 Generalities

Manufacturing constraints are linked to limitations, due to different reasons, that must
be integrated into the design process to ensure the correct as well as robust manufactura-
bility of the structure. It is clear that manufacturability requirements deeply affect the
coherency and the integrity of the whole design process. In fact, a non-manufacturable
solution is vane, and without manufacturing constraints the solutions are only theoretical
optimal designs.

For a single laminate, design guidelines have been introduced to guarantee its robust-
ness (Bailie et al., 1997). These guidelines for composite materials are the result of a
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consistent amount of experience and help the designer to exploit the material strength
while alleviating its weaknesses (Albazzan et al., 2019). These guidelines include having
symmetric SSs (uncoupled laminates), balanced SSs (no stretching/shearing coupling),
a maximum number of consecutive plies of the same orientation, a minimum ply count
percentage, a maximum ply angle jump, a minimum ply angle jump, and ±45 degree
external layers (Bailie et al., 1997; Irisarri et al., 2014).

Nevertheless, it is difficult to formalise all these constraints, because the laminate
configuration is required but not available in the FLP if the direct stiffness modelling ap-
proach is adopted. As a general rule, if a constraint can be formalised, it will reduce
the discrepancies between the FLP solution and the SLP stacking sequence design. As a
consequence, negligible discrepancies would be observed at the conversion process if the
FLP already satisfies these constraints.

Additional continuity constraints must be used for variable thickness structures. In
fact, it can happen that specific laminates within a structure can experience ply drops. To
tailor the design of specific regions with ply drops, an optimisation approach must be used
while accounting for variable thickness and continuity constraints. Ensuring continuity
between orientation angles of adjacent laminates is referred to as blending of composite
laminates. An example of two blended laminates has been shown in Figure 1.4. Blending
constraints can be included in the stiffness optimisation step following the work con-
ducted by Macquart et al. (2016). The authors derived a set of blending constraints in
the LPs space to reduce the discrepancies between the FLP results and the stacking se-
quence recovery phase. Their results demonstrate that including blending constraints in
the problem formulation significantly increases the chance of retrieving optimal stacking
sequences that closely match the optimal LPs distribution.

2.2.2 Blending

The design of composite structures made by the union of laminates with different number
of plies needs the integration of a fundamental requirement of manufacturing/geometrical
nature since the preliminary design phase. This requirement is called blending, a term
originally introduced in (Kristinsdottir et al., 2001). Blending (or ply-drop) requirement
deals with the continuity of ply orientation angles between adjacent composite laminates
having different thickness. In other words, it is a requirement about the embedding of the
orientation angles of the thinner laminate into the thicker laminate ones to avoid manufac-
turing issues. In fact, this continuity is essential for the correct junction of panels having
different thickness. As noted, it appears then essential to include blending considerations
since the earliest design phases.

The desiderata would be to include blending requirements in a framework as gen-
eral as possible, i.e. without assumptions on the SSs, providing at the end of the design
process blended stacks for the structure at hand. The design approach should return an
optimal structural solution for a set of given design criteria, e.g. mass, buckling, stiff-
ness, strength, etc. However, many are the challenges that blending introduces in the
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design process. For example, blending has an intrinsic combinatorial nature, as it will
be explained, which makes computational costs rise rapidly and the solution search be
difficult, even with the most advanced techniques. Conversely, deterministic optimisation
algorithms are more suitable for large-scale continuous problems, like the determination
of the optimal stiffness distribution which minimises a specific merit function. The com-
bination of those two aspects, viz. searching for an optimal solution (in some sense) and
the explicit expression of the stacks, needs a well-pondered approach and constitutes the
main reason of this work.

Blending naturally plays a pivotal role between macroscopic and mesoscopic scales.
In the first step, the designer acts directly on the laminate stiffness matrices, regardless of
the physiognomy of the stacks. Conversely, in the second step, the designer aims at ex-
plicitly retrieving the SSs, matching the optimal elastic properties and thickness resulting
from the first step, and meeting also the manufacturing requirements of the structure at
hand. Of course, when blending requirement is integrated into the problem formulation,
the SSs must ensure the continuity of ply orientations between adjacent panels.

The SLP is not convex because it is posed in terms of orientation angles. As a result,
designers have usually used evolutionary algorithms attempting to avoid the local optima
in the non-convex design space of orientation angles. Evolutionary algorithms are the
most widely used in the conversion step because of their discrete nature (Albazzan et al.,
2019).

One of the first investigations on blending appears in (Cairns et al., 1999), focusing
on the experimental delamination of differently-blended specimens, not considering the
blending as a general design topic. In (Kristinsdottir et al., 2001), blending appears in the
design process. The proposed design strategy uses a "ply add and drop" technique and
major hypotheses on the SSs. In (Soremekun et al., 2002), a GA is used to determine
the best blended SS for a general two-dimensional array of composite panels. A two-step
approach is presented: in the first one, panels are independently optimised for the lowest
mass. In the second one, blending optimisation is performed considering the fact that the
independent-panel optimisation represents the best possible solution. During the blending
optimisation, all panels are simultaneously designed using the ply orientations as design
variables. This appears to be not totally correct, since not all the plies are truly indepen-
dent. In fact, due to blending definition, some plies have to be shared between adjacent
panels. Moreover, SSs are enforced to be balanced and symmetric. A GA-based approach
is also proposed in (Adams et al., 2004; Seresta et al., 2007) together with some simpli-
fying hypotheses on the blending schemes. In fact, authors consider only the so-called
inward and outward blending, forcing ply-drop to occur in predefined points within the
SSs. Note that all of the aforementioned works consider and solve the structural design
problem in one step. GAs are employed because these approaches focus mainly on the
discrete combinatorial nature of blending. Since the optimisation problem is not formu-
lated in the most general case, the results have to be considered sub-optimal. Although
GAs have been widely used for stacking sequence optimisation, one major shortcoming
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is the low convergence rate (Ghiasi et al., 2009). GAs are population-based evolutionary
algorithms, and might require several generations before converging to a solution (Ghiasi
et al., 2009).

An interesting approach is provided in (Zein et al., 2011). Focusing only on the
blended stacks recovery phase, authors solve the problem via a primal-dual backtrack-
ing algorithm. Also in this case only a predefined set of orientation angles permutes at
each iteration, in order to satisfy the manufacturability and design constraints. However,
as pointed out by the authors, this technique does not guarantee to recover the target stiff-
ness of the structure.

In (Irisarri et al., 2014), good practices (commonly known as blending rules) for
blended panels design together with the concept of SS Tables (SSTs) are introduced.
These blending rules synthesise some heuristic best-practices for the conventional design
of laminates. It is noteworthy that these rules can be successfully applied only with SST-
based approaches, since they operate at the ply-level. Of course, they are applicable if
stacks are collected in a SST, which is essentially an arbitrary database of possible stacks
wherein the solution is searched. In any case, the design domain is arbitrarily reduced.

In (Macquart et al., 2016) inequality constraints between LPs of adjacent laminates
are derived to take into account blending requirement. As pointed out by the authors,
multi-step optimisation strategies suffer from performance drops due to the design space
discrepancy between the two optimisation steps. Consequently, blending constraints aim
at reducing the gap between the two steps, and the overall optimiser performance can
be increased. More importantly, they indirectly show that multi-scale design approaches
can be conveniently used to include the blending requirement directly at the macroscopic
scale of the composite, regardless of the SS nature (Albazzan et al., 2019). In (Bordogna
et al., 2016) the blending constraints in the LPs space are applied to a numeric benchmark
of an aircraft wing. In the same spirit, in (Panettieri et al., 2019) blending constraints
are formulated in the PPs space, focusing on the optimal stiffness distribution search. In
(Allaire & Delgado, 2016), authors deal with the blending problem coupled with shape
optimisation of layers. Finally, in (Ntourmas et al., 2019), a continuous optimisation is
followed by a mixed-integer optimisation, taking into account blending rules. Remark-
ably, it is possible to infer that in most of the aforementioned works important hypotheses
are formulated on the final stacks, thus limiting the design space. As a matter of fact, in all
of the aforementioned works, the accuracy of the proposed methodologies in recovering
blended SSs matching target elastic properties is not reported.

However, when blending constraints are introduced into the problem formulation, a
mismatch between the optimal solutions found at the end of first and second step is ob-
served. This gap can be reduced (but not avoided) by properly formulating the blending
requirement. Indeed, this is a crucial aspect to deal with.
Moreover, blending constraints create a strong coupling between all the panels of the
structure. This is a sort of chain of dependencies, which makes the second step problem
only solvable all at once. In turn, the elastic properties recovery can be affected by the
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existence domain of laminates (Vannucci, 2012a), which enters as a bias error in the sec-
ond step. In fact, if a set of properties cannot be recoverable, one could only approximate
the target one, introducing some error. Due to the strong coupling between panels elastic
properties, because of the blending constraints, a error chain may rise in the SSs recovery
phase, for all the panels within the structure at hand.

2.3 Approaches for Wing Design

2.3.1 Structural Analyses of PrandtlPlane Lifting System

The structural analysis of the PrP aircraft architecture presents many features which make
it quite challenging, if compared to a conventional aircraft. Unlike a conventional air-
craft architecture, the PrP fuselage and lifting system form an over-constrained structure.
Therefore, from a theoretical point of view, the structural problem should be faced as a
whole. On the contrary, for conventional aircraft, one may separate the fuselage from
the wing, the latter roughly considered as a "cantilever beam". This issue implies some
important consequences. Firstly, one cannot separately deal with the structural analysis of
the fuselage and the lifting system. Secondly, even if under some simplifying hypotheses
it is possible to separate the structural analysis of the lifting system from that of the fuse-
lage, the question about the complexity of the FE analysis still remains open. In this case,
the complexity of the FE analysis should be intended in terms of model size, viz. number
of degrees of freedom (DOFs), compromise between accuracy and computational cost,
choice of the scales of the analysis, choice of the design variables, etc. As an illustrative
example, Figure 2.4 shows the vertical displacement component of the PrP (semi-)wing.

This Thesis will consider the wing of the PrandtlPlane as an application of the en-
hanced methodology for the design of composite structures, including manufacturing
constraints and a GL approach. The wing, in fact, is more prone to undergoing evident
ply-drop (from the root to the tip and chord-wise) than the fuselage structures. Although
the literature about aerodynamics of the PrP configuration is quite rich, there are relatively
few works focusing on the structural analysis of the lifting system. The only works on
this topic consider a now-obsolete PrP configuration and low-fidelity models Dal Canto
et al. (2012), Divoux and Frediani (2012), Frediani, Quattrone, et al. (2012). The suite
of these three works deals with the design of the metallic wing-box of a PrP, its flutter
response and the design of a composite version counterpart. However, no manufacturing
constraints are considered, and only the static strength is considered as a design driver.
Recently, a FE-based approach for structural analysis of the PrP wing architecture has
been proposed in (Diolosà, 2018), but the analysis was still carried out on an obsolete
configuration of the wing. Moreover, a structural optimisation of the spars of an ultra-
light PrP seaplane has been recently presented in (Nardone, 2016; Cipolla et al., 2018)
in the framework of IDINTOS project. Paradoxically, in the literature there are more
works about PrP aeroelasticity aspects (including non-linear ones) Divoux and Frediani
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Figure 2.4: Vertical displacement component for the composite PARSIFAL PrP

(2012), Cavallaro (2014), Cavallaro et al. (2015), Cavallaro, Bombardieri, Silvani, et al.
(2016), Cavallaro, Demasi, and Bombardieri (2016), Cavallaro et al. (2017), than works
focusing on general structural behaviour of the PrP. In particular, some conceptual pre-
liminary studies, collected in (Cavallaro, 2014) investigate the effect of anisotropy and
the results of non-linear analyses, post-critical analyses and non-linear buckling analyses.
Despite the per se interesting findings, these studies consider a too much approximate
geometry of the real PrP lifting system. Moreover, these considered topics are far beyond
a preliminary design of the PrP lifting system.

2.3.2 Global-local Approaches for Wing Design

Although Dababneha and Kipouros (2018b) represents a recent exhaustive overview on
methods for estimating lifting systems mass, authors do not cite GL approaches. Indeed,
the vast majority of studies dealing with the structural analysis of (conventional) wing-
box architectures for preliminary design purposes do not take into account GL approaches
Benaouali and Kachel (2019), Viglietti et al. (2019), Zhao et al. (2019). This is manly due
to the important computational effort required to perform scale transition between global
and local models which is often not compatible with the overall time required to perform
the optimisation process Dababneha and Kipouros (2018a). However, as far as the de-
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velopment of GL strategies for the structural analysis of the lifting system of standard
aircraft is concerned, some works can be found in the literature.

In (Arrieta & Stritz, 2005), authors develop a GL strategy dedicated to Damage Toler-
ance analyses (DTAs), for conventional wings. Of course, DTAs needs a refined models
of structural components in order to simulate the growth of cracks. This represents a
first example of the need of changing structural scale in optimisation procedures. A more
complete approach is presented in (Ciampa et al., 2010). The global model does not
take into account stringers and spar-cap, since stiffened panels are modelled as equivalent
shells. Furthermore, only continuous variables are considered, which allow authors to use
gradient-based techniques for the solution search. In (Chedrik, 2013), a GL strategy for a
high-speed wing is presented . The main issue is that local models are re-mapped to rect-
angular plane stiffened plates, loosing geometry effects on instability failures. Further-
more, several constraints are evaluated using analytical formula. In (Chedrik & Tuktarov,
2015), the same authors extend the GL approach for the topology optimisation; never-
theless, the aforementioned issues remain. More recently, Q. Liu et al. (2015) present
a GL framework for optimisation of curvilinear spars and ribs (SpaRibs). The problem
formulation presents a huge issue on computational cost: the framework needs hundreds
of software licences and hundreds of cores to find solutions in acceptable time. Finally,
in (Carrera et al., 2018), authors extend the GL approach for a composite material sim-
ple wing, in the framework of the Carrera Unified Formulation (CUF). More recently,
Panettieri et al. (2020), Picchi Scardaoni et al. (2020) propose a GL approach for the op-
timal design of a conventional and a PrP lifting system, in light alloy, based on the GL
optimisation approach formulated in (Izzi, Montemurro, Catapano, Fanteria, et al., 2020).

2.4 Conclusions

The literature review presented in this Chapter highlights the following features:

(a) The design of composite structures is generally considered as a multi-scale multi-
level approach. Differences arise in the problem formulation. On the one hand, some
authors impose restrictive hypotheses on the final design, considering traditional SSs
and solutions. On the other hand, other authors attempt at formulating the design
problem in a manner as general as possible, thus aiming at achieving true optimal
solutions with unconventional SSs.

(b) The deterministic optimisation framework is suitable for large scale optimisations (in
the FLP), involving different nature design drivers: stiffness, strength, buckling, man-
ufacturability, etc. However adopting the direct stiffness modelling approach in the
FLP, an expression of these drivers and their gradients must be formalised. As for the
SLP, ant colony algorithms are promising but not still widely used.

(c) The global-local approach is suitable for enhancing the likelihood of structural re-
sponses. However, it is not widely used in deterministic optimisation frameworks
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because the effect of the scale transition must be considered in the expression of the
gradients for the correct matching of a response with its gradient. This is a challeng-
ing task to deal with.

(d) Blending and manufacturability constraints must be imposed in the design process to
drive the design towards true manufacturable solutions. A proper formulation of these
requirements, to be used in the FLP, must be than properly formalised. In particular,
the current blending state-of-the-art can be further improved, by proposing a general
treatment, for the FLP and SLP, without imposing simplifying hypotheses on the SSs.

(e) Modelling strategies are quite commonly used in the structural analysis of the wing-
box structure of conventional aircraft. However, such strategies are rarely coupled to
deterministic optimisation methods due to three main issues: (a) the high computa-
tional costs related to such an approach; (b) the lack of pertinent criteria to identify the
ZOIs within the GFEM; (c) the lack of suitable modelling strategies to automatically
build the LFEMs by extracting pertinent information from the GFEM and by taking
into account the variable geometry and mesh. It is evident the need for a complete GL
deterministic optimisation approach, suitable also for complex real structures, which
may consider also manufacturing constraints in the problem formulation. Such an
approach can be used also with non-conventional aircraft structures, as the PrP lifting
system, where complete design still misses.
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CHAPTER3

Fundamentals of Optimisation Methods and Algorithms

Optimisation methods and algorithms have been playing an important role in many re-
search fields since decades. Different Optimisation algorithms have been used in pretty
all the significant developments related to this Thesis.
In this Chapter, the main features and concepts of optimisation are introduced. Of course,
the Optimisation is intended in the sense of mathematical programming. In particular,
Section 3.1 introduces the basic concepts of the mathematical optimisation theory. Sec-
tion 3.2 gives an overlook on a particular class of optimisation problems, describing also a
deterministic algorithm used for the solution search. The presented commercial algorithm
will be extensively used in the following of the Thesis, in particular in the applications
of Chapters 7 and 8. Section 3.3 provides a general description of the wide panorama
of meta-heuristic algorithms. Successively, a particular meta-heuristic one, in view of its
extensive usage in the following, is described into detail. Finally, Section 3.4 concludes
the Chapter.
For a deeper insight on the topic, the reader is addressed to the classical textbooks Fletcher
(1987), Nocedal and Wright (2006), which constitute the source of inspiration for this
Chapter.

3.1 Generalities on Optimisation

3.1.1 Mathematical Programming

Roughly speaking, optimisation can be defined as the search and selection of a best ele-
ment (with regard to some criterion) from a set of available alternatives. For this purpose,
a quantitative index of performance of the system at hand must be chosen. This index is
called objective, or merit function, and depends on some system characteristic parameters,
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called design variables. They can be bounded or unbounded, depending on their variance
within an interval or not. The extrema values of this interval are called bounds. Moreover,
there may be present some further conditions, called constraints, to be satisfied. The aim
of Optimisation is to find the set of design variables which minimises the objective, i.e. to
find out the minimiser of the objective, in compliance with the constraints and the variable
bounds. If so, the minimiser is said feasible.
The process of formalising an optimisation problem is called modelling. It is by far the
most delicate phase of the optimisation, since it drastically affects the final result. Once
the problem has been formulated, a suitable algorithm is generally used to carry out the
solution search, i.e. to find out a feasible minimum and minimiser of the objective.

In the most general way, an optimisation problem can be formally described as fol-
lows:

min
ξξξ

Φ(ξξξ), subject to:

gi(ξξξ) ≤ 0, i = 1, . . . , p,

cj(ξξξ) = 0, j = 1, . . . , q,

ξξξlb ≤ ξξξ ≤ ξξξub,

(3.1)

where n ∈ N is the number of design variables, ξξξ ∈ Rn is the design variables vector,
Φ : Rn 7→ R is the objective function to be minimised, gi : Rn 7→ R, i = 1, . . . , p,
p ∈ N are the p inequality constraints, cj : Rn 7→ R, j = 1, . . . , q, q ∈ N are the q
equality constraints, ξξξlb ∈ Rn and ξξξub ∈ Rn are the lower and upper bound vectors,
respectively. The search of argmin Φ(ξξξ) can be faced analytically only in special cases.
Typically, for real-world engineering problems, the solution search can be performed with
a numerical algorithm. The type of strategy can be chosen according to the classification
of Problem (3.1).

3.1.2 Programming Classi�cations

An optimisation programming as Problem (3.1) can be classified in different ways. In the
following, a possible classification is briefly outlined, in agreement to that introduced by
Nocedal and Wright (2006).

(a) Continuous vs Discrete Programming: Some optimisation problems make sense
only if design variables are integer numbers (∈ Z), or belong to a prescribed discrete
set, e.g. ξi ∈ {0, 1}. These problems are called integer programming problems (IPPs)
and are a subset of the discrete programming problems, wherein more abstract vari-
ables are admitted, e.g. permutations over a set. Conversely, in continuous program-
ming problems, design variables may vary with continuity and the objective function
and constraints are real-valued functions. If some of the variables are constrained to
be integers and other variables are allowed to be continuous, Problem (3.1) is defined
as a mixed-integer programming problem.
Remarkably, continuous programming problems are generally easier to solve than
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Constrained	Programming

Unconstrained	Programming

Linear	Programming

Non-linear	Programming

Convexity

Convex	Programming

Non-convex	Programming

Figure 3.1: Classification of Optimisation programming problems

the discrete counterpart, because of the smoothness and continuity of the involved
functions. Moreover, in continuous programming problems, from the objective and
constraints values at a given point ξξξ, it is possible to extract information about the
functions behaviour in a neighbourhood of ξξξ. Conversely, in discrete programming
problems the objective function may drastically vary between two "close" points (ac-
cording to some measure notion). Finally, in some cases, IPPs can be relaxed, ignor-
ing the discrete nature of variables.

(b) Constrained vs Unconstrained Programming: Optimisation problems can be clas-
sified according to the presence, or not, of constraints. According to the formulation
of Problem (3.1), if p = q = 0 and if the design vector is unbounded, the optimisation
problem is said an unconstrained programming problem. Conversely, if constraints
and/or variable bounds are taken into account in the formulation of Problem (3.1), it
is denoted as a constrained programming problem.

(c) Linear vs Non-linear Programming: For a linear programming problem both ob-
jective and constraints are linear functions of the design variables. They appear in
several applications of Economics and Logistics. On the contrary, if at least one func-
tion among objective and constraints is non-linear, the problem is a non-linear pro-
gramming problem. If constraints are taken into account in the problem formulation,
constrained non-linear programming problems (CNLPPs) are defined. Similarly, a
MICNLPP is a constrained non-linear programming problem where some variables
are integers and some others continuous numbers. Both categories are common in
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Chapter 3. Fundamentals of Optimisation Methods and Algorithms

Physics and Engineering applications.

(d) Convex vs Non-convex Programming:

Point (??) is strictly correlated to the global or local search of minimisers. Preliminary,
some definitions must be introduced.

Definition 3.1 (Feasible region). With reference to Problem (3.1), the feasible region is
the set Ω := {ξξξ : gi(ξξξ) ≤ 0, cj(ξξξ) = 0, ∀ i = 1, . . . , p, ∀ j = 1, . . . , q}.

Problem (3.1) can be equivalently expressed as

min
ξξξ ∈Ω

Φ(ξξξ). (3.2)

Definition 3.2 (Convex function). A function Φ : Ω 7→ R is convex if ∀ξξξ1, ξξξ2 ∈ Ω and
∀ t ∈ [0, 1] Φ(t ξξξ1 + (1− t)ξξξ2) ≤ tΦ(ξξξ1) + (1− t) Φ(ξξξ2). If < holds instead of ≤, Φ is
said strictly-convex.

Definition 3.3 (Global minimiser). A point ξξξ∗ is a global minimiser for Φ if Φ(ξξξ∗) ≤ Φ(ξξξ)

for every ξξξ in the feasible domain.

Definition 3.4 (Local minimiser). A point ξξξ∗ is a local minimiser for Φ if there exists a
neighbourhood of ξξξ∗ such that Φ(ξξξ∗) ≤ Φ(ξξξ) for all ξξξ in this neighbourhood.

For convex functions, it can be proved the following well-known result:

Theorem 3.1 (Existence (and uniqueness) of global minimum for (strictly) convex func-
tions). Let Φ : Ω 7→ R be a convex function. Then, a local minimum of Φ is also a global
minimum. Furthermore, if Φ is strictly-convex, it has exactly one global minimum.

Consider the following notion of convex set.

Definition 3.5 (Convex set). Let Ω be a set. If for every elements x, y ∈ Ω their convex
combination αx + (1 − α)y defines an element still belonging to Ω for every α ∈ [0, 1],
then Ω is a convex set.

The intuition is that every segment connecting two elements of a convex set is still en-
tirely contained in the set. Then, a peculiar class of optimisation problems can be defined:

Definition 3.6 (Convex programming problem). With reference to Problem (3.1), if the
design domain is a convex set and both objective and constraint functions are convex, the
optimisation Problem (3.1) is said convex.

Since linear functions are convex, linear programming problems, possibly constrained
ones, are convex programming problems.

As a matter of fact, the vast majority of real-world engineering problems is intrinsi-
cally non-convex. Therefore, it is not surprising that searching for a global solution is
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3.2. Deterministic Algorithms for CNLPPs

prohibitive from a computational point-of-view. Many algorithms search only a local so-
lution, i.e. a point at which the objective is smaller than at all other feasible nearby points.
They do not always find the global solution, i.e. the point with lowest function value
among all feasible points. Global solutions are difficult to recognise and even more diffi-
cult to locate. For convex and linear problems local solutions are also global solutions.

Most of the problems faced in this Thesis are strongly non-convex and non-linear.
To deal with these problems, both deterministic and meta-heuristic algorithms have been
used. In the following sections, a primer on deterministic and meta-heuristic algorithms
is given.

3.2 Deterministic Algorithms for CNLPPs

3.2.1 Optimality Conditions

Consider the following Lagrangian functional associated to the CNLPP (3.1):

L (ξξξ) := Φ(ξξξ) +

p∑
i=1

λigi(ξξξ) +

q∑
j=1

µjcj(ξξξ). (3.3)

The following Theorems can be proved:

Theorem 3.2 (Karush-Kuhn-Tucker (KKT) first-order necessary conditions for optimal-
ity). Let ξξξ∗ be a local solution of Problem (3.1) and let functions Φ, gi, cj belong to C 1-
class. Moreover, suppose the LICQ (Linear Independence Constraint Qualification) con-
dition holds at ξξξ∗, i.e. the gradients of each constraint function are linearly independent.
Then there exist two Lagrangian multiplier vectors, λλλ∗ of components λ∗i (i = 1, . . . , p)
and µµµ∗ of components µ∗j (j = 1, . . . , q), such that the following set of condition are
simultaneously satisfied (KKT-conditions):

∇ξξξL (ξξξ∗,λλλ∗,µµµ∗) = 0,

λ∗i gi(ξξξ
∗) = 0,

λi ≥ 0,

cj(ξξξ
∗) = 0.

(3.4)

The point (ξξξ∗,λλλ∗,µµµ∗) is called KKT-point.

Theorem 3.3 (Second-order sufficient conditions for optimality). Assume that functions
Φ, gi, cj belong to C 2-class. Suppose that (ξξξ∗,λλλ∗,µµµ∗) is a KKT-point and assume that the
Hessian of the Lagrangian, i.e. ∇2L (ξξξ∗,λλλ∗,µµµ∗), is positive semi-definite. Then, ξξξ∗ is a
local minimiser for Problem (3.1).
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Chapter 3. Fundamentals of Optimisation Methods and Algorithms

3.2.2 The Deterministic Algorithm fmincon

The deterministic optimisation strategies proposed in this Thesis are based on the well-
known fmincon algorithm implemented into the MATLAB® Optimisation Toolbox (The
MathWork Inc., 2011). Among the available algorithms, the active-set (Active Set) one
has been recognised as the most efficient formulation for the problems discussed in this
Thesis. Therefore, in the following, the main features of this algorithm only will be out-
lined. For a point ξξξ in the feasible domain, the active-set is the set of constraints for which
cj(ξξξ) = 0 and gi(ξξξ) = 0 for some i ≤ p and some j ≤ q. In plane language, the active-set
is the set of constraints which the current solution lies on or, alternatively, is the set of
constraints which hold with equality.
The Active Set algorithm is a particular Sequential Quadratic Programming method with
an enhanced constraints handling technique. Sequential Quadratic Programming algo-
rithms are suitable for small or large problems and show their strength with problems
having significant non-linearities in the constraints (Nocedal & Wright, 2006).

The main idea consists in approximating the CNLPP (3.1) with a sequence of
Quadratic Programming problems. A programming is quadratic if the objective Φ(ξξξ)

is a quadratic function of the design variables and if constraints depend linearly from the
design variables.
The Active Set approach is based on the attempt to identify the constraints which are
active at the solution, and to threat these as equality constraints in the Quadratic Program-
ming sub-problems. In so doing, the dimensionality of the minimisation is reduced (Gill
et al., 1984). The subset of constraints used as a guess for the solution active-set is called
working set.

Algorithm 3.1 shows the structure of the code. Once Problem (3.1) has been stated
and one initial feasible guess ξξξ0 has been provided, the Lagrangian multipliers are ini-
tialised and the iteration index k is set to 0. Then, the Lagrangian functional is evalu-
ated (Eq. (3.3)). As for the Hessian, an approximated version is generally considered,
according to the well-known Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula. The
Quadratic Programming Problem (3.5) is then solved. Note that Problem (3.5) considers
a linearisation of the constraints, which can be expressed as Akd ≤ bk, where matrix
Ak collects the gradients of the constraints and bk collects the first-order approximation
of the constraints. In the Active Set context, only the contributes of the constraints in
the working set appear in the Ak matrix. Problem (3.5) is solved through standard tech-
niques (Gill et al., 1984; Nocedal & Wright, 2006). The minimiser of Eq. (3.5), namely
dk, is interpreted as the search direction for the k-th iteration of the algorithm. Note
that the optimisation constraints of the original Problem (3.1) are linearised, as shown in
Eq. (3.5). In the Active Set framework, some internal iterations could be needed to check
if the active-set of optimisation constraints has been correctly evaluated and, eventually,
Problem (3.5) is updated.

Once the search direction dk is obtained, the step length sk is determined. Lagrange
multipliers are then updated together with the design variables array for the next step
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3.3. Meta-heuristic Algorithms for CNLPPs and MICNLPPs

Algorithm 3.1 Active-set deterministic optimisation algorithm
1: Optimisation Problem (3.1)
2: ξξξ0, λλλ0, µµµ0

3: k ← 0 . Iteration counter
4: while stopping criteria not met do
5: Φk ← Φ(ξξξk), gki ← gi(ξξξk), ckj ← cj(ξξξk)

6: Lk ← Φk + λλλT
k gk +µµµT

k ck
7: ∇Φk ← ∇Φ(ξξξk),∇gki ← ∇gi(ξξξk),∇ckj ← ∇cj(ξξξk)
8: ∇2L (ξξξk)← ∇2Lk

∼= HBFGS
k

9:

min
d∈Rn

[
(∇Φk)

Td +
1

2
dTHBFGS

k d

]
, subject to:

(∇gki )Td + gki ≤ 0, i = 1, . . . , p

(∇ckj )Td + ckj = 0, j = 1, . . . , q

(3.5)

10: dk ← argmin [Eq.(3.5)]
11: Find step length sk
12: Evaluate λλλk, µµµk
13: ξξξk+1 ← ξξξk + skdk
14: k ← k + 1
15: if stopping criteria are met then
16: break
17: end if
18: end while

ξξξk+1. The procedure repeats until a convergence criterion is met (Maximum number of
iterations, tolerance on objective function, tolerance on constraints, tolerance on input
variables change, tolerance on the gradient norm of the Lagrange’s function).

3.3 Meta-heuristic Algorithms for CNLPPs and MIC-
NLPPs

3.3.1 Introduction to Meta-heuristics

Meta-heuristics have been developed in order to overcome the limit of reaching only lo-
cal optima by deterministic algorithms. In fact, in many practical applications, the global
minimum of the objective is desired. Meta-heuristics are generally inspired by natural
phenomena or animals behaviour. The purpose of seeking global minimisers is achieved
by a suitable balance between exploration of all the design space and exploitation of in-
formation from the current best solution and/or from promising design space regions.
However, it is noteworthy that no guarantee exists about the ability of a meta-heuristic
algorithm to find the global minimiser.

The concept of meta-heuristics is deeply linked to the concept of evolution (Glover,
1977; Fogel et al., 2009). The leading idea is to provide a population of candidate solu-
tions and to make this population evolve towards an improvement of the objective. Partic-
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ular interest has been risen by Holland’s GA (Goldberg & Holland, 1988; Goldberg, 1989;
Holland, 1992). GAs take inspiration from the evolutionary theory by Darwin (Darwin,
1871), from the genetic inheritance laws of Mendel (Mendel, 1865) and from the DNA
structure discovered by Watson and Crick (1953).

Another well-known meta-heuristics class is represented by the swarm intelligence:
it mimics the behaviour of groups of individuals in nature, as birds, bees, ants, etc. For
instance, in the ACO method (Dorigo, 1992; Dorigo et al., 1996; Dorigo et al., 2006),
many agents mimic the ants food search strategy. A numerical pheromone is released
when numerical "ants" find promising solution. The "scent" of the pheromone leads the
ants towards the best solution. Another swarm intelligence is represented by the Particle
Swarm Optimisation (Kennedy & Eberhart, 1995), whereby a swarm of candidate solu-
tions (particles) moves in the design space: the progression of the particles is affected
both by their own best-known position and by the swarm global best-known position.

Inasmuch the field of meta-heuristics is really wide, in the following the main features
of the ACO algorithm MIDACO®, used in this Thesis, will be described.

3.3.2 The Ant Colony Optimisation Algorithm MIDACO®

Most of the following Sections is inspired from Schlüter et al. (2009), Schlueter (2018).

3.3.2.1 Generalities on Ant Colony Optimisation Algorithms

To find food, biological ants start to explore the area around their nest randomly at first.
If an ant succeeds in finding a food source, it will return back to the nest, laying down
a chemical pheromone trail marking its path. This trail will attract other ants to follow
it in the hope of finding food again. Over time the pheromones will start to evaporate
and therefore to reduce the attraction of the path. As a consequence, only paths that are
updated frequently with new pheromones remain attractive. Short paths from the nest to
a food source imply short marching times for the ants, so those paths are updated with
pheromones more often than long ones. Consequently more and more ants will be at-
tracted by the shorter paths with ongoing time. As a final result, a very short path will be
discovered by the ant colony.

This basic idea of ACO algorithms, for he sake of simplicity presented for the case
of integers variables only, is to mimic this biological behaviour with artificial ants walk-
ing on a graph, which represents a mathematical problem (e.g. the Travelling Salesman
Problem). An optimal path in terms of length or some other cost-resource is requested in
problems belonging to the field of combinatorial optimisation. By using a parametrised
probabilistic model, called pheromone table, the artificial ants choose a path through a
completely connected graph G(V,E), where V is the set of vertices and E is the set of
connections, as qualitatively illustrated in Figure 3.2. The set V of vertices represents
the solution components, which every ant chooses incrementally to create a path. The
pheromone values within a pheromone table are used by ants to make these probabilistic
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Figure 3.2: A graph of four vertices and six edges

decisions. By updating the pheromone values, according to the most promising infor-
mation gained on the search domain, and collected in the Kernel set, the algorithmic
procedure leads to very good and hopefully global optimal solutions, like the biological
counterpart. The pseudocode of a generic ACO algorithm is presented in Algorithm 3.2.

Algorithm 3.2 Ant-colony optimisation algorithm
1: Optimisation Problem (3.1)
2: nA, nK . Number of ants, number of ants in the Kernel, nA > nK
3: Initialise pheromones (randomly)
4: Initialise algorithm parameters
5: k ← 0 . Iteration counter
6: while stopping criteria not met do
7: Create generation Gk made of nA ants, for which the fitness function is evaluated
8: Select the best nK ants, based on the fitness value, and store them in the Kernel set
9: Update pheromones according to the Kernel

10: Apply ACO evolutionary operators, based on numerical pheromone, to create the next
generation Gk+1 made of nA ants, expanding the graph exploration

11: Introduce in the Kernel the ants of Gk+1 having a better fitness than the lowest-ranked
ones of the Kernel

12: Discard ants, from the Kernel, having a worse fitness than the nK-th ant of the Kernel
13: if stopping criteria are met then
14: break
15: else
16: k← k+1
17: end if
18: end while

3.3.2.2 MIDACO®

MIDACO® is a high-performance software for solving single- and multi-objective opti-
misation problems. Initially developed for MICNLPPs arising from challenging space
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applications at the European Space Agency and Astrium (Airbus Group), the software
has been extended and constructed as general-purpose solver to fit a wide range of opti-
misation problems. MIDACO® handles problems where the objective functions depend
on continuous, integer or both types (mixed integer case) of variables.

MIDACO® is based on the ACO algorithm, appeared for the first time in the seminal
work of Dorigo (1992). In particular, MIDACO® implements and continues ACOs with
an extension to mixed integer search domains (Schlüter et al., 2009; Schlüter et al., 2012).

Constraints are handled by the Oracle Penalty Method which is an advanced and self-
adaptive method for evolutionary algorithms to reach the global optimal solution (Schlüter
& Gerdts, 2009). In (Schlüter et al., 2012) it was also demonstrated that MIDACO® can
outperform established classical MICNLPP algorithms (like branch & bound) in regard
to global optimal capability and runtime performance. The motivation behind MIDACO®

is to provide a robust algorithm that can deal with complex real world applications, pro-
viding optimal solutions in reasonable time. In order to improve the overall performance,
many heuristics and algorithms, including a pseudo-gradient based backtracking line-
search for fast local convergence, are implemented (Schlueter, 2018). MIDACO® is there-
fore classified as an evolutionary hybrid algorithm (Schlüter et al., 2009).

3.4 Conclusions

In this Chapter, some fundamentals of the mathematical theory of optimisation have been
provided. A particular class of optimisation problems, the CNLPPs, has been analysed
more in detail from the mathematical point of view. It is the most used optimisation
problem class in the following of this Thesis. Besides, details on the two optimisation
algorithms to solve CNLPPs, that will be extensively used in the following of the Thesis,
have been presented. The first one is the fmincon (Active-Set) algorithm, available on
the wide-spread computing environment MATLAB®; the second one a commercial ACO,
called MIDACO®, suitable also for MICNLPPs. It is noteworthy that the optimisation of
constrained non-linear systems (possibly with integers variables) represents the general
fundamental framework where the main research of Thesis has been conducted.
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CHAPTER4

Fundamentals of Polar Method and of Composite
Laminates Mechanics

This Chapter aims at summarising the most important results of the polar representation
of plane tensors via invariants. The polar representation is then applied to the description
of anisotropic plates mechanics.
In Section 4.1, the general theory of the Polar Method is introduced. In Section 4.2, the
Polar Method is then applied to describe the behaviour of composite laminates in the
framework of the FSDT. Both stiffness and strength description is addressed. Section 4.3
introduces the concept of quasi-trivial laminates, that will play a fundamental role in view
of the exposition of Section 6.4 and Chapter 9. Finally, Section 4.4 concludes the Chapter
with meaningful considerations.

4.1 Polar Representation of Plane Elasticity Tensors

The Polar Method is a mathematical transformation into the complex domain which al-
lows representing any n-th order plane tensor in terms of invariants: this method appeared,
for the first time, in (Verchery, 1979, 1982). The following Section aims at presenting the
main results of the polar formalism. For a deeper insight in the matter, the reader is
addressed to (Vannucci, 2017).
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Chapter 4. Fundamentals of Polar Method and of Composite Laminates Mechanics

4.1.1 Second-order Tensors

Any second order symmetric plane tensor Z can be expressed in the local reference frame
Γ = {O, x1, x2, x3} as:

Z11 =T +R cos 2Φ,

Z12 = +R sin 2Φ,

Z22 =T −R cos 2Φ,

(4.1)

where Zij , i, j = 1, 2 are the Cartesian components of Z, T is the isotropic modulus, R
the deviatoric one and Φ the polar angle. Among them, only the two moduli are tensor
invariants, whilst Φ is needed to set the reference frame.

One of the advantages of the Polar representation is that rotations of the reference
frame assume a simple form. In fact, the transformation of Eq. (4.1), in a new frame
Γ′(O, x, y, z) turned counter-clock wise around the x3 axis of an angle θ, reads

Zxx =T +R cos 2(Φ− θ),
Zxy = +R sin 2(Φ− θ),
Zyy =T −R cos 2(Φ− θ).

(4.2)

4.1.2 Fourth-order Tensors

Let L be a fourth-order elasticity-like plane tensor, i.e. with major and minors sym-
metries. The polar representation of its Cartesian components, in the reference frame
Γ = {O, x1, x2, x3}, can be expressed by four polar moduli and two polar angles, namely
T0, T1, R0, R1, Φ0, Φ1. The complete expression reads:

L1111 = + T0 + 2T1 +R0 cos 4Φ0 + 4R1 cos 2Φ1,

L1112 = +R0 sin 4Φ0 + 2R1 sin 2Φ1,

L1122 =− T0 + 2T1 −R0 cos 4Φ0,

L1212 = + T0 −R0 cos 4Φ0,

L2212 = −R0 sin 4Φ0 + 2R1 sin 2Φ1,

L2222 = + T0 + 2T1 +R0 cos 4Φ0 − 4R1 cos 2Φ1.

(4.3)

In Eq. (4.3), T0 and T1 are the isotropic moduli, R0 and R1 the anisotropic ones, Φ0 and
Φ1 the polar angles. Among them, only the four moduli and the difference Φ0 − Φ1 are
tensor invariants.

The Cartesian components of L in a new frame Γ′(O, x, y, z) turned counter-clock
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4.1. Polar Representation of Plane Elasticity Tensors

wise around the x3 axis of an angle θ, read:

L1111 = + T0 + 2T1 +R0 cos 4(Φ0 − θ) + 4R1 cos 2(Φ1 − θ),
L1112 = +R0 sin 4(Φ0 − θ) + 2R1 sin 2(Φ1 − θ),
L1122 =− T0 + 2T1 −R0 cos 4(Φ0 − θ),
L1212 = + T0 −R0 cos 4(Φ0 − θ),
L2212 = −R0 sin 4(Φ0 − θ) + 2R1 sin 2(Φ1 − θ),
L2222 = + T0 + 2T1 +R0 cos 4(Φ0 − θ) − 4R1 cos 2(Φ1 − θ).

(4.4)

Another advantage of the Polar Method is that for a fourth order elasticity-like plane
tensor the polar invariants are strictly related to the elastic symmetries of the tensor. In
particular:

Orthotropy corresponds to the condition Φ0 − Φ1 = K
π

4
, with K ∈ {0, 1};

R0-Orthotropy can be obtained by imposing R0 = 0; This special case has been studied
in (Vannucci, 2002, 2009).

Square symmetry is obtained by imposing R1 = 0 This case represents the 2D counter-
part of the well-known 3D cubic syngony;

Isotropy is achieved by imposing R0 = R1 = 0.

It is remarkable that orthotropy imposes a condition on the cubic invariants of the ten-
sor, namely Φ0 − Φ1, whilst the other symmetries impose conditions on the quadratic
invariants, namely R0 and R1.

The norm of L can be evaluated using the following norm, proposed by Kandil and
Verchery (1988):

‖L‖ =
√
T 2

0 + 2T 2
1 +R2

0 + 4R2
1. (4.5)

Consider the tensor S := L−1. Still being a fourth-order plane tensor, it admits a polar
representation. Let t0, t1, r0, r1, φ0, φ1 be its PPs. It is possible to show that the PPs of S
are linked to those of L as follows:

t0 =
2

det(L)

(
T0T1 −R2

1

)
,

t1 =
1

2 det(L)

(
T 2

0 −R2
0

)
,

r0e4iφ0 =
2

det(L)

(
R2

1e4iΦ1 − T1R0e4iΦ0
)
,

r1e2iφ1 =
R1e2iΦ1

det(L)

(
R0e4i(Φ0−Φ1) − T0

)
,

(4.6)

where
det(L) = 8T1(T 2

0 −R2
0)− 16R2

1 [T0 −R0 cos 4(Φ0 − Φ1)] . (4.7)
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Chapter 4. Fundamentals of Polar Method and of Composite Laminates Mechanics

4.1.3 Thermodynamic Existence Conditions

Let W be the stored-energy density function for an anisotropic linear hyperelastic mate-
rial. Then, (under the hypothesis of plane elasticity) this energy density can be expressed
as

W :=
1

2
T · E = Tt+Rr cos 2(Φ− φ), (4.8)

being T , R, Φ the PPs of the Cauchy’ stress tensor T and t, r, φ the counterparts for the
linearised strain tensor E (see also Section 5.1.2). Since the constitutive equation for the
material reads T = C[E] (see also Theorem 5.6), and since C is a fourth-order elasticity
plane tensor of PPs T0, T1, R0, R1, Φ0, Φ1, Eq. (4.8) reads:

W = 4T1t
2 + 8R1rt cos 2(Φ1 − φ) + 2r2 [T0 +R0 cos 4(Φ0 − φ)] , (4.9)

which can be arranged as a quadratic form of r and t as follows:

W = {r t}
[

2 [T0 +R0 cos 4(Φ0 − φ)] 4R1 cos 2(Φ1 − φ)

4R1 cos 2(Φ1 − φ) 4T1

]{
r

t

}
. (4.10)

According to the Sylvester’s criterion, the following conditions (to be satisfied for all φ)
are necessary and sufficient for W to be positive-definite:T0 +R0 cos 4(Φ0 − φ) > 0,

T1 [T0 +R0 cos 4(Φ0 − φ)] > 2R2
1 cos2 2(Φ1 − φ),

(4.11)

i.e. all of the leading principal minors of the matrix appearing in Eq. (4.10) must have
positive determinant. The study of Eq. (4.11), together with the positiveness of R0 and
R1, provides the following elastic bounds (Vannucci, 2017):

T0, T1, R0, R1 > 0,

T0 > R0,

T1 (T 2
0 −R2

0) > 2R2
1 [T0 −R0 cos 4(Φ0 − Φ1)] .

(4.12)

4.2 Polar Formalism and Composite Laminates

This section aims at presenting the FSDT for the mechanical description of composite
laminates mechanics. Moreover, this theory can be formulated in the framework of polar
formalism. Also here, only the main results, available in (Montemurro, 2015a, 2015b),
are presented.
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4.2. Polar Formalism and Composite Laminates

4.2.1 First-order Shear Deformation Theory

The FSDT is the generalisation of the CLT (Jones, 2018) and constitutes a general theo-
retical framework to describe the behaviour of a composite multiplayer plate. The main
difference between FSDT and CLT is that fibres orthogonal to the laminate mid-plane (in
the un-deformed reference configuration) still remain un-warped but no more perpendic-
ular to the bended mid-plane (Reissner-Mindlin kinematics) in the former theory. With
reference to Figure 4.1, the displacement field can be described by Reddy (2003), Barbero
(2013)

u1(x1, x2, x3) = u0(x1, x2) + x3θ2(x1, x2),

u2(x1, x2, x3) = v0(x1, x2)− x3θ1(x1, x2),

u3(x1, x2) = w0(x1, x2).

(4.13)

Figure 4.1: Mid-plane of a plate and reference frame

The constitutive equation for the laminate reads (the Voigt’s notation is tacitly assumed
in the following):

rgen = Klamεεεgen, (4.14)

where rgen and εεεgen are the vectors of the generalised forces per unit length and gener-
alised strains of the laminate middle plane, respectively, whilst Klam is the stiffness tensor
of the laminate. In the FSDT framework (Reddy, 2003), the analytic expressions of these
arrays are

rgen =


n

m

t

, Klam =


A B 0

D 0

sym H

 , εεεgen =


εεε0

χχχ0

γγγ0

. (4.15)

In Eq. (4.15), A is the membrane stiffness tensor of the laminate, D the bending
stiffness tensor, H the out-of-plane shear stiffness tensor, B the membrane/bending cou-
pling stiffness tensor. Vectors n,m, t are the membrane forces, bending moments and
out-of-plane shear forces per unit length, respectively (see Figure 4.2). Vectors εεε0,χχχ0, γγγ0

represent the in-plane strains, curvatures and out-of-plane shear strains of the laminate
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Chapter 4. Fundamentals of Polar Method and of Composite Laminates Mechanics

(a) In-plane actions n (b) Couples m

(c) Out-of-plane shear actions t

Figure 4.2: Unit-length internal generalised forces rgen

middle plane, respectively. The strain expressions are:

ε0
1 =

∂u0

∂x1

, ε0
2 =

∂v0

∂x2

, ε0
6 =

∂u0

∂x2

+
∂v0

∂x1

, (4.16)

χ0
1 =

∂θ2

∂x1

, χ0
2 = −∂θ1

∂x2

, χ0
6 =

∂θ2

∂x2

− ∂θ1

∂x1

, (4.17)

γ0
2 = −θ1 +

∂w0

∂x2

, γ0
1 = θ2 +

∂w0

∂x1

. (4.18)

Hence (see Figure 4.2)

n = {n1, n2, n6}T, m = {m1,m2,m6}T, t = {t2, t1}T, (4.19)

and

εεε0 = {ε0
1, ε

0
2, ε

0
6}T, χχχ0 = {χ0

1, χ
0
2, χ

0
6}T, γγγ0 = {γ0

2 , γ
0
1}T. (4.20)

It is convenient to introduce also the following normalised tensors:

A∗ :=
1

h
A, B∗ :=

2

h2
B, D∗ :=

12

h3
D, C∗ := A∗ −D∗, H∗ :=

1

h
H, (4.21)
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4.2. Polar Formalism and Composite Laminates

where h is the total thickness of the laminate. Note that tensors defined in Eq. (4.21) have
dimension of a stress and can be directly compared.

When the laminate is composed of identical layers (i.e. plies having same material
and thickness), the expressions of the above tensor are:

A∗ =
1

N

N∑
k=1

akQ(θk), B∗ =
1

N2

N∑
k=1

bkQ(θk), D∗ =
1

N3

N∑
k=1

dkQ(θk),

H∗ =
1

N

N∑
k=1

hkQ̂(θk), C∗ =
1

N3

N∑
k=1

ckQ(θk).

(4.22)

In Eq. (4.22), N is the number of plies of the laminate, θk is the orientation angle of the k-
th ply, Q(θk) is the in-plane reduced stiffness tensor of the k-th ply whose material frame
is turned by an angle θk with respect to the global reference frame of the laminate. Anal-
ogously, Q̂(θk) is the out-of-plane reduced stiffness tensor of the k-th ply. Furthermore,
coefficients ak, bk, dk, hk and ck read:

ak = 1,

bk = 2k −N − 1,

dk = 12k(k −N − 1) + 4 + 3N(N + 2),

hk = 1,

ck = −2N2 − 12k(k −N − 1)− 4− 6N.

(4.23)

In the following of the Thesis, only laminates composed of identical layers, in the sense
specified above, will be considered.

4.2.2 Polar Description of Laminate Sti�ness Tensors

In order to properly analyse the mechanical behaviour of a laminate, it is possible to
express the stiffness tensors in Eq. (4.22) in terms of their PPs. In particular, A∗, B∗,
D∗, and thus C∗, behave like fourth-order elasticity-like plane tensors, while H∗ like a
second-order symmetric plane tensor. The PPs of the laminate stiffness tensors can be
expressed as functions of the PPs of the lamina reduced stiffness matrices and of the
geometrical properties of the stack (i.e. the layer orientation, position and number). In the
following of the Thesis, the special case of laminates made of identical plies, i.e. same
material and thickness for the elementary layer, is considered. The polar representations
of the homogenised stiffness tensors of the laminate read:

tensor A∗

TA
∗

0 = T0, TA
∗

1 = T1,

RA∗

0 ei4ΦA∗
0 =

R0ei4Φ0

N

N∑
k=1

ake
i4θk , RA∗

1 ei2ΦA∗
1 =

R1ei2Φ1

N

N∑
k=1

ake
i2θk ;

(4.24)
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tensor B∗

TB
∗

0 = 0, TB
∗

1 = 0,

RB∗

0 ei4ΦB∗
0 =

R0ei4Φ0

N2

N∑
k=1

bke
i4θk , RB∗

1 ei2ΦB∗
1 =

R1ei2Φ1

N2

N∑
k=1

bke
i2θk ;

(4.25)

tensor D∗

TD
∗

0 = T0, TD
∗

1 = T1,

RD∗

0 ei4ΦD∗
0 =

R0ei4Φ0

N3

N∑
k=1

dke
i4θk , RD∗

1 ei2ΦD∗
1 =

R1ei2Φ1

N3

N∑
k=1

dke
i2θk ;

(4.26)

tensor H∗
TH

∗
= T,

RH∗ei2ΦH∗

=
Rei2Φ

N

N∑
k=1

e−i2θk ;
(4.27)

tensor C∗

TC
∗

0 = 0, TC
∗

1 = 0,

RC∗

0 ei4ΦC∗
0 =

R0ei4Φ0

N3

N∑
k=1

cke
i4θk , RC∗

1 ei2ΦC∗
1 =

R1ei2Φ1

N3

N∑
k=1

cke
i2θk .

(4.28)

In the above equations, T0, T1, R0, R1, Φ0 and Φ1 are the PPs of the in-plane reduced
stiffness matrix Q of the lamina, while T , R, and Φ are those of the out-of-plane shear
stiffness matrix Q̂: all of these parameters solely depend upon the ply material properties.
Since basic layers are actually orthotropic, without loss of generality it can be assumed
that Φ1 = 0 (Φ0 = K π

4
with K ∈ {0, 1}) (Vannucci, 2012a). For further details on the

Polar Method in the FSDT framework, the reader is addressed to (Montemurro, 2015a,
2015b).

As a final remark of this Section, is is noteworthy that uncoupling properties between
membrane and bending behaviours is often sought in many engineering applications. This
property is expressed in the following

Definition 4.1 (Membrane/bending uncoupling). A laminate is said uncoupled (in mem-
brane and bending responses) if and only if B∗ = 0.

Moreover, in order to have the same properties both in membrane and bending in any
direction, i.e. the same group of symmetry, the homogeneity property appears as a natural
choice.

Definition 4.2 (Homogeneity). A laminate is said homogeneous if and only if C∗ = 0.

The two concepts of uncoupling and homogeneity leads to the concept of quasi-
homogeneity:
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4.2. Polar Formalism and Composite Laminates

Definition 4.3 (Quasi-homogeneity). A laminate is said quasi-homogeneous (QH) if and
only if uncoupling and homogeneity properties hold.

As shown in (Montemurro, 2015a, 2015b), the deviatoric part of tensor H∗, in the
framework of FSDT, can be expressed in terms of the membrane PPs of the laminate, as
follows:

RH∗ei2ΦH∗

=
R

R1

RA∗

1 ei2(Φ+Φ1−ΦA∗
1 ). (4.29)

In many practical applications, the further hypothesis of orthotropy of laminates is re-
quired. It is possible to show that, under orthotropy conditions, the membrane PPs assume
the following form (Vannucci, 2017):

TA
∗

0 = T0, TA
∗

1 = T1,

RA∗

0Kei4ΦA∗
1 =

R0ei4Φ0

N

N∑
k=1

ei4θk , RA∗

1 ei2ΦA∗
1 =

R1ei2Φ1

N

N∑
k=1

ei2θk ,
(4.30)

where RA∗
0K = (−1)KRA∗

0 and K = 0, 1.

If the above hypotheses hold, viz. uncoupling, homogeneity and orthotropy, the de-
sign of a laminate is uniquely determined by only four variables: N , RA∗

0K , RA∗
1 and ΦA∗

1 .
Finally, for design purposes, it is convenient to introduce the following non-dimensional
variables:

n0 :=
N

Nref

, ρ0 :=
RA∗

0

R0

, ρ0K :=
RA∗

0K

R0

, ρ1 :=
RA∗

1

R1

, φ1 :=
ΦA∗

1

π/2
. (4.31)

Among them, for the design of QH orthotropic laminates, only four are necessary:

n0 :=
N

Nref

, ρ0K :=
RA∗

0K

R0

, ρ1 :=
RA∗

1

R1

, φ1 :=
ΦA∗

1

π/2
. (4.32)

4.2.3 Polar Description of Laminate Strength Tensors

Besides the stiffness description of a composite laminate, it is important to consider also
its strength description. As discussed in (Catapano et al., 2012), it is possible to formally
express all the stress-based failure criteria for composite laminates as

F = σσσTFσσσ + σσσT f ≤ 1, (4.33)

where F behaves as a fourth-order tensor (it can be interpreted as a weakness tensor), σσσ
and f like second order tensors, F is a failure index standing for either Tsai-Wu, Tsai-
Hill or Hoffmann failure criterion. As reported in (Catapano et al., 2012; Catapano &
Montemurro, 2018), a failure index averaged over the thickness of the laminate can be
defined. Under the hypotheses of multilayer plates made of identical plies, in the FSDT
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framework, it reads:

Flam =
1

h

εεεTgen


GA GB 0

GD 0

sym GH

εεεgen +
{
εεεT0 γγγT0

}gA

gD


 ≤ 1, (4.34)

where GA is the laminate membrane strength tensor, GB the membrane/bending coupling
strength tensor, GD the bending strength tensor, GH the shear strength tensor, whilst gA
and gD are the membrane and bending strength vectors related to the linear part of the fail-
ure criterion. Equation (4.34) represents the polynomial laminate-level failure criterion
for a multilayer plate modelled as an equivalent single layer (Catapano & Montemurro,
2018).

It is noteworthy that GA, GB and GD behave like fourth-order elasticity-like tensors,
that GH behaves like a second-order symmetric tensors, and that gA and gD behave like
second-order symmetric tensors. Then, they can be described through opportune PPs.

In analogy to Section 4.2.2, it is convenient to introduce the dimensionless quantities:

G∗A :=
1

h
GA, G∗B :=

2

h2
GB, G∗D :=

12

h3
GD, G∗H :=

1

h
GH ,

g∗A :=
1

h
gA, g∗D :=

2

h2
gD.

(4.35)

With reference to a single lamina, let {Γ0,Γ1,Λ0,Λ1,Ω0,Ω1} be the PPs of the in-
plane reduced strength matrix, {Γ,Λ,Ω} be the PPs of the out-of-plane strength tensor,
{γ, λ, ω} be the PPs of the in-plane strength vector. Then, in analogy to the expressions
derived in Section 4.2.2 for the stiffness tensors, the following expressions can be deduced
(Catapano & Montemurro, 2018):

tensor G∗A

Γ
G∗A
0 = Γ0, Γ

G∗A
1 = Γ1,

Λ
G∗A
0 ei4Ω

G∗A
0 =

Λ0ei4Ω0

N

N∑
k=1

ei4θk , Λ
G∗A
1 ei2Ω

G∗A
1 =

Λ1ei2Ω1

N

N∑
k=1

ei2θk ;
(4.36)

tensor G∗B

Γ
G∗B
0 = 0, Γ

G∗B
1 = 0,

Λ
G∗B
0 ei4Ω

G∗B
0 =

Λ0ei4Ω0

N2

N∑
k=1

bke
i4θk , Λ

G∗B
1 ei2Ω

G∗B
1 =

Λ1ei2Ω1

N2

N∑
k=1

bke
i2θk ;

(4.37)
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tensor G∗D

Γ
G∗D
0 = Γ0, Γ

G∗D
1 = Γ1,

Λ
G∗D
0 ei4Ω

G∗D
0 =

Λ0ei4Ω0

N3

N∑
k=1

dke
i4θk , Λ

G∗D
1 ei2Ω

G∗D
1 =

Λ1ei2Ω1

N3

N∑
k=1

dke
i2θk ;

(4.38)

tensor G∗H
ΓG
∗
H = Γ,

ΛG∗Hei2ΩG∗H =
Λei2Ω

N

N∑
k=1

e−i2θk ;
(4.39)

vector g∗A
γg
∗
A = γ,

λg
∗
Aei2ωg∗a =

λei2ω

N

N∑
k=1

ei2θk ;
(4.40)

vector g∗D
γg
∗
D = 0,

λg
∗
Dei2ωg∗D =

λei2ω

N2

N∑
k=1

bke
i2θk .

(4.41)

However, some simplifications hold. In fact, the deviatoric part of G∗H , g∗A and g∗D can be
expressed in terms of the in-plane strength PPs as follows:

ΛG∗Hei2ΩG∗H = Λ
G∗A
1

Λ

Λ1

ei2(Ω+Ω1−ΩG∗A ),

λg
∗
aei2ωg∗a = Λ

G∗A
1

λ

Λ1

ei2(Ω
G∗A
1 +ω−Ω1),

λg
∗
Dei2ωg∗D = Λ

G∗B
1

λ

Λ1

ei2(Ω
G∗B
1 +ω−Ω1).

(4.42)

Moreover, the following relationships exist between stiffness and strength PPs, as pointed
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out in (Catapano & Montemurro, 2018):

Λ
G∗A
0 ei4Ω

G∗A
0 = RA∗

0

Λ0

R0

ei4(ΦA∗
0 +Ω0−Φ0),

Λ
G∗A
1 ei2Ω

G∗A
1 = RA∗

1

Λ1

R1

ei2(ΦA∗
1 +Ω1−Φ1),

Λ
G∗B
0 ei4Ω

G∗B
0 = RB∗

0

Λ0

R0

ei4(ΦB∗
0 +Ω0−Φ0),

Λ
G∗B
1 ei2Ω

G∗B
1 = RB∗

1

Λ1

R1

ei2(ΦB∗
1 +Ω1−Φ1),

Λ
G∗D
0 ei4Ω

G∗D
0 = RD∗

0

Λ0

R0

ei4(ΦD∗
0 +Ω0−Φ0),

Λ
G∗D
1 ei2Ω

G∗D
1 = RD∗

1

Λ1

R1

ei2(ΦD∗
1 +Ω1−Φ1).

(4.43)

From a physical viewpoint, considering the definition of strength criterion, it means that
stiffness and strength of a laminate are correlated, as the deviatoric terms of strength ten-
sors and vectors can be expressed in terms of stiffness PPs. Besides, when passing from
CLT to FSDT, the number of PPs that are involved in the design process does not change.

4.2.4 Elastic and Geometrical Bounds

The set of inequalities (4.12) applies also for tensors A∗ and D∗, taken singularly, since
they are positive-definite.

Such conditions on membrane and bending tensors define an elastic domain contain-
ing all the admissible values of the PPs. Therefore, A∗ and D∗ can be considered as elastic
tensors of two fictitious materials, imagining to build an equivalent single-layer plate with
thickness h, having the same extension and bending elastic properties of the laminate in
all directions. Conversely, for tensor B∗ is different, because it is not-definite. In particu-
lar, the idea of a fictitious material for the coupled response has not a precise mechanical
meaning. Vannucci (2012a) has shown that if a laminate is composed by identical layers,
there exist more restrictive bounds, given by the combinations of the trigonometric func-
tions appearing in (4.24) and (4.26). Such bounds are said geometrical bounds because
they arise from the geometry of the stack, i.e. from the combination of the orientation
angles and positions within the stack.

Assume T ∈ {A∗, D∗}. For a generic uncoupled and anisotropic laminate, they read

0 ≤ RT
0

R0

≤ 1,

0 ≤ RT
1

R1

≤ 1,

2

(
RT

1

R1

)2

≤
1−

(
RT

0

R0

)2

1− (−1)K
RT

0

R0

cos 4(ΦT
0 − ΦT

1 )

,

(4.44)

52



i
i

“main” — 2021/1/27 — 17:54 — page 53 — #93 i
i

i
i

i
i

4.3. Quasi-trivial Stacking Sequences

and are valid for A∗ or D∗, taken separately (Vannucci, 2012a). Moreover, Vannucci
showed that the geometric domain is always smaller than the elastic domain. More pre-
cisely, he proved that the geometric domain is always entirely contained into the elastic
domain. Mechanically, this means that laminates constitute a sort of smaller elastic class.
Finally, the complete set of constraints that must be considered, in the case of uncoupled,
fully-orthotropic laminates is:

0 ≤ RT
0

R0

≤ 1,

0 ≤ RT
1

R1

≤ 1,

2

(
RT

1

R1

)2

− 1− (−1)KT−KR
T
0

R0

≤ 0.

(4.45)

4.3 Quasi-trivial Stacking Sequences

Albeit the concept of SS has been already introduced, its formal definition is now intro-
duced.

Definition 4.4 (Stacking sequence). A stacking sequence (SS), or stack, of an N -ply lam-
inate is the ordered set

SS := {θk : 1 ≤ k ≤ N},

where θk is the orientation angle of the k-th ply. Plies are ordered from the bottom surface
to the top one of the laminate.

As already said, a laminate is uncoupled if and only if B∗ = 0. This means that in-
plane forces do not produce curvatures and, similarly, bending moments do not deform
the laminate middle plane. A laminate is said homogeneous if and only if C∗ = 0. The
homogeneity property is linked to the design of the pure bending tensor D∗. The design of
D∗ is quite difficult because its properties depend not only on the plies orientation angles,
but also on their position within the SS. In order to have the same properties both in mem-
brane and bending in any direction, i.e. the same group of symmetry, the homogeneity
property must be imposed.

Since coefficients {bk} assume antisymmetric values with respect to the laminate mid-
dle plane, a simple way to obtain B∗ = 0 consists of using a symmetric SSs, as commonly
done in several works (Adams et al., 2004; Seresta et al., 2007; Bloomfield et al., 2008;
Raju et al., 2014; Macquart et al., 2016). Of course, this is only a sufficient condition,
since asymmetric uncoupled SSs exist. In (Caprino & Crivelli Visconti, 1982), the exis-
tence of uncoupled anti-symmetric stacks was proven, while in (Verchery & Vong, 1986),
the existence of completely asymmetric uncoupled SSs was shown. In (Vannucci et al.,
1998; Vannucci & Verchery, 2001a), a special class of uncoupled and possibly homoge-
neous laminates was found; the solutions belonging to this class are called quasi-trivial
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(QT) and represent a class of arithmetically-exact solutions. Furthermore, authors have
shown that the number of independent QT solutions is by far larger than the number
of symmetric ones. An efficient enumerating algorithm has been recently proposed in
(Garulli et al., 2018).

QT SSs are characterised by an interesting and very useful property: membrane/bend-
ing uncoupling and/or homogeneity requirements can be exactly met regardless of the
values of the orientation angles. In particular, these requirements can be fulfilled by act-
ing only on the position of the layers into the stack (Vannucci & Verchery, 2001a; Garulli
et al., 2018). QT SSs have been efficiently used in many practical problems (Montemurro
et al., 2016; Montemurro & Catapano, 2017; Montemurro et al., 2018; Montemurro et al.,
2019).

Specifically, a QT stack represents an equivalence class for all possible orientations
that each group of ply can assume. As an example, {90◦,−26◦, 90◦, 90◦, 90◦,−26◦, 90◦}
and {1◦, 42◦, 1◦, 1◦, 1◦, 42◦, 1◦} are elements of the same equivalence class
[{1, 2, 1, 1, 1, 2, 1}], where 1 and 2 are just labels identifying two possibly distinct
orientations. Of course, the choice of the orientations depends upon the desired elastic
behaviour of the laminate.

To explain clearly the concept of QT SSs, consider a laminate withN plies andm ≤ N

different orientations and define

Gj := {k : θk = θj}, (4.46)

the set of indices within the SS sharing the same orientation θj . Conditions for un-
coupling and homogeneity can be than split as multiple sums over the different sets
Gj, j = 1, . . . ,m (Garulli et al., 2018). Therefore, the uncoupling condition reads:

N∑
k=1

bke
iβθk =

m∑
j=1

eiβθj
∑
k∈Gj

bk = 0, β = 2, 4, (4.47)

while the homogeneity requirement can be expressed as:

N∑
k=1

cke
iβθk =

m∑
j=1

eiβθj
∑
k∈Gj

ck = 0, β = 2, 4. (4.48)

This leads to the following definitions

Definition 4.5 (Saturated group). A group of plies oriented at θj (for some j), for which∑
k∈Gj

bk = 0,
∑
k∈Gj

ck = 0, (4.49)

is said saturated group with respect to coefficients {bk} and {ck}, respectively.

Definition 4.6 (Quasi-trivial stacking sequences). A SS is said quasi-trivial if it is entirely
composed of saturated groups. If not specified, the quasi-triviality has to be intended
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with respect to coefficients {bk} and {ck}. In this case, the laminate is said quasi-trivial
quasi-homogeneous (QT QH).

For more details on the topic, the reader is addressed to (Vannucci, 2017; Garulli et al.,
2018).

4.4 Conclusions

In this Chapter, the fundamentals of the Polar Method as a tool to describe plane tensors
has been introduced. In particular, it has been shown that the Polar Method is a profitable
tool in the description of the anisotropy of multilayered plates. In so doing, it allows for
a simple description of both stiffness and strength tensors of uncoupled, homogeneous
and orthotropic laminates in the FSDT framework. The aforementioned concepts will be
extensively used in the following of the Thesis.
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CHAPTER5

Fundamentals of Elasticity and Variational Methods

This Chapter is focused on the main results of Variational Elasticity and on the main
results and properties of the Γ-convergence theory. The principal aim is to provide a the-
oretical background in view of the exposition of Chapter 10, whose results will be used
to justify FE modelling choices in the PARSIFAL box-wing optimisation, discussed in
Chapter 8.
In particular, Section 5.1 summarises the classical results of the Theory of Elasticity. From
Finite Elasticity, the focus is posed on the Linearised Elasticity. Then, the variational
structure of the equilibrium problem is presented. Section 5.2 presents the fundamental
notion of lower-semicontinuity and the so-called Direct Method of the Calculus of Vari-
ations, by L. Tonelli, to prove the existence and, possibly, the uniqueness, of the elastic
equilibrium problem. These concepts are fundamentals also in view of Section 5.3, which
introduces the notion of Γ-convergence as a variational tool to derive asymptotic prob-
lems, together with its main properties. Finally, Section 5.4 contains some meaningful
considerations.

5.1 Fundamentals of Elasticity

The brief collection of results is inspired by the classical textbooks (C. Truesdell & Wang,
1973; C. A. Truesdell, 1977; Gurtin, 1981; Ciarlet, 1994) and by (Morassi, 2008; Paroni,
2008).
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Chapter 5. Fundamentals of Elasticity and Variational Methods

5.1.1 Finite Elasticity

5.1.1.1 Analysis of Deformation

Let E be the three-dimensional Euclidean space. With reference to Figure 5.1, let B be a
deformable body 1. Assume kkk : B 7→ E to be a placement in E of this body, which then
occupies a certain regular spatial region Ω. The placement kkk is assumed as a reference
configuration, such that Ω := kkk(B) and X are the spatial coordinates of material point
X of Ω. Hence, kkk(X) = X. With reference to Figure 5.1, consider a different placement
of B, and let χχχ be the vector-valued mapping, called deformation, from the reference
configuration Ω to the new, possibly deformed, one (say Ω̃). Furthermore, define the
deformation gradient as

F := ∇χχχ, (5.1)

with det(F) > 0 so to have F locally-invertible and orientation-preserving. Moreover,
χχχ is assumed to be a homeomorphism, i.e. a continuous map with a continuous inverse
map.

Figure 5.1: Placement kkk and deformation χχχ of a body B

It is useful to introduce the notion of displacement.

Definition 5.1 (Displacement). The displacement of a point X ∈ Ω is defined as

u(X) := χχχ(X)−X. (5.2)

The displacement is then the vector joining the position vector X of point X ∈ Ω into
its image through χχχ.

Before continuing, the following important sets shall be introduced. Lin is the set of
linear applications from a vectorial space into itself; equivalently, it defines the set of all
second-order tensors. Noteworthy subsets are: Lin+, the set of second-order tensors with
positive determinant; Sym, the set of symmetric second-order tensors; Skw, the set of
skew-symmetric second-order tensors; Psym, the set of symmetric and positive-definite
second-order tensors. SO(n) denotes the special orthogonal group, i.e. the set of rotation
tensors in the n-dimensional space. For fourth-order tensors, the nomenclature is similar,
apart from the blackboard bold capital letter: Lin, Sym, etc.

1The intuitive notion of body is sufficient for the future developments
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5.1. Fundamentals of Elasticity

Theorem 5.1 (Polar decomposition). Assume F ∈ Lin+. There exist U, V ∈ Psym and
R ∈ SO(3) such that

F = RU = VR. (5.3)

The decomposition is unique.

It can be shown that the variations of lengths, areas and volumes are correlated to the
so-called Cauchy’s right deformation tensor C := FTF = U2, so that the deformation
measure can expressed by the following

Definition 5.2 (Green-Saint Venant strain tensor).

E :=
1

2
(C− I3) , E ∈ Sym, (5.4)

which is a measure of the deviation between a given deformation and a rigid motion.
Note that, for rigid deformations, C = I3 =⇒ E = 0.

5.1.1.2 Analysis of Stress

Assume an arbitrary regular subregion of the configuration Ω̃ := χχχ(Ω), called subbody P,
such that P ⊆ Ω̃; let ∂P denote its external boundary. Suppose that the external forces
acting on P admit density, and that they can be decomposed as body-forces of density b

(intended per unit-volume) acting on P, and as surface tractions of density s (intended
per unit-surface) acting on ∂P. Then:

Principle 5.1 (Euler’s Axiom). The generic configuration Ω̃ is equilibrated if the resul-
tants of the forces and moments (with respect to any pole) acting on P ⊆ Ω̃ vanish for
every choice of P ⊆ Ω̃.

Theorem 5.2 (Hamel & Noll Theorem (Cauchy’s Postulate)). In an equilibrated config-
uration, consider its intersection with any regular surface. Then, there exists a vectorial
field t(y,n), called tension, depending only on the outer normal vector n at the point y
belonging to the intersection.

Theorem 5.3 (Cauchy’s Lemma). In an equilibrated configuration under {b, s, t} there
exists a tensor field T(y), called Cauchy’ stress tensor, such that T(y)n = t(y,n) for
every point y ∈ Ω̃ and every unitary vector n(y).

Theorem 5.4 (Equilibrium of a body portion). Let P be a subbody of Ω̃ under the action
of loads b, s and t. Then, the subbody is in equilibrium if the following relations are
satisfied:

divT(y) + b(y) = 0, y ∈ P

T(y) = TT(y), y ∈ P,

T(y)n(y) = s(y), y ∈ ∂P.
(5.5)
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Chapter 5. Fundamentals of Elasticity and Variational Methods

Of course, these conditions hold a fortiori ratione also for the particular choice
P = Ω̃. In this case, Ω̃ is an equilibrated configuration.

Note that the equilibrium is defined in the deformed configuration Ω̃, which in general
is unknown, whilst the Kinematics’ analysis is defined in the reference configuration Ω.
The counterpart of Cauchy’ stress tensor, in the reference configuration, is the Piola stress
tensor, defined as

P := det(F)TF−T. (5.6)

It will be useful in the next Section.

5.1.1.3 Constitutive Equations

The aforementioned results are valid regardless of the particular material properties of
the body. In general, different bodies undergo different deformations if experiencing the
same stress field. This phenomenological diversity is due to the different behaviour of the
materials.

Definition 5.3 (Elastic material). A material is said elastic if and only if the Cauchy’
stress tensor T depends only upon the point and upon the deformation gradient. In other
words, there exists a response function Fkkk, with respect to a reference configuration kkk,
such that

T(y) = Fkkk(X,F(X)), (5.7)

with F = χχχ(X) and y = χχχ(X). If the response function does not depend explicitly upon
the point, the response is said homogeneous.

Among the elastic materials, an interesting class is occupied by the hyperelastic ma-
terials.

Definition 5.4 (Hyperelastic material). A material is said hyperelastic if and only if there
exists a differential scalar potential Wkkk : Ω × Lin+ 7→ R, called stored-energy density
function, such that the Piola stress tensor of Eq. (5.6) can be expressed as

P =
∂Wkkk

∂F
(X,F). (5.8)

See (Gurtin, 1981) for a physical motivation of such definition.
The stored-energy density function must satisfy some a priori restrictions to avoid

unphysical mathematical models. Among the physical restrictions on the form of stored-
energy density function, one of the most important is expressed by the following

Principle 5.2 (Material frame indifference).

Wkkk(X,F) = Wkkk(X,QF), ∀Q ∈ SO(3). (5.9)

Principle 5.2 expresses the fact that the elastic energy stored by a deformed body in
the placement kkk, under the effect of a deformation χχχ (whose gradient is F), must be the
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5.1. Fundamentals of Elasticity

same for two observers placed in different reference frames. Intuitively, Eq. (5.9) states
that a rotation applied after the deformation (note that the rotation tensor Q is applied
after the deformation action expressed by F) does not alter the value of the stored-energy.
In particular, the rotation Q can be interpreted as the passage between two rotated coor-
dinates frames. It can be shown that, if this principle holds, the stored-energy functional
cannot be convex.

Materials observable in nature often present some symmetry with respect to their re-
sponse. This fact motivates the following definition:

Definition 5.5 (Symmetry group).

Gkkk(X) = {Q ∈ SO(3) : Wkkk(X,F) = Wkkk(X,FQ)} (5.10)

The symmetry group of a material is the collection of the orthogonal tensors Q for
which the stored-energy density function is invariant if a rigid rotation is applied be-
fore the deformation. If the symmetry group coincides with SO(3), the material is said
isotropic.

The simplest hyperelastic isotropic material admits the following representation

Definition 5.6 (Saint Venant–Kirchhoff material). There exist two constants, called Lamé
constants, λ, µ > 0 such that

Wkkk(E) =
λ

2
tr2E + µ trE2. (5.11)

It can be shown that further restrictions, from thermodynamic considerations, involve
the Lamé constants.

5.1.1.4 Equilibrium Problem: Strong and Weak Formulations

The equilibrium problem for an hyperelastic body, in the reference configuration, under
the action of assigned loads bkkk and skkk, can be formalised. With reference to Figure 5.2,
assuming for the sake of simplicity imposed zero displacements over the surface portion
∂Ωd, the boundary-value equilibrium problem in the reference placement reads:

divP + bkkk = 0, in Ω,

PFT = FPT, in Ω,

Pnkkk = skkk, in ∂Ωt,

P =
∂Wkkk

∂F
(X,F), in Ω,

F = ∇χχχ, in Ω,

u(X) = 0, in ∂Ωd,

(5.12)

where bkkk is the body unit-volume body forces, acting on each material point of Ω, nkkk
in the outward normal versor at a generic point X ∈ ∂Ω, skkk is the surface forces vector
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Chapter 5. Fundamentals of Elasticity and Variational Methods

Figure 5.2: Loaded body B in the reference configuration

acting over the boundary portion ∂Ωt. The unknown field is generally the displacement
vector field. If a displacement vector field u satisfies (5.12), it is said a strong solution for
the equilibrium problem.

For hyperelastic materials, the equilibrium Problem (5.12) can be formulated in varia-
tional terms. To do so, the set of kinematically admissible functions, i.e. the collection of
displacements satisfying the boundary displacement condition on ∂Ωd, must be prelimi-
nary introduced.

Definition 5.7 (Kinematically admissible functions set).

A := {ψψψ : Ω̄ 7→ R3 : ψψψ is smooth and ψψψ = 0 on ∂Ωd}. (5.13)

Then, the Total (Potential) energy functional can be defined as:

Definition 5.8 (Total potential energy).

F (ψψψ) :=

∫
Ω

Wkkk(X,∇ψψψ)dX−
∫
Ω

bkkk ·ψψψdX−
∫
∂Ωt

tkkk ·ψψψdX, ψψψ ∈ A . (5.14)

The following Theorem finally links the equilibrium Problem (5.12) to the functional
(5.14):

Theorem 5.5 (Equilibrium as a stationary point of the total potential energy). If ψψψ ∈ A

satisfies Eq. (5.12), then ψψψ is, at least formally, a stationary point of F (Eq. (5.14)).

The stability of the stationary points of Theorem 5.5 depends on the second variation
of the functional (5.14). Ifψψψ ∈ A is a stationary point of Eq. (5.14) is said a weak solution
of the (weak) equilibrium problem expressed in Theorem 5.5. Of course, a strong solution
is so also for the weak equilibrium problem. The converse is not generally true, unless
the weak solution is as regular as to make the first equation of Eq. (5.12) meaningful.
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5.1. Fundamentals of Elasticity

5.1.2 Linearised Elasticity

Under further hypotheses of small displacements and small displacement’s gradients, as-
suming an unstressed reference configuration, the stress field linearly depends upon the
linearised strain tensor field. Moreover, the strain tensor linearly depends upon the sym-
metric part of the displacement gradient. In particular, for an hyperelastic linear material:

Theorem 5.6 (Elasticity tensor for hyperelastic linear materials). There exists a fourth-
order tensor,

C :=
∂Wkkk

∂E
(X,E), C ∈ Psym, (5.15)

called elasticity tensor, such that

(a) (minor symmetries)
Cijhk = Cjihk = Cijkh, (5.16)

(b) (major symmetries)
Cijhk = Chkij, (5.17)

(c) (Cauchy’ stress tensor)
T = C[E], (5.18)

having defined

H := ∇u, E := sym(H), W := skw(H). (5.19)

In this case of linearised elasticity, tensor E of Eq. (5.19) constitutes the strain measure.
More explicitly, the stored-energy density function is expressed by

1

2
T · E =

1

2
C[E] · E. (5.20)

From the characterisation of the elasticity tensor C of Theorem 5.6, a further important
property descends:

Theorem 5.7 (Coercivity of the elasticity tensor). There exists a constant C > 0 such
that

C[E] · E ≥ C|E|2, ∀E ∈ Sym. (5.21)

A representation Theorem holds for hyperelastic isotropic materials:

Theorem 5.8 (Representation Theorem for hyperelastic linear isotropic elasticity tensor).
A fourth-order tensor C : Sym 7→ Sym is isotropic if and only if there exist two constants
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Chapter 5. Fundamentals of Elasticity and Variational Methods

µ > 0 and λ such that

C[E] = 2µE + λ tr(E)I, ∀E ∈ Sym. (5.22)

A property of linearised elasticity, i.e. assuming small displacements and gradients,
is that the reference configuration is close to the deformed one. This means that, neglect-
ing higher-order terms, the two configurations are basically the same up to the first order
expansion. As a result, the equilibrium problem can be formulated in the reference config-
uration, which has the great advantage to be known. Accordingly, the elastic equilibrium
problem reads: 

divT + bkkk = 0, in Ω,

T = TT, in Ω,

Tnkkk = skkk, in ∂Ωt,

T = C[E], in Ω,

E = sym(∇u), in Ω,

u = 0, in ∂Ωd,

(5.23)

where the unknown is the displacement field u.
In finite elasticity, the existence of the equilibrium solution is still an open topic, at

least in the full generality of the problem. The stored-energy functional cannot be con-
vex for physical reasons: for instance, a convex stored-energy density functional would
disagree with the principle of Material Frame Indifference (Principle 5.2), as stated be-
fore. Moreover, a strictly-convex one would exclude body instabilities and equilibrium
point bifurcations. See, for instance, (Ball, 1976; Paroni, 2008). However, in linearised
elasticity, an important result of existence and uniqueness holds.

Theorem 5.9 (Existence and uniqueness of the solution for the linearised elasticity equi-
librium problem). Let the external data, viz. external loads and imposed displacements
at the boundary, be assigned. The linearised elasticity equilibrium Problem (5.23) admits
a unique solution which depends with continuity from the data.

Of course, also in linearised elasticity the equilibrium problem can be formulated in
variational terms. In analogy to finite elasticity, the total energy functional reads:

Definition 5.9 (Total potential energy in linearised elasticity).

F (ψψψ) :=
1

2

∫
Ω

C[E] · sym(∇ψψψ)dX−
∫
Ω

bkkk ·ψψψdX−
∫
∂Ωt

tkkk ·ψψψdX, ψψψ ∈ A . (5.24)

Then,

Theorem 5.10 (Total potential energy minimum). Let the external data, viz. external
loads and imposed displacements at the boundary, be assigned. Then, u ∈ A is the
unique solution of Problem (5.23) if and only if F (u) = min

ψψψ∈A
F (ψψψ).
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5.2 The Direct Method of the Calculus of Variations

This section is inspired by the textbooks (Buttazzo, 1989; Dacorogna, 2007; Rindler,
2018). In the previous Section, it has been shown that the elastic equilibrium problem
for an hyperelastic body can be formulated in variational terms. Some well-established
techniques allow to tackle the equilibrium problem in a variational framework. These
techniques are referenced as Direct Method of the Calculus of Variations, deriving from
the work of Leonida Tonelli (see, for example (Tonelli, 1915, 1920)).

An abstract problem of the Calculus of Variations, suitable for the topic at hand, is the
following minimisation problem of the total energy represented by Eq. (5.24):

min
ψψψ∈A

F (ψψψ),

A := {ψψψ ∈ W 1,2(Ω;R3) with ψψψ|∂Ωd
= 0}

(5.25)

where F is defined in Eq. (5.24), Ω is an open, bounded Lipschitz-regular domain,
W 1,2(Ω;R3) (or H1(Ω;R3)) is a Sobolev functional space, which happens to be also a
Hilbert space, and 0 ∈ W 1/2,2(∂Ωd;R3) (or H1/2(∂Ωd;R3)). The involved functional
spaces are characterised in the following Definitions.

Definition 5.10 (Lebesgue L2 space).

L2(Ω,R3) :=

v : Ω 7→ R3 :

∫
Ω

|v|2
1/2

<∞

 . (5.26)

Definition 5.11 (Sobolev H1 space).

H1(Ω,R3) := {v : Ω 7→ R3 : v ∈ L2(Ω,R3),∇v ∈ L2(Ω,Lin)}. (5.27)

Definition 5.12 (Sobolev H1/2 trace space).

H1/2(∂Ωd,R3) := {v ∈ L2(∂Ωd;R3) | ∃u ∈ H1(Ω;R3) : v = tr(u) := u|∂Ωd
}. (5.28)

Some definitions are preliminary needed to introduce in the following some pivotal
concepts. Let X be a topological space, and let N be the family of all open sets contain-
ing the generic point x ∈ X . Then, introducing R̄ := R ∪ {−∞, +∞} as the extended
Real Line:

Definition 5.13 (Lower and upper limit). Assume F : X 7→ R̄. The lower limit (lim inf)

of F at x ∈ X is defined as

lim inf
y→x

F (y) = sup
U∈N (x)

inf
y∈U

F (y) (5.29)
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whilst the upper limit (lim sup) of F at x is defined as

lim sup
y→x

F (y) = inf
U∈N (x)

sup
y∈U

F (y). (5.30)

Intuitively, the lower limit of a function at a point x is the largest value, as neigh-
bours of x may vary, among the smallest values assumed by the function in every of such
neighbours. Similarly, the upper limit of a function at a point x is the smallest value, as
neighbours of x may vary, among the largest values assumed by the function in every of
such neighbours.

The following generalised notion of continuity will play a pivotal role in the following.

Definition 5.14 (Lower-semicontinuity). A function F : X 7→ R̄ is lower-
semicontinuous (LSC) at a point x ∈ X , if for every t ∈ R with t < F (x), there exists an
open set U ∈ N (x) such that t < F (y) for every y ∈ U . F is LSC on X if it is LSC at
each point of X .

Equivalently, a function is LSC if ∀ t ∈ R the set {x ∈ X : F (x) < t} is closed in X .

Just to give an intuition with a mono-dimensional example, Figure 5.3a shows a LSC
function. Conversely, Figure 5.3b shows a function which is not LSC . It can be easily
verified with the second definition of LSC functions provided in Definition 5.14.
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(a) A LSC function
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(b) A non LSC function

Figure 5.3: Comparison between a LSC and a non LSC function.

To prove the main result of this Section, some further concepts are needed.

Definition 5.15 (Sequentially lower-semicontinuity). A function F : X 7→ R̄ is sequen-
tially lower-semicontinuous (SLSC) at a point x ∈ X , if for every sequence (xj) converg-
ing to x in X

F (x) ≤ lim inf
j→+∞

F (xj). (5.31)

Definition 5.16 (Sequentially compact set). A setK ⊆ X is sequentially compact if every
sequence in K has one subsequence converging to an element of K.
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Definition 5.17 (Sequential coercivity). A function F : X 7→ R̄ is sequentially coercive
on X if the closure of the set x ∈ X : F (x) < t is sequentially compact for every t ∈ R.

All these ingredients are enough to state the main Theorem of the Direct Method of
the Calculus of Variations:

Theorem 5.11 (Direct Method of the Calculus of Variations). Let X be a topological
space endowed with the weak topology. Let F : X 7→ R̄ be a sequentially coercive and
SLSC function. Then, Problem (5.25) admits at least one solution.

In particular, for Problem (5.25) the coercivity and the lower-semicontinuity are en-
sured by the following Theorems, specialised for the stored-energy density function:

Theorem 5.12 (Coercivity on Sobolev H1 space). The hypotheses on the elasticity tensor
and Eq. (5.25) =⇒ sequential coercivity on the space H1(Ω,R3).

Theorem 5.13 (Tonelli-Serrin). An integrand function f : Ω × Lin → [0,∞) that is
(Lebesgue-)measurable in the first argument, continuous and convex in the second argu-
ment, is SLSC in H1(Ω;R3).

It can be shown that the stored-energy functional satisfies Theorem 5.13 and that it
is coercive. Therefore, for Theorem 5.11 the elastic linearised problem of equilibrium
admits a solution.

This section is concluded by a fundamental inequality (which plays also a pivotal role
for the proof of the coerciveness of the stored-energy functional) that will be used in the
following:

Theorem 5.14 (Korn’s inequality). Let Ω be a bounded regular domain, having a reg-
ular boundary. There exists a constant C > 0 such that for each function v ∈ H1(Ω)

vanishing on the boundary,

‖∇v‖L2(Ω) ≤ C‖sym(∇v)‖L2(Ω). (5.32)

The result of this inequality is somewhat unexpected, since the nine component of∇v
are controlled by six of their linear combinations (components of sym(∇v)) in the L2(Ω)

space.

5.3 Γ-convergence

The brief collection of results is inspired by the classical textbooks on the topic (Dal
Maso, 1993; Braides, 2002). In many physical problems, there are some parameters such
that, as they may vary, it is possible to obtain an asymptotic property or behaviour of the
primitive problem. The asymptotic problems can be used to replace the primitive ones,
since, generally, the formers have a simpler and more understandable structure. These
peculiar kind of problems may be formalised as the study of the limit (or asymptotic)

67



i
i

“main” — 2021/1/27 — 17:54 — page 68 — #108 i
i

i
i

i
i

Chapter 5. Fundamentals of Elasticity and Variational Methods

behaviour of a family of functionals depending on a scale parameter ε, in some space Xε,
as follows:

min{Fε(v) : v ∈ Xε}. (5.33)

As stated, the basic idea is to substitute Problem (5.33) with a somehow simpler one,
no more depending on ε and which may capture effectively the basic aspects of the actual
solution of (5.33). In other words, the asymptotic problem is sought to converge, in a
suitable sense to be specified, to the actual one, preserving information on the minimum
and minimiser of the actual problem. Formally, the limit problem is of the form

min{F∞(v) : v ∈ X}. (5.34)

Keeping this in mind, the Γ-convergence is a suitable tool for this purpose. It is a vari-
ational convergence that aims at the convergence of minima and minimisers of the original
Problem (5.33) to the minima and minimiser of the limit Problem (5.34). In so doing, it
is expected that the main properties of the solution of Problem (5.33) are properly caught
by the solution of the asymptotic Problem (5.34). This variational convergence appeared
for the first time in the seminal work by Ennio De Giorgi and Tullio Franzoni (De Giorgi
& Franzoni, 1975).

Definition 5.18 (Γ-convergence). Let X be a topological space. A sequence of LSC func-
tions Fj : X 7→ R̄ (j ∈ N) Γ-converges in X to a function F∞ : X 7→ R̄ if the following
conditions are satisfied:

• (lim inf inequality) for every sequence (xj) ∈ X converging to x ∈ X

F∞(x) ≤ lim inf
j

Fj(xj); (5.35)

• (recovery sequence) for all x ∈ X there exists a sequence (xj) ∈ X , converging to
some x ∈ X such that

F∞(x) = lim
j

Fj(xj). (5.36)

The function F∞ is said the Γ-limit of Fj , writing F∞ = Γ-limj Fj .

As a matter of fact, a well-posed Γ-convergence concept must rely on the possibility
of obtaining converging sequences from minimisers of Eq. (5.33). A preliminary fun-
damental question, then, is about the compactness: the candidate space X for the limit
problem shall be the one where the compactness argument holds. Moreover, also the
lower-semicontinuity plays an important role in the definition. Once a notion of conver-
gence uε → u and the environment space have been determined, the functional F∞ of
(5.34) is obtained as an optimisation between lower and upper bounds of Fε. The Γ-
convergence of Fε is, roughly speaking, the requirement that these two bounds coincide.

Γ-convergence enjoys important properties, such as:

(a) The Γ-limit, if it exists, is unique;
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5.3. Γ-convergence

(b) The Γ-convergence implies the convergence of minimum problems and the conver-
gence of (sub)sequences of minimisers to the minimisers of the Γ-limit.

Theorem 5.15 (Convergence of minima and minimisers). Let (Fj) be a sequence
of functions on X such that for all j ∈ N there exists a compact K ⊂ X with the
property that inf

X
Fj = inf

K
Fj . Let F∞ = Γ- limj Fj . Then, F∞ has a minimiser

and
∃min

X
F∞ = lim

j
inf
X

Fj (5.37)

Moreover, if (xj) ∈ X is a bounded sequence such that limj Fj(xj) = limj inf
X

Fj ,

then every accumulation point of a convergent subsequence of (xj) is a minimiser for
F∞.

(c) The Γ-limit is stable under continuous perturbations. This means that the conver-
gence is unaffected if arbitrary continuous terms are added, in the sense specified by
the following

Theorem 5.16 (Stability under continuous perturbations). If (Fj) Γ-converges to F∞
and g : X 7→ R̄ is a continuous function, then (Fj + g) Γ-converges to (F∞ + g).

(d) The Γ-limit F∞ is a LSC functional. Then, F∞ is suitable to operate in the frame-
work of the Direct Method of Calculus of Variations.

Comparing the Γ-convergence to others variational asymptotic techniques, such as
asymptotic expansion, it is possible to see that the former does not require an ansatz for
the determination of the Fε lower bound. Moreover, in the upper-bound search, the ansatz
on the minimiser is driven by the lower bound inequality itself.

For a complete treatment of the topic, the reader is addressed to the classical works by
Dal Maso (1993), Braides (2002).

In the reminder of the Section, some example on the Real Line will follow, in order to
clarify the intuitive notion of Γ-limit. Assume n ∈ N, x ∈ R.

Example 1 Consider the family of functionals Fn :=
√

2enx e−n
2x2 . It is easy to show

that the functional converges to the identical null function pointwise. However, the Γ-limit
is

F∞ =

0, x 6= 0,

−1, x = 0.
(5.38)

Generally speaking, the Γ-limit is different from the pointwise limit (in particular the for-
mer lies always below the latter) and is LSC . Moreover, the sequence of minima {−1}
converges to the minima of the Γ-limit, and the sequence of minimiser {−1/(

√
2n)}

(which is also the recovery sequence) converges to the Γ-limit infimum.
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(b) Γ-limit

Figure 5.4: Example 1: family of functionals Fn :=
√

2enx e−n
2x2 and Γ-limit

Example 2 Consider the family of functionals Fn := arctan(nx). It is easy to show that
the functional pointwise converges to the function

F =


π/2, x > 0,

0, x = 0,

−π/2, x < 0.

(5.39)

However, the Γ-limit is

F∞ =

π/2, x > 0,

−π/2, x. ≤ 0
(5.40)

Also in this case the Γ-limit is different from the pointwise limit and is a LSC function.
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Figure 5.5: Example 2: family of functionals Fn := arctan(nx) and Γ-limit
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5.4. Conclusions

Example 3 Consider the family of functionals Fn := sin(nx). It is easy to show that
the pointwise limit does not exists, since the functional oscillations around the Real Line.
However, the Γ-limit exists, and it is the constant function F∞ = −1. Also in this case
the Γ-limit is a LSC function, and the minima and the minimisers converge.
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Figure 5.6: Example 3: family of functionals Fn := sin(nx) and Γ-limit

5.4 Conclusions

Starting from classic notions of Continuum Mechanics, it has been recalled that the equi-
librium problem for hyperelastic materials admits a variational structure. Moreover, some
properties of the stored-energy density functional allows for the use of the powerful Di-
rect Method of the Calculus of Variations in establishing the existence and, possibly, the
uniqueness of the solution. In this context, the notion of Γ-limit has been introduced,
showing its link with the Direct Method and the effectiveness in dealing with the asymp-
totic model reduction.
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Part III

Improving the Optimal Design of Com-
posite Structures
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CHAPTER6

On Buckling and Blending

The goal of this Chapter is to answer research questions RQ1 and RQ2.
Section 6.1 answers research question RQ1. The closed-form expression of the buckling
factor and its gradient, calculated on LFEMs, when scale transition is taken into account,
is derived. Section 6.2 introduces and formalises the blending problem, where new stricter
blending constraints are derived. Section 6.3 faces the problem of the stacking sequence
recovery phase. A general numerical approach is presented, together with a mathematical
justification. These last two Sections answer research question RQ2. Section 6.4 presents
an alternative approach for the stack recovery phase, based on the particular class of QT
QH SSs, already presented in Section 4.3. Finally, Section 6.5 concludes the Chapter with
some meaningful considerations.
In the following, calculations are performed adopting the polar formalism already intro-
duced in Chapter 4. This choice is due to the fact that PPs are tensor invariant quantities
and are related to the material symmetries. Moreover, as explained in Chapter 9, the
feasible domain of laminates is non-convex, for either PPs and LPs. However, the lat-
ter parameters do not have the aforementioned properties of PPs. Hence, PPs shall be
the preferable choice for the description of plane anisotropy. Nevertheless, with the due
modifications, the same results can be adapted in the LPs space.

6.1 Multi-scale Formulation of Buckling Requirement

In order to correctly assess local phenomena, such as instabilities, a GL approach must be
adopted. As already said, three are the main issues connected with the GL approach:

1. the automatic detection of some ZOIs which are likely to be critical in terms of
buckling strength;
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Chapter 6. On Buckling and Blending

2. the automatic generation of a refined LFEMs from the identified ZOIs;

3. the correct transfer of loads from the GFEM into the LFEMs as suitable BCs.

Hereafter, the GL approach will be developed for the buckling response assessment only.
In particular, the buckling factors are evaluated in the LFEMs. When using a determin-
istic optimisation algorithm, two main challenges arise for the analytic derivation of the
buckling eigenvalue sensitivity (see Figure 2.3 for a conceptual scheme of the approach.
This figure should always be kept in mind.):

1. in the framework of the substructuring technique with imposed displacements on
the boundary, under the hypothesis of null unit-volume body forces (see also
Eq. (5.12)), the eigenvalue buckling analysis carried out on the LFEM is a pure
Dirichlet problem. It means that only non-trivial BCs in terms of generalised dis-
placements are assigned;

2. the BCs imposed on the LFEM are strictly related to the displacement field result-
ing from the GFEM, thus coupling effects between the GFEM and the LFEM must
be integrated into the analytical expression of the gradient of the buckling factor
resulting from the LFEM.

6.1.1 Constraint

Preliminary, let nDOF denote the number of DOFs of the unconstrained GFEM. Since BCs
are applied at nBC DOFs, the constrained GFEM has nIN := nDOF − nBC DOFs. Let u
be the solution of the equilibrium problem for the GFEM:

Ku− f = 0, (6.1)

where u is the vector of the unknowns nodal displacements and rotations, f is the vector
of external generalised nodal forces, and K ∈MnIN×nIN

s+ is the (constrained) stiffness ma-
trix of the GFEM.
Mm×n denotes the space of real-valued matrices having m rows and n columns. Note-
worthy subsets are defined with the use of subscripts s and s+. The former denotes the
set of symmetric matrices, the latter the set of symmetric positive-definite ones (see also
Section 5.1.1.1).

The buckling constraint can be formulated as:

gbuck = 1− λ ≤ 0, (6.2)

where λ is the first buckling factor of the associated eigenvalue problem (formulated in
the LFEM) (

K[ + λK[
σ

)
ψψψ[ = 0, (6.3)

where K[ ∈ Mn[
IN×n

[
IN

s+ is the reduced stiffness matrix of the LFEM, K[
σ ∈ Mn[

IN×n
[
IN

s is
the reduced stress-stiffness matrix of the LFEM, ψψψ is the reduced eigenvector associated
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6.1. Multi-scale Formulation of Buckling Requirement

to λ. Note that K[
σ is not, in general, positive-definite.

Label [, unless specified, will denote quantities defined in the LFEM.

6.1.2 Buckling Factor Gradient in Multi-scale Context

Let nvars be the number of design variables of the optimisation problem. By differentiat-
ing Eq. (6.2) with respect to the generic design variable ξj (four variables for each panel,
see Eq. (4.32)), one obtains:

(∇ξξξgbuck)j :=
∂gbuck

∂ξj
= − ∂λ

∂ξj
. (6.4)

The next three Subsections of Section 6.1.2 are dedicated to the derivation of the explicit
analytical form for Eq. (6.4).

6.1.2.1 Initialisation of the Gradient Expression

Passing to the weak formulation, the generalised eigenvalue problem for the LFEM can
be stated as follows:

ψψψT[
(
K[ + λK[

σ

)
ψψψ[ = 0, (6.5)

As usually done in classical buckling eigenvalue analyses, K[
σ is calculated from the

stress field solution of the (static) equilibrium boundary problem of the LFEM subject to
the same BCs of the original eigenvalue buckling problem. However, in the framework of
the considered GL modelling approach, the equilibrium boundary problem of the LFEM
is of the Dirichlet’s type: non-zero displacements are imposed at some DOFs, which can
be collected in the set I[BC whose cardinality is n[BC. On the other hand, the unknown
DOFs are collected in the set I[IN whose cardinality is n[IN. Moreover, BCs depend on
the displacement field solution of the GFEM equilibrium Problem (6.1). Therefore, the
key-point is to express properly the equilibrium displacement boundary problem (and the
related derivatives) for the LFEM. To do so, it is convenient to introduce the following
two operators.

Definition 6.1 (Annihilating operator Z). Given a matrix M ∈Mm×n and the two sets of
positive natural numbers R ⊂ {i | 1 ≤ i ≤ m} and C ⊂ {j | 1 ≤ j ≤ n}, the operator
Z(M, R, C) returns a matrix obtained by annihilating the i-th row and the j-th column of
M, ∀ i ∈ R and ∀ j ∈ C. Similarly, Z (v, R) denotes the vector obtained by annihilating
the i-th component of vector v ∈Mn×1, ∀ i ∈ R. Operator Z(·) preserves the dimensions
of its argument.

Definition 6.2 (Reducing operator R). Given a matrix M ∈ Mm×n and the two sets of
positive natural numbers R ⊂ {i | 1 ≤ i ≤ m} and C ⊂ {j | 1 ≤ j ≤ n}, the op-
erator R (M, R, C) returns the matrix obtained by suppressing the i-th row and the j-th
column of M, ∀ i ∈ R and ∀ j ∈ C. Similarly, R (v, R) denotes the vector obtained by
suppressing the i-th row of v, ∀ i ∈ R.
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Chapter 6. On Buckling and Blending

Since no external nodal forces are applied, the equilibrium equation of the LFEM
reads

K̂[û[0 = f̂ [0, (6.6)

where K̂[ ∈ Mn[
DOF×n

[
DOF

s is the (singular) stiffness matrix of the LFEM, û[0 ∈ Mn[
DOF×1

is the vector collecting the set of DOFs of the LFEM static analysis (both imposed dis-
placements and unknown ones) and f̂ [0 ∈ Mn[

DOF×1 is the vector of the unknown nodal
forces (occurring at nodes where BCs on generalised displacements are applied). In the
above expressions n[DOF = n[BC + n[IN.

As discussed in (Reddy, 2005; B. Wu et al., 2007), Problem (6.6) can be solved after
a proper rearranging. In particular, if ûs ∈ û[0 (for some s) is assigned, one must set
K̂ss = 1, K̂is = K̂si = 0 for i 6= s and subtract to the right-hand side the s-th column of
the (unmodified) stiffness matrix, multiplied by ûs. After this operation, the new system
can be reduced, as usually, and the unknown nodal displacements can be determined.

Remark 6.1. Let A ⊂ {i | i = 1, . . . , n} and B ⊂ {i | i = 1, . . . , n} be two sets such
that A ∩B = ∅ and ](A ∪B) = n. Therefore u = Z(u, A)⊕ Z(u, B), ∀u ∈Mn×1.

By applying Remark 6.1 to û[0 and f̂ [0, one obtains:

û[0 = Z(û[0, I
[
BC)⊕ Z(û[0, I

[
IN) := û[ + û[BC,

f̂ [0 = Z(f̂ [0, I
[
BC)⊕ Z(f̂ [0, I

[
IN) := 0̂ + f̂ [BC,

(6.7)

where only vector û[BC is known, corresponding to the BCs imposed in the LFEM. There-
fore, Problem (6.6) becomes

K̂[û[ + K̂[û[BC = 0̂ + f̂ [BC. (6.8)

To solve for the unknown part of û[0, the operator R of Definition 6.2 must be applied to
Eq. (6.8): the resulting reduced system reads

K[u[ + K[
BCu

[
BC = 0, (6.9)

where K := R(K̂[, I[BC, I
[
BC), u[ := R(û[0, I

[
BC), K[

BC := R(K̂, I[BC, I
[
IN), u[BC :=

R(û[0, I
[
IN) and R(f̂ [BC, I

[
BC) = 0. Inasmuch as u[BC depends on the GFEM solution,

it is convenient to introduce the linear map

P : u 7→ u[BC, Pu = u[BC, P ∈Mn[
BC×(nDOF−nBC), (6.10)

whose aim is to determine the BCs to be imposed to the LFEM (in terms of nodal dis-
placements), starting from the solution of the static analysis carried out on the GFEM. In
particular, the number of nodes belonging to the boundary of the LFEM, where BCs are
applied, is different (usually larger) than the number of nodes located on the same bound-
ary where the known displacement field is extracted from the GFEM results. Furthermore,
meshes may be completely dissimilar, as shown in Figure 6.1 (boundary of LFEM in red,
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GFEM mesh in black).

x1

x2

r
1 2

34
s

n

n
(r,s)

G

Figure 6.1: Differences between GFEM and LFEM meshes

The construction of P can be done according to the steps listed in Algorithm 6.1,
whose structure refers to the notation provided in Figure 6.1.
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Chapter 6. On Buckling and Blending

Algorithm 6.1 Generation of matrix P.
1: Select a node (whose ID is n in Figure 6.1) located at the boundary of the LFEM where BCs

are applied.
2: Get the node coordinates (xn1, xn2) in the global frame.
3: Select the element of the GFEM containing the projection of node n (green-shadowed in Fig-

ure 6.1).
4: Evaluate the mapped coordinates r and s of node n with respect to the principal frame of the

element, placed at its centroid (frame {G, r, s} in Figure 6.1). The mapped coordinates are
the results of the following problem:

J(r, s)

(
r

s

)
=

(
xn1 − xG1

xn2 − nG2

)
, (6.11)

where J ∈ M2×2
s+ is the Jacobian matrix of the element, which depends on the unknowns

r and s. J maps the transformation of the square element into the (possibly) distorted
element of the actual GFEM mesh. Problem (6.11) can be solved, for instance, via the
scipy.optimize.minimize Python’s method.

5: Evaluate the matrix which maps the element nodal displacements (displacements of nodes
1, 2, 3 and 4) into the displacements at the point of coordinates (r, s) (i.e., u[BC(r, s)). If
Ne ∈ M6×24 is the matrix of the shape functions of the element (Reddy, 2003; Barbero,
2013), the relation can be expressed as

u[BC(r, s) = Ne(r, s)ue, (6.12)

where ue is the vector of DOFs of the element e belonging to the GFEM.
6: Properly assemble Ne(r, s) inside P.
7: Repeat steps 1-6 for the remaining nodes belonging to the boundary of the LFEM where BCs

on nodal displacements are applied.
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6.1. Multi-scale Formulation of Buckling Requirement

Taking into account the above aspects, Eq. (6.9) reads:

K[u[ + K[
BCPu = 0. (6.13)

The idea is now to use the so-called adjoint method. Consider, now, the augmented ver-
sion of Eq. (6.5), by summing to it the null quantities represented by Eq. (6.13) and
Eq. (6.1):

ψψψT
[

(
K[ + λK[

σ

)
ψψψ[ + µµµT

(
K[u[ + K[

BCPu
)

+ wT (Ku− f) = 0, (6.14)

whereµµµ 6= 0 and w 6= 0 are the adjoint vectors, to be determined. They can be interpreted
as Lagrange’s multipliers for Eq. (6.13) and Eq. (6.1). The interpretation of Eq. 6.14 is
that the eigenvalue problem (first term) should be solved by considering, at the same
time, an equilibrated LFEM (under the action of prescribed boundary displacements) and
an equilibrated GFEM (under the action of external loads). The idea is to choose µµµ and
w in order to eliminate the explicit dependence from the sensitivities of the displacement
fields (with respect to the design variables) of both LFEM and GFEM, respectively (see
Section 6.1.2.3)
By differentiating Eq. (6.14) with respect to the generic design variable ξj , one obtains:

∂λ

∂ξj
=

λ

ψψψT
[ K

[ψψψ[

[
ψψψT
[

(
∂K[

∂ξj
+ λ

∂K[
σ

∂ξj

)
ψψψ[ + µµµT

(
∂K[

∂ξj
u[ + K[∂u

[

∂ξj
+ · · ·

· · ·+ ∂K[
BC

∂ξj
Pu + K[

BCP
∂u

∂ξj

)
+ wT

(
∂K

∂ξj
u + K

∂u

∂ξj

)]
.

(6.15)

6.1.2.2 Stress-Sti�ness Matrix Expression

As discussed in (Setoodeh et al., 2009), the stress-stiffness matrix of the generic e-th shell
element can be decomposed as a linear combination of internal forces and some matrices
depending only on the geometry of the element. In (Setoodeh et al., 2009), the linear
combination is composed by three terms. With this choice, only membrane effects are
considered for the buckling instability. In the framework of FSDT, there are eight terms:
three for membrane effects, three for bending effects and two for the out-of-plane shear
effects. Therefore, the decomposition of the stress-stiffness matrix, in the FSDT, reads:

K[
σe =

8∑
i=1

r[0eiKi, (6.16)

where r[0ei are the components of vector r of Eq. (4.15) (for the e-th element), resulting
from the static analysis of Eq. (6.13) carried out on the LFEM, while Ki ∈ M24×24

s are
matrices depending only on the geometry of the element. The algorithm for retrieving
the expression of each matrix Ki for a shell element with four nodes and six DOFs per
node (like the SHELL181 ANSYS® shell element), whose kinematics is described in the
framework of the FSDT, is presented in Algorithm 6.2. Of course, this algorithm must be
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executed off-line, i.e. before the optimisation process, once the element type has been se-
lected. The expressions of Ki for a square SHELL181 element of side L are provided here

Algorithm 6.2 Derivation of matrices Ki.
1: Build a FE model made of a single element.
2: Set arbitrary material properties for the element. The material properties should be conve-

niently set in order to obtain a diagonal laminate stiffness matrix Klam, in order to avoid
coupling effects.

3: Impose an elementary strain field (ε0ei 6= 0, ε0ej = 0, j = 1, · · · , 8 and j 6= i) by using
suitable BCs at the four nodes.

4: Run a static analysis and activate the pre-stress option (in this way the commercial FE code
builds Kσe according to the usual definition, as in (Ansys®, 2013)).

5: Get r0ei and Kσe from the FE software.

6: Calculate Ki =
Kσe

r0ei
(since no coupling effects are present).

7: If i < 8 set i = i+ 1 and go to step 3, otherwise stop.

below. Each matrix Ki is a symmetric and sparse partitioned block one. Only non-null
terms are provided in the following.

To compact the notation, the following matrices may be introduced: three matrices
inspired in notation by Pauli’s ones (see, for example, (Altmann, 2005)) and the identity
matrix in 2D:

σσσ1 =

[
0 1

1 0

]
, σσσ2 =

[
0 1

−1 0

]
, σσσ3 =

[
1 0

0 −1

]
,

I2 =

[
1 0

0 1

]
.

(6.17)

For the sake of completeness, matrices σσσ1 and σσσ3 are Pauli’s, whilst the actual Pauli’
second matrix is −i I2 · σσσ2. The use of the nomenclature Pauli’s matrices to designate
Eq. (6.17) is to be intended, with a slight abuse of nomenclature, only formally.
Introducing the Kronecker product, indicated by ⊗, between two generic matrices A ∈
Mm×n and B ∈Mp×q, which allows to obtain the product matrix C ∈Mpm×qn as follows

C = A⊗B :=


a11B . . . a1nB

... . . . ...

am1B . . . amnB

 , (6.18)
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6.1. Multi-scale Formulation of Buckling Requirement

one obtains:

K1 =
1

8
(I2 − σσσ1)⊗

 Â1 B̂1

B̂T
1 Ĉ1

 ,
with, Â1 = ÂT

1 , Ĉ1 = ĈT
1 , and

Â
(1,1)
1 = −3, Â

(1,2)
1 = −1, Â

(2,2)
1 = 1, Â

(3,3)
1 = 2,

B̂
(1,1)
1 = 1, B̂

(1,2)
1 = 1, B̂

(2,1)
1 = −1, B̂

(2,2)
1 = −1, B̂

(3,3)
1 = −2,

Ĉ
(1,1)
1 = −3, Ĉ

(1,2)
1 = 1, Ĉ

(2,2)
1 = 1, Ĉ

(3,3)
1 = 2,

(6.19)

K2 =
1

8
(I2 − σσσ1)⊗

 Â2 B̂2

B̂T
2 Ĉ2

 ,
with, Â2 = ÂT

2 , Ĉ2 = ĈT
2 , and

Â
(1,1)
2 = 1, Â

(1,2)
2 = −1, Â

(2,2)
2 = −3, Â

(3,3)
2 = 2,

B̂
(1,1)
2 = 1, B̂

(1,2)
2 = 1, B̂

(2,1)
2 = −1, B̂

(2,2)
2 = −1, B̂

(3,3)
2 = 2,

Ĉ
(1,1)
2 = 1, Ĉ

(1,2)
2 = 1, Ĉ

(2,2)
2 = −3, Ĉ

(3,3)
2 = 2,

(6.20)

K3 =
1

2
(I2 − σσσ1)⊗

 Â3 0

0 Ĉ3

 ,
with, Â3 = ÂT

3 , Ĉ3 = ĈT
3 , and

Â
(1,2)
3 = −1, Â

(3,3)
3 = 1, Ĉ

(1,2)
3 = −1, Ĉ

(3,3)
3 = −1,

(6.21)

K4 = K5 = K6 = 0, (6.22)

K7 =− 12

72
(2I2 − σσσ1)⊗ (I2 − σσσ1)⊗ K̂7 −

6

72
(2σσσ3 ⊗ σσσ3 + σσσ2 ⊗ σσσ2)⊗ Â7

+
6

72
(2σσσ3 ⊗ σσσ2 + σσσ2 ⊗ σσσ3)⊗ B̂7 +

1

72
[2I2 ⊗ (2I2 + σσσ1) + σσσ1 ⊗ (I2 + 2σσσ1)]⊗ Ĉ7

,

with, K̂7 = K̂T
7 , Â7 = ÂT

7 , B̂7 = −B̂T
7 , Ĉ7 = ĈT

7 , and

K̂
(1,3)
7 = 1, Â

(1,5)
7 = L, B̂

(1,5)
7 = −B̂

(5,1)
7 = −L, Ĉ

(4,6)
7 = L2,

(6.23)
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K8 =
12

72
[σσσ1 ⊗ (I + 2σσσ1)− I2 ⊗ (2I2 − σσσ1)]⊗ K̂8 +

6

72
σσσ3 ⊗ (2I2 + σσσ1)⊗ Â8

+
6

72
σσσ2 ⊗ (I2 + 2σσσ1)⊗ B̂8 +

1

72
[2I2 ⊗ (2I2 + σσσ1) + σσσ1 ⊗ (I2 + 2σσσ1)]⊗ Ĉ8,

with, K̂8 = K̂T
8 , Â8 = ÂT

8 , B̂8 = −B̂T
8 , Ĉ8 = ĈT

8 , and

K̂
(2,3)
8 = 1, Â

(2,4)
8 = L, B̂

(2,4)
8 = −B̂

(4,2)
8 = L, Ĉ

(5,6)
8 = L2,

(6.24)
The expressions of matrices Ki reported above are supposed independent from the aspect
ratio of the element. Of course, this assumption is justified if and only if the mesh of the
FE model is structured and regular as much as possible (i.e. composed by pseudo-square
elements). It is convenient to introduce the connectivity matrix of element e. For a shell
element, with four nodes and six DOFs per node, 24 are the DOFs. This kind of elements
will be mainly used in the following. The connectivity matrix is defined as

Le : u 7→ ue, Leu = ue, Le ∈M24×nIN . (6.25)

Besides, it is convenient to introduce the matrix Be, representing the product of the linear
differential operator and the shape function matrices, i.e.

Be : ue 7→ εεεgen e, Beue = εεεgen e, Be ∈M8×24. (6.26)

Accordingly, the singular form of the stress-stiffness matrix reads:

K̂[
σ =

N[
e∑

e=1

L̂[Te

8∑
i=1

r[0eiKiL̂
[
e =

N[
e∑

e=1

L̂[Te

8∑
i=1

(
Klam
e Beu

[
e0

)
i
KiL̂

[
e

=

N[
e∑

e=1

L̂[Te

8∑
i=1

(
Klam
e BeL̂

[
eû

[
0

)
i
KiL̂

[
e,

(6.27)

and the non-singular counterpart can be obtained as

K[
σ := R

(
K̂[
σ, I

[
BC, I

[
BC

)
. (6.28)
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6.1.2.3 Finalisation of the Gradient Expression

With reference to Eq. (6.15), consider the following quantity:

ψ̂ψψ
T

[

∂K̂[
σ

∂ξj
ψ̂ψψ[ = ψ̂ψψ

T

[

 N[
e∑

e=1

L̂T
e

(
8∑
i=1

∂

∂ξj

(
Klam
e Beu

[
e0

)
i
Ki

)
L̂[e

 ψ̂ψψ[

=

N[
e∑

e=1

ψ̂ψψ
T

[ L̂
T
e

(
8∑
i=1

∂

∂ξj

(
Klam
e Beu

[
e0

)
i
Ki

)
L̂[eψ̂ψψ[

=

N[
e∑

e=1

ψψψT
e[

(
8∑
i=1

∂

∂ξj

(
Klam
e Beu

[
e0

)
i
Ki

)
ψψψe[

=

N[
e∑

e=1

8∑
i=1

∂

∂ξj

(
Klam
e Beu

[
e0

)
i
ψψψT
e[Kiψψψe[

=

N[
e∑

e=1

sT
e[

∂

∂ξj

(
Klam
e Beu

[
e0

)
=

N[
e∑

e=1

sT
e[

∂Klam
e

∂ξj
BeL̂

[
e︸ ︷︷ ︸

âT

û[0 +

N[
e∑

e=1

sT
e[K

lam
e BeL̂

[
e︸ ︷︷ ︸

b̂T

∂û[0
∂ξj

: = âTû[0 + b̂T∂û
[
0

∂ξj
,

(6.29)

with se[ := {ψψψT
e[Kiψψψe[ | i = 1, . . . , 8}.

Remark 6.2. Consider the scalar product vTu of two vectors u,v ∈ Mn×1. If u, A
and B satisfies conditions of Remark 6.1, then: vTu = vTZ(u, A) ⊕ vTZ(u, B) =

R(v, A)TR(u, A)⊕R(v, B)TR(u, B).

By applying Remarks 6.1 and 6.2 to both ψ̂ψψ[ and û[0 of Eq. (6.29), considering that

R(ψ̂ψψ
[
, I[IN) = 0, one obtains:

ψψψT
[

∂K[
σ

∂ξj
ψψψ[ = R(â, I[IN)TR(û[0, I

[
IN) + R(â, I[BC)TR(û[0, I

[
BC) + R(b̂, I[IN)TR

(
∂û[0
∂ξj

, I[IN

)
+

+ R(b̂, I[BC)TR

(
∂û[0
∂ξj

, I[BC

)
= R(â, I[IN)Tu[BC + R(â, I[BC)Tu[ + R(b̂, I[IN)T∂u

[
BC

∂ξj
+ R(b̂, I[BC)T∂u

[

∂ξj

= R(â, I[IN)TPu + R(â, I[BC)Tu[ + R(b̂, I[IN)TP
∂u

∂ξj
+ R(b̂, I[BC)T∂u

[

∂ξj
.

(6.30)

By substituting Eq. (6.30) into Eq. (6.14), and by choosing µµµ and w such that the terms
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multiplying ∂u[/∂ξj and ∂u/∂ξj vanish, one finally obtains:

∂λ

∂ξj
=

λ

ψψψT
[ K

[ψψψ[

[
ψψψT
[

∂K[

∂ξj
ψψψ[ + λ

(
R(â, I[IN)TPu + R(â, I[BC)Tu[

)
+

+µµµT

(
∂K[

∂ξj
u[ +

∂K[
BC

∂ξj
Pu

)
+ wT∂K

∂ξj
u

]
,

j = 1, . . . , nvars,

K[µµµ = −λR(b̂, I[BC),

Kw = −PT
[
λR(b̂, I[IN) + K[T

BCµµµ
]
.

(6.31)

Equation (6.31) represents the gradient of the buckling factor of the LFEM subject to non-
null imposed BCs, which are related to the displacement field solution of static analysis
performed on the GFEM.
The last term of the first formula in Eq. (6.31) is the coupling effect between GFEM and
LFEM and is, in general, non-zero ∀ j = 1, · · · , nvars.
Conversely, the other terms are non-zero if and only if the design variable ξj is defined in
the LFEM domain.
The final expression of the gradient is then obtained by considering Eqs. (6.31) and (6.4).

6.2 New Blending Constraints Formulation

A preliminary mathematical formalisation of blending requirement is necessary for the
fruitful understanding of the investigation. Firstly, consider the general definition of a
stacking sequence, given in Definition 4.4.

Consider two generic laminates, labelled p and q, made of the same elementary ply.
For the sake of simplicity, laminate p is assumed to be thicker than laminate q. Therefore,
if each laminate has a number of plies Ni, where i = p, q and Np > Nq, the blending can
be defined as follows.

Definition 6.3 (Blending). Blending is an injective map

B : SSq 7→ SSp

θkq 7→ θB(kq) =: θkp , θki ∈ SSi, i ∈ {p, q}
(6.32)

such that Eq. (6.32) holds

(a) ∀ 1 ≤ kq ≤ Nq,

(b) for some 1 ≤ kp ≤ Np such that B(kq + 1) > B(kq).

Condition (a) of Definition 6.3 implies that blending is a complete embedding SSq ⊆
SSp: all the plies of the thinner laminate have to be embedded in the stack of the thicker
one. Moreover, condition (b) means that blending does not allow intersection of plies. In
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6.2. New Blending Constraints Formulation

fact, the generic (kq + 1)-th ply cannot be mapped in a ply of SSp below the image of the
kq-th ply via B. Figure 6.2 shows the violation of points (a), i.e. blending map does not
act on all the plies of the thinner laminate, and (b), i.e. ply intersection, of Definition 6.3.

Figure 6.2: Two violations of blending definition (Definition 6.3)

Given two stacks, there may exist many different arrangements satisfying Defini-
tion 6.3, as shown qualitatively in Figure 6.3, since no restrictions have been imposed
on the schemes of the arrangements, as contrarily done in several works (Adams et al.,
2004; Seresta et al., 2007). Finally, it is convenient to introduce the collection of the

Figure 6.3: Two possible blended arrangements between two given laminates (different colours
mean different orientations).

indices of the plies of the thicker laminate which are not interested by blending:

NB := {kp : @ kq ∈ SSq such that B(kq) = kp}. (6.33)

6.2.1 Constraints

The dimensionless anisotropic polar moduli of Eq. (4.30) can be rewritten as:

Nρ0Kei4ΦA∗
1 =

N∑
k=1

ei4θk , Nρ1ei2ΦA∗
1 =

N∑
k=1

ei2θk . (6.34)

Consider two laminates, still denoted by p and q, the former being thicker than the latter.
The member-by-member difference of Eq. (6.34), by considering point (a) of Defini-
tion 6.3, together with Eq. (6.33), leads to

∆pq

(
Nρ0Kei4ΦA∗

1

)
=
∑
k∈NB

ei4θk , ∆pq

(
Nρ1ei2ΦA∗

1

)
=
∑
k∈NB

ei2θk , (6.35)
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where operator ∆pq(·) is equivalent to ·p−·q. It is noteworthy that the right-member terms
concern only the set of plies not affected by blending. Equation (6.35) holds for both the
real and imaginary part, namely

∆pq (Nρ0Kc4) =
∑
k∈NB

cos 4θk, ∆pq (Nρ0Ks4) =
∑
k∈NB

sin 4θk,

∆pq (Nρ1c2) =
∑
k∈NB

cos 2θk, ∆pq (Nρ1s2) =
∑
k∈NB

sin 2θk,
(6.36)

where c4 := cos 4ΦA∗
1 , s4 := sin 4ΦA∗

1 , c2 := cos 2ΦA∗
1 , s2 := sin 2ΦA∗

1 .

In Eq. (6.36), the right-hand members are not independent and cannot be treated sep-
arately. Taking the square of both sides and summing member-by-member analogous
expressions, one obtains

[∆pq (Nρ0Kc4)]2 + [∆pq (Nρ0Ks4)]2 =

(∑
k∈NB

cos 4θk

)2

+

(∑
k∈NB

sin 4θk

)2

(6.37)

and

[∆pq (Nρ1c2)]2 + [∆pq (Nρ1s2)]2 =

(∑
k∈NB

cos 2θk

)2

+

(∑
k∈NB

sin 2θk

)2

. (6.38)

Equations (6.37) and (6.38) simplify to (by taking into account the fundamental properties
recalled in Appendix A)

[∆pq (Nρ0Kc4)]2 + [∆pq (Nρ0Ks4)]2 = Np −Nq + 2
∑

k,j∈NB
j>k

cos 4(θk − θj), (6.39)

and

[∆pq (Nρ1c2)]2 + [∆pq (Nρ1s2)]2 = Np −Nq + 2
∑

k,j∈NB
j>k

cos 2(θk − θj). (6.40)

It is noteworthy that Eqs. (6.39) and (6.40) cannot be used in their current form within
the FLP, since orientation angles of plies do not enter within the problem formulation.
Therefore, Eqs. (6.39) and (6.40), must be opportunely bounded by means of quantities
which do not depend upon layers orientation angles. Applying the triangle inequality, and
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considering the properties given in Appendix A, the following estimate is found:

[∆pq (Nρ0Kc4)]2 + [∆pq (Nρ0Ks4)]2 ≤ Np −Nq + 2

∣∣∣∣∣∣∣∣
∑

k,j∈NB
j>k

cos 4(θk − θj)

∣∣∣∣∣∣∣∣
≤ Np −Nq + 2

∑
k,j∈NB
j>k

|cos 4(θk − θj)|

≤ Np −Nq + 2
∑

k,j∈NB
j>k

1

≤ Np −Nq + 2
(Np −Nq) (Np −Nq − 1)

2

≤ (Np −Nq)
2 ,

(6.41)

and, in a similar fashion,

[∆pq (Nρ1c2)]2 + [∆pq (Nρ1s2)]2 ≤ (Np −Nq)
2 . (6.42)

Finally, for a generic couple of adjacent panels, the blending constraint reads:

gblend−0 := [∆pq (Nρ0Kc4)]2 + [∆pq (Nρ0Ks4)]2 − (Np −Nq)
2 ,

gblend−1 := [∆pq (Nρ1c2)]2 + [∆pq (Nρ1s2)]2 − (Np −Nq)
2 ,

gblend−i ≤ 0, i = 0, 1.

(6.43)

Equation (6.43) represents the expression of the blending requirement in the PPs space
when the laminate is orthotropic. These constraints must be imposed, for each couple of
adjacent panels, during the FLP.
The geometrical interpretation of each inequality of Eq. (6.43) is the following. Assume
p, for example, to be the reference panel of the couple; then, in the space having coordi-
nates {Nρ0Kc4, Nρ0Ks4} (or {Nρ1c2, Nρ1s2}), the properties of q lie in a ball centred
in that of p, namely the point (Nρ0Kc4; Nρ0Ks4)|p (or (Nρ1c2; Nρ1s2)|p), having radius
equal to the difference between the number of plies of the two laminates, i.e. |Np −Nq|.

Figure 6.4 shows that the proposed formulation induces a feasibility domain stricter
than the one presented in (Panettieri et al., 2019). The reason is that considering Eq. (6.34)
as the starting point makes terms related to blended plies to drop-off, whilst in (Macquart
et al., 2016; Panettieri et al., 2019) they generate further terms in the right-hand side of
equations, making the final estimate not as sharp as Eq. (6.43). Of course, the "jump" of
PPs between two blended laminates is attributable to the plies not interested by blending.
To highlight the main differences between the new expression of blending constraints and
the previous one (Panettieri et al., 2019), in Figure 6.4, a reference laminate characterised
by Nref = 40, ρ0K = −0.6, ρ1 = 0.4, φ1 = 0 is considered; a second laminate (with
φ1 = 0 and having a variable numberN of plies) is blended with the reference one if it lies
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(a) View 1

(b) View 2

Figure 6.4: Comparison of blending feasible region delimited by constraints presented in (Panet-
tieri et al., 2019) and by the herein proposed ones for a reference laminate.

inside the domain delimited by the purple surface. In the Figures, ∆N := N −Nref . The
plot is restricted to laminates up to 2N plies for graphical reasons. Of course, if ∆N < 0

the second laminate is thinner than the reference one. Conversely, if ∆N > 0, the second
laminate is thicker than the reference one. It is noteworthy that, when N = Nref , the fea-
sible domain degenerates into a point. Of course, two laminates both made of N plies can
be blended if and only if the two SSs are the same (as a trivial consequence, the elastic
properties are the same).

It is noteworthy that only condition (a) of Definition 6.3 has been used to derive
Eq. (6.43). This is expected, since Eq. (6.43) derives from the expression of membrane
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PPs, which is not influenced by the position of the plies within the stack. Appendix B is
dedicated to the possible contribution of the uncoupling condition on blending constraints.

In this following, the extension of the transition zones between adjacent laminates is
neglected. It is a major hypothesis. The transition zone cannot be too tapered (Irisarri
et al., 2014), so that the relative extension in the nominal panel dimensions could not be
negligible at all. The situation if conceptually depicted in Figure 6.5, where a real-word-
like solution is presented, despite the modelling approach adopted so far for the transition
zone. Two laminates of thickness t1 > t2, of nominal dimension H × L, are joined along
a side. The transition zone is tapered, and the voids are filled by resin pockets. The tran-
sition zone extension in the longitudinal direction, if α denotes the taper of this zone, is
t1 − t2
tanα

. The question is whether
t1 − t2
2 tanα

<< L or not. In this Thesis, the answer is
assumed always positive.
Note that the transition region is likely to undergo failure: the ply-drop creates geometry
and material discontinuities which act as sources for delamination initiation and propa-
gation (see (He et al., 2000) for a review). Common values for α are α < 15 deg or
α = 5.71 deg, corresponding to a 10 : 1 taper ratio of the transition zone (He et al., 2000).
However, at least for the preliminary investigation goal of the Thesis, the transition re-
gions can be neglected and not modelled in the conceptual and preliminary design phase,
as often done in the literature.

Figure 6.5: Conceptual junction of composite laminates
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6.2.2 Gradient

Defining, for brevity of notation

c1 = [∆pq (Nρ0Kc4)] , c2 = [∆pq (Nρ0Ks4)] ,

c3 = [∆pq (Nρ1c2)] , c4 = [∆pq (Nρ1s2)]

c5 = Np −Nq,

(6.44)

the gradient of Eq. (6.43), for j = 1, . . . , nvars, reads:

∂gblend−0

∂ξj
=



2 c1 ρ
(p)
0K cos(2πφ

(p)
1 ) + 2 c2 ρ

(p)
0K sin(2πφ

(p)
1 )− 2 c5, if ξj = np,

2 c1 np cos(2πφ
(p)
1 ) + 2 c2 np sin(2πφ

(p)
1 ), if ξj = ρ

(p)
0K ,

−4π c1 npρ
(p)
0K sin(2πφ

(p)
1 ) + 4π c2 npρ

(p)
0K cos(2πφ

(p)
1 ), if ξj = φ

(p)
1 ,

−2 c1 ρ
(q)
0K cos(2πφ

(q)
1 )− 2 c2 ρ

(q)
0K sin(2πφ

(q)
1 ) + 2 c5, if ξj = nq,

−2 c1 nq cos(2πφ
(q)
1 )− 2 c2 nq sin(2πφ

(q)
1 ), if ξj = ρ

(q)
0K ,

4π c1 nqρ
(q)
0K sin(2πφ

(q)
1 )− 4π c2 nqρ

(q)
0K cos(2πφ

(q)
1 ), if ξj = φ

(q)
1 ,

0, otherwise,
(6.45)

and

∂gblend−1

∂ξj
=



2 c1 ρ
(p)
1 cos(πφ

(p)
1 ) + 2 c2 ρ

(p)
1 sin(πφ

(p)
1 )− 2 c5, if ξj = np,

2 c1 np cos(πφ
(p)
1 ) + 2 c2 np sin(πφ

(p)
1 ), if ξj = ρ

(p)
1 ,

−2π c1 npρ
(p)
1 sin(πφ

(p)
1 ) + 2π c2 npρ

(p)
1 cos(πφ

(p)
1 ), if ξj = φ

(p)
1 ,

−2 c1 ρ
(q)
1 cos(πφ

(q)
1 )− 2 c2 ρ

(q)
1 sin(πφ

(q)
1 ) + 2 c5, if ξj = nq,

−2 c1 nq cos(πφ
(q)
1 )− 2 c2 nq sin(πφ

(q)
1 ), if ξj = ρ

(q)
1 ,

2π c1 nqρ
(q)
1 sin(πφ

(q)
1 )− 2π c2 nqρ

(q)
1 cos(πφ

(q)
1 ), if ξj = φ

(q)
1 ,

0, otherwise.
(6.46)

6.3 The Stacking Sequence Recovery Phase

As said in Section 2.1.3, in the multi-scale multi-level approaches the goal of the SLP is
to search for at least one blended SS, for the whole structure, recovering at the same time
the optimal value of thickness and of elastic properties resulting from the resolution of
the FLP. Therefore, a numerical strategy must be developed. It must be able to find at
least one SS, blended in the sense of Definition 6.3, which meets the target elastic prop-
erties determined in the FLP. The process of recovering the stiffness properties will be
referenced as stiffness recovery (SR).
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6.3. The Stacking Sequence Recovery Phase

From a manufacturing point of view, the stand-alone solution in terms of optimal stiff-
ness distribution is not enough in the sense that, at the end of the FLP, it is unknown how
to manufacture the blended laminates, because only optimised stiffness properties and
thickness are available. What is necessary is an explicit expression of stacking sequences.
This is intrinsically due to the multi-level design formulations. In fact, in the FLP, one
"gives up" to know information related to the mesoscale of laminates, in order to facilitate
the design considering homogenised laminates. However, in the SLP, the designer strives
on recovering the lost information. It is clear that the design problem integrating the
blending requirement, which is essentially about manufacturability, can be (and must be)
considered solved only when at least one manufacturable SS, having some characteristics
in the sense specified above, is provided for the whole structure.

6.3.1 Sti�ness Recovery for a Single Laminate

The basic step for the mathematical formulation of the SS recovery phase for blended
structures is the formalisation of the SR for a single laminate. Of course, in this particular
case, the design variables vector coincides with the SS of the laminate, as in Definition 4.4.
Therefore, there are as many independent design variables as the number of plies of the
laminate. Hereafter, target PPs will be labelled with the symbol †: ρ†0K , ρ†1, φ†1. Neverthe-
less, it is more convenient to consider the following equivalent set of parameters in place
of ρ†0K :

KA∗† =

0, if ρ†0K ≥ 0,

1, if ρ†0K < 0,
ρ†0 =

ρ†0K
(−1)KA∗† . (6.47)

As discussed in (Montemurro et al., 2012a; Montemurro, 2015a), it is useful to con-
sider the following dimensionless quantities:

R1(θk) :=
‖B∗(θk)− 0†‖L2

M , R2(θk) :=
‖C∗(θk)− 0†‖L2

M ,

R3(θk) :=
∣∣2 (φ0(θk)− φ1(θk))−KA∗†∣∣ , R4(θk) :=

∣∣∣ρ0(θk)− ρ†0
∣∣∣ ,

R5(θk) :=
∣∣∣ρ1(θk)− ρ†1

∣∣∣ , R6(θk) :=
∣∣∣φ1(θk)− φ†1

∣∣∣ ,
(6.48)

and

R(θk) :=
6∑
i=1

R2
i (θk). (6.49)

In Eq. (6.48), M is a suitable modulus which can be defined in different ways. In the
following, it is assumed equal to Eq. (4.5). The quantities appearing in Eq. (6.48) can
be interpreted as the distances (residuals) from target properties (labelled with †) for a
uncoupled, homogeneous, orthotropic laminate, whilst Eq. (6.49) is the residual function
for a single laminate, i.e. the sum of the square of all the aforementioned six terms.
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Definition 6.4 (Recovery stacking sequence). A recovery stacking sequence (RSS) is a
stack for which R = 0.

Equation (6.49) represents a suitable distance from a laminate having desired me-
chanical properties. Of course, its extremal value is zero, reached when all the terms Ri,
i = 1, . . . , 6 are null, i.e. when all the target properties are matched. The physical mean-
ing of Ri, i = 1, . . . , 6, is straightforward: R1 represents the uncoupling condition, R2

the homogeneity condition, R3 the orthotropy condition, R4, R5 and R6 the conditions
over target PPs.
The RSS can be found by means of a dedicated numerical tool. In fact, the RSS is solution
of the following SR problem:

min
θk

R(θk), θk ∈ SS, k = 1, . . . , N, (6.50)

which is an unconstrained non-linear programming problem (UNLPP). Problem (6.50)
may admit more than one solution because of the non-bijective relationship between the
SS and the laminate PPs (Montemurro, 2015a, 2015b).

The design variables of Problem (6.50) are the layers orientation angles. As a conse-
quence, the problem is strongly non-convex because of the trigonometric functions linking
the PPs and such design variables. Moreover, as detailed in (Montemurro et al., 2012a;
Montemurro et al., 2012b, 2012c; Catapano & Montemurro, 2014a, 2014b; Montemurro,
2015a, 2015b, 2015c; Montemurro et al., 2016; Montemurro et al., 2019), the merit func-
tion of Problem (6.50) has some interesting properties:

• it is a non-negative function in the PPs space (in particular, it can be expressed as a
quadratic form);

• design requirements on elastic symmetries and laminate stiffness tensors properties
can be easily formulated in terms of tensor invariants and do not depend upon the
considered frame;

• the values of the global minima are known a priori, corresponding to the zeros of
the function.

A further advantage of such a formulation is that Problem (6.50) is an UNLPP, which
is easier to solve than a CNLPP. In the formulation proposed in Eq. (6.50), the residual
contributions are dimensionless, see Eq. (6.48), and are aggregated by means of a simple
sum. In so doing, it is assumed that the requirements of Eq. (6.48) have the same weight
because they have the same importance. Of course, one could consider as objective func-
tion a weighted sum of the residuals provided in Eq. (6.48), to privilege, for instance, the
uncoupling and homogeneity conditions rather than the recovery of the PPs of the mem-
brane stiffness tensor. In the following, the former approach proposed by Montemurro
(2015a, 2015b, 2015c) has been preferred.
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6.3.2 Recovery Stacking Sequences for the Entire Structure

The design variables of Problem (6.50) for a single laminate are the orientation angles.
However, if multi-laminate blended structures are considered, the problem is more

complicated. At the laminate mesoscale, the blending constraint is merely a decision
problem whether points (a) and (b) of Definition 6.3 are satisfied or not. Considering the
generic couple of adjacent panels, labelled with subscripts p and q, the decision problem
can be handled through Algorithm 6.3 (for the sake of simplicity, assume Np > Nq):

Algorithm 6.3 Mesoscale blending check.
1: j ← 1.
2: for k = 1, · · · , Np do
3: if SSp[k] = SSq[j] then
4: j ← j + 1
5: end if
6: if j = Nq + 1 then
7: return 0 . Blending requirement satisfied
8: end if
9: end for

10: return 1 . Blending requirement not satisfied

Problem (6.50), formulated for one panel, can be extended to the search of blended
RSSs for the whole structure as follows:

min
SSj

npan∑
j=1

R(j), subject to:

Algorithm 6.3 returns 0 ∀ couples of adjacent panels,

(6.51)

where npan is the number of laminates composing the structure. Unlike Problem (6.50),
Problem (6.51) is a CNLPP and presents two main issues. Firstly, in Problem (6.51) it is
not clear the dependence of the merit function from the SSj, j = 1, . . . , npan. Secondly,
the dimension of the design space is not a priori known. Blending constraints, in fact,
create a strong non-univocal coupling between SSs of panels.

To clarify this aspect, consider, for the sake of simplicity, three laminates p, q, and
r as in Figure 6.6. Unlike the case wherein the three panels are independent, i.e. when

Figure 6.6: Blending of three laminates (different colours mean different orientations).

blending is not taken into account, the design space has not dimension Np+Nq +Nr, and
R(j) does not depend only on SSj , j ∈ {p, q, r}. For the case of Figure 6.6, the design
space has dimension Nq, whilst the dependence is not unique, because it is affected by
the search propagation direction, which plays a pivotal role.
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Before introducing a formal definition, consider, as an illustrative example, the follow-
ing two possible propagations. To solve Problem (6.51) for the structure of Figure 6.6,
one could either:

(a) find a RSS for panel p, by solving Problem (6.50). For panel q, Nq −Np orientations
need to be determined and inserted within SSp, to achieve SSq. Note that blend-
ing constraints between p and q are satisfied by construction. Successively, SSr can
be obtained by choosing Nr orientations from SSq. Note that, also in this case, the
blending requirements between q and r are satisfied by construction. Therefore, at
the end, there are Nq independent design variables, and the following chain of de-
pendences between stacks is determined: SSq = SSq(SSp, (Nq − Np) angles) and
SSr = SSr(SSq(SSp, (Nq −Np) angles)).

(b) find a RRS for panel q, by solving Problem (6.50). Panels p and r SSs can be deter-
mined by choosing Np and Nr orientations from SSq, respectively. Note that, also in
this case, the blending requirements are satisfied by construction. Again, the number
of independent design variables is Nq. The chain of dependences is SSp = SSp(SSq)

and SSr = SSr(SSq).

Separately minimising R(j), j ∈ {p, q, r}, as done in the two aforementioned propaga-
tions, does not guarantee the minimisation of the global R. This in an issue especially
when the propagation moves from a thicker to a thinner panel, as in the first propaga-
tion scheme. In fact, when passing from q to r, the RSS search degenerates in extracting
a Nr-sised subset from SSq, respecting blending. The optimal choice is, of course the
minimiser of R(r). Nevertheless, for this combinatorial problem, one should try all the
possible Nr-sised subsets from an Nq-sised one. From a computational point of view,
this is impractical, since the number of the possible arrangements is of the order of

(
Nq

Np

)
.

Moreover, the minimised residual R(r) could not be close to zero, because the only degree
of freedom for the designer is the blending arrangement.

6.3.3 The Concept of Search Propagation Direction

A strategy to avoid these problems could be transforming the CNLPP of Eq. (6.51) into
an UNLPP. This can be done imposing blending by construction. For instance, when
passing from a thicker laminate to a thinner one, blending decision problem of Algorithm
6.3 is automatically satisfied if the thinner SS is obtained by extracting a subset form the
thicker SS. The extraction can be a priori imposed, according to some predefined blend-
ing scheme, or even random. The determination of the orientation values must be carried
out to minimise the global R for the structure. A similar approach can be arranged when
passing from thinner to thicker laminates. The orientation angles are by far the most
impacting parameters to minimise R.

Therefore, the following operative definition can be given for the search propagation:
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Definition 6.5 (Search propagation direction). The search propagation direction is the or-
der, among the laminates constituting the structure, according to which the blended SSs

are built. For each pair of adjacent laminates, the construction is performed as follows:

• if the propagation moves from a thinner to a thicker laminate, plies are added within
the SS of the former;

• if the propagation moves from a thicker to a thinner laminate, plies are dropped
from the SS of the former.

In so doing, a proper propagation must ensure that blending requirements are automati-
cally satisfied among all of the adjacent laminates of the structure.

As it will be discussed in the next Section, the position whereby inserting or dropping
plies does not affect propagation directions satisfying Definition 6.5. Once a proper prop-
agation direction has been determined, it remains only to determine the orientation values
matching the desired optimal elastic properties of the structure. In so doing, the recovery
for blended laminates has been reduced in similarity to the recovery of a single laminate.
Note that the procedure described in Definition 6.5 satisfies points (a) and (b) of Defini-
tion 6.3: injectivity and no-self-intersection are preserved.

6.3.3.1 Mathematical Justi�cation of Search Propagation Direction

In this Section, conditions to transform Problem (6.51) into an UNLPP are established.
The idea is to find a search propagation direction which guarantees the blending require-
ments satisfaction between each pair of adjacent laminates, regardless of the particular
plies interested by blending.

It has been stated that, when imposing blending by construction, the constrained Prob-
lem (6.51) can be transformed into an unconstrained one. As a consequence, the recovery
becomes a more handy unconstrained SR problem. The key point is to find a proper
solution propagation path, which may allow for such a simplification.

To illustrate this point, consider, for example, the structure of Figure 6.7, composed by
npan = 4 laminates having 31, 8, 19 and 11 plies, respectively. For the sake of simplicity,
laminates are named after their number of plies: e.g. “31” is the laminate having 31 plies,
etc. Of course, as will be clear, the particular search propagation determines the number
of independent variables (orientations) within the stack recovery phase problem.

Consider two propagations for the same problem of Figure 6.7, as shown in Figure 6.8.
Propagation 1 (Figure 6.8a) starts from “8” (s is a reminder of starting laminate). Hence,
there are 8 independent orientations that must be determined. Then, it moves to “11”, and
11 − 8 = 3 further independent variables are introduced in the problem. Successively,
the propagation moves to “19”, introducing 8 additional variables. Finally, it moves to
“31” (a is a reminder of arrival laminate), adding 12 more variables. At the end, ac-
cording to Propagation 1, the stack recovery phase has nvars = 31 independent variables
to determine. It is easy to see that, since the progressive addiction of plies during the
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Figure 6.7: A four-laminate blended structure

(a) Propagation 1 (b) Propagation 2

Figure 6.8: Two propagation schemes.

search propagation, for every possible pair or adjacent laminates the thinner SS is always
contained in the thicker one. Therefore, the conclusion is that the structure is blended,
regardless of the particular orientation values and regardless of the particular indices in
the SSs interested by the ply-drop.

Propagation 2 (Figure 6.8b) starts from “31” with 31 independent variables. Then, it
moves to “11”, but no more variables are added, since the stack of “11” is a subset of
the stack of “31”. Again, the passage to “8” does not introduce further variables. On
the contrary, the passage from “11” to “19” introduces 8 independent variables. At the
end, according to Propagation 2, the stack recovery phase has nvars = 39 independent
variables. It is easy to see that the SS of “8” is necessarily contained in the SS of “19” and
“31” regardless of the particular orientation values and regardless of the particular indices
in the SSs interested by the ply-drop. Therefore, the structure is blended.

Some remarks are needed:

98



i
i

“main” — 2021/1/27 — 17:54 — page 99 — #139 i
i

i
i

i
i

6.3. The Stacking Sequence Recovery Phase

(a) The search propagation for the same structure is not unique, as trivially shown in
Figure 6.8 for the structure of Figure 6.7;

(b) The number of independent variables within the stack recovery phase depends on the
particular propagation adopted;

(c) The blending requirement satisfaction is independent from the particular insertion
position within a stack of additional plies when passing from a thinner to a thicker
laminate. For example, when passing from “8” to “11”, the 3 additional plies can be
added in any position within the stack of “8”.

(d) The blending requirement satisfaction is independent from the particular suppression
position within a stack of “extra” plies when passing from a thicker to a thinner lami-
nate. For example, when passing from “11” to “8”, 3 extra plies can be suppressed in
any position within the stack of “11”, without jeopardising blending.

Points (a) and (b) allow the user to choice any propagation which ensures the satis-
faction of blending constraints of adjacent laminates by construction (see Definition 6.5).
This is the only non-automated part of the strategy, since it heavily depends on the par-
ticular problem at hand. Moreover, it is a crucial step, since it allows transforming the
constrained Problem (6.50) into an unconstrained one. If more propagations are available,
it is preferable to choice the one which maximises the number of independent variables.
In so doing, the larger design space allows for smaller residual R.

As a counter example, Figure 6.9 shows a bad propagation, since “11” and “19” are
not necessarily blended. In fact, “11” and “19” are the result of two distinct paths (“8”-
“19” and “8”-“31”-“11”), which are independent. In fact, there may be some orientations
in “19” which cannot be present in “11”, thus jeopardising the blending of the structure.

Figure 6.9: Propagation 3: a propagation which does not ensure automatic blending of adjacent
stacks

Points (c) and (d) allow for different blending schemes to be imposed, regardless of
the particular propagation: inner and outer blending, ply drop with continuity of the out-
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ermost plies, random, customised, etc.. Some of them are represented in Figure 6.10.
It allows the user to choose a blending scheme that may be suitable for the particular

Figure 6.10: Some possible blending schemes (from van Campen et al. (2008), Bordogna et al.
(2020))

problem at hand.
Once a proper solution propagation has been determined, and a blending scheme is

chosen, the SLP just solves the SR problem for all of the npan laminates:

min
SSj

npan∑
j=1

R(j), (6.52)

where the stacks are function of the nvars
1 orientation angles and are built by the numerical

algorithm used for the solution search. In fact, once blending constraints are automati-
cally satisfied, the only parameters to address are the nvars orientation angles, in order to
recover the desired stiffness properties. Therefore, the SR problem has been transformed
in an unconstrained problem, analogously to the stiffness recovery of a single laminate.

To state the formal condition which makes the propagation proper, some results and
definitions must be introduced (see, for example, (Munkres, 2000)).

Lemma 6.1 (Injectivity of the composition of injective functions). Let f : A 7→ B and
g : B 7→ C be two injective functions. Then, the composition g ◦ f : A 7→ C is injective.

Definition 6.6 (Identity function of a set). Let C be a set. The identity function for the set
C is the map IC : C 7→ C given by the rule IC(x) = x ∀x ∈ C.

1Also for the SLP nvars designates the number of variables. However, for the SLP, they are different in number and
typology from those of the FLP.
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Definition 6.7 (Left-inverse function). Let f : A 7→ B be a function. The function
g : B 7→ A is a left-inverse for f if g ◦ f = IA. The left-inverse of f is denoted as f−1

L

Lemma 6.2 (Necessary and sufficient conditions for injectivity). Let f : A 7→ B be a
function. Then, f is injective if and only if there exists a left-inverse function g : B 7→ A.

Blending operator definition has been given in Definition 6.3. Accordingly, given two
laminates p and q, with Np > Nq, the blending is the injective map B : SSq 7→ SSp

such that all orientations within SSq, at a certain position within SSq, are mapped into
some possibly different positions within SSp, without ply intersections. According to
Lemma 6.2, there exists also a left-inverse mapping B−1

L : SSp 7→ SSq. The action of
the blending mapping and of its left-inverse is conceptually sketched in Figure 6.11. A
possible choice for the left-inverse blending map is as follows:

B−1
L (θj) :=

B−1(θj), if θj ∈ B(SSq),

c, if θj ∈ SSp \B(SSq),
(6.53)

where c is an arbitrary element of SSq.
By construction, when passing from a thinner (say, SSq) to a thicker laminate (say,

SSp), the introduction in any position within SSq of Np−Nq plies preserves the condition
of no-intersection of plies, as already noted. The same consideration holds if the thinner
laminate is created by dropping Np − Nq plies from the thicker laminate. In so doing,
only injectivity of blending mappings between adjacent laminates must be controlled.

Figure 6.11: Sketch of the action of the blending map B and its left-inverse B−1
L .

To illustrate the condition, consider the three graphs, relative to Propagation 1, 2 and 3
illustrated in Figures 6.12, 6.13 and 6.14, respectively. Each square represents a laminate
of the structure of Figure 6.7, with inside the number of plies. Black arrows represent the
solution propagation, as already considered in Figures 6.8a, 6.8b and 6.9. Red arrows
represent the injective blending maps between adjacent laminates (from the thinnest to
the thickest of each pair).

In Figure 6.12, Propagation 1 maps SS8 to SS11 through the injective map f . Then,
the propagation maps SS11 to SS19 through the injective map g and, finally, maps SS19
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to SS31 through the injective map h. As a result, there are defined, between each pair of
adjacent laminates, injective maps, i.e. g, g ◦ f , h ◦ g and h ◦ g ◦ f (see also Lemma 6.1).

Figure 6.12: Injective maps for Propagation 1

In Figure 6.13, Propagation 2 maps SS31 to SS11 through the left-inverse map f−1
L .

Note that, for blending, its "inverse" map (f ) must be injective. Therefore, f−1
L exists and

is well-defined. Then, the propagation maps SS11 to SS19 through the injective map h and,
finally, maps SS11 to SS8 through the left-inverse map g−1

L . As a result, there are defined,
between each pair of adjacent laminates, injective maps, i.e. f , h, h◦ g and f ◦ g (see also
Lemma 6.1).

Figure 6.13: Injective maps for Propagation 2

In Figure 6.14, Propagation 3 maps SS8 to SS19 through the injective map h. Then,
the propagation maps SS8 to SS31 through the injective map f and, finally, maps SS31 to
SS11 through the left-inverse map g−1

L . As a result, there are defined, between each pair
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of adjacent laminates, injective maps, i.e. f , h, g and a non injective map h ◦ h−1
L ◦ g (the

left-inverse is generally not injective). As a result, laminates "11" and "19" may be not

Figure 6.14: Injective maps for Propagation 3

satisfy blending requirement.
To conclude, proper propagations are those for which injective maps arise between

each pair of adjacent laminates. An automated strategy to find out solution propagations
goes beyond the aim of this Thesis, and such problem will not be addressed. Nor, the
problem of find the propagation which maximises the number of variables has not been
taken into account. In the following, proper propagation schemes have been find out man-
ually. Of course, this is possible for relatively small structure, whilst for more complex
ones an automated strategy should be established.

6.4 An Alternative Approach for the Stacking Se-
quence Recovery Phase

In Sections 6.2 and 6.3, a strategy for the SS recovery has been introduced and discussed.
It is based on a numeric approach, trying to match the target properties, determined in the
FLP, taking blending into account in the already discussed strategy. In particular, the SR
is done by minimising a residual function composed by six contributes (see Eq. (6.48))
for each laminate of the structure.
In Section 4.3 QT QH SSs have been introduced. It is noteworthy that QT QH SSs are
exact solutions for uncoupled and homogeneous laminates: one may wonder whether the
use of such QT QH SSs in the stack recovery phase can be profitable. In fact, the part of
residual associated to the recovery of uncoupling and homogeneity (residualsR1 andR2

of Eq. (6.48)) is exactly zero by definition of QT QH SSs.
The stack recovery phase using QT QH SSs can be performed if they are known in
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advance, for laminates of any number of plies. A database up to N = 35 plies has been
already proposed by Garulli et al. (2018) using a dedicated algorithm for the search. The
database contains only independent QT QH SSs, i.e. SSs whose saturated groups do not
contain any other saturated subgroups. In this Chapter, an alternative version of the algo-
rithm by Garulli et al. (2018), Garulli (2020) is presented. Based on the observation that
the QT QH SSs search can be view as the contribute of two well-known combinatorial
problems, the proposed version of the algorithm has brought to the extension of the QT
QH SSs database up to N = 39 plies.

The knowledge of all the QT QH SSs, although limited to a relatively small number of
plies, would allow to recover blended SSs for the structure at hand. A possible strategy for
employing QT QH SSs in blending structures is also presented in this Chapter. In partic-
ular, Section 6.4.1 introduces DLX-Stack Finder, the new algorithm for the search of QT
QH SSs. Then, Section 6.4.2 shows the stack recovery approach based on the knowledge
of QT QH SSs.

6.4.1 An Algorithm for the Search of Quasi-trivial Quasi-
homogeneous Stacking Sequences

Although QT QH SSs, in general, are not the full set of uncoupled and homogeneous lam-
inates, they constitute a large family. In (Garulli et al., 2018), a database of all QT QH SSs
has been presented, for SSs up to N = 35. However, this approach has, as a drawback,
the very rapid increasing of the necessary computational sources to make computations.
A different approach has been then developed, in order to expand the database towards
thicker laminates. In particular, the focus has been to retrieve the uncoupled and homo-
geneous laminates for N > 35.

The problem of finding QT QH SSs can be decomposed into two well-known combi-
natorial decision problems: the Subset-sum problem and the Exact-cover problem, which
are known to be nondeterministic polynomial time complete problems (NPC). A deci-
sion problem is a yes-or-no question. NPC is a complexity class used to label decision
problems for which the instances having answer yes can be verified in polynomial time.
Polynomial time means that, if the instance to be verified has size n, the verification takes
nk time, for some positive k. However, the solution search for NPC problems cannot be
computed in polynomial time, at least for the current state of the art in Algorithmics2. For
deeper insights, which go beyond this Thesis, see the classical textbook (Cormen et al.,
2001).

Definition 6.8 (Subset-sum problem). Given a set S of integers, find (if it exists) one
proper non-empty subset S ′ (i.e. S ′ ⊂ S, S ′ 6= ∅) whose elements sum up to a predefined
integer M .

2The P vs NP problem wonders whether it is actually possible or not. It is one of the most celebrated unresolved
problems in Computer Science. In plane language, it asks whether there is a fast procedure to answer all questions that
have short answers that are easy to verify mechanically (Aaronson, 2016)
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Definition 6.9 (Exact-cover problem). Given a collection C of subsets of a set S, an exact
cover of S is a subcollection C∗ of C such that subsets in C∗ are pairwise disjoint and
the union of the subsets of C∗ is S. Then, find (if it exists) one of such subcollections C∗.

Before stating the definition of the problem of the QT QH SSs search, the following
definition is needed:

Definition 6.10 (M-unsubsummable set). A set S of integers whose elements sum up to
M ∈ Z and which does not contain a proper non-empty subset whose elements sum up
again to M is said M-unsubsummable.

Then, the enumeration problem of QT QH SSs can be formulated as follows:

Definition 6.11 (Quasi-trivial quasi-homogeneous stacking sequences search problem).
Given a number of plies N ∈ N, consider the sets of integer coefficients BN := {bk :

k = 1, . . . , N} and CN := {ck : k = 1, . . . , N}, whose elements belong to Z. Then,
find all the zero-unsubsummable subsets of BN and CN (Subset-sum problem) which are
at the same time exact cover of BN and CN , respectively (Exact-cover problem).

The requirement of zero-unsubsummability (see Definition 6.10 with M = 0) of
the subsets of BN and CN is stronger than the saturated group requisite of Defini-
tion 4.5. Moreover, it imposes that only independent solutions (in the sense of Garulli
et al. (2018)) are sought. This means that cases in which a QT QH SS contains
at least one non zero-unsubsummable group are disregarded. In fact, a non zero-
unsubsummable SS having m1 groups can be interpreted as the degeneration of another
SS, having m2 > m1 groups, in the sense that m2 −m1 orientations coincide. For exam-
ple, the QT QH SS [1/22/12/2/1/2/12/22/1] (two saturated groups) is generated from
[1/2/3/12/3/1/2/12/2/3/1] (three saturated groups) by collapsing orientation 3 into ori-
entation 2.

A C++ code, called DLX-Stack Finder, has been developed in order to solve the prob-
lem of Definition 6.11 for QT QH laminates. By selecting the desired number of plies
N to be investigated, DLX-Stack Finder tries to build progressively and iteratively all the
possible N-ply-SSs spanned by the use of orientations labels 1 and 2. The possible con-
structions can be visualised through a tree graph, as qualitatively shown in Figure 6.15.
Since the first orientation can be labelled 1 without loss of generality, there are 2N−1 pos-
sible SSs (paths) and 2N − 1 nodes for laminates of N plies. Of course, the verification
of the satisfaction of Definition 6.11 for all the 2N−1 stacks, even though it takes polyno-
mial time, is not computationally efficient even for relatively large numbers of plies. To
this purpose, the construction of the candidate QT QH SSs is done in such a way that is
possible to check in itinere if the stack under construction (i.e. less than N orientations
are determined) has chances to be a QT QH SS of N plies. If not, the associated branch
of the binary tree of Figure 6.15 is pruned.
For example, with reference to Figure 6.16, DLX-Stack Finder has built the SS [12] by
choosing the light-blue coloured nodes in the tree. At the next iteration, it builds the SS
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Figure 6.15: Tree graph spanned by two labels for an N -ply laminate.

[13]. However, recognising that it has no chances to become a QT QH N-ply SS 3, DLX-
Stack Finder prunes the associated branch (red-coloured nodes and arrows), moving to
the SS [12/2]. The pruned branch will not be further investigated. As a results, for a cut at
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Figure 6.16: Branch pruning

a certain k (= 3 in Figure 6.16), there are automatically disregarded 2N−k SSs: they will
not be built and checked, resulting in a computational time saving. Just to give an idea,
for N = 20, there are 524288 possible SSs and 1048575 nodes. However DLX-Stack
Finder just reaches 7535 of them because of the 3705 branch prunings.

When an N -ply SS is found, DLX-Stack Finder checks whether the candidate SS is
zero-unsubsummable (Sieving phase). If yes, a solution is found and stored. If not, the
orientations of the subset (possibly, subsets) summing up to zero are incrementally re-

3It is a dummy example. The reader shall not understand that a QH QT SS cannot be of the form [13/ · · · ].
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labelled (3, 4, 5, ...), and the check whether the "new" N -ply SS is zero-unsubsummable
is performed iteratively. At the end, a solution with more than two saturated groups is
found and stored. This part corresponds to the Upping phase by Garulli et al. (2018),
Garulli (2020).
For example, for the SS [1/22/12/2/1/2/12/22/1] the set of orientations labelled by
2 is not zero-unsubsummable. Then, the algorithm makes a third group to appear:
[1/2/3/12/3/1/2/12/2/3/1] 4. New checks confirm that the latter SS is a solution for
the Problem of Definition 6.11 for N = 13.
However, DLX-Stack Finder disregards also the SSs for which the set of orientations la-
belled by 1 is not zero-unsubsummable. In fact, such SSs, after the Upping phase, are
equal to SSs which, in any case, are eventually built by DLX-Stack Finder.

At the end of DLX-Stack Finder run, the freeware utility CMSort (Maas, 2000), spe-
cialised in handling huge files, processes the outputs files to remove eventual duplicated
entries and to sort the SSs in lexicographic order.

The Exact-cover problem component of DLX-Stack Finder is addressed by an ad-hoc
modified implementation of the well-known Dancing Links algorithm, or Algorithm-X
5, originally appeared in (Knuth, 2000). Dancing Links algorithm is based on two basic
properties of circular doubly-linked lists of nodes (see Gaddis, 2015, Chapter 17), and for-
malises any Exact-cover problem with a "toroidal" binary matrix representation. The al-
gorithm is particularly efficient in dealing with backtracking, and it has been successfully
used to efficiently solve large NPC problems such as Sudoku (Harrysson & Laestander,
2014) and the 18-Queen problem (Knuth, 2000).

The Subset-sum problem component of the problem of Definition 6.11 is addressed
through dedicated checks whether the candidate solution of k plies, k < N , has chances
to be an N -ply QT QH SS or not, regardless of the N − k plies to be eventually deter-
mined. In the former case, DLX-Stack Finder accepts the SS under construction and goes
on determining the next orientation (Covering phase6). In the latter case, the algorithm
backtracks (Uncovering phase6) and prunes the associated branch. Roughly speaking,
the Subset-sum problem component is composed by many conditions which are used to
forecast and prune dead branches of the tree spanned by all the possible combinations
of forming an N -ply SS. Among them (in the following, "coefficients" means {bk} and
{ck}):

• The negative coefficients cannot be all assigned to a single orientation;

• The number of groups to be still saturated must be less than the number of orienta-
tions to be still determined;

• When negative coefficients have been all assigned to an orientation, the partial sums

4Of course, the choice [1/3/2/12/2/1/3/12/3/2/1] is equivalent. It is important to point out that the two SSs
cannot be appear in the final solution database, since they are essentially the same SS. DLX-Stack Finder avoids this
possibility.

5From which the name DLX-Stack Finder.
6 Standard language of Dancing Links algorithm
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of coefficients related to every determined orientation cannot be positive, or the rel-
ative group cannot be saturated (only positive coefficients remain);

• Among the coefficients relative to the not-assigned orientations, there must be sub-
sets summing up to minus each of the partial sums of coefficients associated to every
determined orientation;

• At the last ply determination, the sums of coefficients associated to every group
must vanish.

The conceptual structure of DLX-Stack Finder is reported in Algorithm 6.4.

Algorithm 6.4 DLX-Stack Finder
1: Enter the number of plies N to be investigated.
2: Initialise Dancing Link algorithm
3: k← 0 . Number of determined orientations
4: function DLX-STACK FINDER

5: if a candidate QT QH SS of N plies is found then . k = N
6: Check if the QT QH SS is zero-unsubsummable (Sieving)
7: if it is then
8: Store the QT QH SS in a solution file
9: else

10: Recursive Upping and Sieving (lines 6-9).
11: end if
12: return
13: else . k < N
14: k← k+1
15: Continue constructing a candidate QT QH SS (Cover) . Determine k-th orientation
16: Check if the k-ply SS has chances to be a candidate QT QH SS
17: if it has chances then
18: DLX-STACK FINDER . Recursive call
19: end if
20: Uncover
21: k← k-1
22: end if
23: Uncover
24: return
25: end function

DLX-Stack Finder has been validated by recovering the same number of solutions
reported in (Garulli et al., 2018) for QH laminates up to 35 plies. The extension of the
database of Garulli et al. (2018), employing DLX-Stack Finder, is listed in Table 6.1. Fig-
ure 6.17 shows the number of QT QH SSs up to N = 39 (Garulli, 2020) with a best-fit
approximation.

Albeit the small range of the new number of plies, it should be noted that the search of
the QT QH SSs becomes more and more time consuming as the number of plies increases.
Therefore, huge efforts are needed to further expanding the range.

The major drawbacks of DLX-Stack Finder are essentially two. On the one hand, the
computational price has been moved to CPU capabilities of the calculator (less than 10
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Table 6.1: Quasi-trivial quasi-homogeneous stacking sequences number

N of plies Number of groups Total solutions

2 3 4 5 6 7

36 9735 1492595 132505 1721 8 - 1636564
37 - 21796951 63557555 5270490 86095 - 90711091
38 26 26630644 36296309 2174102 21747 51 65122879
39 - 26191328 32897211 1726500 3390 - 60818429

5 10 15 20 25 30 35 40
10-2

100

102

104

106

108

1010

Figure 6.17: Number of QT QH SSs up to thirty-nine plies

MB of RAM are required to DLX-Stack Finder to perform its computations). However,
the number of solutions dramatically grows up as the number of plies increases, as shown
in Table 6.1 and, even if the pruning of the tree spanned by all the possible combinations,
the computational time becomes of the order of months. Indeed, powerful calculators can
reduce the computational time. On the other hand, the large number of solutions makes
it difficult to find an efficient manner to store all of them. Currently, text files are used.
Indeed, DLX-Stack Finder can be improved by reducing the CPU time of the algorithm
and by developing a more efficient way of stocking the solutions. Moreover, a version of
DLX-Stack Finder for solving problem of Definition 6.11 only for uncoupled or only for
homogeneous laminates shall be implemented.
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6.4.2 Quasi-trivial Approach

The "quasi-trivial" approach relies on the knowledge of the QT QH SSs for all the thick-
nesses, i.e. the numbers of plies, involved in the structure. Then, the stacking recovery
approach can be defined into two steps:

(a) find blended QT QH SSs for the structure at hand by exploiting a QT QH SSs
database;

(b) determine the values of the independent orientations, in order to match the target
elastic properties.

The first point is, basically, equivalent to finding a blending scheme and solution prop-
agation. Once found out, an optimisation must be performed to determine the values of
orientations, matching the optimal elastic properties from the FLP. This step is needed
since QT QH SSs define equivalence classes, as pointed out in Section 4.3, and are inde-
pendent from the particular orientations.

The first point is, by far, the most challenging. The proposed strategy is based on a
recursive algorithm, developed in Python language, which makes extensively use of the
concept of generators. Roughly speaking, a Python generator is a function that saves the
states of the local variables every time the yield statement is performed. Later on, the
function continues from there on successive calls.
The use of generators is due to the fact that QT QH SSs database files are huge to handle,
and cannot all be stored in the temporary memory of the calculator. A more efficient way
to "read" these files is to use an iterator, created by a generator function, which returns at
each call the next element of the file. This algorithm, called Generator over file (GOF), is
shown in Algorithm 6.5. Note that the yield keyword just pauses the loop and returns the
"next" SS at each call of GOF.

Algorithm 6.5 GOF function
1: function GOF(filename)
2: Open filename.txt (from the database) as f
3: while f is open do
4: for any SS in f do
5: yield SS
6: end for
7: Close f
8: end while
9: end function

Another reason for the use of generators/iterators is the following. The QT QH
SSs database contains only the zero-unsubsummable SSs. However, from each zero-
unsubsummable SS many other SSs can be derived. For example, by collapsing the ori-
entation 3 into the orientation 1, the QT QH SS [1/2/3/12/3/1/2/12/2/3/1] gives birth
to [1/2/15/2/12/2/12]. The former SS is defined parent SS, the latter child SS. Consid-
ering also child SSs is very important when Algorithm 6.3 is used to check whether two
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SSs are blended. For example, the SS [1/2/1] is not blended with [1/2/3/2]. However,
the child SS [3/1/2/1], obtained by a permutation of the orientation labels of the latter
one, satisfies the blending requirement. Note that QT QH SSs admit permutations of the
orientations labels, since their properties are independent from the particular angle values.
The algorithm that generates the children SSs from a parent SS is called Generator over
children (GOC) and is reported in Algorithm 6.6. Given a parent SS made of ng saturated
groups, the algorithm basically generates all the permutations of ng elements of the set
{1, . . . , ng}. A check is done to discard solutions which would have too few or too many
distinct orientations. The former requirement is imposed to consider only SSs having at
least two saturated groups, thus avoiding mono-oriented SSs. The latter requirement is
imposed to avoid too much fragmented SSs, which make blending a more difficult task.
Then, the next child SS is returned at every call of GOC.

Algorithm 6.6 GOC function
1: Define ngmin, ngmax . For instance, ngmin = 2
2: function GOC(ng, ngmin, ngmax, ss)
3: for any ng-permutation of {1, . . . , ng} do
4: ngp← number of distinct elements within the ng-permutation
5: if ngmin ≤ ngp ≤ ngmax then . Discard solutions which have too many or too few

distinct orientations
6: yield permuted ss . Children stack of ss
7: end if
8: end for
9: end function

The ensemble of GOF and GOC is used to define a third generator, Generator over file
and children (GOFC), reported in Algorithm 6.7. It returns, at every call, the next child
SS of a parent of the database. When the children SSs (for that particular parent SS) have
been exhausted, GOFS returns the next parent SS in the database file, and so on.

Algorithm 6.7 GOFC function
1: Define ngmin, ngmax . For instance, ngmin = 2
2: function GOFC(gof, ngmin, ngmax)
3: while True do
4: ss← next(gof) . Next parent stack
5: ng ← number of groups within ss
6: goc← GOC(ng, ngmin, ngmax, ss)
7: while True do
8: child_ss← next(goc) . Next child stack from the parent (ss)
9: yield child_ss

10: end while
11: end while
12: end function

The main algorithm for the search of blended QT QH SSs is described in Algorithm
6.8. Once the FLP is solved, a sequence of laminates processed by Algorithm 6.8 must
be defined. It is not necessary that this sequence corresponds to the a Search Propagation
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Direction. The sequence is then passed to Algorithm 6.8 as an array, said Solution Prop-
agation array (SPA), which also contains information on the adjacent laminates for each
of them. For the first element within the SPA, the associated GOFC is created. Then, a
loop over the laminates (elements in the SPA) is performed. For each of them, a GOFC
iterator is created (apart for the first laminate) and invoked for the next child SS. If this
stack satisfies blending with the adjacent laminates (see Algorithm 6.3), it is stored in the
solution array, and the procedure repeats for the next panel in the SPA, until a complete
solution is achieved. Conversely, if the child SS does not satisfy blending, the next child
SS is generated, blending satisfaction is checked, and so forth.

Algorithm 6.8 Stacking sequence recovery with QT QH SSs

1: k = 0
2: Create SPA
3: gofc0← GOFC for the first panel in SPA
4: Create empty solution array
5: while True do
6: SS0← next(gofc0)
7: Store SS0 in the solution array . For the first panel, the SS can be stored directly into the

solution array
8: function RECURSIVE_BLOCK

9: k ← k + 1
10: gofck ← GOFC for the k-th panel in SPA
11: while True do
12: SSk ← next(gofkk)
13: if SSk satisfies blending with adjacent laminates then
14: Store SSk in the solution array
15: if panels are not finished then
16: RECURSIVE_BLOCK . Recursive call
17: else
18: Store the complete solution
19: end if
20: end if
21: end while
22: k ← k − 1
23: return
24: end function
25: end while

It is evident the combinatorial nature of the problem of finding QT QH SSs and of the
problem of finding blended QT QH SSs. It is noteworthy that, in this alternative approach,
the SR phase is uncoupled from the search of blended SSs. In other words, blended QT
QH SSs from Algorithm 6.8 are encoded sequences of arbitrary orientations. A further
step is required for the determination of the independent orientation angles, by solving
Problem (6.52).
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6.5 Conclusions

This Chapter provided answers to research questions RQ1 and RQ2.
The expression of the buckling factor, considering the transition of scale from the

GFEM to the LFEM, has been derived. It contains the effect of the LFEM BCs which
depend on the design variables of the FLP. The dependency is expressed by the second
adjoint vector which takes into account the sensitivity of the displacement field of the
GFEM.
A secondary, but crucial, problem has been also addressed. The closed-form expression
of the stress stiffness matrix has been derived, through a dedicated strategy, for a shell
element having four nodes and six DOFs per node. The expressions is a linear combi-
nation of the internal forces per unit-length and eight matrices depending only from the
geometry of the element. The explicit expressions of those matrices have been retrieved
and provided, thus allowing for the final expression of the buckling factor gradient.

As for blending, a general mathematical definition has been provided. Because of its
wide generality, this definition allows for a blending treatment without a priori assump-
tions. New blending constraints have been derived, stricter than those available in the
literature.
A dedicated numerical strategy has been proposed for the stacking sequence recovery
phase of the SLP. It is based on the concept of search propagation direction which allows
for the definition of blended orientation regardless of the particular plies affected by ply-
dropping. A mathematical justification of the functioning of such an approach has been
provided, as well.

Finally, an alternative approach for the stack recovery phase has been presented. It
is based on the exploitation of a particular class of laminates which are exact solutions
for quasi-homogeneous laminates. In so doing, the uncoupling and quasi-homogeneity
residuals are exactly zero in the residual function of the stiffness recovery phase. For this
approach, a new algorithm, called DLX-Stack Finder, has been developed starting from
an existing one (Garulli et al., 2018). DLX-Stack Finder has expanded the database of all
QT QH SSs up to 39 plies, and there is margin to further extend it if some drawbacks,
discussed in the text, will be mitigated.
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CHAPTER7

The Enhanced Deterministic GL-MS2LOS and Case
Studies

This Chapter aims at answering research question RQ3. Since the initial choice to settle
the problem in the PPs space, due to the advantages of this parametrisation discussed in
Chapters 4 and 6, the elements formalised in Chapter 6 have been implemented in the
MS2LOS. The enhanced methodology, indicated as GL-MS2LOS, aims at the determin-
istic optimisation of composite structures, involving phenomena appearing at different
scales and blending of laminates.
Section 7.1 introduces an overview on the methodology, that will be mathematically de-
veloped in the following Sections. In particular, the fundamental concepts at the basis of
the MS2LOS are presented. Apart from those derived in Chapter 6, other requirements of
different types are formulated in terms of design variables and presented.
Successively, two case studies, taken from the literature, are presented to prove the effec-
tiveness of the methodology, with a particular focus on the two elements formalised in
Chapter 6. In particular, the first case study, described in Section 7.2, focuses on the GL
approach and the buckling requirement. A simplified wing-box structure is optimised,
in the least-weight sense, through a deterministic algorithm. Attention is paid to the ef-
fectiveness of the gradient of the buckling factor formulation when scale transition is
performed. The second study case, described in Section 7.3, focuses on the optimisation
of a 18-panel structure. The focus is on the new blending constraints formulation and on
the stacking sequence recovery phase, presented in Section 6.3. At the end of the Section,
some critical comments are provided: some of them are the basis for deeper investigations
that will be presented in Chapter 9.
Section 7.4 compares the numerical approach for the stacking sequence recovery of Sec-
tion 6.3 with the alternative approach, based on QT QH SSs, presented in Section 6.4.
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Finally, Section 7.5 concludes the Chapter with meaningful considerations.

7.1 Generalities on the MS2LOS

The MS2LOS is formulated in terms of two distinct (but related) problems.

First-level Problem (FLP) The aim of this phase, which focuses on the laminate macro-
scopic scale, is the determination of the optimum distribution of the mechanical and
geometric design variables, describing the behaviour of each laminate, which min-
imises a given objective function by fulfilling a set of design requirements (formu-
lated as optimisation constraints). At this level, the generic laminate is modelled as
an equivalent homogeneous anisotropic plate, whose behaviour is described in terms
of laminate PPs. Framed in the FSDT, the FLP contemplates four design variables
for each laminate: the (continuous) number of plies n and three PPs: ρ0K , ρ1, φ1.
Thanks to this formulation, at this stage, the designer can add further requirements
(e.g. manufacturing constraints, strength and damage criteria, etc.) by introducing
suitable constraints on the laminate PPs and thickness. Of course, the derivation of
suitable equivalent constraints to be imposed on the laminate PPs corresponding to
manufacturing requirements involved at the ply-level (like the the maximum angu-
lar difference among two consecutive plies) is anything but trivial. However, some
manufacturing constraints can still be introduced at this level, like feasibility and
blending requirements. In this Thesis, the following requirements are considered:

1. laminate feasibility (Section 7.1.1);

2. displacement requirements (Section 7.1.2);

3. laminate static failure (Section 7.1.3);

4. buckling (with GL approach) (Section 6.1);

5. blending of laminates with different thickness (Section 6.2).

A first novelty in this formulation of the FLP is the rigorous multi-scale global-local
approach for the assessment of the buckling factor in the deterministic optimisation
framework (Section 6.1). Note that a GL approach has been already presented in
the MS2LOS context for the genetic optimisation framework in (Izzi, Montemurro,
Catapano, Fanteria, et al., 2020; Izzi, Montemurro, Catapano, & Pailhès, 2020;
Panettieri et al., 2020), based on the sub-modelling technique (Sun & Mao, 1988;
Mao & Sun, 1991; Whitcomb, 1991). Selected portions of the structure, called
ZOIs, which are likely to undergo buckling failure, are extracted from the GFEMs
and analysed. Refined LFEMs are then generated from the GFEMs geometry, and
buckling factors are evaluated.

A second novelty is the implementation of new blending requirements as a set of
equivalent optimisation constraints on the laminate PPs and number of plies (Sec-
tion 6.2). These constraints define a stricter regions if compared to the existing ones
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(Macquart et al., 2016; Panettieri et al., 2019).
Finally, an intermediate step, called discrete optimisation, is needed to get laminates
with a discrete number of plies.

Second-level Problem (SLP) The SLP of the strategy focuses on the laminate meso-
scopic scale and aims at determining optimal SSs, satisfying the blending require-
ment between adjacent laminates, in such a way to recover the optimised PPs and
thickness resulting from the FLP. The design variables of the SLP are the plies ori-
entation angles.
The novelty of this SLP formulation is the implementation of the numerical strat-
egy presented in Section 6.3 to recover blended SSs matching the optimal elastic
properties determined in the FLP (Section 6.3). The stack recovery phase approach,
addressed through a meta-heuristic algorithm, is suitable for laminates with any
number of plies.

7.1.1 Laminate Feasibility Constraints

In the FLP, geometric and feasibility constraints on the PPs must be considered (Vannucci,
2012a), in order to ensure that the optimal values of PPs correspond to a feasible SS (to be
determined in the SLP of the procedure). Since orthotropy and quasi-homogeneity prop-
erties are imposed (i.e. membrane/bending uncoupling with the same group of symmetry
in membrane and bending), such constraints read (Vannucci, 2012a) (see Eq. (4.45)):

−1 ≤ ρ0K ≤ +1,

0 ≤ ρ1 ≤ 1,

2ρ2
1 − 1− ρ0K ≤ 0.

(7.1)

The first two equations of (7.1) can be considered as bounds for the design variables
PPs; therefore, the feasibility constraint is represented only by the third equation of (7.1),
which must be evaluated for each of the npan panels in the structure at hand. It is note-
worthy that the homogeneity property allows for the design of the bending stiffness tensor
without introducing further variables than those used to characterise the membrane tensor.
Moreover, homogeneity makes the membrane and bending behaviours to agree in terms
of orthotropy axes orientation. Physically, it avoids the equivalent single-layer membrane
behaviour to be different from the bending counterpart.

However, in order to avoid a large number of constraints (and gradients), which may
lead to a over-constrained optimisation problem, one may use suitable aggregation strate-
gies, i.e. by introducing the well-know maximum operator. Inasmuch as max operator is
not everywhere differentiable with continuity (C 0 class), a continuous and differentiable
approximation (at least of class C 1) must be introduced.
Let x be a generic vector of n components, and let the following operator, called
Kreisselmeier-Steinhauser (KS) function or α-LogSumExp, often used in machine learn-
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ing and artificial neural networks (Haykin, 1998; Calafiore & El Ghaoui, 2014; Nielsen
& Sun, 2016), be introduced:

KSα(x) :=
1

α
ln

(
n∑
i=1

eαxi

)
, (7.2)

where α is a parameter which can be chosen according to the variance Var(x) and to the
values of vector x. The higher α, the more accurate is the KSα approximation.
It can be easily shown that the family KSα approaches the max operator by excess; in
particular, the following estimate holds:

maxx ≤ KSα ≤ maxx +
1

α
ln(n). (7.3)

Equation (7.3) is much more accurate as Var(x) and/or α assume large values. Fur-
thermore, KSα is a convex and strictly-monotonically-increasing function in its domain
(Calafiore & El Ghaoui, 2014). Equation (7.3) is a fundamental inequality, since it ensures
that the approximated constraints are conservative. The value of α is chosen as a trade-off
between two conflicting requirements. On the one hand, it should be reasonably small
in order to avoid too sharp approximations and numerical overflows. On the other hand,
it should be sufficiently high to maintain the discrete effect of the max operator and to
reasonably approximate the maximum value. The aggregation strategy can be explained
also from the Active Set algorithm (see Section 3.2.2) used in the next Chapter for the
numerical applications. Since the number of possible working sets grows exponentially
with the number of inequalities, a phenomenon which is referred to as the combinato-
rial difficulty of non-linear programming, the algorithm cannot consider all the possible
choices for the working set (Nocedal & Wright, 2006). Hence, the "reduction" of the
constraints, by means of the proposed aggregation, is beneficial, because it reduces the
number of possibilities of estimating the solution active-set.

For each of the npan laminate composing the structure, inequality (7.1) must be im-
posed. Those values can be collected in the vector g and can be replaced by the condition

gfeas := KSα (g) , α >> 1. (7.4)

Let nvars be the number of variables. The gradient of of Eq. (7.4), with respect to the
generic design variable ξj (four variables for each panel, see Eq. (4.32)), reads:

(∇ξξξgfeas)j :=
∂gfeas

∂ξj
=

npan∑
i=1

eαgi ∂gi
∂ξj

npan∑
i=1

eαgi
, α >> 1, j = 1, . . . , nvars, (7.5)
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where

∂gi
∂ξj

=


−1, if ξj = ρi0K ,

4ρi1, if ξj = ρi1,

0, otherwise.

(7.6)

It is assumed, for calculation practicality, that the derivatives of α with respect to the
generic design variable are zero. This means that, even though α is chosen depending on
Var(x), its derivatives are negligible with respect to the problem variables.

7.1.2 Displacement Requirement

The displacement requirement is measured on the GFEM and is considered as a bound on
a displacement component of a meaningful node, chosen a priori, of the GFEM mesh.

Let index k denote the position, in u, of the displacement component (at the chosen
node) to be bounded. Then, if u0 denotes the maximum allowable displacement, one
obtains the displacement requirement as

gdisp :=
uk
u0

− 1 ≤ 0. (7.7)

It is convenient to introduce the vector a, whose its unique non-zero component has unit
value in position k, such that

∂uk
∂ξj

= aT ∂u

∂ξj
. (7.8)

Under the hypothesis that external generalised nodal forces do not depend on design vari-
ables:

∂f

∂ξj
= 0, ∀ j = 1, . . . , nvars, (7.9)

Equation (7.8) can be augmented (adjoint method) with the null quantity obtained by
differentiation of Eq. (6.1):

∂uk
∂ξj

= aT ∂u

∂ξj
+ µµµT

(
∂K

∂ξj
u + K

∂u

∂ξj

)
. (7.10)

The expression of ∂K/∂ξj is given in Appendix C.

The adjoint vector µµµ is chosen in such a way that the term multiplying
∂u

∂ξj
vanishes from

Eq. (7.10). Finally, the gradient reads:(∇ξξξgdisp)j :=
1

u0

∂uk
∂ξj

= µµµT∂K

∂ξj

u

u0

, ∀ j = 1, . . . , nvars,

Kµµµ = −a.
(7.11)
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7.1.3 Laminate Failure Criterion

The requirement on the laminate strength is based on the results of the works by Cata-
pano et al. (2012, 2014), Catapano and Montemurro (2018), whore main results have been
reported in Section 4.2.3. The authors introduce a laminate failure index, in the frame-
work of the FSDT, averaged on the laminate thickness h, having the form reported in
Eq. (4.34). Under the hypothesis of quasi-homogeneity and by considering the Tsai-Hill
criterion, Eq. (4.34) reduces to

FTH :=
1

h

(
εT

genGεgen

)
− 1 ≤ 0, with G := diag (GA,GD,GH) . (7.12)

Equation (7.12) is evaluated for all the elements of the GFEM belonging to the check zone,
the set of elements where the strain field assumes meaningful values. The check zone is
composed by ne elements. To avoid a large number of constraints (and gradients), the
aggregation based on the approximated maximum operator is adopted also in this case:

gTH = KSα

(
1

he
εεεT

gen eGe εεεgen e

)
− 1 ≤ 0, e = 1, . . . , ne, α >> 1. (7.13)

Adopting the approximation of Eq. (7.2), and adding the null quantity of Eq. (6.1),
Eq. (7.13) becomes:

gTH = KSα (δδδ) + µµµT (Ku− f)− 1 ≤ 0, e = 1, . . . , ne, α >> 1, (7.14)

where vector δδδ collects the quantity

δe :=
1

he
εεεT

gen eGe εεεgen e, e = 1, . . . , ne. (7.15)

By differentiating Eq. (7.14), remembering assumption (7.9), one obtains:

(∇ξξξgTH)j :=
∂gTH

∂ξj
=

ne∑
e=1

eαδe ∂δe
∂ξj

ne∑
e=1

eαδe
+ µµµT

(
∂K

∂ξj
u + K

∂u

∂ξj

)
,

α >> 1, j = 1, . . . , nvars.

(7.16)

By substituting Eqs. (6.25) and (6.26) in Eq. (7.15) and by differentiating, one obtains:

∂δe
∂ξj

:= βe
∂u

∂ξj
+ ηej, with :

βe :=
2

he
εT

gen eGeBeLe, ηej :=
1

he

(
εT

gen e

∂Ge

∂ξj
εgen e − δe

∂he
∂ξj

)
.

(7.17)

The expression of ∂Ge/∂ξe, appearing in the above formula, is provided in Appendix D.
By substituting Eq. (7.17) into Eq. (7.16), one obtains:
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∂gTH

∂ξj
= ηj + µT∂K

∂ξj
u +

(
βT + µTK

) ∂u
∂ξj

, with :

βT :=

∑ne

e=1 eαδeβT
e∑ne

e=1 eαδe
, ηj :=

∑ne

e=1 eαδeηej∑ne

e=1 eαδe
.

(7.18)

In Eq. (7.18), the vector µµµ can be chosen in such a way that the term multiplying
∂u

∂ξj
vanishes; accordingly, one finally obtains the following expression:

(∇ξξξgTH)j := ηj + µT∂K

∂ξj
u, j = 1, . . . , nvars,

Kµµµ = −β,

α >> 1.

(7.19)

7.1.4 The First-level Problem Formulation

The FLP can be, now, correctly formulated. Of course, the proposed formulation is a
general one, since some constraints can be removed, depending on cases. The FLP itself
is divided into two sub-steps. The continuous optimisation aims at the optimal distribu-
tion of stiffness; in this sub-step, the thickness can vary with continuity in the admissible
range. The discrete optimisation aims at finding the solution with a discrete number of
plies closest to the continuous one.

7.1.4.1 Continuous Optimisation

Firstly, the main results detailed in the previous Sections are summarised. As stated,
in the FLP formulation, geometric and feasibility constraints, in terms of PPs, must be
considered (Vannucci, 2012a). These constraints ensure that the optimal values of PPs,
determined in the FLP, correspond to a feasible laminate. Their expression, gfeas, has been
addressed in Section 7.1.1.
If some displacement component values, at some node, must be bounded, e.g. the max-
imum tip displacement, the correspondent constraint gdisp has been retrieved in Sec-
tion 7.1.2.
The static failure of laminates has been addressed through a failure index averaged over
the laminate thickness. The expression of the corresponding constraints, gTH, has been
addressed in Section 7.1.3.
Buckling constraints involve the evaluation, for each ZOI, of the buckling factor. For-
mally, for each LFEM, the buckling constraint gbuck must be evaluated, as discussed in
Section 6.1.
Only blended solutions must be considered. For the FLP, the blending requirement gblend

is derived in Section 6.2.
In the light of the previous considerations, collecting the results, the CNLPP of the con-
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tinuous optimisation can be formulated as follows:

min
ξξξ

Φ(ξξξ), subject to:

Ku− f = 0,
}

in the GFEM,

K[u[ + K[
BCPu = 0,

}
∀ LFEMs,

gTH(ξξξ) ≤ 0, (one constraint for all the elements in the check zone),

gdisp(ξξξ) ≤ 0,
}
∀ bounded displacement components,

gfeas(ξξξ) ≤ 0, (one constraint for all the design regions),

gbuck(ξξξ) ≤ 0,
}
∀ LFEMs,

gblend−j(ξξξ) ≤ 0, j = 0, 1
}
∀ couples of adjacent panels,

ξξξlb ≤ ξξξ ≤ ξξξub,

(7.20)

where Φ is the objective function, ξξξ is the design variable vector and ξξξlb, ξξξub are the
lower and upper bound vectors of the design variables, respectively. Variables nj0,
j = 1, . . . , npan, are assumed continuous in this sub-step.

7.1.4.2 Discrete Optimisation

A second sub-step, hereafter referenced as discrete optimisation, is needed to round up
the continuous solution of Problem (7.20) to discrete numbers of plies, while complying
to the full set of constraints of Eq. (7.20).

Let ξξξc be the solution of the continuous optimisation Problem (7.20). The discrete
optimisation problem aims at finding a solution, ξξξd, at a minimal distance from ξξξc, having
integer number of plies. The formulation of the resulting MICNLPP reads:

min
ξξξ
‖ξξξc − ξξξ‖2

L2 , subject to :

gfeas(ξξξ) ≤ 0,

dn0Nrefe
Nref

=: n0d,

∀ laminates

gblend−j(ξξξ, n0d) ≤ 0, j = 0, 1,

|∆pqn0d|
(

∆Nmin

Nref

− |∆pqn0d|
)
≤ 0,

∀ couples of adjacent laminates p, q

ξξξlb ≤ ξξξ ≤ ξξξub.

(7.21)

Problem (7.21) takes into account only blending and manufacturability constraints, while
allowing for changes in the optimal PPs values of ξξξc in order to satisfy the new set of
constraints. It is noteworthy that this formulation does not require further FE evaluations.
However, Problem (7.21) imposes that, for each panel, the discrete dimensionless number
of ply, i.e. n0d, defined in Eq. (7.21), must be greater than or equal to the continuous
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counterpart n0. Even though this results in an increase of the final mass of the structure, it
represents a security margin against buckling failure. In fact, the thickness of the laminate
is the most influencing parameter on buckling factor. This claim can be justified by com-
paring the order of magnitude of buckling factor sensitivity terms related to the thickness
with those related to the laminate PPs. The formers are by far more important than the
latter. This margin of safety is required since the formulation of Problem (7.21) can af-
fect the satisfaction of buckling constraints, which do not enter directly in the formulation
(7.21). Of course, an interactive convergence procedure between the discrete optimisation
and new FE analyses to ensure the compliance of all the mechanical constraints should be
carried out in this phase. However, it is tacitly assumed that the new solution ξξξd, which,
roughly speaking, is a “perturbation” of ξξξc, does not violates the fulfilling of mechanical
constraints in a too severe way.

Blending constraints are evaluated with the discrete number of plies Ni = n0dNref

(i = p, q) for each generic couple of adjacent laminates p and q. The last constraint of
Problem (7.21) imposes that the difference of number of plies between two adjacent pan-
els must be zero or greater than a predefined ∆Nmin. From a mathematical point of view,
this requirements help the SLP, as it will be explained in the following of the Chapter.
Physically, it avoids impractical and meaningless drops of very few plies, imposing that
slightly-different panels (in terms of thickness and PPs values) converge into mechani-
cally and geometrically identical panels. In fact, panels having the same number of plies
are blended if and only if they have the same SS (geometrical identity) and, as a triv-
ial consequence, the same elastic behaviour (mechanical identity). Generally speaking,
∆Nmin should be chosen according to the trend of the results of the continuous optimisa-
tion. For instance, consider a continuous solution of three laminates resulting in 100, 102
and 98 plies. If one chooses ∆Nmin = 10, clearly the discrete solution will be very far
from the continuous one. Conversely, if the continuous solution, for the same panels, is
characterised by 100, 108 and 99 plies, the application of the same ∆Nmin would result
in a discrete solution closer to the continuous one.

7.1.5 The Second-level Problem Formulation

Once the FLP is solved, target properties must be recovered by blended SSs. The general-
ities and the basic hypotheses of the Stacking sequence recovery phase have been already
discussed in Section 6.3. The SLP formulation within this MS2LOS can be summarised
by the following steps:

(a) Find a proper Search Propagation Direction (Definition 6.5);

(b) Select a Blending Scheme;

(c) Solve Problem (6.52).
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7.2 Case Study 1: a Benchmark on the FLP

7.2.1 Problem De�nition

A numerical benchmark, taken from (B. Liu et al., 2000; D. Liu et al., 2011; Panettieri
et al., 2019), has been considered. The benchmark consists in a simplified wing-box
model, made of composite laminates, subject to bending and twist moment at the tip sec-
tion, with a clamped root section (x = 0). The geometry of the structure is presented in
Figure 7.1. The wing-box has length L = 3543 mm, width W = 2240 mm and height
H = 381 mm. Loads and BCs are deeply discussed in Section 7.2.4. In the model, ribs,
spars and stringers are replaced by continuous equally spaced composite plates with a
pre-defined stacking sequence: [(±45°)11]S . The constitutive ply, used for all laminates

x

z

y

H
WL

Figure 7.1: Model geometry of the of Case Study 1 benchmark structure (The upper skin (z = H)
is shaded to make the interior part visible)

composing the structure, is made of a carbon-epoxy T300/5208 pre-preg (Catapano, 2013;
Zhang et al., 2019), whose properties are listed in Table 7.1, in terms of both technical
constants and PPs. Optimisation regions are the upper (z = H) and lower (z = 0) skins
of the wing-box. Each skin is subdivided into nine regions (or panels), numbered as in
Figure 7.2, for a total number of panels npan equal to 18.

7.2.2 The First-level Problem Formulation

The FLP aims at determining the optimal distribution of PPs and numbers of plies in the
structure, minimising the structure mass by satisfying, simultaneously, the design require-
ments that will be specified.
The objective function can be formulated as follows:

Φ(ξξξ) :=

m0 +
npan∑
i=1

Ain0 inreftplyρply

mref

, (7.22)

where m0 is the mass of the part of the structure which remains unchanged during the op-
timisation, mref = 314.12 kg (D. Liu et al., 2011) is a reference mass, Ai, n0 i are the area
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Table 7.1: Material properties of the T300/5208 pre-preg

Technical constants Polars parameters of Q a Polars parameters of Q̂ b

E1 [GPa] 181 T0 [MPa] 26898.96 T [MPa] 5398.38
E2 [GPa] 10.3 T1 [MPa] 24710.25 R [MPa] 1771.61
G12 [GPa] 7.17 R0 [MPa] 19728.96 Φ [deg] 90
G23 [GPa] 3.78 R1 [MPa] 21426.38
G13 [GPa] 7.17 Φ0 [deg] 0
ν12 0.27 Φ1 [deg] 0
ν23 0.42
ν13 0.27

Density and thickness Polars parameters of G c Polars parameters of Ĝ d

ρply [kg mm−3] 1.76× 10−6 Γ0 7531.02 Γ 10633.53
tply [mm] 0.125 Γ1 2113.80 Λ 484.30
nref 150 Λ0 3586.81 Ω [deg] 90

Λ1 1603.36
Ω0 [deg] 45
Ω1 [deg] 0

Limit stresses

X [MPa] 1500
Y [MPa] 246
S12 [MPa] 68
S23 [MPa] 36
S13 [MPa] 68

aIn-plane ply stiffness matrix
bOut-of-plane ply shear stiffness matrix
cIn-plane ply strength matrix
dOut-of-plane ply shear strength matrix

(a) Upper (z = H) laminates numbering (b) Lower (z = 0) laminates numbering

Figure 7.2: Optimisation regions of Case Study 1 structure

and the dimensionless number of plies of the i-th region, respectively, ρply is the density
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of the single ply. Formally, the optimisation problem can be stated as a CNLPP:

min
ξξξ

Φ(ξξξ), subject to:

Ku− f = 0,

K[u[ + K[
BCPu = 0,

gfeas (ξ) ≤ 0,

gdisp (ξ) ≤ 0,

gTH (ξ) ≤ 0,

gblend (ξ) ≤ 0,

gbuck (ξ) ≤ 0,

ξξξlb ≤ ξξξ ≤ ξξξub.

(7.23)

Actually, for the FLP of this benchmark, the implemented blending constraints are those
presented by Panettieri et al. (2019), because those of Section 6.2 have not yet been de-
rived.
The parameter α of KS function appearing in Eqs. (7.4) and (7.5), after some empirical
tuning, has been set as follows:

α (Var(g)) =


70, if Var(g) ≤ 0.001,

50, if 0.001 < Var(g) ≤ 0.1,

10, if Var(g) ≥ 0.1.

(7.24)

The requirement on the bounded displacement regards the maximum vertical displace-
ment measured at the tip of the wing-box, as will be detailed in Section 7.2.4. For the
static strength requirements, the check zone consists in the elements of the lower skin of
the wing-box GFEM. This choice is due to the fact that the lower skin undergo tension.
The parameter α appearing in Eqs. (7.13) and (7.19), after some empirical tuning, has
been set as follows:

α (Var(δδδ)) =



50, if Var(δδδ) ≤ 0.001,

30, if 0.001 < Var(δδδ) ≤ 0.1,

10, if 0.1 < Var(δδδ) ≤ 0.3,

2, if Var(δδδ) ≥ 0.3.

(7.25)

For the buckling requirement, the ZOI is the upper skin (z = H), from which a LFEM is
generated. This choice is due to the fact that the upper skin (z = H) undergo compres-
sion. Details will be provided in Section 7.2.4. Table 7.2 reports lower and upper bounds
for the considered design variables of Eq. (4.32). The number of plies, which is a discrete
variable, is assumed as a continuous one.
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Table 7.2: Design space for Problem (7.23)

Variable* lower bound upper bound

nj0 0.14 1
ρj0K -1 1
ρj1 0 1
φj1 -1 1
* j = 1, . . . , npan

Since the SLP will not performed in this a case study, the discrete optimisation step is
disregarded.

7.2.3 Numerical Strategy

Problem (7.23) is a non-convex CNLPP in terms of both geometrical and mechanical de-
sign variables. The non-convexity is mainly due to the buckling eigenvalue as well as to
strength and blending design requirements.
The solution search is performed via the active-set algorithm of the fmincon family, avail-
able in the Optimization Toolbox of MATLAB® (The MathWork Inc., 2011). The pa-
rameters tuning the behaviour of the algorithm have been kept to their default values,
as summarised in Table 7.3. Of course, the strategy is not affected by the particular
choice of other deterministic algorithm, such as a different active-set implementation or
an interior-point algorithm. Such kinds of algorithms are available also in many open-
source libraries, e.g. Scipy (e.g. SLSQP algorithm) or PyOpt (e.g. IPOPT algorithm). In
any case, algorithm parameters are left unmodified with respect to the standard tuning, as
in Table 7.3 for the fmincon active-set choice.

Table 7.3: fmincon parameters

Parameter Value

Solver Active-set
Maximum number of iterations 1000
Tolerance on objective function 1× 10−6

Tolerance on constraints 1× 10−6

Tolerance on input variables change 1× 10−6

Tolerance on gradient norm of the Lagrange’s
function

1× 10−6

Figure 7.3 shows the work-flow of the numerical strategy for the resolution of the
FLP. The MATLAB® script invokes, at each iteration, the Python routines controlling the
generation of the FE models (both global and local ones) used to assess the objective
function and the optimisation constraints. Both the GFEM and the LFEMs are built in the
ANSYS® environment through suitable ANSYS® Parametric Design Language (APDL)
scripts. For each iteration, a new set of design variables ξξξ is passed from MATLAB®

to a Python Class which represents the GFEM Object which invokes the APDL script
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Active-set
Algorithm

GFEM	Python
Class

LFEM	Python
Class

APDL	GFEM
script

(static	analysis)

APDL	LFEM
script

(static	analysis)

mass,
connectivity,

mesh,
displacements,

strains,
.emat	file,
.full	file

BCs

pre-stress	field
displacements,
connectivity,

mesh,
.emat	file,
.full	file

Design
variables

GFEM
infos

buckling
constraint

and
gradient

objective
function,
constraints,
gradients

Figure 7.3: Workflow of the numerical strategy of Case Study 1

generating the GFEM. Then, a static analysis is performed on the GFEM, and some fun-
damental information such as connectivity, nodes coordinates, displacement and strain
fields, are passed to the GFEM Object (by means of .emat and .full files generated from
ANSYS® at the end of the analysis). Subsequently, the GFEM Object evaluates feasi-
bility, blending, maximum displacement and maximum strain constraints, together with
their gradients. After this phase, the GFEM Object creates a new Object: the LFEM. The
LFEM Object inherits some useful GFEM information (connectivity, etc.) and calls an
APDL script generating the LFEM for the most critical ZOI. Once BCs extracted from the
GFEM are applied to the LFEM, a static analysis with pre-stress effects is solved on the
LFEM. Some information such as pre-stress displacements, connectivity, etc. are passed
back to the LFEM Object. Matrix K[

σ is assembled by the LFEM Class, according to the
expression presented in Section 6.1.2. The LFEM Class also solves the eigenvalue buck-
ling problem on the LFEM via scipy.sparse.linalg.eigsh routine, based on the ARPACK
software and the Implicitly Restarted Lanczos Method (Lehoucq et al., 1998). Finally, the
buckling constraint of Eq. (6.4) and its gradient are evaluated (according to the procedure
detailed in Section 6.1.2).

The objective function and the optimisation constraints, with the related gradients, are
then passed to the optimisation algorithm. The loop is repeated until one of the conver-
gence criteria, listed in Table 7.3, is satisfied.

The choice of assembling the LFEM stress-stiffness matrix in Python environment,
instead of just exploiting the .emat file provided by ANSYS®, is due to the fact that
ANSYS® software makes use of some correction factors, not provided in the ANSYS®

manual (Ansys®, 2013), which depend on the element geometric and material properties.
Moreover, as detailed in Section 6.1.2, in this work, an alternative (general) definition of
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the element stress-stiffness matrix (different from that used in classic FE codes) has been
used in order to derive an efficient closed-form expression of the buckling factor gradient.
All these details are of paramount importance for a correct assessment of the buckling
factor gradient and represent the reason at the basis of using Python instead of ANSYS®

for the resolution of the eigenvalue problem.

7.2.4 The Global/Local Finite Element Modelling Approach

As stated above, the FE models integrated in the optimisation process are based on a GL
modelling approach, more precisely on the sub-modelling technique, see the works by
Sun and Mao (1988), Mao and Sun (1991), Whitcomb (1991) for more details on this
topic. According to the strategy discussed in (Izzi, Montemurro, Catapano, & Pailhès,
2020), two different FE models are created: the GFEM for the assessment of the global
behaviour of the wing-box, and a refined LFEM in order to properly evaluate the local
responses (in this case the first buckling factor). The LFEM is created only at the most
critical ZOI (from a buckling strength perspective), which is represented by the upper
panels (z = H) composing the wing-box, as illustrated in Figure 7.5. Therefore, inas-
much as for the simple benchmark considered in this study the most critical ZOI is known
a-priori, there is no need to introduce suitable criteria for automatically identifying the
most critical ZOIs, as done in (Izzi, Montemurro, Catapano, & Pailhès, 2020). Neverthe-
less, as deeply discussed in Section 6.1.2, the coupling effects between GFEM and LFEM
are still important when evaluating the gradient of the buckling factor for optimisation
purposes.

Both GFEM and LFEMs are fully parametric and are built using the commercial FE
code ANSYS®. The GFEM is illustrated in Figure 7.4. The root section is clamped,
whilst external forces F1 = 90009 N, F2 = F3 = 187888 N, F4 = 380176 N are applied
at the tip section nodes (from B to E) as illustrated in the same figure. The model is made
of SHELL181 elements, which are based on Reissner-Mindlin kinematics (Reddy, 2003)
and have four nodes with six DOFs per node. The GFEM is composed of about 560

elements and 3000 DOFs. The mesh size has been chosen after a sensitivity study (not
reported here for the sake of brevity) in order to find a compromise between accuracy and
computational cost.

The LFEM model is created to evaluate the first buckling load of the upper skin
(z = H) of the wing-box, as shown in Figure 7.5, and it is generated via a dedicated
APDL script. BCs on generalised displacements, extracted from the results of the global
analysis and illustrated in Figure 7.5, are imposed to all the boundary nodes belonging
to the skin of each upper panel (representing the connections between ribs, spars and
stringers). The LFEM is made of SHELL181 elements, and the mesh is finer than the
upper skin (z = H) of the GFEM. Therefore, BCs extracted from the boundary nodes
of each panel composing the GFEM are properly interpolated during the transfer from
the GFEM to the LFEM (by using the element shape functions). To set a suitable value
of the element size of the LFEM, a sensitivity analysis of the first buckling factor to this
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Figure 7.4: GFEM and related BCs of Case Study 1

parameter has been performed also in this case (and it is not reported here for the sake of
brevity). As a result, the LFEM is characterised by approximately 490 elements and 3200

DOFs.

Figure 7.5: LFEM and the related BCs of Case Study 1

7.2.5 Numerical Results

Since the objective function of Eq. (7.22) is an hyper-plane in the Rnvars space, due to
its linearity with respect to geometrical variables, it is expected that the optimal solution
exists, and that it is located at the boundary of the feasible region. Because of the high
complexity of Problem (7.23), the choice of a feasible starting guess is of paramount im-
portance.
In the following, three test cases are discussed, showing the importance of the buckling
constraint and the differences in the optimised solution when neglecting the out-of-plane
shear contribution in the expression of K[

σ.
The best known value for the optimised mass is 276.47 kg, corresponding to a normalised
value of 0.88, obtained via a meta-heuristic algorithm in (Panettieri et al., 2019), even
though a slightly different formulation of Problem (7.23).

Table 7.4 reports the numerical values of objective function and constraints, whilst
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Table 7.5 lists the optimal values of the design variables.

Table 7.4: Objective function for the optimised solution

Case Objective
function

gfeas gblend gTH gdisp gbuck

Panettieri
et al., 2019

0.88 − − − − −

Case 1 0.5603 −0.9215 −0.0125 −6× 10−7 −0.3202 −
Case 2 0.8440 −0.0897 −3× 10−5 −2× 10−5 −0.4316 −7× 10−5

Case 3 0.8461 −0.0540 −1× 10−5 −6× 10−6 −0.4322 −1× 10−5

Case 1: Optimisation Without Buckling Strength Requirement
Firstly, Problem (7.23) has been solved without considering the design requirement on the
first buckling factor evaluated on the LFEM. The starting point has been set to nj0 = 0.4,
ρj0K = ρj1 = φj1 = 0.0, j = 1, . . . , npan (see Figure 7.2). Such a starting point, in the fea-
sible domain, represents a wing-box structure composed of isotropic laminates because
the anisotropic moduli are null.
The algorithm converges towards a feasible solution after 400 iterations. The optimal
value of the design variables is shown in Figure 7.6, whilst Table 7.5 reports the numer-
ical values. Due to the absence of an optimisation constraint on the first buckling load,
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Figure 7.6: Optimal design variables values for Case 1 (n0 in blue, ρ0K in red, ρ1 in green, φ1 in
black)

the resulting structural mass takes low value: the objective function is Φ = 0.5603, cor-
responding to an overall mass of 176 kg, as indicated in Table 7.4. It is noteworthy that
the solution is almost symmetric between upper (z = H) and lower (z = 0) panels. The
active constraint is the maximum strain, as reported in Table 7.4. This confirms the ex-
pectations stated at the preamble of this section: the solution lies on the boundary of the
feasible domain.

Case 2: Only Membrane Contribution in K[
σ

The introduction of the design requirement on the first buckling factor introduces a strong
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Table
7.5:
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ρ

0
K

ρ
1

φ
1

n
0

ρ
0
K

ρ
1

φ
1

n
0

ρ
0
K

ρ
1

φ
1

1
0
.2

147
0.41

7
1

0.0
7
88

0.0757
0.7001

0.9423
0.5172

0.0144
0
.6972

0.9999
0.4980

0.0020
2

0
.2

237
0.44

9
1

0.0
9
43

0.0532
0.7208

0.9655
0.4782

0.0241
0
.7159

0.9855
0.4846

0.0111
3

0
.2

404
0.53

6
1

0.1
2
81

0.0142
0.7700

0.8791
0.5016

0.0498
0
.7655

1.0000
0.5247

0.0316
4

0
.1

941
0.23

9
4

0.0
8
33

0.0805
0.6065

0.6783
0.3666

−
0
.0086

0
.6120

0.7837
0.4157

0.0239
5

0
.1

893
0.23

4
9

0.0
5
83

0.0958
0.6287

0.7077
0.4110

−
0
.0075

0
.6240

0.7463
0.4112

0.0291
6

0
.1

782
0.35

4
7

0.0
7
14

0.1039
0.6760

0.6056
0.3973

0.0266
0
.6729

0.8434
0.4293

0.0531
7

0
.1

758
0.05

4
3

0.2
2
02

0.0182
0.4164

1.0000
0.4044

0.0001
0
.4493

1.0000
0.5426

−
0.0104

8
0
.1

712
0.03

6
6

0.2
1
09

0.0197
0.4300

1.0000
0.4490

0.0099
0
.4293

1.0000
0.4601

0.0032
9

0
.1

924
0.19

2
1

0.1
6
61

0.0860
0.4742

1.0000
0.4789

0.0393
0
.4828

1.0000
0.5285

0.0379

10
0
.2

136
0.42

4
3

0.0
8
17

0.0750
0.1400

0.5765
0.7271

0.0518
0
.1400

0.6775
0.8847

0.0460
11

0
.2

224
0.45

4
0

0.0
9
62

0.0537
0.1569

0.6728
0.8896

0.0540
0
.1400

0.6751
0.8941

0.0463
12

0
.2

388
0.53

9
1

0.1
4
00

0.0146
0.1882

0.7071
0.7977

0.0565
0
.1988

0.6505
0.7723

0.0459
13

0
.1

919
0.24

5
6

0.0
6
26

0.0937
0.1444

0.4969
0.7190

0.0394
0
.1399

0.6668
0.8815

0.0447
14

0
.1

892
0.24

5
7

0.0
6
20

0.0936
0.1400

0.4570
0.6813

0.0637
0
.1400

0.6645
0.8843

0.0467
15

0
.1

787
0.35

6
2

0.0
6
51

0.1018
0.1548

0.5285
0.7068

0.1063
0
.1553

0.5504
0.7293

0.0986
16

0
.1

736
0.04

6
3

0.2
1
56

0.0202
0.1400

0.4527
0.6744

0.0631
0
.1400

0.6582
0.8853

0.0434
17

0
.1

703
0.03

9
9

0.2
2
11

0.0199
0.1400

0.4447
0.6748

0.0641
0
.1548

0.4525
0.6936

0.0248
18

0
.1

925
0.20

1
1

0.1
6
67

0.0839
0.1468

0.3883
0.6004

0.1000
0
.1400

0.3575
0.5462

0.1215

132



i
i

“main” — 2021/1/27 — 17:54 — page 133 — #173 i
i

i
i

i
i

7.2. Case Study 1: a Benchmark on the FLP

non-linear behaviour into the optimisation problem formulation. This non-linear be-
haviour is due, on the one hand, to the assessment of the buckling factor on a refined
LFEM, and, on the other hand, to the definition of the structure stress-stiffness matrix K[

σ

as a function of the design variables of the problem at hand. In a first time, the effect
of only the membrane contribution in the definition of K[

σ (viz. matrices K1, K2, K3 in
Section 6.1.2) on the optimised solution is considered. In order to help the convergence,
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Figure 7.7: Optimal design variables values for Case 2 (n0 in blue, ρ0K in red, ρ1 in green, φ1 in
black)

the starting point has been set to nj0 = 0.8, ρj0K = ρj1 = φj1 = 0.0, j = 1, . . . , 9 for
upper panels (z = H) and to nj0 = 0.4, ρj0K = ρj1 = φj1 = 0.0, j = 10, . . . , npan for the
lower ones (see Figure 7.2). This starting point, which lies in the feasible domain, is more
likely to be closer to the optimal point. Moreover, also in this case, the starting point is an
isotropic solution.
The algorithm converges after 500 iterations. Although the starting point is inside the
feasible domain, the algorithm experiences many difficulties in find the good path, due to
the strong non-linear nature of the problem. The objective function value is Φ = 0.8440,
corresponding to a mass equal to 265.12 kg. As expected, the mass is slight lower then
the value reported in (Panettieri et al., 2019), because of the neglected out-of-plane shear
contribution in the expression of the stress-stiffness matrix. As in (Panettieri et al., 2019),
the solution lies on the boundary of the buckling constraint.
The optimal value of the design variables is illustrated in Figure 7.7 (n0 in blue, ρ0K in
red, ρ1 in green, φ1 in black), whilst the numerical values are reported in Table 7.5. The
objective function and the optimisation constraints are listed in Table 7.4. A quick glance
to this result highlights an enhanced exploitation of the anisotropy, especially for upper
panels (z = H) (variables 1 up to 36), if compared to the optimal solution of case 1.

Case 3: Membrane and Out-of-plane Shear Contributions in K[
σ

This case considers both the membrane and the out-of-plane shear contributions in the ex-
pression of K[

σ (see Section 6.1.2). This formulation is really close to that implemented
in ANSYS® software.
The starting point has been set to nj0 = 0.8, ρj0K = ρj1 = φj1 = 0.0, j = 1, . . . , 9 for upper
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Figure 7.8: Optimal design variables values for Case 3 (n0 in blue, ρ0K in red, ρ1 in green, φ1 in
black)

panels (z = H) and to nj0 = 0.4, ρj0K = ρj1 = φj1 = 0.0, j = 10, . . . , npan for the lower
ones (see Figure 7.2). Also in this case the starting point is an isotropic solution.
The algorithm converges after 400 iterations. The objective function value is 0.8461, cor-
responding to an overall mass of 265.72 kg. The optimal value of the design variables is
shown in Figure 7.8 and listed in Table 7.5. The values of the objective function and of the
optimisation constraints are reported in Table 7.4. When compared to the solution of case
2, this configuration is characterised by a more pronounced effect of the anisotropy on
the buckling strength (especially in terms of ρ0K and ρ1 contributions) and by a different
orientation of the main orthotropy axis (related to the value of the polar angle). However,
since the problem is strongly non-convex in terms of the buckling factor requirement,
both solutions are characterised by similar values of the mass and of the buckling factor
constraint.

As an example, Figures 7.9a, 7.10a, 7.11a show the first component of the membrane
tensor A, whilst Figures 7.9b, 7.10b, 7.11b illustrate the first component of the out-of-
plane shear tensor H, for panels 1, 6, 7, respectively. The square mark shows the relative
angle ΦA∗

1 .
It is evident the impact of considering the buckling strength requirement on the op-

timised value of the laminate PPs: the polar diagram of the laminate stiffness matrices
changes considerably for the considered cases. Conversely, the effect of the membrane
and shear contributions involved in the definition of the stress-stiffness matrix it is more
pronounced only for panels 6 and 7, as it can be inferred from Table 7.5 and Figures 7.10
and 7.11.
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(a) A11 coefficient (b) H11 coefficient

Figure 7.9: Polar diagram of the first component of matrices A and H for panel no 1

(a) A11 coefficient (b) H11 coefficient

Figure 7.10: Polar diagram of the first component of matrices A and H for panel no 6
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(a) A11 coefficient (b) H11 coefficient

Figure 7.11: Polar diagram of the first component of matrices A and H for panel no 7
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7.3 Case Study 2: a Benchmark on the SLP

7.3.1 Problem De�nition

To analyse the impact of the blending constraints in FLP and SLP, a numerical benchmark
taken from the literature (Soremekun et al., 2002; Adams et al., 2004; Ijsselmuiden et al.,
2009) is considered. The system is an eighteen-panel structure. Each panel is subject
to biaxial compressive loads, as shown in Figure 7.12. Besides, each panel is simply-
supported along its boundary edges, and no load redistribution is considered, since loads
at panels level are assumed known and fixed (Macquart et al., 2016). This is equivalent to
consider the plates mechanically-independent between them; the coupling effect is hence
limited to the blending constraints between adjacent panels.

The material of the elementary lamina is a carbon-epoxy IM7/8552 pre-preg (Ijssel-
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Nx = -122.57 N/mm 
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Ny = -63.04 N/mm 
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Nx = -47.28 N/mm 
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Ny = -63.04 N/mm 
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Nx = -57.78 N/mm 
Ny = -57.78 N/mm 

16
Nx = -142.71 N/mm 
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14
Nx = -33.27 N/mm 
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17
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Ny = -71.79 N/mm 

Figure 7.12: Eighteen panels benchmark structure of Case Study 2

muiden et al., 2009), whose properties are summarised in Table 7.6, in terms of both
engineering constants and PPs.

7.3.2 The First-level Problem

Each panel is characterised by four design variables, introduced in Eq. (4.32). The struc-
ture of Figure 7.12 is then described through 72 variables collected in the design variables
vector ξξξ := {nj0, ρj0K , ρj1, φj1 | j = 1, . . . , 18}. The objective function is expressed as
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Table 7.6: Material properties of the carbon-epoxy IM7/8552 pre-preg.

Technical constants Polar parameters of Q

E1 [GPa] 141 T0 [MPa] 20285.37
E2 [GPa] 9.03 T1 [MPa] 19604.71
G12 [GPa] 4.27 R0 [MPa] 16015.37
ν12 0.32 R1 [MPa] 16605.14
ν23 0.42 Φ0 [deg] 0

Φ1 [deg] 0

Density and thickness Polar parameters of Q̂

ρply [kg mm−3] 1.572× 10−6 T [MPa] 3724.78
tply [mm] 0.191 R [MPa] 545.21
Nref 40 Φ [deg] 90
∆Nmin 4

follows:

Φ(ξξξ) :=
Nreftplyρply

mref

18∑
j=1

Ajn
j
0, (7.26)

where mref = 29.46 kg is the reference mass (Ijsselmuiden et al. (2009)), Nref is a refer-
ence number of plies to rescale the actual one (see Table 7.6), Ai, n

j
0 are the area and the

dimensionless number of plies of the j-th panel, respectively, ρply, tply are the density and
the thickness of the single ply, respectively (see Table 7.6). In this case study, the FLP for-
mulation deals with the minimisation of the mass of the structure, subject to feasibility,
blending and buckling constraints. A safety factor of 1.1 has been added in the buck-
ling constraint (Izzi, Montemurro, Catapano, & Pailhès, 2020). Finally, the continuous
optimisation problem can be formulated as:

min
ξξξ

Φ(ξξξ), subject to:

K(ξξξ)u(ξξξ)− f = 0

(K− λKσ)ψψψ = 0,

gfeas(ξξξ) ≤ 0

gbuck(ξξξ) ≤ 0

∀ panels ,

gblend−j(ξξξ) ≤ 0, j = 0, 1
}
∀ couples of adjacent panels ,

ξξξlb ≤ ξξξ ≤ ξξξub.

(7.27)

The employed blending constraints are those presented in Section 6.2. Moreover, for the
sake of completeness, since the GL approach is not used, the expression of the buckling
factor gradient (Eq. (6.31)) is more simple, because terms coupling the global and the
local scales identically vanish.
Table 7.7 reports the lower and upper bounds of design variables. Variables nj0, j =

1, . . . , 18 are assumed continuous for the first optimisation phase, i.e. the continuous op-
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7.3. Case Study 2: a Benchmark on the SLP

timisation, for the resolution of the FLP (7.27). The parameter α appearing in Eq. (7.4)
and (7.5) has been set as in Eq. (7.24).

Table 7.7: Design variables range of Problem (7.27)

Variable lower bound upper bound

nj0 0.25 1
ρj0K -1 1
ρj1 0 1
φj1 -1 1
j = 1, . . . , 18

The mathematical formulation of the discrete optimisation is identical to the one re-
ported in Eq. (7.21) with ∆Nmin = 4.

7.3.2.1 Numerical Strategy

Problem (7.27) is a non-convex CNLPP in terms of both geometrical and mechanical de-
sign variables. The non-convexity is due to the set of constraints. The solution search of
the continuous problem is performed via fmincon algorithm, available in the Optimization
Toolbox of MATLAB® (The MathWork Inc., 2011). The default values, summarised in
Table 7.3, have been used.

At each iteration, the MATLAB® script invokes the Python routines which control the
creation of the FE models and the evaluation of the objective function, of the constraints
and of the corresponding gradients, as detailed in Chapter 6. The optimisation procedure
is coupled with ANSYS® FE commercial software. Figure 7.13 shows the conceptual
work-flow of the numerical strategy for the FLP. At each iteration of the deterministic
algorithm:

• a new set of design variables ξξξ is passed to a Python Class which controls the FEMs
generation;

• ANSYS® is invoked: an ANSYS® Parametric Design Language (APDL) script gen-
erates the panels FEMs;

• once Problem (6.1) is solved, for each panel, fundamental information such as con-
nectivity, nodes coordinates, displacement fields, etc. are passed back to the Python
Class;

• the Python Class evaluates the objective function and optimisation constraints, to-
gether with their gradients.

Matrix Kσ is assembled within the Python Class, which also solves the eigenvalue prob-
lem via the scipy.sparse.linalg.eigsh routine, based on the ARPACK software and the
Implicitly Restarted Lanczos Method (Lehoucq et al., 1998). The use of this approach,
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Figure 7.13: Workflow of the numerical strategy of the FLP of Case Study 2

already explained in Section 6.1 and 7.2.3, is mainly due to the perfect coherence be-
tween buckling factor and its gradient. In this case, Kσ is evaluated for every panel. For
each panel the buckling factor is evaluated separately, since no mechanical coupling is
considered between adjacent laminates. As a consequence, each panel depends only on
its variables, and the buckling factor gradient expression simplifies (coupling terms are
identically null).

The objective function value and all of the constraints (and gradients) are then passed
to the optimisation algorithm. The loop is repeated until one of the convergence criteria
of the fmincon algorithm is satisfied, as in Table 7.3.

The ACO meta-heuristic algorithm MIDACO®, specialised in mixed-integer program-
mings, is used (Dorigo et al., 2006; Schlüter et al., 2009; Schlüter & Gerdts, 2009;
Schlüter et al., 2012) to perform the solution search for Problem (7.21). This choice is
due to the fact that MIDACO® is specialised in MICNLPPs and provide good results for a
wide class of problems, as discussed in the above works. Moreover, the solver is claimed
to be the state-of-the-art for evolutionary computing on MICNLPPs 1. MIDACO® param-
eters have been tuned as reported in Table 7.8. After a preliminary tuning, 200 Ants and
a 20-ant based Kernel resulted as a good trade-off between the exploration of the design
space and the convergence of results. A high Focus value facilitates the exploration of
the neighbourhood of the starting guess, which is set to ξξξc. In so doing, the final solution
would not be so different from the initial guess, as desired. The Oracle parameter, which
is suggested to be assumed equal to the expected (or desired) objective function optimal
value (Schlueter (2018)), is set equal to 0. The convergence criterion for the algorithm is

1From http://www.midaco-solver.com/index.php/about
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7.3. Case Study 2: a Benchmark on the SLP

the number of evaluations of the objective function (Evalstop parameter), and it has been
set to three millions.

Table 7.8: MIDACO® parameters for the discrete optimisation of Case Study 2

Parameter Value

Ants 200
Kernel 20
Focus 1× 106

Oracle 0
Evalstop 3× 106

Each panel of the structure is made of SHELL181 elements, which are based on
Reissner-Mindlin kinematics (Reddy, 2003) and have four nodes with six DOFs per node.
Each panel is composed of about 60 elements and has 460 DOFs. The mesh size has been
chosen after a sensitivity study (not reported here for the sake of brevity) in order to find
a compromise between accuracy and computational cost. As stated in Section 7.3.1, each
panel is simply-supported along the edges, whilst the load condition is a biaxial compres-
sive load, as reported in Figure 7.12.

7.3.2.2 Numerical Results

Two cases have been simulated:

(a) the optimisation of individual panels without blending constraints;

(b) the optimisation of the eighteen-panel structure enforcing blending constraints.

The initial guess for both cases has been chosen as an isotropic (ρj0 = ρj1 = φj1 = 0,
j = 1, . . . , 18) feasible solution, having n1

0 = 0.9, n2,11,12,16
0 = 0.8, n3,8,15

0 = 0.7,
n4,7,14,17

0 = 0.5, n5,6,13,18
0 = 0.6, n9,10

0 = 1. In so doing, the anisotropy can "freely"
emerge as the optimisation algorithm evolves.

Since no hypotheses have been formulated on the final stacks, e.g. symmetric, bal-
anced, or restricted to the use of few orientations, the final solutions for both cases are
lighter than the reference ones available in the literature. Table 7.9 compares the opti-
mal masses from (Soremekun et al., 2002; Adams et al., 2004; Ijsselmuiden et al., 2009;
Irisarri et al., 2014; Macquart et al., 2016) with the results of this work, while Table 7.10
reports the optimal value of the design variables at the end of the continuous optimisation.
Of course, the optimal solutions found in the above works make use of some restrictive as-
sumptions on the stacks. It is noteworthy that the use of the FE method for the evaluation
of buckling factor instead of an approximated formula, coupled with the wide generality
of the proposed blending constraints, lead to a lower mass of the structure. Moreover,
the blended solution is 6% heavier than the not-blended counterpart, but still 7% lighter
than the reference one. It is noteworthy that, despite the introduction of a safety factor
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Chapter 7. The Enhanced Deterministic GL-MS2LOS and Case Studies

Table 7.9: Comparison of optimal mass (in kg) of Case Study 2

Reference No blending With blending
Optimisation method continuous discrete continuous discrete

Soremekun et al., 2002 27.28 29.27
Adams et al., 2004 28.63
Ijsselmuiden et al., 2009 27.28 29.46
Irisarri et al., 2014 28.85
Macquart et al., 2016 27.63
Proposed method 25.50 25.98 25.86 27.28

in Eq. (6.2), the proposed solution is lighter than the other ones presented in the litera-
ture, obtained without safety factor. Table 7.11 reports the optimal solutions for Prob-
lem (7.21). The little increase of weight (see Table 7.9) due to blending is contained by
a major exploitation of anisotropy, as clearly shown in the results. Furthermore, the con-
servative rounding of the continuous solutions makes the discrete solution compliant with
buckling requirements since, for every panel, the buckling eigenvalue has been checked
to still be greater than one. It is noteworthy that this is not true for some approaches as in
(Adams et al., 2004; Macquart et al., 2016).

As reported in Tables 7.10 and 7.11, the compliance with blending constraints may
require substantial modifications in terms of PPs and number of plies (see, for instance,
panel 17). Moreover, when blending requirement is not taken into account, the discrete
optimisation step achieves a solution very close to the continuous one. Conversely, when
blending is taken into account, the strong coupling between laminates may introduce more
important discrepancies, which are always conservative (in terms of buckling factor val-
ues).

The buckling factors for both cases (with and without blending) and after both con-
tinuous and discrete optimisation steps are reported in Table 7.12. It is noteworthy that
the continuous optimisation, with and without blending constraints, is able to find a lo-
cal minimiser located on the boundary of the feasible domain, i.e. all buckling factors
are equal to 1.1. Moreover, the rounding of laminates thickness carried out during the
discrete optimisation step is conservative and creates a security margin against buckling
failure varying between +14% (panel 16) and +56% (panel 2).

7.3.3 The Second-level Problem

The SLP formulation is the same provided in Section 7.4.2. However, the search propa-
gation direction must be introduced and discussed.

7.3.3.1 Numerical Strategy

The determination of the number of design variables for the SLP strictly depends on the
FLP solution. The actual structure of Figure 7.12, with reference to the FLP solution
reported in Table 7.11, can be represented with a graph, as in Figure 7.14. Each panel
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7.3. Case Study 2: a Benchmark on the SLP

Table 7.10: Numerical solution for the continuous optimisation of the FLP (7.27)

Panel No blending With blending

ID n0 n0Nref ρ0K ρ1 φ1 n0 n0Nref ρ0K ρ1 φ1

1 0.7451 29.8040 -0.1462 0.6533 0 0.7567 30.2662 -0.5877 0.4318 0
2 0.5865 23.4600 -0.3940 0.5504 0 0.6038 24.1529 -0.7409 0.2875 0
3 0.5184 20.7360 -0.6444 0 0 0.5411 21.6448 -0.7094 0.2035 0
4 0.4314 17.2560 -0.9320 0 0 0.4315 17.2588 -0.9184 0 0
5 0.3250 13 -1 0 0 0.3262 13.0488 -0.9686 0 0
6 0.5361 21.4440 -0.6553 0 0 0.5638 22.5513 -0.7203 0.2347 0
7 0.4201 16.8040 -1 0 0 0.4207 16.8299 -0.9565 0 0
8 0.5780 23.1200 -0.9315 0 0 0.5781 23.1226 -0.9259 0 0
9 0.8687 34.7480 -0.1264 0.6609 0 0.8767 35.0665 -0.4765 0.4974 0
10 0.8193 32.7720 -0.0361 0.6942 0 0.8310 33.2416 -0.4903 0.4685 0
11 0.5767 23.0680 -0.7003 0.3870 0 0.5778 23.1126 -0.7452 0.3506 0
12 0.6062 24.2480 -0.3000 0.5916 0 0.6242 24.9690 -0.7659 0.2920 0
13 0.5174 20.6960 -0.7581 0 0 0.5386 21.5441 -0.7276 0.1784 0
14 0.4428 17.7120 -0.7089 0 0 0.4431 17.7223 -0.7809 0 0
15 0.6451 25.8040 -0.4180 0 0 0.6452 25.8075 -0.4121 0 0
16 0.7553 30.2120 -0.6326 0 0 0.7637 30.5482 -0.6105 0.0556 0
17 0.4012 16.0480 -1 0 0 0.4024 16.0972 -0.9637 0 0
18 0.5594 22.3760 -0.0159 0 0 0.5620 22.4816 -0.5647 0 0

Table 7.11: Numerical solutions for the discrete optimisation of the FLP (7.21)

Panel No blending With blending

ID N ρ0K ρ1 φ1 N ρ0K ρ1 φ1

1 30 -0.1462 0.6533 0 31 -0.5878 0.4095 0
2 24 -0.3940 0.5504 0 27 -0.7409 0.3148 0
3 21 -0.6444 0 0 23 -0.7095 0.2035 0
4 18 -0.9320 0 0 18 -0.9184 0 0
5 13 -1 0 0 14 -0.9686 0 0
6 22 -0.6553 0 0 23 -0.7095 0.2035 0
7 17 -1 0 0 18 -0.9184 0 0
8 24 -0.9315 0 0 24 -0.9259 0 0
9 35 -0.1264 0.6609 0 36 -0.4903 0.4685 0
10 33 -0.0361 0.6942 0 36 -0.4903 0.4685 0
11 24 -0.7003 0.3870 0 26 -0.7658 0.2677 0
12 25 -0.3000 0.5916 0 26 -0.7658 0.2677 0
13 21 -0.7581 0 0 22 -0.7276 0.1784 0
14 18 -0.7089 0 0 18 -0.8514 0 0
15 26 -0.4180 0 0 27 -0.4122 0 0
16 31 -0.6326 0 0 31 -0.6105 0.0582 0
17 17 -1 0 0 18 -0.8514 0 0
18 23 -0.0159 0 0 23 -0.5647 0 0
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Table 7.12: Buckling factors (λ) after the continuous and discrete optimisations of Case Study 2

Panel Buckling factor

Continuous optimisation Discrete optimisation

ID No blending With blending No blending With blending

1 1.1000 1.1000 1.1215 1.1709
2 1.1000 1.1000 1.1769 1.5650
3 1.1000 1.1000 1.1423 1.3192
4 1.1000 1.1000 1.2477 1.2476
5 1.1000 1.1000 1.0990 1.3580
6 1.1000 1.1000 1.1874 1.1747
7 1.1000 1.1000 1.1384 1.3452
8 1.1000 1.1000 1.2296 1.2295
9 1.1000 1.1000 1.1239 1.1890
10 1.1000 1.1000 1.1229 1.3958
11 1.1000 1.1000 1.2378 1.5235
12 1.1000 1.1000 1.2048 1.2255
13 1.1000 1.1000 1.1486 1.1711
14 1.1000 1.1000 1.1542 1.1524
15 1.1000 1.1000 1.1247 1.2590
16 1.1000 1.1000 1.1874 1.1475
17 1.1000 1.1000 1.3063 1.4934
18 1.1000 1.1000 1.1147 1.1776

is represented by a circle characterised by the number of plies obtained at the end of the
discrete optimisation step of the FLP (panels having the same thickness and PPs are de-
picted once, the panel ID being in the yellow diamond). The solution propagation starts
from the thinnest panel, having 14 plies. Following the solution path in Figure 7.14, addi-
tional variables (reported in light-blue labels) are introduced when moving from a thinner
to a thicker laminate. Conversely, when passing from a thicker to a thinner laminate, no
further variables are introduced (red arrows). It is noteworthy that, with such a propa-
gation, blending requirements at the mesoscale are automatically satisfied, regardless of
the particular adopted blending scheme. The propagation scheme of Figure 7.14 is spe-
cific for the case at hand, since propagation heavily depends on the FLP solution. During
the SLP, the construction of blended SSs is enforced following the propagation of Fig-
ure 7.14. Once the blended SSs are formally generated, at each iteration, the residual for
the whole structure must be minimised by acting on the design variables, i.e. the deter-
mining the orientation angles. The information related to the specific propagation scheme
is set by the user and passed as an input of the SLP, i.e. as the order of generation of each
SS (basically, the path formed by the arrows in Figure 7.14). As said before, different
propagation schemes can be set by the user. Problem (6.52) has 56 independent design
variables, while the overall number of plies in the structure is 441. Consider the passage
from the generic laminate p to laminate q. If Np > Nq, SSq is obtained by a random sup-
pression of a number of plies equal to Np − Nq. Otherwise, if Np < Nq, SSq is obtained
by the insertion, at random position in SSp, of a number of new design variables equal to
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Figure 7.14: Blending propagation scheme of Case Study 2

Nq − Np. Eventually, doubly-dotted lines in Figure 7.14 represent blending constraints
automatically satisfied by the particular solution propagation.

The solution search is performed via MIDACO® optimisation software, with the pa-
rameters listed in Table 7.13. After a preliminary tuning, 200 Ants and a 20-ant based
Kernel resulted as a good compromise between the exploration of the design space and
the exploitation of information restrained in the Ant colony to find a good feasible solu-
tion. The Focus parameter has been set equal to 0, since there is no need for limiting the
final solution within a neighbourhood of the starting guess. Also in this case, the Oracle
is set equal to 0, since this is the desired value of the objective function. The convergence
criterion is the maximum number of objective function evaluations, set to ten millions.

The starting guess assigns 0◦ to each orientation within the structure. The 56 design

Table 7.13: MIDACO® parameters for RSS search for the SLP of Case Study 2

Parameter Value

Ants 200
Kernel 20
Focus 0
Oracle 0
Evalstop 1× 107

variables, corresponding to the orientation angles, vary in the range ]− 90, 90] deg with a
discretisation step of 1 deg.
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7.3.3.2 Numerical Results

Since the propagation is independent from the particular adopted blending scheme, sev-
eral stack recoveries have been performed. In particular, four different blending schemes
have been considered, qualitatively depicted in Figure 7.15, but many others are possible.
The results of Problem (6.52) are listed in Table 7.14. It is observed that the Random

Table 7.14: Residuals for different blending schemes of Case Study 2

Blending scheme Residual

Random 1.4378
Outward [0,±45, 90] deg 0.8462
Outward 0.5743
Inward with continuity of two external plies 0.4381

(a) Random (b) Outward

(c) Inward with continuity of two external plies

Figure 7.15: Three different blending schemes.

scheme has the highest residual. It is probably due to the fact that the dropped plies
change at every iteration in an unpredictable way, thus causing difficulties to the algo-
rithm. However, it remarks the fact that the solution propagations are independent from
the particular blending scheme: even a random one may work in the strategy. Remark-
ably, the Outward blending considering only classical orientations, i.e. [0,±45, 90] deg, is
farther from the target than the counterpart allowing non-conventional orientations. The
closest solution to the target, among the considered four, is the Inward blending with the
imposed continuity of the two outermost plies. This case can be employed, for example,
for aeronautic surfaces, because it guarantees a smooth side, that can be wet by the air
flow without aerodynamic penalisation, whilst the other side is "protected" by two (in this
case) external covering plies. Hereafter, only this latter solution will be considered for the
illustration and discussion of the results.

Results are reported in Table 7.15, together with the residuals R(i), i = 1, . . . , 18 of
the SR for each panel and the buckling factor evaluated with the properties associated to
the recovered SS. For the structure, the value of the objective function is R = 0.4381. As
it can be seen, no panels violate the buckling requirement, i.e. all panels have a buckling
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factor greater than 1. Moreover, some reservoir against buckling failure is maintained,
from +6% (panel 14) to +45% (panel 2). It is a noteworthy result, since other approaches,
such as (Macquart et al., 2016), at the end do not provide feasible SSs from the buckling
failure viewpoint.

The decomposition of the total residual into the single contributions appearing in
Eq. (6.48), for each panel, is shown in Figure 7.16. It is clear that the major contributes
are from the ρ1 recovery (R5) especially for panels 1, 9, 10; from the ρ0 recovery (R4)
for panel 5; from the uncoupling recovery (R1) for panel 9, 10, 1, 15. Except from these
panels, the recovery of uncoupling (R1) and/or homogeneity (R2) requirements is gen-
erally good. Finally, the φ1 recovery (R6) and the orthotropy recovery (R3) is generally
satisfying.
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Figure 7.16: Contributes to the total residual from each panel of Case Study 2

Figure 7.17 shows the polar diagrams of (A∗)†11, (A∗)11, (B∗)11, (C∗)11 ((B∗)†11 and
(C∗)†11 are null) for the thinnest laminate, the thickest laminates, and for the laminates
having the smallest and largest residual, see Table 7.15.

If compared to previous works, where the stack recovery is performed for single lami-
nates (Montemurro et al. (2012a), Montemurro et al. (2012c), Montemurro (2015b), Mon-
temurro et al. (2019)), it is clear that the SLP for single laminates is simpler to solve, since
residuals are definitely smaller.

It would be interesting comparing the results of the SLP provided in this study with
other methodologies proposed in the literature. Unfortunately, these works do not provide
any measure of the fitness (viz. the residuals of Table 7.15) of the SLP solution.

7.3.4 Some Remarks on the Proposed SLP Strategy

When dealing with multi-scale optimisation of composite structures including blending
constraints, numerous factors introduce uncertainty and error. The following remarks can
be inferred from a critical analysis of the results of both the FLP and the SLP.
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Table 7.15: Optimal stacks solution of Problem (6.52) of Case Study 2

Panel Stack Residual Buckling
factor (λ)

1 42/−45/36/−37/14/−10/−11/−41/45/20/−33/41/24/−37/−
8/47/− 49/− 37/32/− 43/44/51/− 44/− 44/28/42/− 46/50/−
22/36/− 47/

0.0374 1.1201

2 42/− 45/− 11/− 41/45/20/− 33/41/24/− 37/− 8/47/− 49/−
37/32/− 43/44/51/− 44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0213 1.4563

3 42/−45/−33/41/24/−37/−8/47/−49/−37/32/−43/44/51/−
44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0116 1.3219

4 42/ − 45/47/ − 49/ − 37/32/ − 43/44/51/ − 44/ − 44/28/42/ −
46/50/− 22/36/− 47/

0.0211 1.1408

5 42/−45/−43/44/51/−44/−44/28/42/−46/50/−22/36/−47/ 0.0381 1.1962

6 42/−45/−33/41/24/−37/−8/47/−49/−37/32/−43/44/51/−
44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0116 1.1952

7 42/ − 45/47/ − 49/ − 37/32/ − 43/44/51/ − 44/ − 44/28/42/ −
46/50/− 22/36/− 47/

0.0211 1.2112

8 42/ − 45/47/ − 46/45/ − 44/46/ − 47/47/ − 49/ − 37/32/ −
43/44/51/− 44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0164 1.1556

9 42/ − 45/ − 7/21/ − 13/ − 40/40/36/ − 37/14/ − 10/ − 11/ −
41/45/20/−33/41/24/−37/−8/47/−49/−37/32/−43/44/51/−
44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0540 1.1198

10 42/ − 45/ − 7/21/ − 13/ − 40/40/36/ − 37/14/ − 10/ − 11/ −
41/45/20/−33/41/24/−37/−8/47/−49/−37/32/−43/44/51/−
44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0540 1.3461

11 42/−45/−41/45/20/−33/41/24/−37/−8/47/−49/−37/32/−
43/44/51/− 44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0126 1.3711

12 42/−45/−41/45/20/−33/41/24/−37/−8/47/−49/−37/32/−
43/44/51/− 44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0126 1.1832

13 42/−45/41/24/−37/−8/47/−49/−37/32/−43/44/51/−44/−
44/28/42/− 46/50/− 22/36/− 47/

0.0227 1.1635

14 42/ − 45/47/ − 49/ − 37/32/ − 43/44/51/ − 44/ − 44/28/42/ −
46/50/− 22/36/− 47/

0.0168 1.0577

15 42/− 45/77/− 19/21/− 75/66/13/− 47/− 89/− 4/47/− 49/−
37/32/− 43/44/51/− 44/− 44/28/42/− 46/50/− 22/36/− 47/

0.0301 1.2160

16 42/−45/−21/26/62/−57/−81/−41/45/20/−33/41/24/−37/−
8/47/− 49/− 37/32/− 43/44/51/− 44/− 44/28/42/− 46/50/−
22/36/− 47/

0.0172 1.0845

17 42/ − 45/47/ − 49/ − 37/32/ − 43/44/51/ − 44/ − 44/28/42/ −
46/50/− 22/36/− 47/

0.0168 1.3621

18 42/−45/66/13/−47/−89/−4/47/−49/−37/32/−43/44/51/−
44/− 44/28/42/− 46/50/− 22/36/− 47

0.0227 1.1173

0.4381

(a) Guarantee to satisfy constraints. In analogy with all multi-level optimisation meth-
ods available in the literature, there is no guarantee that the final design, i.e. the
recovered SSs, is compliant with mechanical constraints (in this work only a require-
ment on the buckling factor has been considered). As shown in Table 7.15, all panels
satisfy the constraint on the buckling factor (assessed a posteriori through an eigen-
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(a) Panel ID 5 (thinnest panel)

0

30

60

90

120

150

180

210

240

270

300

330

0

2 104

4 104

6 104

8 104

(b) Panel ID 3 (smallest residual)
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(c) Panel ID 9 (largest residual and thickest laminate)

Figure 7.17: Polar diagrams of some selected panels of Case Study 2

value buckling analysis). It is due to the introduction in the FLP of a suitable safety
factor (= 1.1) that prevents the violation of the mechanical requirements, as done in
(Montemurro et al., 2018; Montemurro et al., 2019).

(b) Orientations discretisation. In the FLP, PPs can assume any value inside the feasi-
ble domain of Eq. (4.45). In the SLP, orientation angles are sampled with a step of 1

deg. Assuming arbitrarily a coarser discretisation (conventional composites consider
few orientation angles, viz. ±45, 0, 90 deg) worsens the situation, since SSs based on
few angles values can generate only an enumerable set of PPs, which does not cover
the whole feasible domain with continuity.

(c) Blending constraints only on membrane PPs. As stated in Section 6.2, blending
constraints of Eq. (6.43) are deducible by studying membrane properties. As reported
in Appendix B, the study of blended uncoupled laminates does not add further restric-
tive constraints. As a result, the non-intersection condition of plies (point (b) of Defi-
nition 6.3) does not enter in the FLP. Conversely, in step two, the blending constraint
of Algorithm 6.3 takes this aspect into account. Therefore, an inconsistency between
the two steps is inevitably introduced, making Problem (6.52) over-constrained.
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(d) Dual attitude towards SSs in the MS2LOS. The use of PPs in the FLP formula-
tion introduces a necessary loss of information about SSs geometry. It is evident in
Eq. (6.41) when orientation angles disappear from blending constraints, determining
the passage from an equation to an inequality. On the contrary, in the SLP, the de-
signer strives for recovery the lost information. Since the two sub-problems are not
bijective (and the exact recovery may be impossible, see next point), the optimal target
solution resulting from the FLP can be approximately achieved only through numer-
ical methods, e.g. optimisation by means of meta-heuristic algorithms. Remarkably,
the estimate (6.41) is the sharpest possible, thus minimising the discrepancy between
FLP and SLP results.

(e) Feasibility domain in the PPs space. A serious error source is connected to the fea-
sibility of laminates, characterised by an arbitrary PPs† set inside the feasible domain
of Eq. (4.45). In fact, the FLP formulation rely on the existence, in every point of
the feasibility domain, of uncoupled, homogeneous, orthotropic laminates. Actually,
this hypothesis is not necessarily true. Naively, given a SS, a PPs set necessarily de-
rives, whilst given a set of PPs, there may exist no SS matching the reference set.
As a consequence, the expression of a proper feasibility domain of laminates is a
major still-open problem of composite design, and will be object of preliminary in-
vestigations in Chapter 9. Uncertainty on laminates feasibility domain introduces an
unavoidable bias error in the SLP: if a set of optimal PPs is unrecoverable, the RSS
introduce by default an error on the final solution. This fact is linked to the next point.

(f) Error chain. Bias error may propagate throughout the structure, due to the strong
coupling between all the connected panels. In fact, laminates PPs lie in the neighbour-
hood, determined by Eq. (6.43), of PPs of adjacent panels. Consider, for instance, the
case depicted in Figure 6.6. Suppose that for laminate p target PPs†p are not recover-
able at all. Therefore, PPs†q may lie outside the ball determined by Eq. (6.43) centred
in the recovered PPsp (different from PPs†p). A similar case may happen when passing
from q to r. The final error is affected by the initial bias error, because of the strong
coupling of laminates PPs.

Apart from the benchmark problem discussed in this Chapter, there are some shrewd-
ness to reduce the error.

(a) Increasing the ∆Nmin makes thickness changes to appear only when necessary. As
a consequence, there will be more panels sharing the same PPs and thickness. Of
course, adjacent similar panels do not introduce further error. However, as noticed,
the choice of this parameter depends on the trend of the FLP solution.

(b) Increasing the thickness of the laminates reduces the bias error linked to the feasi-
bility domain of laminates, since the feasibility region should coincide with the region
delimited by Eq. (4.45) as the number of plies increases, as detailed in Chapter 9.
Moreover, thin laminates PPs are more difficult to recover, as shown in (Montemurro
et al., 2012a).
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(c) Reducing the thickness of the constitutive ply by adopting thin plies will be surely
beneficial for both FLP and SLP formulations. In fact, the use of thin plies introduces
a greater freedom in the design process allowing for an increased number of plies
in the same thickness, with possibly different orientation angles. On the one hand,
this allows finding better solutions in terms of mass and mechanical performances
(buckling, stiffness, strength, etc.) at the end of the FLP. On the other hand, this al-
lows reducing the gap between the solutions of FLP and SLP because of the increased
number of design variables for the SLP.

(d) Determine stricter bounds for the laminate feasible domain: finding the sharpest
feasibility domain for an N -ply laminate would eliminate the bias error, as deeply
discussed in Chapter 9.

7.4 Case Study 3: Comparisons Between Stacking Se-
quence Recovery Techniques

To test the stack recovery phase based on QT QH SSs, a very simple benchmark struc-
ture has been used. It is a rectangular simply-supported laminate, subdivided into twelve
design regions and undergoing biaxial compression, as depicted in Figure 7.18. This is
the panel 1 of the benchmark structure of Figure 7.12. The twelve design regions are
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Figure 7.18: Benchmark structure for the comparison between two different stacking sequence
recovery approaches of Case Study 3

coupled by means of blending constraints and load redistribution. Conceptually, the same
methodology already described in Section 7.3 has been used.
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7.4.1 The First-level Problem

The FLP is completely similar to the one already described in Section 7.3, including the
material properties of the basic layer, the mathematical formulation of the problem (only
buckling (no additional safety factor), blending and feasibility constraints have been con-
sidered as design drivers for the lightest solution), the adopted numerical strategy. In
particular, the continuous optimisation problem can be formulated as:

min
ξξξ

Φ(ξξξ), subject to:

Ku− f = 0,
}

in the global structure,

(K− λKσ)ψψψ = 0,
}

in the global structure,

gfeas ≤ 0,
}

one constraint for the twelve regions,

gbuck ≤ 0,
}

for the global structure,

gblend−j ≤ 0, j = 0, 1,
}
∀ couples of adjacent panels,

ξξξlb ≤ ξξξ ≤ ξξξub,

(7.28)

where the objective function Φ is the panel mass, defined as 12Aρply tplyNref

mref

12∑
j=1

nj0, being

A the area of a single design region. The reference mass mref has been taken equal to
1 kg. The basic ply is the carbon-epoxy IM7/8552 pre-preg, whose properties are listed in
Table 7.6. Also in this case, the expression of the buckling factor gradient is simpler that
the one provided in Eq. (6.31), since the terms involving the coupling between global and
local scales identically vanish. The design variables range is listed in Table 7.16.

Table 7.16: Design variables range of the continuous optimisation problem of Case Study 3

Variable* lower bound upper bound

nj0 0.1 0.8
ρj0K -1 1
ρj1 0 1
φj1 -1 1
∗j = 1, . . . , 12

Variables nj0, j = 1, . . . , 12 are assumed continuous for the first optimisation phase,
i.e. the continuous optimisation, for the resolution of the FLP (7.28). The parameter α
appearing in Eq. (7.4) and (7.5) has been set as in Eq. (7.24).

The mathematical formulation of the discrete optimisation is identical to the one re-
ported in Eq. (7.21) with ∆Nmin = 4. It is noteworthy that Eq. (7.21), as said in Sec-
tion 7.1.4.2, does not take load redistribution into account. Indeed, load redistribution
is a major concern of actual structures. However, since this investigation in focused on
the stack recovery phase and not on the effective strength of the structure, Eq. (7.21) is
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7.4. Case Study 3: Comparisons Between Stacking Sequence Recovery Techniques

considered valid, as a first approximation.

7.4.1.1 Numerical Strategy

Problem (7.28) is a non-convex CNLPP in terms of both geometrical and mechanical de-
sign variables. The non-convexity is due to the set of constraints. The solution search
of the continuous problem is performed via fmincon algorithm. The default values, sum-
marised in Table 7.3, have been used.

At each iteration, the MATLAB® script invokes the Python routines which control the
creation of the FE model of the panel and the evaluation of the objective function, of the
constraints and of the corresponding gradients. The optimisation procedure is coupled
with ANSYS® FE software. The conceptual work-flow of the numerical strategy for the
FLP is basically identical to the one depicted in Figure 7.13. At each iteration of the de-
terministic algorithm, a new set of design variables ξξξ is passed to a Python Class which
controls the FEM generation. ANSYS® is than invoked: an ANSYS® APDL script gener-
ates the panel FEM. Once Problem (6.1) has been solved, fundamental information such
as connectivity, nodes coordinates, displacement fields, etc. are passed back to the Python
Class, which evaluates the objective function and optimisation constraints, together with
their gradients.
Matrix Kσ is assembled within the Python Class, which also solves the eigenvalue prob-
lem via the scipy.sparse.linalg.eigsh routine. The use of this approach have been already
motivated in Section 6.1 and 7.2.3. The objective function value and all of the constraints
(and gradients) are then passed to the optimisation algorithm. The loop is repeated until
one of the convergence criteria of the fmincon algorithm is satisfied, as in Table 7.3.

The ACO meta-heuristic algorithm MIDACO® is used to perform the solution search
for Problem (7.21). MIDACO® parameters have been tuned as reported in Table 7.8.

The panel is made of SHELL181 elements, which are based on Reissner-Mindlin
kinematics (Reddy, 2003) and have four nodes with six DOFs per node. The panel is
composed of about 400 elements and has about 10000 DOFs. The mesh size has been
chosen after a sensitivity study (not reported here for the sake of brevity) in order to find
a compromise between accuracy and computational cost. As stated, the panel is simply-
supported along the four external edges, whilst the load condition is a biaxial compressive
load, as reported in Figure 7.18.

7.4.1.2 Numerical Results

The results of the continuous optimisation of the FLP are reported in Table 7.17. The
optimal mass is 1.8134 kg, whilst the buckling factor is equal to one. The starting point
is characterised by all the twelve design regions having nj0 = 0.75, ρj0K = ρj1 = φj1 = 0,
j = 1, · · · , 12.

Results of the discrete optimisation problem are collected in Table 7.18. The resulting
mass is 1.8694 kg.

153



i
i

“main” — 2021/1/27 — 17:54 — page 154 — #194 i
i

i
i

i
i
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Table 7.17: Numerical solution for the continuous optimisation of the FLP of Case Study 3

ID n0 n0Nref ρ0K ρ1 φ1

1 0.7730 30.92 −0.8405 0.1892 −0.0232
2 0.2667 10.66 −0.7815 0.2757 0.0059
3 0.7941 31.76 −0.8620 0.1674 0.0341
4 0.1965 7.86 −0.5332 0.4264 −0.0346
5 0.4278 17.11 −0.5557 0.0000 −0.0007
6 0.3542 14.16 −0.7938 0.1307 −0.0001
7 0.7745 30.98 −0.5715 0.0161 0.0125
8 0.7911 31.64 −0.5499 0.0000 0.0127
9 0.4291 17.16 −0.7501 0.1172 −0.0174
10 0.6466 25.86 −0.7658 0.1733 −0.0087
11 0.2545 10.18 −0.6276 0.3941 −0.0176
12 0.7927 31.70 −0.8277 0.1969 −0.0337

Table 7.18: Numerical solutions for the discrete optimisation of the FLP of Case Study 3

ID N ρ0K ρ1 φ1

1 31 −0.8405 0.1887 −0.0232
2 11 −0.7814 0.2762 0.0059
3 32 −0.8617 0.1669 0.0341
4 8 −0.5330 0.4265 −0.0338
5 19 −0.5542 0.0000 −0.0007
6 15 −0.7936 0.1314 −0.0001
7 32 −0.5676 0.0012 0.0125
8 32 −0.5676 0.0012 0.0125
9 19 −0.7489 0.1161 −0.0172
10 26 −0.7670 0.1726 −0.0087
11 11 −0.6275 0.3929 −0.0176
12 32 −0.8217 0.1969 −0.0337

7.4.2 The Second-level Problem

The SLP has been firstly solved by using the numerical approach already described in
Chapter 6 and Section 7.3, and then by using the alternative approach based on the knowl-
edge of QT QH SSs.

7.4.2.1 Numerical Approach Results

The numerical approach makes use of the solution propagation depicted in Figure 7.19,
which defines 74 design variables, i.e. the number of independent orientations to be de-
termined. The numerical method solves Problem (6.52) with the same strategy presented
in Section 7.3. The MIDACO® algorithm has been used tuned as reported in Table 7.13.
Since it is expected that the blending scheme using QT QH SSs will be akin to the Ran-
dom scheme, for a more fair comparison it has been chosen. The resulting optimal SSs,
together with the residuals, are listed in Table 7.19. Of course, as shown in Section 7.3,
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Figure 7.19: Solution propagation for the numerical approach to the stacking sequence recovery

there are different blending schemes which may reduce the residual values.

Table 7.19: Numerical optimal SSs of Case Study 3

Panel Stack Residual

1 28/ -47/ 24/ 30/ 13/ -53/ -45/ 31/ 41/ -56/ -48/ -37/ -45/ -41/ 22/ 21/ -45/ 11/
1/ 17/ 30/ -72/ 56/ -67/ -48/ 26/ 22/ 35/ 66/ -49/ -42/

0.0933

2 28/ -47/ 30/ -45/ 11/ -48/ 26/ 22/ 35/ -49/ -42/ 0.0546
3 28/ -47/ 30/ 26/ -45/ 41/ -55/ -37/ -86/ -45/ 11/ 50/ -51/ 26/ 30/ -48/ -22/

-29/ -67/ 45/ 26/ 22/ 35/ 48/ 24/ -21/ -37/ 27/ -49/ 29/ -42/ -78/
0.1336

4 24/ -37/ -45/ -41/ 21/ 11/ 35/ -49/ 0.0242
5 28/ -47/ 24/ 30/ -45/ 41/ -37/ -45/ -41/ 21/ -45/ 11/ 30/ -48/ 26/ 22/ 35/ -49/

-42/
0.1416

6 28/ -47/ 30/ -45/ 41/ -37/ -45/ 11/ 30/ -48/ 26/ 22/ 35/ -49/ -42/ 0.0489
7 28/ 62/ -47/ 30/ 24/ 30/ -45/ 41/ -37/ -45/ 56/ -54/ -41/ 41/ 21/ -45/ 11/ 52/

30/ -48/ 66/ 26/ 22/ -34/ 35/ -10/ -56/ 13/ -58/ -52/ -49/ -42/
0.0613

8 28/ 62/ -47/ 30/ 24/ 30/ -45/ 41/ -37/ -45/ 56/ -54/ -41/ 41/ 21/ -45/ 11/ 52/
30/ -48/ 66/ 26/ 22/ -34/ 35/ -10/ -56/ 13/ -58/ -52/ -49/ -42/

0.0613

9 28/ -47/ 24/ 30/ -45/ 41/ -37/ -45/ -41/ 21/ -45/ 11/ 30/ -48/ 26/ 22/ 35/ -49/
-42/

0.0513

10 28/ 62/ -47/ 30/ 24/ -45/ 41/ -37/ -45/ -54/ -41/ 41/ 21/ -45/ 11/ 30/ -48/ 66/
26/ 22/ 35/ -10/ -58/ -52/ -49/ -42/

0.0538

11 28/ -47/ 30/ -37/ -41/ 21/ -45/ 30/ 26/ 22/ -42/ 0.0399
12 28/ -47/ 24/ 30/ -45/ 41/ -37/ 2/ -68/ -45/ -77/ -41/ 21/ -79/ 56/ -45/ 49/ 35/

11/ 30/ 51/ -27/ 36/ -7/ -48/ 26/ 22/ 35/ -49/ -66/ -31/ -42
0.1388

0.9037
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7.4.2.2 Alternative Quasi-trivial Approach Results

The alternative approach, based on the knowledge of QT QH SSs, has been already in-
troduced in Section 6.4. Once a blended QT QH SS for the structure has been retrieved
by Algorithm 6.8, Problem (6.52) has been solved via MIDACO® algorithm in a similar
fashion as for the numerical approach. The number of independent design variables is 8.
Table 7.20 lists the optimal SSs and the residuals.

Table 7.20: QT optimal SSs of Case Study 3

Panel Stack Residual

1 202/− 46/− 48/− 46/32/− 762/322/− 76/− 48/32/− 76/32/20/−
46/202/− 48/− 46/202/− 46/− 76/− 46/20/− 48/322/− 76

0.0463

2 20/− 462/202/− 46/202/− 462/20 0.0643
3 204/−462/−52/20/−52/−46/20/−46/204/−46/202/−52/203/−

46/202/− 46/202/− 52/− 46/20
0.2788

4 20/− 462/20/− 46/202/− 46 0.0311
5 203/− 462/202/− 46/207/− 462/202 0.8610
6 203/− 46/20/− 46/207/− 46/20 0.9365
7, 8 −46/20/−48/204/−46/20/−46/202/−46/202/−48/20/−48/203/−

462/203/− 462/− 48/203

0.4029

9 203/− 462/202/− 46/207/− 462/202 0.6999
10 −46/−48/205/−46/202/−46/202/−482/203/−462/20/−46/−48/203 0.2319
11 20/− 46/20/− 46/203/− 46/20/− 46/20 0.2112
12 202/−30/20/−462/−52/20/−52/−46/20/−46/203/−30/−46/−

30/20/− 52/203/− 46/202/− 46/20/− 30/− 52/− 46/20
0.1320

4.2988

7.4.3 Comments on the Comparison Results

As seen, the alternative QT approach results present definitely larger residuals than the
numerical approach. Although QT QH SSs do not contribute to the residual function of
the SLP for the terms involving uncoupling and homogeneity, they heavily contribute for
the terms related to the recovery of the elastic target properties. Is it basically due to the
uncoupling between the SR and the building of blended SSs. In fact, Algorithm 6.8 cannot
control the associated elastic properties for each SS, since there are infinite possibilities
(see also the concept of equivalence class of Section 4.3). Moreover, the blending of QT
QH SSs is a very hard problem, in the sense that blended QT QH SSs may not even exist
given two arbitrary number of plies. An empirical existence rule is that the two laminates
must have a certain difference in the number of plies, say 4 plies.

The decomposition of the total residual into the single contributions appearing in
Eq. (6.48), for each panel, is shown in Figure 7.20 for the two approaches. The scale
is the same, so that plots are directly comparable. For the alternative QT approach, it is
clear that the major contributes are from the orthotropy recovery (R3) and from the ρ1

recovery (R5). For the numerical approach, it is evident that the major sources of residual
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come from ρ0 and ρ1 recovery (R4 andR5, respectively).
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(b) Numerical approach

Figure 7.20: Contributes to the total residual from each panel of Case Study 3

Acting on the number of saturated groups has two consequences. If the number of
groups increases, chances to find blended SSs decrease, since SSs are more and more
fragmented. On the other side, if eventually blended SSs are found, it introduces more
design variables in the SR phase, thus allowing for lower residuals. For the problem
at hand, there are only 8 design variables in the SLP to be determined to annihilate the
residual function. For the numerical approach, there are 74 variables.

A further drawback of the alternative approach is that its combinatorial nature makes
the computational time extremely large, and there is not even guarantee to find out at least
one solution. Furthermore, when thick laminates are involved in the structure, the number
of child SSs processed by Algorithm 6.8 dramatically increases. Besides, it is not clear
how to deal with laminates having a number of plies not contemplated by the QT QH SSs
database. Conversely, the numerical approach is suitable regardless of the thickness of
the laminates, and find always a solution in a reasonable amount of time.

For all those reasons, the numerical approach of Section 6.3 has been preferred to the
QT one and implemented in the MS2LOS for the stack recovery phase.

7.5 Conclusions

The Chapter provided answer to research question RQ3.
The elements formalised in the previous Chapter have been implemented in the MS2LOS
framework for the deterministic optimisation of composite structures. The approach is
based on the polar formalism for the description of the anisotropy and on the first-order
shear deformation theory to represent the laminate kinematics at the macroscopic scale.
It is based on a general formulation of the design problem, assuming only uncoupling,
homogeneity and orthotropy of laminates. The design variables are the full set of geomet-
ric and mechanical parameters defining the behaviour of the composite structure at each
pertinent scale.
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The effectiveness of the FLP formulation of the enhanced MS2LOS has been tested
firstly through a numerical benchmark, taken from the literature, dealing with the least-
weight design of a simplified wing-box structure: the numerical results, in terms of opti-
mised solutions, are very encouraging. Successively, the effectiveness of the SLP formu-
lation has been tested on a numerical benchmark, taken from the literature, dealing with
the least-weight design of a eighteen-panel structure. As a final result, the best blended
stacking sequence for the structure is provided, without making any simplifying assump-
tion neither on the stacking sequence nature nor on the blending kinematics.

The proposed methodology highlights several still-open problems of composite de-
sign laminates, which consistently affect the fitness of the final result. Regarding the FLP
three aspects deserve to be deeply investigated.
Firstly, the major uncertainty source has been recognised in the expression of the feasible
domain bounds, for a given number of plies and for desired laminates characteristics, viz.
uncoupling, orthotropy, homogeneity.
Secondly, inasmuch as the FLP deals with laminate homogenised properties, deriving an
equivalent expression of manufacturing constraints related to the geometrical features of
the stack (e.g. the maximum difference between consecutive plies orientation angles, etc.)
is anything but trivial. Nevertheless, these requirements should be introduced since the
FLP formulation in order to reduce the discrepancy when optimal stacks are retrieved at
the end of the SLP.
Finally, the issues related to the load redistribution, a problem of capital importance in
real-world engineering applications, should be opportunely integrated in the formulation
of the discrete optimisation of the FLP.

The Chapter provided also a comparison between two approaches for the stack re-
covery phase: the numerical one, implemented in the MS2LOS, and the alternative one,
based on the knowledge of QT QH SSs, collected in a database. The numerical approach
has achieved better results in a simple benchmark structure. The reasons are basically
due to the fact that the stiffness recovery phase for the alternative approach is ruled by
few orientation angles, which fail in providing a good match of the target elastic prop-
erties. Moreover, the proposed alternative strategy does not guarantee to find at least a
blended solution, and it fails when thick laminates (especially if the number of plies lies
outside the database) are present. Although the interest in exploiting exact uncoupled and
homogenous SSs, their employment seems to be harsh in practical purposes, when more
laminates, possibly thick, are present in the structure.
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CHAPTER8

The Optimal Design of Composite PARSIFAL Wing-box

In this Chapter, the MS2LOS described in Chapter 7, endowed with the elements for-
malised in Chapter 6, is applied to a complex structure: the lifting system of the PARSI-
FAL PrP. Results are provided for both the FLP and SLP.
Section 8.1 describes the geometry of the PrP lifting system, together with the load cases
and the design criteria. Section 8.2 introduces the FLP formulation and the numerical
strategy. Section 8.3 is dedicated to the SLP formalisation. The results of both FLP and
SLP are presented in Section 8.4. Finally, Section 8.5 concludes the Chapter with mean-
ingful considerations.

8.1 Problem De�nition

The PrP lifting system considered in this case study is the result of a preliminary aerody-
namic study presented in (Abu Salem et al., 2018). The PrP lifting system can be ideally
split into three (semi-)wings: the front wing (FW), the rear wing (RW) and the vertical
wing (VW), as shown in Figure 8.1. In the same picture the global Body reference frame
TB(CG;XB, YB, ZB), centred at the aircraft centre of mass CG is illustrated. Due to the
symmetry of the structure with respect to the aircraft longitudinal plane XB − ZB, the
structural analysis is limited to the left-side part.

8.1.1 Geometry and Material

For each wing of the PrP configuration, the external geometry is assigned in terms of the
leading edge coordinates, chords and profiles of a small number of reference sections (viz.
root, kink and tip sections). As a result, the geometrical features affecting the out-plane
shape of the wing, viz. dihedral and twist angles, are automatically taken into account.
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Figure 8.1: PrP aircraft rendering and TB reference frame

All of the aforementioned quantities, which are summarised in Table 8.1, are known at the
three sections (only two for the VW), and linearly vary between them. The same Table
adopts the reference frame T (O;x, y, z) where the origin O coincides with the orthogo-
nal projection of the leading edge of the FW onto the aircraft symmetry plane XB − ZB,
the x axis is parallel to theXB axis (but opposite direction) and the z axis is parallel to the
YB axis (but opposite direction). The airfoil F15 − 11, taken from (CERAS, 2014; Risse
et al., 2015), is considered. This profile is used to describe the shape of the wing sections
parallel to the free-stream direction.

The width of the wing box is obtained from the assumptions about front and rear spar
positions, defined as chord percents according to Table 8.2. According to (CERAS, 2014;
Risse et al., 2015), a span-wise linear behaviour of both front and rear spars, for each
wing, is adopted. The position of spars, with respect to the considered wing planform, is
shown in Figure 8.2 (in the T reference frame) and reported in Table 8.2.

Figure 8.2: Planform of the PrP lifting system, with wing-box position, in the T reference frame

Regarding the modelling of the structural components, the following simplifications
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Table 8.1: Wing geometry in the T reference frame

Leading edge coordi-
nates

Chord Twist angle

[mm] [mm] [deg]

Front Wing

Root (0, 0, 2350) 7287 3.05
Kink (1932, 200, 4661) 5350 3.9
Tip (12820, 810, 17500) 1949 1.5

Rear Wing

Root (26138, 7926, 0) 5295 3.7
Kink (23955, 7926, 5400) 4276 2.99
Tip (19064, 7926, 17500) 1991 1.4

Vertical Wing

Root (13623, 1310, 18000) 1852 1.5

Tip (18261, 7426, 18000) 1922 1.4

Table 8.2: Wing-box position (reported in chord percent, refer to the planform of Figure 8.2)

Root Kink Tip

Front Wing 11% 15% 25%
57% 70% 75%

Rear Wing 15% 15% 15%
70% 70% 70%

Vertical Wing 20% - 20%
80% - 77%

are introduced:

• only major structural components are modelled (viz. skin, stringers, ribs and spars);

• at the interfaces between the structural components, perfect bonding conditions ap-
ply;

• connection zones and opening/cut-out are neglected and not considered in the pre-
liminary design phase.

For both FW and RW, ribs are parallel to the free stream direction between root and kink
sections, whilst they are perpendicular, respectively, to the rear and front spar between
kink and tip sections (see Figures 8.3a and 8.4). For the VW, ribs are perpendicular to
both front and rear spars. However, in order to ensure a gradual change in the orientation
between root-kink and kink-tip sectors, some transition ribs at intermediate angles are in-
troduced, as illustrated in Figures 8.3a and 8.4 . Inasmuch as the goal is the preliminary
optimisation of the PrP wing-box architecture, a simplified rib geometry is considered,
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(a) Ribs orientation (detail of the FW architecture) (b) Stringers and spar caps common
geometry

Figure 8.3: Some details of the PrP wing-box architecture

i.e. a continuous plate without cuts. As far as ribs are concerned, a predefined SS is
considered: [(±45◦)11]S (D. Liu et al., 2011).

Due to the lack in the literature of reference values for such an aircraft architecture, a
preliminary genetic optimisation run has been performed to assess the values of some vari-
ables not handled by the current formulation, viz. stringers and ribs number; and stringers
(and spar caps) geometry and stiffness. The problem formulation is conceptually similar
to the one of the FLP discussed in Section 8.2, but with less optimisation regions. For the
solution search, the genetic optimisation algorithm ERASMUS (EvolutionaRy Algorithm
for optimiSation of ModUlar Systems) algorithm has been used (for more details on the
algorithm, see Montemurro (2018)). Stringers and spar caps are characterised only by the
cross-sectional area (because they are modelled as bar elements, see Section 8.2.2.1). The
values for these geometrical parameters are listed in Table 8.3 and are kept constant dur-
ing the FLP optimisation. Figure 8.3b shows the cross section of the stiffeners (stringers
and spar caps). Qualitatively, in the same figure, the manufacturing technique in shown: a
basic SS (represented by a blue, a green and a red ply) is doubled in order to achieve, both
in flanges and webs, the same elastic properties. The preliminary genetic optimisation run
furnished ρ0 = 0.6165, ρ1 = 0.1936, φ1 = 0. These values of PPs, together with stringers
and ribs pitches, are kept constant during the FLP optimisation.

Table 8.3: Values of stringer pitch, ribs pitch and stringers geometry

FW RW

Upper stringers pitch [mm] 133 166
Lower stringers pitch [mm] 153 168
Ribs pitch [mm] 395 430
Stringers and spar caps cross-sectional area [mm2] 468 468
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8.1. Problem De�nition

Both GFEM and LFEM, presented in Section 8.2.2, do not take into account for ex-
plicit modelling of shear tie, stringer-tie and tear-strap.

The selected material is a carbon-epoxy T300/5208 pre-preg lamina. The elastic and
strength properties of the lamina, expressed both in engineering constant and in PPs, are
listed in Table 7.1. Figure 8.4 gives an overview of the resulting PrP wing-box geometry.

(a) Top view

(b) External lateral view

Figure 8.4: Overview of the PrP wing-box architecture

8.1.2 Design Criteria

Only symmetric static loads are considered in this work. Certification specifications
(EASA, 2018) identify two types of loading conditions: limit loads (LLs) and ultimate
loads (ULs). LLs are the maximum loads expected in service that the structure must
withstand without detrimental permanent deformations. ULs are equal to limit loads mul-
tiplied by a prescribed safety factor (usually 1.5). The structure must withstand ULs
without failure for at least 3 seconds. For instance, for civil aircraft, LLs in symmetrical
manoeuvrers occur at load factors nz = 2.5 and nz = −1. This study focuses on this
class of loads.

The following set of design criteria (DCs) is integrated in the formulation of the opti-
misation problem.

• DC1: The global stiffness of the structure must be greater than a predefined refer-
ence value.
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

• DC2: The laminate-level failure index, obtained by using the phenomenological
failure criterion of Tsai-Hill expressed in the PPs space (Catapano et al., 2012, 2014;
Catapano & Montemurro, 2018), for skin and spar webs, multiplied by a safety fac-
tor FS = 1.5 × 2, must be lower than or equal to the unit value. The contribute in
the FS equal to 1.5 comes from airworthiness regulations (see CS 25.303 (EASA,
2018)), whilst the contribute equal to 2 consider the fact that the failure index is
applied at the laminate level, i.e. it is averaged over the thickness of the laminate,
thus it can be too conservative with respect to the first-ply failure criterion.

• DC3: No buckling must occur in the stiffened panels when LLs are applied, consid-
ering a safety factor FS = 1.5.

• DC4: Only feasible laminates are considered.

• DC5: Only manufacturable solutions are considered. To this end, the blending re-
quirement between adjacent laminates is considered.

• DC6: Only homogeneous, uncoupled fully orthotropic laminates are considered.

DC1 is expressed in terms of maximum tip displacement of the lifting system. DC2 is ex-
pressed in terms of the laminate-level failure index by using the Tsai-Hill failure criterion,
evaluated in a proper mesh subset in order to neglect the effects of local strain concentra-
tions due to the GFEM modelling. DC3 is expressed in terms of no-buckling condition
for the FW and RW upper and lower skin (as discussed in Section 8.2.2.3). Of course, the
evaluation of the first buckling load for such regions is done through dedicated LFEMs.
DC4 is expressed by a set of inequalities defining the laminate feasible region in the PPs
space (see Eq. (7.1)). DC5 is expressed in terms of two inequalities, to be imposed to each
couple of adjacent laminates (see Section 6.2). DC6 is expressed by imposing conditions
B∗ = 0, C∗ = 0 and ΦA∗

0 − ΦA∗
1 = KA∗ π

4
, with KA∗ = 0, 1 (see Chapter 4).

8.1.3 Load Cases

Aerodynamic loads are calculated through the Vortex Lattice Method solver AVL (Drela
& Youngren, 2013), implemented in the preliminary aircraft design tool AEROSTATE
(AERodynamic optimisation with STAtic stability and Trim Evaluator), developed at Uni-
versity of Pisa (Rizzo, 2007; Rizzo & Frediani, 2009). AEROSTATE has been used for
the preliminary study of the reference configuration definition, together with medium and
high fidelity corrections. For more details, the reader is addressed to (Abu Salem et al.,
2018; Cipolla et al., 2018; Frediani et al., 2019). The resulting lift distribution is inter-
polated and decomposed into a set of point forces and moments (applied to the centre
of gravity of the ribs of each wing) to obtain a statically-equivalent system of forces.
The aerodynamic loads are evaluated for a Mach number of 0.79, altitude of 11000 m,
adopting the Standard Atmosphere model, in cruise condition. These loads define the
fundamental basic load case (BLC) used in this study, which is denoted as BLC1g.
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8.2. The First-level Problem Formulation

For the sake of simplicity, two load cases have been considered. The first one corre-
sponds to a load factor nz = 2.5 (pull-up manoeuvrer), whilst the second one is charac-
terised by nz = −1 (push-down manoeuvrer), according to the flight envelope for civil
transport aircraft. The lift distribution for all the previous cases is obtained by a simple
scaling of the BLC1g which has been calculated for nz = 1. DCs 1, 2 and 3 are evaluated
for the two load cases. OF course, DCs 4, 5 and 6 are independent from the load cases.
It is noteworthy that the two considered load cases are commonly used in the preliminary
design of civil aircraft wing-box structures at the boundary of the flight envelope (Niu,
1988; Stanford & Dunning, 2015; Panettieri et al., 2020; Picchi Scardaoni et al., 2020).

8.2 The First-level Problem Formulation

In this study, the FLP formulation deals with the minimisation of the mass of the PrP
wing-box structure, subject to feasibility, blending, static failure, stiffness and buckling
requirements. The goal is to find the optimal feasible distribution of thickness and stiff-
ness of the laminates composing the PrP wing-box.

The optimisation region includes the upper and lower skins of the FW and RW, and
the spar webs. For each skin, twelve regions are defined, labelled as shown in Figure 8.5.
Regarding the spar webs, they correspond to IDs 25 and 26 for the FW (leading and trail-
ing edges side, respectively), and to IDs 51 and 52 for the RW (leading and trailing edges
side, respectively).

Figure 8.5: Optimisation regions IDs for the upper skins (in brackets the IDs of the lower coun-
terparts)
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

Each panel is characterised by three design variables, introduced in Eq. (4.32). In fact,
for the sake of simplicity, φ1 has been set to zero and is oriented parallel to the wingspan
direction of each wing. The structure is then described by 156 variables, since there are
52 panels, collected in the design variables vector ξξξ := {nj0, ρj0K , ρj1 | j = 1, . . . , 52}. The
objective function is expressed as follows:

Φ(ξξξ) :=
m0

mref

+
Nreftplyρply

mref

52∑
j=1

Ajn
j
0, (8.1)

where m0 is the mass of the components not involved in the design process, mref =

10000 kg is the reference mass, Ai, n
j
0 are the area and the dimensionless number of plies

of the j-th panel, respectively, ρply, tply are the density and the thickness of the single ply,
respectively (see Table 7.1).
The CNLPP of Eq. (3.1) can be formulated, for this specific case study, as:

min
ξξξ

Φ(ξξξ), subject to:

K(ξξξ)u(ξξξ)− f = 0,
}
∀ load cases

K[u[ + K[
BCPu = 0,

}
∀ LFEMs

gfeas(ξξξ) ≤ 0,

gdisp(ξξξ) ≤ 0,

gTH(ξξξ) ≤ 0,
}

(∀ elements in the check zone Ωc, see Section 8.2.2.1)

gbuck(ξξξ) ≤ 0,
}
∀ LFEMs

gblend−j(ξξξ) ≤ 0, j = 0, 1
}
∀ couples of adjacent panels (grouped in one constraint),

ξξξlb ≤ ξξξ ≤ ξξξub.
(8.2)

In Eq. (8.2), the feasibility constraints corresponds to DC4. Since several load cases are
considered, the static response must be evaluated for every load case. The stiffness con-
straint of DC1 is expressed by imposing that the vertical displacement on a tip node of
the FW tip section must be less then 0.15b, where b is the wing semi-span (= 18 m). The
buckling constraints (DC3) involve the evaluation, for each LFEM, of the buckling fac-
tor. A safety factor of 1.5 as prescribed for LLs by regulations, is considered. Regarding
blending requirements (DC5), for a generic couple of adjacent panels, the constraints for-
malised in Section 6.2 are enforced. Requirement against static failure (DC2) is imposed
via the Tsai-Hill criterion, according to Eq. (7.14).
The parameter α appearing in Eqs. (7.4) and (7.5) has been set as in Eq. (7.24). Parameter
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8.2. The First-level Problem Formulation

α appearing in Eqs. (7.13) and (7.19) has been set as follows:

α(Var(δδδ)) =



200, if Var(δδδ) ≤ 0.001,

35, if 0.001 < Var(δδδ) ≤ 0.01,

25, if 0.01 < Var(δδδ) ≤ 0.1,

10, if 0.1 < Var(δδδ) ≤ 0.3,

5, if Var(δδδ) ≥ 0.3.

(8.3)

For this case study, the blending constraints have been grouped in a completely similar
manner as for feasibility and static strength (Eqs. (7.4) and (7.13)). The tuning param-
eter α has been tuned as follows (δδδ is the vector containing all the blending constraints
evaluations for each pair of adjacent laminates):

α(Var(δδδ)) =


600, if Var(δδδ) ≤ 0.001,

300, if 0.001 < Var(δδδ) ≤ 0.5,

200, if Var(δδδ) ≥ 0.5.

(8.4)

Table 8.4 reports the lower and upper bounds of design variables. Variables nj0,
j = 1, . . . , 52 are assumed continuous for the first optimisation phase, i.e. the contin-
uous optimisation, for the resolution of the FLP (8.2).

Table 8.4: Design variables range of the PrP wing design

Variable lower bound upper bound

nj0 0.2 1
ρj0K -1 1
ρj1 0 1
j = 1, . . . , 52

The discrete optimisation is needed to round up the continuous solution of Prob-
lem (8.2) to discrete numbers of plies, while complying to the full set of constraints of
Eq. (8.2). The mathematical formulation is identical to the one reported in Eq. (7.21)
with ∆Nmin = 4. It is noteworthy that Eq. (7.21), as said in Section 7.1.4.2, does not take
load redistribution into account. However, Eq. (7.21) is still considered valid, as a first
approximation.

8.2.1 Numerical Strategy

Problem (8.2) is a non-convex CNLPP in terms of both geometrical and mechanical de-
sign variables. The non-convexity is due to the set of constraints.
The solution search of the continuous problem is performed via fmincon algorithm, avail-
able in the Optimisation Toolbox of MATLAB® (The MathWork Inc., 2011), tuned as

167



i
i

“main” — 2021/1/27 — 17:54 — page 168 — #208 i
i

i
i

i
i

Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

summarised in Table 8.5. At each iteration, the MATLAB® script invokes the Python

Table 8.5: Parameters of the fmincon algorithm.

Parameter Value

Solver algorithm Active-set
Tolerance on objective function 1× 10−3

Tolerance on constraints 1× 10−3

Tolerance on input variables change 1× 10−3

Tolerance on gradient norm of the La-
grange’s function

1× 10−3

Maximum number of iterations 1000

routines which control the creation of the FE models and the evaluation of the objective
function, of the constraints and of the corresponding gradients. The optimisation proce-
dure is coupled with ANSYS® FE commercial software. Figure 8.6 shows the conceptual

Deterministic
Optimization
Algorithm

GFEM	Python
Class

APDL	GFEM
script

(static	analysis)

connectivity,
mesh,

prestress
displacements,
.emat	file,
.full	file

Discrete	Optimization
(Metaheuristic
Algorithm)

Final
solution

Con
tinu

ous

Opt
imi

zati
on

	

	

LFEMs	Python
Class

APDL	LFEMs
script

(static	analysis)

pre-stress	field
displacements,
connectivity,

mesh,
.emat	file,
.full	file

BCs

GFEM
infos

Figure 8.6: Workflow of the numerical strategy of the FLP of the PrP wing design

work-flow of the numerical strategy for the FLP. At each iteration of the deterministic
algorithm, a new set of design variables ξξξ is passed to a Python Class which controls
the GFEM generation. ANSYS® is than invoked: an ANSYS® Parametric Design Lan-
guage (APDL) script generates the GFEM. Once Problem (6.1) has been solved, for each
load case, fundamental information such as connectivity, nodes coordinates, displacement
fields, etc. are passed back to the Python Class. Then, the Python Class evaluates the ob-
jective function and all the optimisation constraints (except the buckling ones), together
with their gradients.

Hence, LFEMs are generated in a similar manner. BCs on the boundary of the LFEMs
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8.2. The First-level Problem Formulation

are imposed by properly interpolating the displacement field resulting from the GFEM
(see Section 8.2.2.3). Matrix Kσ is assembled within the Python Class, which also solves
the eigenvalue problem via the scipy.sparse.linalg.eigsh routine. The use of this approach
is mainly due to the perfect coherence between buckling factor and its gradient. The
objective function value and all of the constraints (and gradients) are then passed to the
optimisation algorithm. The loop is repeated until one of the convergence criteria of the
fmincon algorithm is satisfied.

Once the continuous solution is obtained, Problem (7.21) solution search is performed.
The MIDACO® algorithm, specialised in mixed-integer programmings (Dorigo et al.,
2006; Schlüter et al., 2009; Schlüter & Gerdts, 2009; Schlüter et al., 2012), is used to
this purpose. MIDACO® parameters have been tuned as reported in Table 8.6. A high
Focus value facilitates the exploration of the neighbourhood of the starting guess, which
is set to ξξξc. The Oracle parameter, which is suggested to be the expected (or desired)
objective function optimal value (Schlueter, 2018), is set to 0.

Table 8.6: MIDACO® parameters for the discrete optimisation of the FLP of the PrP wing design

MIDACO® Parameter Value

Ants 500
Kernel 10
Focus 1× 106

Oracle 0
Evalstop 3× 106

8.2.2 The Global and Local Finite Element Models

As stated above, the FE models integrated in the optimisation process are based on a GL
modelling approach. In particular, two different models are created. The GFEM is used
to assess the macroscopic behaviour of each wing, whilst refined LFEMs are generated to
properly assess the buckling factor.

8.2.2.1 The Global Finite Element Model

Skin, ribs and spar webs are modelled with 4-node SHELL181 elements (Reissner-
Mindlin kinematics), while stringers and spar caps are modelled with 2-node LINK180
elements (Truss model), according to the results presented in Section 8.2.2.2. The GFEM
size is of the order of 14000 elements and 50000 DOFs. Link and shell elements are
connected together by node merging. Shear-tie components are not modelled, but their
mechanical effect (the transfer of shear load from ribs to skin) is ensured by the direct
connection between ribs and skin elements.

As shown in Figure 8.4, fillets connecting FW and RW to VW are not explicitly mod-
elled; MPC184 (multi-point constraint) elements with “rigid beam” behaviour (master-
slave approach) are used to link extremal ribs nodes with the central master node, as
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

illustrated in Figure 8.7a.

(a) Connection between FW and VW (b) Force and moment application to ribs

Figure 8.7: GFEM mesh particulars of the PrP wing design

Aerodynamic forces and moments are applied to a reference node, which, for the sake
of simplicity, is created at the centroid of each rib; the master node is then linked to the
boundary nodes of each rib via RBE3 elements, as shown in Figure 8.7b.

Since AEROSTATE-AVL gives as an output the position of the pressure centre, for
each of the strips in which the lifting surface is subdivided, transport moments can be
easily evaluated. As far as BCs of the GFEM are concerned, the 6 DOFs of the nodes
lying at the root rib of both FW and RW are null.

After solving the GFEM for each load case, the ZOIs are created. Bays close to the
root section, to the connection to the VW and to the kink transition rib are disregarded.
Furthermore, the three closest areas to the front and rear spars are not included. As an ex-
ample, Figure 8.8a shows the ZOI for the upper skin of the FW. From the ZOIs, checking
zones element subsets are created, wherein DC2 is evaluated. As an example, Figure 8.8b
shows the checking zone for the upper skin of the FW.

Results provided by the GFEM are used for the evaluation of the objective function
and all the constraint functions except those related to buckling failure.

8.2.2.2 Justi�cation of the FE Modelling of Sti�ened Plates

In the previous Section, it has been claimed that the stiffened panels of the skins have
been modelled through SHELL (plate) and LINK (truss, or rod) elements. In the litera-
ture there is not an unified approach. For instance, in (Frediani, Quattrone, et al., 2012;
Benaouali & Kachel, 2019; Panettieri et al., 2020; Picchi Scardaoni et al., 2020) stringers
are modelled via beam elements, whilst in (Roehl et al., 1995; Tang et al., 2013; Dabab-
neha & Kipouros, 2018a; Zhu et al., 2019) via rod elements.
Even though different formulations exist, beam elements surely represent a more com-
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8.2. The First-level Problem Formulation

(a) Upper skin areas of the FW (violet) and relative ZOI
area (light blue).

(b) Checking zone Ωc for the upper skin of the FW.

Figure 8.8: Example of ZOI and checking zone of the PrP wing design

plete structural component than rods, in the sense that they can react to axial, transversal
and torsional solicitations. However, despite the simplicity of the rod structural response,
which is clearly only axial, rod elements make the FE model simpler. This allows for less
burdensome computations.
However, the preference of the former or the latter mono-dimensional element shall not
be based only on computational cost considerations. Moreover, the coupling (the junc-
tion) with shell elements may affect the beam or rod behaviour which, in turn, may affect
the plate response. Then, the following answer rises: what kind of structural 2D- and 1D-
elements, coupled together, is the most representative to reproduce the actual 3D stiffened
panel? In order to provide a rigorous answer to this question, a variational justification
via Γ-convergence is provided in Chapter 10. It is retrieved the limit problem of the equi-
librium of a 3D stiffened panel (see Figure 10.1), as the plate thickness and the section
of the stiffener may scale with different orders. The conclusions are twofold. On the
one hand, as the scaling parameters may vary, very different models are retrieved (see
Section 10.4.3). As Paroni and Podio-Guidugli (2014) warn:

Which of the several sequences we may associate with a given real problem is
the best one? As every other "natural" question, this is ill-posed, unless an op-
timality criterion is stipulated. Such a stipulation presumes that those features
of the real problem that one especially wishes to approximate are chosen, be
they the displacement field, the stress field, or other; and that an error mea-
sure is selected, in terms of an appropriate norm. Then, the best sequence is
the one that delivers a limit problem whose solution is the closest in norm to
the real solution.

On the other hand, among all the retrieved models, no one provides a complete and tout
court "beam+plate" approximation. In fact, in all the cases, the plate and the stiffener
interact, and some displacement component, for the plate and/or the beam, are rigid, so
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

that they do not appear in the limit energy expression.
In this Chapter, the regime C of Table 10.1 has been selected. The stiffener is rigid for
transversal and lateral displacements, whilst the axial component is coupled with the plate
displacement in the same direction. In such a model, thus, the stiffener actually behaves
like a truss.

8.2.2.3 The Local Finite Element Model

LFEMs are generated in order to evaluate structural phenomena which typically appear at
a smaller scale with respect to the GFEM one. In this work, the LFEMs are used to assess
the first buckling load of the upper and lower skins of the FW and RW. The LFEM are
finer-meshed ZOIs, introduced in Section 8.2.2.1. The structural components are entirely
modelled by using SHELL181 (Reissner-Mindlin kinematics) elements. Each LFEM has
approximately 7000 elements and 43000 DOFs.

Dirichlet-type BCs are interpolated from the GFEM, for the predefined load case,
and applied to the nodes of the LFEM lying in correspondence of stringers and ribs in-
tersections with the skin, as illustrated in Figure 8.9. An eigenvalue buckling analysis

(a) Mesh and applied BCs from the GFEM (b) Only mesh

Figure 8.9: Details of the mesh of the FW upper skin LFEM of the PrP wing design

is performed on the LFEM, and the resulting first positive eigenvalue λ is used for the
evaluation of the constraint gbuck.

8.3 The Second-level Problem Formulation

The goal of the SLP is to search for at least one blended SS, for the whole structure, re-
covering at the same time the optimal value of thickness and of PPs resulting from the
resolution of the FLP, listed in Table 8.9.
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8.3. The Second-level Problem Formulation

8.3.1 Mathematical Formulation

In this work, in order to have a planar and continuous top surface of each skin region, the
blending scheme illustrated in Figure 8.10 is assumed. The reason is to have no disconti-
nuities, due to ply drop, in the outer side, which may penalise aerodynamics. Therefore,

Figure 8.10: Blending scheme of the PrP wing design

the top surface of each laminate is the one wet by the external air flow, whilst the bottom
side overlooks the wing-box inner part. Moreover, the two innermost plies (yellow and
orange in Figure 8.10) are shared by all the laminates as a covering (Irisarri et al., 2014).
The determination of the orientation values must be carried out to minimise the global
residual function (see Eqs. (6.49) and (6.52)) for the structure.

8.3.2 Numerical Strategy

Problem (6.52) has been split into 9 sub-problems: one for each of upper and lower skins
of FW and RW, and one for each of spar webs and stringers which are not affected by
blending. For each of these nine sub-problems, Tab. 8.7 lists the number of independent
variables.

Table 8.7: Number of independent variables for sub-problems of SLP

Sub-problem ID Region ID N◦ independent variables

1 upper skin FW 246
2 lower skin FW 211
3 upper skin RW 230
4 lower skin RW 242
5 25 30
6 26 50
7 51 31
8 52 30
9 Stiffeners 26

The solution search for Problem (6.52), properly adapted to each of the sub-problems,
is performed via MIDACO® optimisation software, with the parameters listed in Ta-
ble 8.8. The design variables correspond to the orientation angles which can vary in the
range ]− 90, 90] deg with a discrete step of 1 deg. As an example, Figure 8.11 shows the
solution propagation used for the stack recovery of the upper skin of the FW only. With
the same notation of Chapter 7, each panel is represented by a circle characterised by the
number of plies obtained at the end of the discrete optimisation step of the FLP (panels
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

Table 8.8: MIDACO® parameters for RSS search for the SLP

Parameter Value

Ants 100
Kernel 20
Oracle 0
Evalstop 1× 106

having the same thickness and PPs are depicted once, the panel ID being in the yellow
diamond). The solution propagation starts from panel 1, having 51 plies. Following the

1

2

4

5

11 12

8, 10

3

6

7 9

Figure 8.11: Solution propagation for the upper skin of the FW

solution propagation in Figure 8.11, additional variables (reported in light-blue labels) are
introduced when moving from a thinner to a thicker laminate. Conversely, when passing
from a thicker to a thinner laminate, no further variables are introduced (red arrows). It
is recalled that propagation scheme of Figure 8.11 is specific for the case at hand, since
propagation heavily depends on the FLP solution. Moreover, also in this case, it has been
found manually.

8.4 Numerical Results

The solution of the FLP is summarised in Table 8.9. Specifically, the Table shows the op-
timal number of plies and the optimal PPs values for each of the 52 optimisation regions.
The starting point for the continuous optimisation is ξξξ0 = {0.8, 0.0, 0.0 |j = 1, · · · , 52},
whereby the dimensionless mass is 1.14. At the end of the FLP, the resulting dimension-
less optimal mass is 0.7912. Therefore, the mass saving is about 30%, in agreement with
Dal Canto et al. (2012), Frediani, Quattrone, et al. (2012).

Table 8.10 lists the values of the constraints for the optimal solution for both the con-
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8.4. Numerical Results

Table 8.9: Optimal values of the design variables of the FLP

ID N ρ0 ρ1 ID N ρ0 ρ1

1 51 0.2971 0.0770 27 70 0.0128 0.0210
2 104 0.0950 0.1743 28 139 0.3917 0.0059
3 93 -0.0225 0.1044 29 107 0.6844 0.0001
4 61 0.0669 0.0946 30 78 -0.1077 0.0295
5 111 0.1488 0.2010 31 139 0.3917 0.0059
6 78 0.1844 0.0380 32 101 0.0151 0.0341
7 45 0.7413 0.0454 33 61 0.2181 0.0092
8 30 -0.0960 0.0254 34 43 -0.2055 0.0094
9 81 -0.0364 0.0167 35 129 -0.4252 0.0000
10 30 -0.1992 0.1108 36 30 0.1610 0.0199
11 94 -0.0645 0.1517 37 30 0.1610 0.0199
12 112 0.1119 0.0170 38 30 0.1610 0.0199
13 86 0.0394 0.0952 39 115 0.0922 0.1929
14 53 0.3827 0.4737 40 58 -0.5996 0.0350
15 119 0.1186 0.0271 41 78 -0.1823 0.0592
16 92 0.1199 0.1439 42 86 -0.2182 0.0002
17 119 0.1186 0.0271 43 86 -0.2182 0.0002
18 37 0.7503 0.4305 44 30 0.2820 0.1829
19 31 0.5630 0.6061 45 30 0.2820 0.1829
20 72 0.2134 0.0452 46 97 0.0559 0.0814
21 31 0.5630 0.6061 47 51 -0.0282 0.0712
22 31 0.5630 0.6061 48 30 0.2820 0.1829
23 84 -0.0059 0.0501 49 90 -0.5986 0.1808
24 88 -0.0761 0.0827 50 45 -0.5318 0.0377
25 30 -0.0613 0.0794 51 31 -0.6774 0.1289
26 50 0.4676 0.6653 52 30 0.1828 0.0352

tinuous and the discrete optimisation. The active constraints in the continuous optimisa-
tion are the blending one and the buckling one for the lower skin of the FW. In particular,
the latter is slightly violated, but still in tolerance (see Table 8.5). The stiffness constraint,
i.e. the requirement on the maximum vertical tip displacement, is verified with a wide
margin. This means that the structure is very rigid and that this requirement is, practi-
cally, obsolete. Besides, some constraints values suggest that the solution may be further
improved. Indeed, the complexity of the structural model and of the problem formulation
may have created some difficulties in the convergence of the algorithm. The discrete opti-
misation step generally makes the constraint values to assume more negative values, with
the exception of the constraint related to the buckling of the upper skin of the FW, which
is violated (however, the buckling factor is 1.3993). It is clearly due to the stress redis-
tribution, which is not taken into account in the formulation of the discrete optimisation
problem, as already pointed out.

As far as the SLP is concerned, the optimal SSs, together with the residuals, are listed
in Tables 8.11, 8.12, 8.13, 8.14, 8.15. It is possible to see that for single laminates,
MIDACO® is able to find solutions which have a very low residual, as it can be seen look-
ing Table 8.15 . On the other hand, when blended solutions are sought, the residuals are
larger, but still close to zero (Tables 8.11, 8.12, 8.13, 8.14).

Figures 8.12, 8.13, 8.14, 8.15 show the polar diagrams of (A∗†)11, (A∗)11, (B∗)11 and
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Table 8.10: Constraint values for the FLP

Constraint Value
Continuous optimisation Discrete optimisation

Feasibility −0.0408 −0.2893
Blending −0.0001 −0.0127
Strength −0.0301 −0.1689
Stiffness −0.6704 −0.6851
Buckling (Upper FW) −0.0266 +0.0671
Buckling (Lower FW) +0.0008 −0.3178
Buckling (Upper RW) −0.1463 −0.1222
Buckling (Lower RW) −0.0225 −0.1004

(C∗)11 of the panels having lowest (on the left) and largest (on the right) residual for each
upper and lower skin of the FW and RW. It is possible to see that uncoupling and homo-
geneity properties are very well achieved by the solution of the SLP. However, component
(A∗)11 seems to have some differences with the target counterpart. However, given the
challenges due to blending and the large scale of problems at hand, the final result can be
considered satisfactory.
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Figure 8.12: Polar diagrams of meaningful panels of upper skin of FW
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46/-9/-72/-19/-4/-89/78/-8/8/-39/22

0
.033

0
.468
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8.4. Numerical Results
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

Table
8.14:

Stacks
oflow

er
skin

ofRW
ofthe

P
rP

w
ing

design

ID
Stack

R
esidual

39
-81/12/35/85/-83/26/-35/83/34/-12/-17/84/-7/16/-22/6/6/-74/-2/-2/-3/-2/87/85/86/87/-85/-3/-78/0/86/54/-56/-40/44/57/-27/-59/23/48/-44/43/-53/50/-
21/90/-40/-6/-1/77/8/5/2/-4/-2/88/88/-89/-89/-47/37/-31/-38/-41/48/-55/42/47/47/35/36/-52/30/-34/-49/-41/40/32/-48/62/-47/40/-48/-52/-47/54/53/5/69/-
20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.046

40
-81/12/-47/37/-31/-38/-41/48/-55/42/47/47/35/36/-52/30/-34/-49/-41/40/32/-48/62/-47/40/-48/-52/-47/54/53/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-
67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.088

41
-81/12/48/-44/43/-53/50/-21/90/-40/-6/-1/77/8/5/2/-4/-2/88/88/-89/-89/-47/37/-31/-38/-41/48/-55/42/47/47/35/36/-52/30/-34/-49/-41/40/32/-48/62/-47/40/-
48/-52/-47/54/53/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.020

42
-81/12/54/-56/-40/44/57/-27/-59/23/48/-44/43/-53/50/-21/90/-40/-6/-1/77/8/5/2/-4/-2/88/88/-89/-89/-47/37/-31/-38/-41/48/-55/42/47/47/35/36/-52/30/-34/-
49/-41/40/32/-48/62/-47/40/-48/-52/-47/54/53/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.011

43
-81/12/54/-56/-40/44/57/-27/-59/23/48/-44/43/-53/50/-21/90/-40/-6/-1/77/8/5/2/-4/-2/88/88/-89/-89/-47/37/-31/-38/-41/48/-55/42/47/47/35/36/-52/30/-34/-
49/-41/40/32/-48/62/-47/40/-48/-52/-47/54/53/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.011

44
-81/12/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.027

45
-81/12/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.027

46
-81/12/-71/-5/43/58/-57/69/-35/-9/-13/-47/15/51/-19/18/3/-86/87/75/15/-33/-58/76/22/-44/54/-59/-30/47/14/13/85/42/-5/-7/-32/-83/44/-33/-86/84/2/-
73/-87/-2/9/13/61/49/-53/-30/-16/-87/-7/17/-43/-22/33/-70/43/36/43/-51/-30/43/83/87/-51/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-
76/50/59/86/-6/25/56/-47/8/-43

0
.0005

47
-81/12/61/49/-53/-30/-16/-87/-7/17/-43/-22/33/-70/43/36/43/-51/-30/43/83/87/-51/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-
76/50/59/86/-6/25/56/-47/8/-43

0
.001

48
-81/12/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.027

49
-81/12/-41/41/-41/-41/41/41/-41/-40/-40/41/-40/41/-40/41/-40/41/-40/-40/41/41/41/-39/41/41/40/40/39/39/39/37/-29/-28/-18/22/-31/-38/-41/-42/-42/-
42/90/39/40/40/-42/39/40/-42/-45/-46/-47/41/41/-49/41/42/-50/-51/-51/42/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-
6/25/56/-47/8/-43

0
.031

50
-81/12/39/40/-42/-45/-46/-47/41/41/-49/41/42/-50/-51/-51/42/5/69/-20/86/2/37/-32/-46/20/-87/-11/16/-63/-67/-18/50/1/-6/-76/50/59/86/-6/25/56/-47/8/-43

0
.108

0
.398
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8.4. Numerical Results
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(a) ID = 14 (lowest residual)
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(b) ID = 13 (largest residual)

Figure 8.13: Polar diagrams of meaningful panels of lower skin of FW
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(a) ID = 32 (lowest residual)
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(b) ID = 33 (largest residual)

Figure 8.14: Polar diagrams of meaningful panels of upper skin of RW
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(a) ID = 46 (lowest residual)
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(b) ID = 50 (largest residual)

Figure 8.15: Polar diagrams of meaningful panels of lower skin of RW
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Chapter 8. The Optimal Design of Composite PARSIFAL Wing-box

Table 8.15: Stacks of spar webs and stringers of the PrP wing design

ID Stack Residual

25 -37/-4/-71/33/56/43/75/-25/-67/-2/11/-85/12/-42/87/42/-52/47/-28/-
26/46/7/-79/29/-28/-40/72/-7/-79/35

3× 10−5

26 0/10/16/-11/-39/-10/4/-25/90/7/51/35/-3/-7/-57/-8/3/14/-2/-
9/12/61/8/5/-8/-7/24/-15/3/15/4/1/0/2/-33/-23/-57/5/5/-13/-43/87/50/-
9/33/7/2/10/-11/0

7× 10−7

51 44/-47/-54/37/-11/-43/38/-31/46/28/68/56/-33/-30/35/-51/-42/-
51/46/25/-46/38/-45/41/39/-61/-28/-11/53/42/-45

6× 10−6

52 -81/46/-3/28/-35/83/-33/-10/77/-11/-70/-77/22/17/8/80/-76/60/-45/-
22/24/-76/50/-24/68/-9/26/84/-3/-63

1× 10−5

Stringers 86/-5/-3/-86/29/85/18/-45/-9/-4/83/-7/6/-58/7/1/0/-18/75/3/-75/15/89/-
3/67/-86/

2× 10−6

8.5 Conclusions

The enhanced MS2LOS, endowed with the elements formalised in this Thesis, has been
employed for the deterministic optimisation of a complex composite structure. In particu-
lar, the effectiveness of the approach detailed in the two previous Chapters, is here tested
on the optimal design of the PARSIFAL Project PrP lifting system. Despite the complex-
ity of the problem, the results are encouraging. A light structure design has been found,
and blended stacking sequences, also for laminates with large number of plies, have been
satisfactorily recovered, thus providing an explicit manufacturable solution.
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CHAPTER9

On the Non-convexity of the Feasible Domain of
Laminates

This Chapter aims at answering to research question RQ4.
As stated in Section 7.3.4, the stack recovery is affected by the fact that the FLP for-
mulation relies on the existence, in every point of the feasibility domain, of uncoupled,
homogeneous, orthotropic laminates. Actually, this hypothesis is not necessarily true.
As a consequence, the expression of a proper feasibility domain of laminates is a major
still-open problem of composite design, jeopardising the well-formulation of the design
problem. The feasible domain shape of laminates is indeed a subset of the domain in-
duced by Eq. (4.44), but it is not clear how it depends on PPs. It can be inferred that the
"missing constraints", defining the sharpest feasibility domain, are geometrical bounds,
in the sense that they must depend on all the possible stacks for a given number of plies.
In particular, the number of ply should appear in their expressions.

This Chapter investigates two preliminary aspects of the more wide problem of the
feasibility domain determination. Section 9.1 focuses on the non-convex nature of the
feasible domain of anisotropic laminates. Proofs are given on the non-convexity of the
feasible domain for full anisotropic and for membrane-orthotropic laminates, either in the
LPs space or in the PPs one. Then, adopting the polar formalism, some particular cases
are studied, providing analytical expressions of new narrower bounds, in terms of PPs of
the membrane stiffness tensor. For a particular case, the exact expression of the mem-
brane feasibility domain is determined. Moreover, new geometrical bounds are derived,
defining a stricter region than those presented in Section 4.2.4.
Section 9.2 focuses on the necessary and sufficient conditions to achieve uncoupling and
homogeneity properties, clarifying that quasi-triviality is, in general, only a sufficient
condition. Finally, Section 9.3 concludes the Chapter with meaningful comments.
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

9.1 The Non-convexity of the Feasible Domain of Lam-
inates

9.1.1 Generalities

Two still-open problems in anisotropic plane elasticity for composite laminates are:

• the definition of the general expression of the feasibility domain;

• the definition of sufficient and necessary conditions to obtain membrane/bending
uncoupled laminates and/or the homogeneity property, defined in Chapter 4.

It is well-known that there is no bijective relationship between arbitrary macroscopic elas-
tic properties of the laminate (in terms of A∗, B∗, D∗ and H∗ components) and SSs. This
means that, given an arbitrary SS, a set of elastic properties is always uniquely deter-
mined, whilst the converse is generally false. This aspect is particularly important in
practical applications, such as laminates design and SSs recovery.

As summarised in Section 4.1.3, a first kind of bounds derives directly from ther-
modynamic considerations, since the elasticity tensor is positive-definite. Therefore, the
elastic constants live in a feasibility domain whose boundary constitutes the so-called
elastic-bound (Vannucci, 2012a). However, a second kind of bounds can be introduced,
which are often referred as geometrical bounds (Vannucci, 2012a). To this purpose, it is
important to adopt some mathematical descriptors of the anisotropy, for instance, LPs or
PPs.

In (Hammer et al., 1997), geometrical bounds were derived as a consequence of the
nature of the trigonometric functions involved in the definition of the laminate stiffness
tensors. Vannucci (2012a) derived the expressions of the geometrical bounds in the frame-
work of the Polar Method (see Section 4.2.4), showing that these bounds are always
stricter than the elastic ones: hence only the formers must be considered in practical
design problems, as done so far.

Grenestedt and Gudmundson (1993) claimed to provide a proof of the convexity of
the feasible domain of general anisotropic laminates in the LPs space. However, as it
will be discussed later in this Chapter, the proof provided in (Grenestedt & Gudmundson,
1993) proves only that the projection of the LPs on each axis (in the LPs space, which is
of dimension 12) is convex. Moreover, this proof does not respect a more general result
of convex analysis (Rockafellar, 1997; Boyd & Vandenberghe, 2019), which states that if
a set is convex then any projection is still a convex set, while the converse is not generally
true. Many works, dealing with the optimisation of laminates and making use of the for-
malism based on LPs, use the results of Grenestedt and Gudmundson, 1993, claiming that
the convexity of the domain endows the composite design problems with nice properties
(Hammer et al., 1997; Diaconu et al., 2002; Setoodeh et al., 2006; Bloomfield et al., 2008;
Raju et al., 2014; Macquart et al., 2018).
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9.1. The Non-convexity of the Feasible Domain of Laminates

This work would like to reflect on two different concepts: the geometrical-admissible
region (i.e. the region delimited through the geometrical bounds) and the actual feasibil-
ity region, i.e. the set of all the mapped SSs, through LPs (or PPs), in the corresponding
space. In fact, although the geometrical bounds define a region, possibly convex, it may
happen that the actual feasible domain, which is a subset of the geometrical-admissible
region, is a non-convex set. In the light of this, there could be a conceptual overlapping
between the geometrical-admissible region (which can be convex or not) and the actual
feasible region, which shall be the object of the investigation of this Chapter.

The derivation of the laminate actual feasibility domain in a closed form is of
paramount importance when formulating the laminate design problem as a constrained
non-linear programming problem. Keeping this in mind, a simple investigation led to the
discovery of the analytic expression of a further bound, valid for any kind of symmetry of
the laminate, which makes the feasibility region a stricter non-convex region. These new
bounds introduce the dependence from the number of plies.

9.1.2 Lamination Parameters

In this Section, the LPs are introduced, as they are a common mathematical descriptor
of the plane anisotropy. They are introduced because the main results of this Section
are valid when the anisotropy is described through LPs or PPs. Besides, the results of
this Section disprove the fact that the feasible domain of laminates is convex if LPs are
adopted. LPs are often used together with the parameters of Tsai and Pagano to de-
scribe the anisotropic behaviour of the laminate in the framework of the CLT (Grenestedt
& Gudmundson, 1993; Hammer et al., 1997; Reddy, 2003; Jones, 2018). LPs express
the properties of a laminate in terms of moments, relative to the plate mid-plane, of the
trigonometric functions entering in the frame rotation formulæ(Hammer et al., 1997). For
the sake of brevity, the complete expressions of the LPs in the CLT framework are not
here reported. The interested reader is addressed to (Jones, 2018).

LPs are closely related to PPs: from a mathematical viewpoint, it is sufficient to report
the following identities. The same nomenclature of Vannucci (2017) is adopted.

ξ1 + iξ2 =
1

N

N∑
k=1

ake
i4θk , ξ3 + iξ4 =

1

N

N∑
k=1

ake
i2θk ,

ξ5 + iξ6 =
1

N2

N∑
k=1

bke
i4θk , ξ7 + iξ8 =

1

N2

N∑
k=1

bke
i2θk ,

ξ9 + iξ10 =
1

N3

N∑
k=1

dke
i4θk , ξ11 + iξ12 =

1

N3

N∑
k=1

dke
i2θk .

(9.1)

It is evident that twelve parameters are necessary to completely define the behaviour of
the laminate in the CLT framework.
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

9.1.3 The Non-convexity Proofs of the Feasible Domain

Under the same assumptions reported in Section 4.2.4, when only the membrane tensor is
taken into account, the geometrical bounds in the PPs space read (Vannucci, 2012a) (see
Eq. (4.44)): 

0 ≤ ρ0 ≤ 1,

0 ≤ ρ1 ≤ 1,

2ρ2
1 ≤

1− ρ2
0

1− (−1)Kρ0 cos 4(ΦA∗
0 − ΦA∗

1 )
,

(9.2)

where

ρ0 :=
RA∗

0

R0

=
1

N

√√√√( N∑
j=1

cos 4θj

)2

+

(
N∑
j=1

sin 4θj

)2

, (9.3)

ρ1 :=
RA∗

1

R1

=
1

N

√√√√( N∑
j=1

cos 2θj

)2

+

(
N∑
j=1

sin 2θj

)2

. (9.4)

In the LPs space, they read (Hammer et al., 1997)
2ξ2

3(1− ξ1) + 2ξ2
4(1 + ξ1) + ξ2

1 + ξ2
2 − 4ξ3ξ2ξ4 ≤ 1,

ξ2
3 + ξ2

4 ≤ 1,

−1 ≤ ξ1 ≤ 1.

(9.5)

In a similar fashion, for a membrane-orthotropic laminate, the geometrical bounds in the
PPs space simplify to Eq. (4.45). In the LPs space, they read (Miki, 1982)−1 ≤ ξ3 ≤ 1

2ξ2
3 − 1 ≤ ξ1 ≤ 1.

(9.6)

As discussed in (Montemurro, 2015a, 2015b; Vannucci, 2017), the design of a lami-
nate lives in R12, since four PPs are needed to define the anisotropic part of tensors A∗,
B∗ and D∗ (the deviatoric part of tensor H∗ being directly related, in general, to the
anisotropic one of tensors A∗ and D∗). Regarding LPs, the same remark holds since 12
LPs are needed to fully describe the laminate behaviour in the CLT framework, as stated
above. For both representations, the feasibility domain is then a subset of R12. The deter-
mination of the feasible domain, in the most general case, is still an open problem. For
example, in (Grenestedt & Gudmundson, 1993), the feasibility domain in the LPs space is
claimed to be convex. Conversely, in (Vannucci, 2017), the feasibility domain in the PPs
space is claimed to be non-convex for anisotropic laminates and convex for orthotropic
ones.

To show the main results of this Chapter, some nomenclature must be introduced, as
done by Grenestedt and Gudmundson (1993).
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9.1. The Non-convexity of the Feasible Domain of Laminates

Let z∗ ∈ [0, 1] be the dimensionless coordinate defined through the laminate thick-
ness, from the bottom to the top. The layup function is a combination of piecewise func-
tions defined as

θ(z∗) :=
N∑
i=1

ciχ[∆z∗i ], (9.7)

where N ≥ 1, N ∈ N, ci ∈ [−π
2
, π

2
] and χ[∆z∗i ] is the indicator function assuming unit

value in the interval ∆z∗i . The function χ [∆z∗i ] is defined as:

χ [∆z∗i ] :=

1 if z∗ ∈ ∆z∗i ,

0 otherwise .
(9.8)

Intervals ∆z∗i are such that
N⋃
i=1

∆z∗i = [0, 1],
N⋂
i=1

∆z∗i = ∅ and meas(∆z∗i ) = 1/N . It is

clear that the range of θ(z∗) is [−π
2
, π

2
]. The layup function can be seen as the SS counter-

part when the integral description is used instead of summations. The indicator function
of Eq. (9.8) is plotted in Figure 9.1.

Figure 9.1: Indicator function χ [∆z∗i ]

Proposition 9.1 (Convexity of the layup functions set). The set of layup functions

ΘN :=

{
θ(z∗) : θ(z∗) =

N∑
i=1

ciχ[∆z∗i ], ci ∈ [−π
2
, π

2
]

}
is convex.

Proof. Assume α ∈ [0, 1] and suppose that θ̂(z∗) and θ̌(z∗) belong to ΘN . Therefore,

there exist some ĉi and či belonging to the interval [−π
2
, π

2
] such that θ̂(z∗) =

N∑
i=1

ĉiχ[∆z∗i ]

and θ̌(z∗) =
N∑
i=1

čiχ[∆z∗i ].

A convex combination of these two elements satisfies the following identity:

αθ̂ + (1− α)θ̌ = α

N∑
i=1

ĉiχ[∆z∗i ] + (1− α)
N∑
i=1

čiχ[∆z∗i ]

=
N∑
i=1

(αĉi + (1− α)či)χ[∆z∗i ]

=:
N∑
i=1

c̃iχ[∆z∗i ],

(9.9)
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

where c̃i are defined through the last equality. Note that c̃i ∈ [−π
2
, π

2
]. Therefore, the

right-hand side member belongs to ΘN for every α and for every θ̂(z∗), θ̌(z∗) (see Defi-
nition 3.5). This claim is sufficient to conclude the proof. �

The following Lemma (see Boyd and Vandenberghe, 2019, Section 2.3.2; Rockafellar,
1997, Theorem 3.4 and Corollary 3.4.1) is needed before introducing the main result of
this Section.

Lemma 9.1 (Convexity of projections of a convex set). Let C ⊂ Rm+n be a convex
set. Then, the projection over some of its coordinates P(C) = {x1 ∈ Rm | (x1, x2) ∈
C for some x2 ∈ Rn} is convex.

It is then immediate the following

Corollary 9.1. If a projection P(S) (in the sense of Lemma 9.1) of a set S is non-convex,
then S is a non-convex set.

Of course, Lemma 9.1 and Corollary 9.1 have an important consequence: if a projec-
tion of a set S is convex, the set is not necessarily convex. Indeed, the proof provided in
(Grenestedt & Gudmundson, 1993) about the convexity of the LPs space does not take
this aspect into account.
Let p[θ] denote the vector consisting of twelve PPs (or LPs) obtained with the layup func-
tion θ(z∗). The following four Propositions express the non-convexity of the feasible
domain regardless of the anisotropy representation. A more detailed proof is given only
for full-anisotropic laminates in the PPs space, the remaining four being conceptually
identical.

Proposition 9.2 (Non-convexity of the feasible domain of anisotropic laminates in the
PPs space). The feasible region in the PPs space of all anisotropic laminates composed
of N plies ΠN := {p[θ(z∗)]∀ θ(z∗) ∈ ΘN} is a non-convex bounded subset of R12 for
every N > 1 (N ∈ N).

Proof. For the boundedness, it is sufficient to see that the twelve components of p are
bounded. In fact, the six dimensionless anisotropy moduli (ρ0, ρ1 for tensor A∗, B∗, D∗)
take values in the set [0, 1], whilst the six dimensionless polar angles (φ0 := Φ0

π/4
and

φ1 := Φ1

π/2
for tensors A∗, B∗, D∗) take values in the set [−1, 1]. Therefore, ΠN is a

bounded subset of the 12D-parallelepiped [0, 1]6 × [−1, 1]6 ⊂ R12.
Let p̂ := p[θ̂(z∗)] and p̌ := p[θ̌(z∗)] be two points of the feasible domain for the

layup functions θ̂(z∗) and θ̌(z∗) belonging to ΘN . Moreover, consider the interval [0, 1]

subdivided into N disjoint intervals ∆z∗i of equal length, and let α ∈ [0, 1].
A convex set, by Definition 3.5, contains the whole line segment that joins any two

points belonging to the set. For the characterisation of ΠN , its convexity would imply
the existence of a layup function θ̃ ∈ ΘN such that p[θ̃] = αp̂ + (1 − α)p̌ belongs to
ΠN for every α and for every p̂, p̌. Therefore, to prove the thesis of the Proposition, it is
sufficient to prove the violation of such definition at least for one case. Moreover, thanks
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9.1. The Non-convexity of the Feasible Domain of Laminates

to Proposition 9.1 and Corollary 9.1, it is sufficient to seek the violation in the projection
of ΠN into some of its hyper-planes. To this purpose, consider the projection of ΠN onto
the plane (ρ1, ρ0).

If layup functions are considered instead of SSs:

ρ0[θ(z∗)] :=

√√√√√
 1∫

0

cos 4θ(z∗)dz∗

2

+

 1∫
0

sin 4θ(z∗) dz∗

2

=

√√√√√2

1∫
0

1∫
0

cos2 2(θ(z∗)− θ(t∗)) dz∗ dt∗ − 1,

(9.10)

and

ρ1[θ(z∗)] :=

√√√√√
 1∫

0

cos 2θ(z∗)dz∗

2

+

 1∫
0

sin 2θ(z∗) dz∗

2

=

√√√√√ 1∫
0

1∫
0

cos 2(θ(z∗)− θ(t∗)) dz∗ dt∗,

(9.11)

where the identities
∫
f(x) dx

∫
g(x) dx =

∫ ∫
f(x)g(t) dx dt, cos(α − β) =

cosα cos β + sinα sin β and cos(4α) = 2 cos2 2α − 1 have been used. Consider two
points of the (ρ1, ρ0) plane having coordinates P̌ = (1, 1) and P̂ = (1 − 2

N
, 1).

These two points belong to ΠN . In fact, P̌ corresponds to layup functions of the

form
N∑
i=1

cχ[∆z∗i ] (c ∈ [−π
2
, π

2
]), whilst P̂ corresponds to layup functions of the form

N−1∑
i=1

cχ[∆z∗i ] +
(
−π

2
+ c
)
χ[∆z∗N ] (c ∈ [−π

2
, π

2
]), as it can be easily verified. Then, assum-

ing that the convex combination of these two points belongs to ΠN , one has:

α

(
1− 2

N

1

)
+ (1− α)

(
1

1

)
=

ρ1[θ̃(z∗)]

ρ0[θ̃(z∗)]

 , (9.12)

for some θ̃(z∗) ∈ ΘN . The second component of Eq. (9.12) is satisfied only if

ρ0[θ̃(z∗)] = 1. Considering Eq. (9.10), it means that
1∫
0

1∫
0

cos2 2(θ(z∗)−θ(t∗)) dz∗ dt∗ = 1.

This condition is achieved if θ̃(z∗) is the constant function (the line segment represented
by Eq. (9.12) would collapse in a point, so this case is disregarded) or if it is of the form

θ̃(z∗) =
M∑
i=1

cχ[∆z∗i ] +
N∑

i=M+1

(
−π

2
+ c
)
χ[∆z∗i ], (9.13)

for some M < N , M ∈ N. Assuming θ̃(z∗) as in Eq. (9.13), the value of ρ1

[
θ̃ (z∗)

]
can
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

be calculated from Eq. (9.11) as:

ρ2
1[θ̃(z∗)] =

∫ 1

0

∫ 1

0

cos 2(θ̃(z∗)− θ̃(t∗))dt∗dz∗

=

∫ 1

0

∫ 1

0

cos 2

(
M∑
i=1

cχ[∆z∗i ] +
N∑

i=M+1

(
−π

2
+ c
)
χ[∆z∗i ]−

M∑
i=1

cχ[∆t∗i ]

−
N∑

i=M+1

(
−π

2
+ c
)
χ[∆t∗i ]

)
dt∗dz∗

=

M/N∫
0

M/N∫
0

cos 2

(
c

M∑
i=1

χ[∆z∗i ]− χ[∆t∗i ]

)
dt∗dz∗

+

M/N∫
0

1∫
M/N

cos 2

(
c

M∑
i=1

χ[∆z∗i ]−
(
−π

2
+ c
) N∑
i=M+1

χ[∆t∗i ]

)
dt∗dz∗

+

1∫
M/N

M/N∫
0

cos 2

(
−c

M∑
i=1

χ[∆t∗i ] +
(
−π

2
+ c
) N∑
i=M+1

χ[∆z∗i ]

)
dt∗dz∗

+

1∫
M/N

1∫
M/N

cos 2

((
−π

2
+ c
) N∑
i=M+1

χ[∆z∗i ]− χ[∆t∗i ]

)
dt∗dz∗

=

(
M

N

)2

− M

N

(
1− M

N

)
− M

N

(
1− M

N

)
+

(
1− M

N

)2

=

(
1− 2

M

N

)2

,

(9.14)
and, hence,

ρ1[θ̃(z∗)] =

√(
1− 2

M

N

)2

. (9.15)

Finally, from Eqs. (9.12) and (9.15), one obtains

1− 2α

N
=

√(
1− 2

M

N

)2

=

1− 2M
N
, if 1 > 2M

N
,

2M
N
− 1, otherwise .

(9.16)

From Eq. (9.16), either M = α or M = N − α. Both results are absurd, since M must
be, by definition, an integer number (for all α). Therefore, no θ̃(z∗) exists satisfying
Eq. (9.12), and the entire line segment between P̂ and P̌ does not belong to the projec-
tion of ΠN onto the (ρ1, ρ0) plane. This counter-example proves the statement of the
Proposition, remembering also Corollary 9.1. �

It is noteworthy that Proposition 9.2 considers only geometrical aspects of laminate
layups. With the same argument used to prove Proposition 9.2, one can prove that the
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9.1. The Non-convexity of the Feasible Domain of Laminates

feasible domain of laminates with an orthotropic membrane behaviour is a non-convex
bounded set.

Proposition 9.3 (Non-convexity of the feasible domain of orthotropic laminates in the PPs
space). The feasible region in the PPs space of all membrane-orthotropic laminates com-
posed of N plies ΠOrt

N := {p[θ(z∗)] |ΦA∗
0 −ΦA∗

1 = KA∗ π
4
, KA∗ ∈ {0, 1}, ∀ θ(z∗) ∈ ΘN}

is a non-convex bounded subset of R12 for every N > 1 (N ∈ N).

Proof. To show the boundedness, the argument is the same of the proof of Proposition 9.2.
Adopting the integral description,

Φ0[θ(z∗)] :=
1

4
arctan


1∫
0

sin 4θ(z∗)dz∗

1∫
0

cos 4θ(z∗)dz∗

 ,

Φ1[θ(z∗)] :=
1

2
arctan


1∫
0

sin 2θ(z∗)dz∗

1∫
0

cos 2θ(z∗)dz∗

 .

(9.17)

For the non-convexity, it is sufficient to notice that points P̂ and P̌ , used for the proof of
Proposition 9.2, actually belong to ΠOrt

N (with KA∗ = 0). �

Proposition 9.4 (Non-convexity of the feasible domain of anisotropic laminates in the
LPs space). The feasible region in the LPs space of all anisotropic laminates composed
of N plies ΠN := {p[θ(z∗)]∀ θ(z∗) ∈ ΘN} is a non-convex bounded subset of R12 for
every N > 1 (N ∈ N).

Proof. To show the boundedness, the argument is the same as the proof of Proposition 9.2.
For the non-convexity, the same argument of Proposition 9.2 is used, but settled in the
(ξ3, ξ1) plane. Adopting the integral description,

ξ1 =

1∫
0

cos 4θ(z∗)dz∗, ξ3 =

1∫
0

cos 2θ(z∗)dz∗. (9.18)

Let P̌ = (1, 1) and P̂ = (1 − 2
N
, 1) be the same points used for Proposi-

tion 9.2. These two points belong to ΠN . In fact, P̌ corresponds to layup func-

tions of the form
N∑
i=1

0χ[∆z∗i ], whilst P̂ corresponds to layup functions of the form

N−1∑
i=1

0χ[∆z∗i ] +
(
−π

2
+ 0
)
χ[∆z∗N ], as it can be easily verified. The convexity condition,

to be confuted, reads:ξ3[θ̃(z∗)]

ξ1[θ̃(z∗)]

 = αP̂ + (1− α)P̌ = α

(
1− 2

N

1

)
+ (1− α)

(
1

1

)
(9.19)
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for some θ̃(z∗) ∈ ΘN and for all α ∈ [0, 1]. Considering the second component of
Eq. (9.19), θ̃(z∗) is necessarily of the form

θ̃(z∗) =
M∑
i=1

c1χ[∆z∗i ] +
N∑

i=M+1

c2χ[∆z∗i ] (9.20)

with c1, c2 ∈ {0,−π
2
, π

2
} and M < N , M ∈ N. As a consequence, it is easy to see that,

for all combinations of c1 and c2, ξ3[θ̃(z∗)] ∈ {−1, 1,−1 + 2M
N
, 1− 2M

N
}. The first com-

ponent of Eq. (9.19) reads {−1, 1,−1 + 2M
N
, 1− 2M

N
} = 1− 2α

N
, which either cannot be

satisfied regardless of α or violates the condition M ∈ N. Considerations similar to those
of the proof of Proposition 9.2 can also be repeated for this case, allowing to conclude the
proof. �

Proposition 9.5 (Non-convexity of the feasible domain of orthotropic laminates in the LPs
space). The feasible region in the LPs space of all membrane-orthotropic laminates com-
posed of N plies ΠOrt

N := {p[θ(z∗)] |ΦA∗
0 −ΦA∗

1 = KA∗ π
4
, KA∗ ∈ {0, 1}, ∀ θ(z∗) ∈ ΘN}

is a non-convex bounded subset of R12 for every N > 1 (N ∈ N).

Proof. The proof follows straightforwardly from the previous ones. Indeed, points P̂
and P̌ used in the proof of Proposition 9.4 correspond to membrane-orthotropic lami-
nates (they are a particular case of those chosen in the proof of Proposition 9.2 and 9.3).
Therefore, the proof can be considered concluded.

�

Propositions 9.2 and 9.4 claim that, for an anisotropic laminate, the feasible region
ΠN , in terms of LPs or PPs, is a non-convex set. Propositions 9.3 and 9.5 state that the
non-convexity of the feasible domain holds also in the case of laminates having an or-
thotropic membrane stiffness tensor. Specifically, the non-convexity is maintained in the
projection of the 12-D feasible domain onto either the (ρ1, ρ0K) or the (ξ3, ξ1) plane1.

A way to visualise the non-convexity of the feasible domain is, trivially, to plot all the
possible points of ΠN and ΠOrt

N , projected in the corresponding plane according to the
anisotropy representation, for an arbitrary number of plies N . Inasmuch as the number
of all the possible SSs grows exponentially with the number of layers N , a sampling step
is assumed. It is convenient to introduce the notion of number of groups, denoted by m,
which is is the number of distinct orientations within a SS. The number of plies associated
to the i-th orientation is denoted by ni (obviously

∑m
i=1 ni = N ). Figure 9.2 shows the

feasible domain projections for a laminate having N = 4 plies (K = 0). Indeed, the
projected feasible domains are non-convex sets.

In (Grenestedt & Gudmundson, 1993), it was claimed that the feasibility domain in
the LPs space is convex. The thesis and the proof of this claim are erroneous. The au-
thors considered one of the twelve components of p at time. Each component of p is a

1In the proof of Proposition 9.3, the non-convexity appears in the (ρ1, ρ0) plane. However, since the points P̂ and
P̌ correspond to orthotropic laminates with KA∗

= 0, the line segment delimited by the two points is still not included
in the projection of the feasible domain onto the (ρ1, ρ0K) plane.
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9.1. The Non-convexity of the Feasible Domain of Laminates

(a) Anisotropic (PPs) (b) Orthotropic (PPs)

(c) Anisotropic (LPs) (d) Orthotropic (LPs)

Figure 9.2: Feasibility domain projections for anisotropic (on the left) and membrane-orthotropic
(on the right) laminates (K = 0) of N = 4 plies, on the top in terms of PPs, on the bottom
in terms of LPs (discretisation step = 5◦). In red the points P̂ and P̌ used in the proofs of
Section 9.1.3.

continuous function whose range is a continuous bounded set: in R such a set (a segment)
is necessary convex. Moreover, considering Lemma 9.1, one cannot conclude that a set
is convex by knowing that some (not all) of its projections are convex sets. The crucial
point is that the components of p are not independent, since they rely on the same SS.
This mutual influence is the actual reason of the shrinkage of the feasible domain from
the 12D parallelepiped, as Figure 9.2 clearly shows.

However, a laminate has always a finite number of plies, which makes the determina-
tion of ΠN challenging. This is one of the main aspect this Chapter would try to address.

9.1.4 Some Exact Solutions for Geometrical Bounds

In this Section, only anisotropic laminates, in the PPs space, will be considered. The
non-convexity of the feasible region ΠN is preserved in the projection onto the (ρ1, ρ0)

plane.
Figure 9.3 shows some results for the cases N = 2, · · · , 7, equivalent to the cases

195



i
i

“main” — 2021/1/27 — 17:54 — page 196 — #236 i
i

i
i

i
i

Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

m = 2, · · · , 7 with ni mutually equal. Figure 9.4 shows the feasibility domain in 3D

(a) N = 2 (discretisation step = 1◦) (b) N = 3 (discretisation step = 1◦)

(c) N = 4 (discretisation step = 2◦) (d) N = 5 (discretisation step = 3◦)

(e) N = 6 (discretisation step = 5◦) (f) N = 7 (discretisation step = 6◦)

Figure 9.3: Feasibility domain projection onto the plane (ρ1, ρ0) for anisotropic laminates of N
plies (equivalent to consider laminates with m distinct orientations, all of them appearing the
same number of times within the SS)

for the cases N = 3, 4. In purple the geometrical bound of Eq. (4.44). It is evident the
non-convexity of the feasible domain, which may degenerate to a curve or to a point. In
fact, it is easy to see that, if N = 1 or m = 1, i.e. for laminates wherein all plies share a
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9.1. The Non-convexity of the Feasible Domain of Laminates

(a) N = 3 (discretisation step = 2◦) (b) N = 4 (discretisation step = 5◦)

Figure 9.4: Feasibility domain in the space (ρ1, ρ0, cos 4(ΦA∗
0 −ΦA∗

1 )) for anisotropic laminates
of N = 3, 4 plies. In purple the geometrical bound of Eq. (4.44).

single orientation, ρ0 = ρ1 = 1.
More interesting is the case m = 2. After few calculations, considering that

n2 = N − n1, one achieves the following relation:

ρ0 =

√√√√λ2 + (1− λ)2 + 2λ(1− λ)

{[
ρ2

1 − λ2 − (1− λ)2

2λ(1− λ)

]2

− 1

}
, (9.21)

or, in the implicit form:

F2(ρ0, ρ1, λ) := ρ0 −

√√√√λ2 + (1− λ)2 + 2λ(1− λ)

{[
ρ2

1 − λ2 − (1− λ)2

2λ(1− λ)

]2

− 1

}
,

(9.22)
where λ := n1/N . Equation (9.21) means that, for m = 2, the locus of lamination points,
i.e. the pairs (ρ1, ρ0), is represented by a family of curves, parametrised with the rela-
tive number of plies of each orientation within the SS. Equation (9.21) intersects the axis
ρ0 = 1 for the following values of ρ1:

1− 2λ, if λ ≤ 1/2,

2λ− 1, if λ ≥ 1/2,

1, if λ = N,

(9.23)

in perfect agreement with the proof of Proposition 9.2. The family of implicit curves,
expressed by Eq. (9.22) in the form of F2(ρ0, ρ1, λ) = 0, admits envelope, represented
by the well-known geometrical-bound ρ0 = 2ρ2

1 − 1 (Vannucci, 2012a). As an example,
Figure 9.5 shows the lamination points locus for a laminate having N = 20, m = 2,
when n1 varies in the range [0, N ] as a subset of N. The analytic solution of Eq. (9.21) is
represented by the red curves. It is noteworthy the discrete nature of the locus, due to the
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discrete nature of the stack.

Figure 9.5: Lamination points for N = 20, m = 2 (discretisation step = 3◦).

The process may be conceptually extended to higher number of groups. However,
computations become intricate. For the sake of simplicity, consider the case m = 3.
Equations (9.3) and (9.4) can be rearranged as (see Appendix A)

ρ0 =
1

N

√√√√ 3∑
i=1

n2
i − 2

2∑
i=1

3∑
j=i+1

ninj + 4
2∑
i=1

3∑
j=i+1

ninj cos2(2∆θij), (9.24)

ρ1 =
1

N

√√√√ 3∑
i=1

n2
i + 2

2∑
i=1

3∑
j=i+1

ninj cos(2∆θij). (9.25)

Substituting, for example, the expression of cos (2∆θ13) from Eq. (9.25) into Eq. (9.24),
one obtains

F3(ρ0, ρ1; ∆θ12,∆θ23) := ρ0 −
1

N

[
3∑
i=1

n2
i − 2

2∑
i=1

3∑
j=i+1

ninj

+4
2∑
i=1

nin(i+1) cos2(2∆θi(i+1))

+
1

n1n3

(
N2ρ2

1 −
3∑
i=1

n2
i − 2

2∑
i=1

nin(i+1) cos(2∆θi(i+1))

)2
1/2

.

(9.26)

For the envelope, the following system must be solved:

F3(ρ0, ρ1; ∆θ12,∆θ23) = 0,

∂F3

∂∆θ12

(ρ0, ρ1; ∆θ12,∆θ23) = 0,

∂F3

∂∆θ23

(ρ0, ρ1; ∆θ12,∆θ23) = 0,

(9.27)
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which simplifies to

F3(ρ0, ρ1; ∆θ12,∆θ23) = 0,

sin(2∆θ12)

[
N2ρ2

1 −
3∑
j=1

n2
j − 2n1(n2 + n3) cos(2∆θ12)− 2n2n3 cos(2∆θ23)

]
= 0,

sin(2∆θ23)

[
N2ρ2

1 −
3∑
j=1

n2
j − 2n3(n1 + n2) cos(2∆θ23)− 2n1n2 cos(2∆θ12)

]
= 0.

(9.28)
Four are the possibilities to annihilate the last two expressions of Eq. (9.28).

Case A: 2∆θ12 = K12π, 2∆θ23 = K23π, K12,K23 ∈ Z. Therefore, cos(2∆θi(i+1)) =

(−1)Ki(i+1) , i = 1, 2. This case corresponds to a SS composed by parallel laminæ. This
condition corresponds to the point ρ0 = ρ1 = 1.

Case B: 2∆θ12 = K12π, 2∆θ23 6= K23π, K12,K23 ∈ Z. From Eq. (9.28)3, one obtains the
expression of cos(2∆θ23), and thus

cos(2∆θ23) =

N2ρ2
1 −

3∑
i=1

n2
i − 2n1n2(−1)K12

2n3(n1 + n2)
,

ρ0 =
1

N

[
3∑
j=1

n2
i − 2

2∑
i=1

3∑
j=i+1

ninj + 4n1n2 + 4n3(n1 + n2) cos2(2∆θ23)

]1/2

.

(9.29)
Only the caseK12 = 0 is effective, corresponding to the casem = 2, because orientations
1 and 2 coincide.

Case C: 2∆θ12 6= K12π, 2∆θ23 = K23π, K12,K23 ∈ Z. This case is analogous to case
B, exchanging indices 1, 2 with 2, 3, respectively. Figure 9.6 depicts the curves of cases
B or C for a laminate having N = 6, m = 3 and n1 = 1, n2 = 2, n3 = 3, obtained by
permuting indices 1, 2, 3 modulo 3. This is due to the arbitrary substitution of cos (2∆θ13)

in the derivation of Eq. (9.26). Because of the cyclic permutation, cases B and C coincide.

Case D: 2∆θ12 6= K12π, 2∆θ23 6= K23π, K12,K23 ∈ Z. Subtracting term by term the last
two formulæ of Eq. (9.28), one gets the condition cos(2∆θ12) = cos(2∆θ23).

cos(2∆θ12) = cos(2∆θ23) =

N2ρ2
1 −

3∑
j=1

n2
j

2
2∑
i=1

3∑
j=i+1

ninj

,

F3(ρ0, ρ1; ∆θ12,∆θ23) = 0.

(9.30)
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Figure 9.6: Cases B or C for n1 = 1, n2 = 2, n3 = 3, (discretisation step = 3◦) by permuting
indices 1, 2, 3 modulo 3.

Figure 9.7 depicts the bound. It can be shown that it defines a lower bound for the feasible

(a) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 3

(b) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 6

(c) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 9

(d) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 12

Figure 9.7: Case D for four different laminates (discretisation step = 3◦).

region.
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A further case, arising from a different change of variables, is noteworthy to be con-
sidered.

Case E: 2∆θ12 6= K12π, 2∆θ23 6= K23π, K12,K23 ∈ Z. Subtracting term by term the last
two formulæ of Eq. (9.28), one gets the condition cos(2∆θ12) = cos(2∆θ23). Note that
cos(2∆θ13) = cos(2∆θ12 + 2∆θ23). From Eq. (9.25) one obtains the value of parameter
cos(2∆θ12).



cos(2∆θ12) = cos(2∆θ23) =

N2ρ2
1 −

3∑
i=1

n2
i − 2n1n3

2n2(n1 + n3)
, if 2∆θ12 = −2∆θ23,

cos(2∆θ12) = cos(2∆θ23) =
−b±

√
b2 − 4c

2
, if 2∆θ12 = 2∆θ23,

F3(ρ0, ρ1; ∆θ12,∆θ23) = 0,

(9.31)

where

b =
n2(n1 + n3)

2n1n3

, c = −
N2ρ2

1 −
3∑
i=1

n2
i + 2n1n3

4n1n3

.
(9.32)

Figure 9.8 depicts the bound. The area it encloses is always inside the actual feasible
region.

9.1.4.1 Exact Analytic Expression of the Feasible Domain for the
Case n1 = n2 = n3 = n

In the case n1 = n2 = n3 = n, for every N = 3n, the aforementioned relationships can
be further simplified. It is noteworthy that for this case, Eqs. (6.26) and (9.31) provide the
analytic expression of the actual projection of the feasible domain, i.e.

0 ≤ ρ0 ≤ 1,

0 ≤ ρ1 ≤ 1,

ρ0 ≤ ρ1 |3ρ1 + 2| ,

ρ0 ≥ ρ1 |3ρ1 − 2| ,

ρ0 ≤
1

3

√
1 +

(9ρ2
1 − 5)2

2
,

(9.33)

which, of course, does not depend on N . Figure 9.9 shows the result for this case. At
the best of our knowledge, it is the first time that an exact closed-form expression for the
projection of feasibility domain of a laminate is given.
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

(a) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 3

(b) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 6

(c) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 9

(d) Lamination points and envelope, n1 = 1, n2 = 2,
n3 = 12

Figure 9.8: Case E for four different laminates.

Figure 9.9: Lamination points and envelope for the case n1 = n2 = n3 = n (discretisation step
= 3◦).
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9.1.5 New Geometrical Bounds

It is possible to infer that Eq. (9.22) evaluated for λ = 1/N , i.e. F2(ρ0, ρ1, 1/N) =

0, is, in any case, a geometrical bound for anisotropic laminates. Similarly,
F2((−1)Kρ0K , ρ1, 1/N) = 0 is a geometrical bound for membrane-orthotropic laminates.

From the proofs of Propositions 9.2 and 9.3, there exists a region in the (ρ1, ρ0) plane
that is excluded from the feasible domain projection. This results has a physical interpre-
tation. For a SS made of N plies, the case m = 2, n1 = 1, n2 = N − 1 is the minimal
condition to make the feasible domain not to degenerate into a point (case n1 = 0).
Therefore, no lamination points can lie in the epigraph of F2(ρ0, ρ1, 1/N) = 0. If so,
plies would be a non-integer number, leading, thus, to a contradiction. The excluded area
is more important for relative small N , whilst it can be negligible as N increases.

Therefore, new geometrical bounds can be proposed for a general anisotropic lami-
nate: 

0 ≤ ρ0 ≤ 1,

0 ≤ ρ1 ≤ 1,

2ρ2
1 ≤

1− ρ2
0

1− (−1)Kρ0 cos 4(ΦA∗
0 − ΦA∗

1 )
,

F2(ρ0, ρ1, 1/N) ≤ 0.

(9.34)

Moreover, for a laminate having an orthotropic membrane stiffness tensor, the above
bounds simplifies to 

−1 ≤ ρ0K ≤ 1,

0 ≤ ρ1 ≤ 1,

2ρ2
1 − 1− (−1)Kρ0K ≤ 0

F2((−1)Kρ0K , ρ1, 1/N) ≤ 0.

(9.35)

It is noteworthy that, for a quasi-homogeneous laminate, Eqs. (9.34) and (9.35) offer a
description of the laminate feasible domain richer than those available in the literature
(Miki, 1982; Vannucci, 2012a).

Figure 9.10 shows the Vannucci’s geometrical bounds (Vannucci, 2012a) and the pro-
posed bound for anisotropic (Eq. (9.34)) and membrane-orthotropic (Eq. (9.35)) laminates
with N = 4.

It is remarkable that the proposed bounds formulation depends also on the number of
plies of the laminate.

9.2 On the Necessary and Su�cient Conditions for
Uncoupling and Homogeneity

In this Section, a discussion on the necessary and sufficient conditions to get mem-
brane/bending uncoupled and/or homogeneous laminates is presented. It is proved
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

(a) Anisotropic (b) Orthotropic K = 0

(c) Orthotropic K = 1

Figure 9.10: Vannucci’s geometrical bound (Vannucci, 2012a) and proposed bounds for a lami-
nate having N = 4 (discretisation step = 3◦)

that, when the distinct orientations within the stack are two, quasi-triviality (see Sec-
tion 4.3) represents a necessary and sufficient condition to achieve uncoupling and/or
quasi-homogeneity. More in general, quasi-triviality is only a sufficient condition.

Up to now, it is not clear if quasi-triviality is a sufficient or even necessary condition
to have uncoupled and/or homogeneous laminates. This Chapter aims at clarifying this
aspect, by showing that quasi-triviality is, in general, only a sufficient condition. How-
ever, for a particular case, quasi-triviality becomes also a necessary condition. In other
words, for that particular case, QT solutions constitute the full set of all possible uncou-
pled and/or homogeneous SSs.

Two Theorems of Linear Algebra are used to prove that quasi-triviality is only a suf-
ficient condition for uncoupling and/or homogeneity for m ≥ 3, and to prove that, for
m = 2, quasi-triviality is also a necessary one. The results are based on the following two
Theorems by Green (1916), which are reported here for the sake of completeness.

Theorem 9.1 (Theorem 1 from (Green, 1916)). Consider the p-dimensional cube A :=

(−π/2, π/2)p. Let y1 and y2 be functions of the p independent variables u1, u2,. . . ,up for
which all partial derivatives of the first order, ∂y1/∂uk, ∂y2/∂uk, (k = 1, 2, . . . , p) exist
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throughout the region A. Furthermore, suppose that one of the functions, i.e. yi, does not
vanish in A. Then, if all the two-rowed determinants in the matrix

y1 y2

∂y1

∂u1

∂y2

∂u1

∂y1

∂u2

∂y2

∂u2

...
...

∂y1

∂up

∂y2

∂up


(9.36)

vanish identically in A, y1 and y2 are linearly dependent in A.

Theorem 9.2 (Theorem 2 from (Green, 1916)). Consider the p-dimensional cube A :=

(−π/2, π/2)p. Moreover, consider the matrix Ms(y1, y2, . . . , yr) in which the first row
consists of the functions y1, y2 up to yr (for some r) and the other s rows of derivatives of
these functions:

Ms =



y1 y2 . . . yr

y
(1)
1 y

(1)
2 . . . y

(1)
r

...
...

...
...

y
(s)
1 y

(s)
2 . . . y

(s)
r


. (9.37)

Let the set of n functions y1, y2,. . . ,yn of the p independent variables u1, u2,. . . ,up
possess enough partial derivatives, of any order whatever, to form a matrix M =

M(n−2)(y1, y2, . . . , yn), of n columns and n− 1 rows, in which at least one of the (n− 1)-
rowed determinants, i.e.

Wn =



y1 y2 . . . yn−1

y
(1)
1 y

(1)
2 . . . y

(1)
n−1

...
...

...
...

y
(n−2)
1 y

(n−2)
2 . . . y

(n−2)
n−1


, (9.38)

vanishes nowhere in A. Moreover, suppose that all of the first derivatives of each of the
elements of the above matrix M exist, and adjoin to the matrix M such of these deriva-
tives as do not already appear in M, to form the new matrix M′ = Mq(y1, y2, . . . , yn),
which has n columns and at least n rows, so that q ≥ n−1. Then if all the n-rowed deter-
minants of the matrix M′ in which the determinant Wn is a first minor vanish identically
in A, the functions y1, y2,. . . ,yn are linearly dependent in A.
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Chapter 9. On the Non-convexity of the Feasible Domain of Laminates

Thanks to the above Theorems, the following Proposition can be introduced.

Proposition 9.6 (Condition for quasi-triviality to be a necessary and sufficient one for
quasi-homogeneity). QT SSs represent a necessary and sufficient condition to satisfy
membrane/bending uncoupling and/or homogeneity requirements when the number of
saturated groups m is equal to two.

Proof. Consider a laminate with a SS composed of m different orientations and apply
Theorem 9.1 to the set of functions eiβθj , j = 1, . . . ,m, β = 2, 4. When m = 2,
Eq. (9.36) reads 

eiβθ1 eiβθ2

iβeiβθ1 0

0 iβeiβθ2

 . (9.39)

One can easily check that none of the two-rowed determinants of Eq. (9.39) is singular in
A = (−π/2, π/2)2. In fact, the determinants would vanish if eiβθ1eiβθ2 = 0. However,
this condition reads cos β(θ1 + θ2) + i sin β(θ1 + θ2), which clearly is never zero. There-
fore, it follows that, for m = 2, the combination of functions eiβθj , j = 1, 2, β = 2, 4 is
linearly independent on A. Accordingly, the proof can be considered concluded. �

Remark 9.1. Proposition 9.6 means that uncoupled and/or homogeneous laminates imply
the annealing of the sum of coefficients {bk} and/or {ck} associated to each orientation.
In other words, when m = 2, uncoupled and/or homogeneous laminates are QT and vice
versa.

Remark 9.2. In the light of Theorem 9.1 and Proposition 9.6, it is not possible to obtain
extensionally-isotropic laminates with only two different orientations, since the sum of co-
efficients ak cannot be zero. This result is in agreement with the evidence that no isotropic
SS is known having only two distinct orientation angles (Warren & Norris, 1953; K. M.
Wu & Avery, 1992; Vannucci, 2017).

Remark 9.3. For m ≥ 3, there exist uncoupled and/or homogeneous laminates which
are not QT. It is a result discussed in (Vannucci & Verchery, 2001b), where the authors
have shown that the QT solutions are not the only possible ones. As a consequence, since
the combination of exponential functions may sum up to zero for some particular choice
of orientations, there exist uncoupled and/or homogeneous laminates which are not nec-
essarily QT. Theorem 9.2 formalises this fact.

9.3 Conclusions

This Chapter provided an answer to research question RQ4.
Accordingly, the choice of using Polar parameters to describe plane anisotropy seems
more valuable, in view of the nice physical properties (invariance and relationships with
material symmetries) enjoyed by the Polar parameters.
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9.3. Conclusions

The Chapter clarifies some preliminary aspects of the feasibility domain determina-
tion problem. Although tackling the problem in full generality is probably impractical,
a closed form of stricter feasibility bounds has been derived in terms of the membrane
stiffness tensor Polar parameters. This is an aspect of paramount importance in the op-
timisation of composite laminates, where the anisotropy is tailored to satisfy some merit
functions and constraints.

Moreover, the problem of retrieving sufficient and necessary conditions for mem-
brane/bending uncoupling and homogeneity has been addressed. It has been shown that,
in general, quasi-triviality is only a sufficient condition. It becomes also a necessary one
if the stacking sequence has only two distinct orientations.
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CHAPTER 10

Linear Models of Sti�ened Plates via Γ-convergence

L’operaio conosce cento parole, il padrone
mille. Per questo è lui il padrone.

Lorenzo Milani

This Chapter aims at answering research question RQ5.
Thin-walled structures are widely used in many engineering fields, such as aeronautic,
aerospace and naval structures, pressurised vessels design, civil and mechanical construc-
tions, etc. Since the widespread use of such structures, many models, based on a priori
kinematics assumptions on the displacement field, has been developed in the history of
Mechanics, in order to design and size structures, and to predict the behaviour of actual
loaded structures. Even though these models have been used successfully by generations
of engineers, scientists and - why not - students, they all defect the fact of relying on
heuristic, yet reasonable, assumptions. From a theoretical and ontological point of view,
as reasonable as these assumptions may sound, they are hypotheses that jeopardise the
validity of the models.

In the last years, attention has been paid to the rigorous justification of the classical
theories and models of Mechanics: beams, shells, plates, etc. The common approach is to
study the asymptotic behaviour of 3-dimensional problem formulations and letting some
"small" parameter going to zero (plate thickness, beam cross section etc.). After a suitable
passage to the limit, the asymptotic behaviour is obtained and, possibly, the limit solution
is recognised as one of the classic models.

In model dimension reduction, a special position is reserved to junctions of bodies,
possibly having different asymptotic dimensions: for instance, the junction of a 3D-
body with a "2D-body". Several contributes, especially from the "French school", can
be counted (Ciarlet et al., 1989; Le Dret, 1989; Ciarlet, 1990; Le Dret, 1992; Gruais,
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Chapter 10. Linear Models of Sti�ened Plates via Γ-convergence

1993a, 1993b). More recently, (Nardinocchi, 2002; Gaudiello et al., 2007; Gaudiello &
Zappale, 2010; Leugering et al., 2018) have studied the junction between multi-domain
bodies using classical variational techniques.

Conversely, in the last few years, especially in the "Italian school", the dimension
reduction problem has been faced via Γ-convergence, a well-known variational tool, ap-
peared for the first time in the seminal work of Ennio De Giorgi and Tullio Franzoni (De
Giorgi & Franzoni, 1975) (see Chapter 5). Among the others, many interesting results
have been obtained via Γ-convergence. For example, in (Freddi et al., 2007) authors jus-
tify the Vlasov theory of torsion and the well-known Bredt’s formulæ. Γ-convergence
has been successfully used to justify models for beams and plates in linear and non-linear
elasticity, in isotropic and anisotropic elasticity, also under residual stress condition or not
(Freddi et al., 2004; Freddi et al., 2009; Freddi et al., 2010; Paroni & Tomassetti, 2011;
Freddi et al., 2013; Davini et al., 2014a, 2014b).

Curiously, among the work about the limit models of plates and beams, there is a
lack of models of stiffened plates. At the best of the candidate’s knowledge, only the
work by Aufranc (1990) has been found in the literature dealing with this problem of
practical interest. However, this work considers an indeed-generalisable case, since the
stiffener cross-section scales uniformly. Hereby, it is addressed the problem of the asymp-
totic model of a stiffened plate in the framework of linear isotropic elasticity, as the plate
thickness and the stiffener cross-section go to zero, possibly with different velocities. The
variational convergence is obtained via Γ-convergence, a versatile tool which establishes
the validation of results on rigorous bases. Moreover, results are not derived with a priori
assumptions on the deformation kinematics, but in full generality.

A family of rectangular stiffened plates of thickness of order ε presenting a blade-
stiffener whose rectangular cross-section scales by εw and εh is thus considered in this
Chapter. As ε goes to zero, the limit problem is identified and, in the case of linear homo-
geneous isotropic materials, under suitable mild assumptions on the external loads, the
three-dimensional equilibrium solution Γ-converges to displacements of the Kirchhoff-
Love and Bernoulli-Navier classes. However, depending on the values of the scaling
factors, the limit junction conditions affect the limit energy in its form. As a noteworthy
result, in no case the limit energy considers all the contributes from all the limit displace-
ment fields of the plate and of the beam.

Section 10.1 introduces the setting of the variational problem, whilst Section 10.2 in-
troduces the mapping from the 3-dimensional equilibrium problem to a scaled family of
thin domains. Section 10.3 introduces two compactness results. They are needed for the
application of the Direct Method of the Calculus of Variations, as exposed in Section 5.2.
Section 10.4 is dedicated to the limit joining conditions on displacements between the
plate and the stiffener. In Section 10.5 the expression of the limit energy is obtained, to-
gether with the main Γ-convergence Theorem. Section 10.6 shows the strong convergence
of minima and minimisers. Finally, Section 10.7 concludes the Chapter with meaningful
considerations.
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10.1. Problem Description

The following notation is used throughout the Chapter. The Euclidean (Frobenius)
product is indicated with · and the corresponding induced norm by | · |. A generic con-
stant is indicated by letter C: its value may vary line to line. Indices α, β, γ, δ take values
in the set {1, 2}, indices a, b, c, d in the set {2, 3}, and indices i, j in the set {1, 2, 3}.∫

Ω
f(x) dX denotes the average value of a function over its domain, i.e. 1

|Ω|

∫
Ω

f(x) dX .

10.1 Problem Description

Let the real parameter ε, which takes values in a sequence of positive numbers converging
to zero, be introduced. The actual 3D structure is a plate-like body of thickness ε and with
in-plane dimension 2L × 2L lying in the negative semi-space spanned by x3. This body
has a blade-like stiffener lying in the positive semi-space spanned by x3, as depicted in
Figure 10.1. The junction region lies in the plane x3 = 0.

x1

x3

x2

2L

2L

2εwW

εhH

ε
O

Ω̂ε

Ω̌ε

Figure 10.1: Geometry of real problem

Let the plate-like body cross-section domain be denoted by

ω̂ := (−L,+L)× (−L,+L), (10.1)

and the cross-section of the stiffener by

ω̌ε := εw(−W,+W )× εh(0, H) w, h ∈ R+. (10.2)

Hence, the plate-like body domain reads

Ω̂ε := ω̂ × (−ε, 0), (10.3)

the stiffener domain reads
Ω̌ε := (−L,+L)× ω̌ε, (10.4)
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the body domain reads

Ωε := Ω̂ε ∪ Ω̌ε ∪ (−L,+L)× εw(−W,+W )× {0}, (10.5)

and the junction domain reads

ωεJ := (−L,+L)× εw(−W,+W )× {0}. (10.6)

For simplicity’ sake, consider the body clamped at section x1 = +L, and denote the
clamped area by

∂DΩε := ∂DΩ̂ε ∪ ∂DΩ̌ε, (10.7)

where ∂DΩ̂ε := {+L} × (−L,+L)× (−ε, 0) and ∂DΩ̌ε := {+L} × ω̌ε.
Considering Definitions 5.10 and 5.11, the Sobolev’s space defined on the set Ω is

denoted by

H1(Ω,R3) := {v : Ω 7→ R3 : v ∈ L2(Ω,R3),∇v ∈ L2(Ω,R3×3)}, (10.8)

where

L2(Ω,R3) :=

v : Ω 7→ R3 :

∫
Ω

|v|2
1/2

<∞

 (10.9)

is the L2 space defined on the same set. Besides, let

H1
[ε := {v ∈ H1(Ωε,R3) : v = 0 in ∂DΩε} (10.10)

denote the set of displacements which satisfy boundary conditions. According to
Eq. (5.19), the elastic strain is measured by means of the symmetric second-order ten-
sor 1

Ev :=
∇v +∇vT

2
, Ev ∈ Sym. (10.11)

symmetric part of the displacements gradient tensor

Hv := ∇v, Hv ∈ Lin. (10.12)

According to Eq. (5.20), let the stored-energy functional be expressed by W̃ε : Ωε 7→ R+,
defined as

W̃ε(v) :=
1

2

∫
Ωε

C [Ev] · Ev dX, (10.13)

where C ∈ Psym is the fourth-order elasticity tensor, positive definite, having the usual
symmetries (see Theorem 5.6), and coercive. This means that there exists a positive con-
stant C such that the coercivity property expressed by Theorem 5.7 holds.

1In this Chapter, following a notation typical of Solid Mechanics, the writing Ev (and similar expressions) must not
be intended as a tensor-vector product, but in the sense of the operator E (it returns the symmetric part of the gradient
of the argument) applied to the vector (the argument) v, i.e. the writing is equivalent to E ◦ v.
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10.2. The Scaled Problem

The set of displacements of Kirchhoff-Love’s type is denoted by

KL(Ω̂ε) :=
{
u ∈ H1(Ω̂ε) : ∃ ξ̂α ∈ H1(ω̂),∃ξ̂3 ∈ H2(ω̂), u3 = ξ̂3, uα = ξ̂α − x3ξ̂3,α

}
,

(10.14)
and the set of displacements of Bernoulli-Navier’s type by

BN(Ω̌ε) :=
{
u ∈ H1(Ω̌ε) : ∃ ξ̌1 ∈ H1((−L,+L)),∃ ξ̌A ∈ H2((−L,+L)),

u1 = ξ̌1 − x3ξ̌3,1 − x2ξ̌2,1, ua = ξ̌a(x1)
}
. (10.15)

Note that the Kirchhoff-Love’s displacement components are referred to the plate face
lying on the plane x3 = 0 and not, as usual, to the mid-plane. A similar consideration
holds for the stiffener, where the displacement field is not referred to the centreline.
Of course, for the particular choice of ε = 1, one has

Ω̂ := Ω̂1, Ω̌ := Ω̌1, Ω := Ω1. (10.16)

10.2 The Scaled Problem

Suppose that the elasticity tensor of the structure may be decomposed as follows:

C :=

Ĉ, in Ω̂ε,

ε2q+1Č, in Ω̌ε,
(10.17)

where q ∈ R. Consequently, the elastic stored-energy functional of the system is defined
as

W̃ε(u) =
1

2

∫
Ω̂ε

Ĉ [Eu] · Eu dX +
1

2

∫
Ω̌ε

ε2q+1Č [Eu] · Eu dX. (10.18)

As commonly done, after a proper change of variables, the functional is rescaled over
a fixed domain (see (Anzellotti et al., 1994)). For the plate, the following mapping is
introduced:

q̂ε : Ω̂ 7→ Ω̂ε,

q̂ε(x1, x2, x3) := (x1, x2, εx3),

Q̂ε := ∇q̂ε = diag(1, 1, ε),

ûε := Q̂εu ◦ q̂ε.

(10.19)

Differentiating, one obtains

Ĥεûε := (Hu) ◦ q̂ε = Q̂−1
ε HûεQ̂

−1
ε =


(Hûε)11 (Hûε)12

(Hûε)13

ε

(Hûε)21 (Hûε)22
(Hûε)23

ε
(Hûε)31

ε

(Hûε)32

ε

(Hûε)33

ε2

 , (10.20)
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and

Êεûε := (Eu) ◦ q̂ε = Q̂−1
ε EûεQ̂

−1
ε =


(Eûε)11 (Eûε)12

(Eûε)13

ε

(Eûε)22
(Eûε)23

ε

sym
(Eûε)33

ε2

 . (10.21)

In a similar fashion, the following mapping is introduced for the stiffener

q̌ε : Ω̌ 7→ Ω̌ε,

q̌ε(x1, x2, x3) := (x1, ε
wx2, ε

hx3),

Q̌ε := ∇q̌ε = diag(1, εw, εh),

ǔε := Q̌εu ◦ q̌ε.

(10.22)

Differentiating, one obtains

Ȟεǔε := (Hu) ◦ q̌ε = Q̌−1
ε HǔεQ̌

−1
ε =


(Hǔε)11

(Hǔε)12

εw
(Hǔε)13

εh
(Hǔε)21

εw
(Hǔε)22

ε2w

(Hǔε)23

εw+h

(Hǔε)31

εh
(Hǔε)32

εw+h

(Hǔε)33

ε2h

 , (10.23)

and

Ěεǔε := (Eu) ◦ q̌ε = Q̌−1
ε EǔεQ̌

−1
ε =


(Eǔε)11

(Eǔε)12

εw
(Eǔε)13

εh
(Eǔε)22

ε2w

(Eǔε)23

εw+h

sym
(Eǔε)33

ε2h

 . (10.24)

For simplicity of notation, the following parameter is introduced:

2k := 2q + w + h, (10.25)

which will play a fundamental role in the following of this Chapter. Rescaling the problem
over the fixed domain, one obtains

W̃ε

ε
:= Wε(ûε, ǔε) =

1

2

∫
Ω̂

Ĉ
[
Êεûε

]
· Êεûε dX +

1

2

∫
Ω̌

Č
[
εkĚεǔε

]
· εkĚεǔε dX,

=: Ŵε(ûε) + W̌ε(ε
kǔε).

(10.26)
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10.3 Compactness Lemmata

According to Section 5.3, the (sequentially) compactness of the candidate space is a fun-
damental preliminary property to assess a Γ-convergence result. In this Section, the com-
pactness of some properly rescaled sequences of displacements, both for the plate and the
stiffener, is proved, and the candidate space is defined.

Lemma 10.1 (Compactness of rescaled plate displacement). Let {ûε} ⊂ H1
[ (Ω̂) be a

sequence such that supε Ŵε(ûε) ≤ ∞. Then, there exist a sub-sequence (not relabelled)
{ûε} and one element û ∈ KL(Ω̂) such that ûε ⇀ û in H1(Ω̂).

Proof. Since Ĉ is positive-definite, from Korn’s inequality (see Theorem 5.14) it follows
that

C sup
ε
‖ûε‖2

H1(Ω̂) ≤ sup
ε

∥∥∥Êεûε

∥∥∥2

L2(Ω̂)
<∞. (10.27)

Hence, up to a subsequence, ûε ⇀ û for a certain û ∈ H1(Ω̂,R3). Therefore, the se-
quences {

(Eûε)αβ

}
,

{
(Eûε)α3

ε

}
,

{
(Eûε)33

ε2

}
,

are bounded in L2(Ω̂). This fact implies that, in L2(Ω̂),

ûεα,3 + ûε3,α ⇀ ûα,3 + û3,α = 0,

ûε3,3 ⇀ û3,3 = 0.
(10.28)

Hence, it is easy to deduce that û ∈ KL(Ω̂). �

Lemma 10.2 (Compactness of rescaled stiffener displacements). Let {εkǔε} ⊂ H1
[ (Ω̌)

be a sequence such that supε W̌ε(ε
kǔε) ≤ ∞; then, there exist a sub-sequence (not rela-

belled) {εkǔε} and one element ǔ ∈ BN(Ω̌) such that εkǔε ⇀ ǔ in H1(Ω̌).

Proof. Since Č is positive-definite, from Korn’s inequality (see Theorem 5.14) it follows
that

C sup
ε

∥∥εkǔε∥∥2

H1(Ω̌)
≤ sup

ε

∥∥εkĚεǔε
∥∥2

L2(Ω̌)
<∞. (10.29)

Hence, up to a subsequence, εkǔε ⇀ ǔ for a certain ǔ ∈ H1(Ω̌,R3). As a consequence,
sequences {

(εkĚεǔε)ij

}
are bounded in L2(Ω̌). This fact implies that, in L2(Ω̌),

εkǔε1,2 + εkǔε2,1 ⇀ ǔ1,2 + ǔ2,1 = 0,

εkǔε1,3 + εkǔε3,1 ⇀ ǔ1,3 + ǔ3,1 = 0,

εkǔε3,2 + εkǔε2,3 ⇀ ǔ3,2 + ǔ2,3 = 0,

εkǔεa,a ⇀ ǔa,a = 0.

(10.30)
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Hence, it is easy to deduce that ǔ ∈ BN(Ω̌). �

The candidate spaces are then the KL(Ω̂) one for the displacements of the plate, and
the BN(Ω̌) one for the displacements of the stiffener.

10.4 Junction Conditions

Whereas the problem has been split into two sub-domains Ω̂ and Ω̌, considering two
displacements fields ûε and ǔε defined over these sets (respectively), some joining condi-
tions between these two fields must be introduced. In particular, it must be imposed the
equality of the displacement components in the fixed-domain. Since the aforementioned
expressions of u in terms of ûε and ǔε, one must impose

Q̂−1
ε ûε ◦ q̂−1

ε = Q̌−1
ε ǔε ◦ q̌−1

ε in (−L,+L)× (−εwW,+εwW )× {0}, (10.31)

which may be rewritten as

εkQ̌εQ̂
−1
ε ûε ◦ q̂−1

ε ◦ q̌ε = εkǔε in (−L,+L)× (−εwW,+εwW )× {0}. (10.32)

More explicitly,

εkûε1(x1, ε
wx2, 0) = εkǔε1(x1, x2, 0),

εk+wûε2(x1, ε
wx2, 0) = εkǔε2(x1, x2, 0),

εk+h−1ûε3(x1, ε
wx2, 0) = εkǔε3(x1, x2, 0),

(10.33)

for all (x1, x2) ∈ (−L,+L) × (−εwW,+εwW ) × {0}. Note that right members of
Eq. (10.33) have a straightforward passage to limit, because of the continuity of the trace
operator property and Lemma 10.2. Conversely, left-side terms require more involved
calculations. In fact, if the generic function f(x1, x2, x3) belongs to H1(Ω), its trace
f(x1, x2, 0) belongs to H1/2(∂Ω) ↪→ L2(∂Ω) and the trace is a bounded continuous oper-
ator. However, f(x1, 0, 0) is not well-defined as the trace of f(x1, x2, 0), because it can be
shown that the trace of a L2 function is not bounded, in general. Besides, the continuity
of the trace operator does not hold.

10.4.1 An Important Inequality

An important estimate, which will be used in the derivation of the limit junction condi-
tions, is derived in this Section. Some arguments presented in (Griso, 2005) are adapted,
where a scaled reference system, as depicted in Figure 10.2, is considered. With reference
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10.4. Junction Conditions

Figure 10.2: (Left) Reference system in this Chapter; (Right) Reference system in (Griso, 2005)

to Figure 10.2, consider the quantity Ω̃ε := ω̂ × (−ε1/2,+ε1/2) and the mapping

q̃ : Ω̂ 7→ Ω̃ε,

q̃(x1, x2, x3) :=
(
x1, x2, ε

(
x3 + 1

2

))
:= (y1, y2, y3),

Q̃ε := ∇q̃ = diag(1, 1, ε).

(10.34)

Consider the displacement field

ũε : Ω̃ε 7→ R3, ũε := Q̃−1
ε ûε ◦ q̃−1

ε , (10.35)

and the following quantities:

m̃ε(y
′) :=

∫ ε/2

−ε/2
ũε dy3, r̃ε(y

′) :=
3

2(ε/2)3

∫ ε/2

−ε/2
y3e3 ∧ ũε dy3,

ũtε := m̃ε + y3r̃ε ∧ e3, ũrε := ũε − ũtε.

(10.36)

Moreover, define

m̂ε(x
′) :=

0∫
−1

ûε dx3, r̂ε(x
′) :=

3

2(1/2)3

0∫
−1

(
x3 + 1

2

)
e3 ∧ ûε dx3,

ûtε := m̂ε +
(
x3 + 1

2

)
r̂ε ∧ e3, ûrε := ûε − ûtε.

(10.37)
Given ûε, define

Hεûε := Q̃−1
ε ∇ûεQ̃−1

ε , Eεûε := sym (Hεûε) . (10.38)

Then:

m̂ε(x
′) =

0∫
−1

ûε dx3 =

0∫
−1

Q̃εũε ◦ q̃ε dx3 =

∫ +ε/2

−ε/2
Q̃εũε dy3 =: Q̃εm̃ε (10.39)
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and

r̂ε(x
′) =

3

2(1/2)3

0∫
−1

(
x3 + 1

2

)
e3 ∧ ûε dx3 =

3

2(1/2)3

0∫
−1

(
x3 + 1

2

)
e3 ∧ Q̃εũε ◦ q̃ε dx3

=
3

2(1/2)3

+ε/2∫
−ε/2

y3

ε
e3 ∧ Q̃εũε

dy3

ε
= Q̃ε

3ε

2(ε/2)3

+ε/2∫
−ε/2

y3e3 ∧ ũε dy3

=: εQ̃εr̃ε.

(10.40)

Then:

Q̃−1
ε ûtε ◦ q̃−1

ε = Q̃−1
ε

[
m̂ε +

y3

ε
r̂ε ∧ e3

]
= m̃ε + y3r̃ε ∧ e3 =: ũtε,

ũrε := ũε − ũtε = Q̃−1
ε ûrε ◦ q̃−1

ε .
(10.41)

Theorem 10.1 (Theorem 2.3 from (Griso, 2005)).∥∥Eũtε∥∥2

L2(Ω̃ε)
+ ‖Hũrε‖2

L2(Ω̃ε) +
1

ε2(1/2)2
‖ũrε‖2

L2(Ω̃ε) ≤ C ‖Eũε‖2
L2(Ω̃ε) . (10.42)

Proof. see (Griso, 2005). �

Rearranging Eq. (10.42), one obtains∥∥∥E [Q̃−1
ε ûtε ◦ q̃−1

ε

]∥∥∥2

L2(Ω̃ε)
+
∥∥∥H [Q̃−1

ε ûrε ◦ q̃−1
ε

]∥∥∥2

L2(Ω̃ε)
+

1

ε2(1/2)2

∥∥∥Q̃−1
ε ûrε ◦ q̃−1

ε

∥∥∥2

L2(Ω̃ε)

≤ C
∥∥∥E [Q̃−1

ε ûε ◦ q̃−1
ε

]∥∥∥2

L2(Ω̃ε)∥∥∥Q̃−1
ε EûtεQ̃

−1
ε

∥∥∥2

L2(Ω̃)
+
∥∥∥Q̃−1

ε HûrεQ̃
−1
ε

∥∥∥2

L2(Ω̃)
+

1

ε2(1/2)2

∥∥∥Q̃−1
ε ûrε

∥∥∥2

L2(Ω̃)

≤ C
∥∥∥Q̃−1

ε EûεQ̃
−1
ε

∥∥∥2

L2(Ω̃)∥∥∥Êεû
t
ε

∥∥∥2

L2(Ω̂)
+
∥∥∥Ĥεû

t
ε

∥∥∥2

L2(Ω̂)
+

1

ε2(1/2)2

∥∥∥Q̃−1
ε ûrε

∥∥∥2

L2(Ω̂)
≤ C

∥∥∥Êεûε

∥∥∥2

L2(Ω̂)
.

(10.43)

Therefore, remembering the compactness result of Lemma 10.1, the main result of this
section reads:

1

ε2

∥∥∥Q̃−1
ε ûrε

∥∥∥2

L2(Ω̂)
< +∞. (10.44)

10.4.2 The Junction Conditions for Displacements

The following Lemma can be now proved.
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10.4. Junction Conditions

Lemma 10.3 (Trace approximation). Let ûε ∈ H1(Ω̂) be a sequence of functions such
that ûε ⇀ û in the H1(Ω̂) norm, û ∈ KL. Then ûε(x1, ε

wx2, 0) converges in the L2(ω̂)

norm to the trace of û in (−L,+L)× {0} × {0} if and only if 0 < w < 2.

Proof. First of all, consider the following change of variables between the displacement
components defined on the midplane and those defined on the external face of the plate

ξ̃3 = ξ̂3, ξ̃α = ξ̂α +
1

2
ξ̂3,α, (10.45)

and the following identity:

ξ̂ξξ(x1, 0) =

(
ξ̃ξξ +

1

2
(−e3 ∧∇ξ̃3) ∧ e3

)
(x1, 0). (10.46)

The thesis of the Lemma is proved by showing that∥∥∥ûε(x1, ε
wx2, 0)− ξ̂ξξ(x1, 0)

∥∥∥
L2(Ω̂)

≤∥∥ûε(x1, ε
wx2, 0)− ûtε(x1, ε

wx2, 0)
∥∥
L2(Ω̂)

+

∥∥∥∥ûtε(x1, ε
wx2, 0)−

(
m̂ε +

1

2
r̂ε ∧ e3

)
(x1, ε

wx2)

∥∥∥∥
L2(Ω̂)

+

∥∥∥∥(m̂ε +
1

2
r̂ε ∧ e3

)
(x1, ε

wx2)−
(
m̂ε +

1

2
r̂ε ∧ e3

)
(x1, 0)

∥∥∥∥
L2(Ω̂)

+

∥∥∥∥(m̂ε +
1

2
r̂ε ∧ e3

)
(x1, 0)−

(
ξ̃ξξ +

1

2
(−e3 ∧∇ξ̃3) ∧ e3

)
(x1, 0)

∥∥∥∥
L2(Ω̂)

→ 0.

(10.47)

The four norms at the right-side member are referenced as row1, row2, row3, and row4,
respectively.

It is easy to show that m̂ε ⇀ ξ̃ξξ in H1(ω̂) and that r̂ε ⇀ −e3 ∧∇ξ̃3 in H1(ω̂). Then, it
has been proved that row4 tends to zero.
(row3)2 can be rewritten as

∫ 0

−1

∫
ω̂

∣∣∣∣∣∣
εwx2∫
0

∂2

(
m̂ε +

1

2
r̂ε ∧ e3

)
(x1, t2) dt2

∣∣∣∣∣∣
2

dx1 dx2 dx3

≤
0∫

−1

∫
ω̂

|εwx2|
εwx2∫
0

∣∣∣∣∂2

(
m̂ε +

1

2
r̂ε ∧ e3

)
(x1, t2)

∣∣∣∣2 dt2 dx1 dx2 dx3

≤Cεw
0∫

−1

∫
ω̂

∣∣∣∣∂2

(
m̂ε +

1

2
r̂ε ∧ e3

)
(x1, t2)

∣∣∣∣2 dt2 dx1 dx3

≤Cεw

(10.48)

which tends to zero, since the integrand function is bounded in H1(ω̂) and w > 0.
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As for row2, it is trivially true that is equal to zero.
Consider (row1)2 together with Eq. (10.44).∥∥ûε(x1, ε

wx2, 0)− ûtε(x1, ε
wx2, 0)

∥∥2

L2(Ω̂)
= ‖ûrε(x1, ε

wx2, 0)‖2
L2(Ω̂)

≤ 1

εw
‖ûrε(x1, x2, 0)‖2

L2(Ω̂)

=
1

εw

∥∥∥Q̂εQ̂
−1
ε ûrε(x1, x2, 0)

∥∥∥2

L2(Ω̂)

≤ 1

εw

∥∥∥Q̂ε

∥∥∥2

L2(Ω̂)

∥∥∥Q̂−1
ε ûrε(x1, x2, 0)

∥∥∥2

L2(Ω̂)

≤ ε2

εw
C
∥∥∥Q̂ε

∥∥∥2

L2(Ω̂)

(10.49)

which tends to zero if 2 > w. �

The limit of Eq. (10.33) can be now taken in the L2(Ω̂) norm. However, the limit
depends on the relative values of the exponents k, w and h. This dependency is taken
into account by introducing the following functions: χ̂χχ : R × (0, 2) × R̄+ 7→ {0, 1}3,
χ̂χχ(k, w, h) 7→ {0, 1}3 and χ̌χχ : R× (0, 2)× R̄+ 7→ {0, 1}3, χ̌χχ(k, w, h) 7→ {0, 1}3, defined
as follows:

χ̂χχ :=



χ̂1 =

0 ifk > 0

1 ifk ≤ 0

χ̂2 =

0 ifk + w > 0

1 ifk + w ≤ 0

χ̂3 =

0 ifk + h− 1 > 0

1 ifk + h− 1 ≤ 0,

, χ̌χχ :=



χ̌1 =

0 ifk < 0

1 ifk ≥ 0

χ̌2 =

0 ifk + w < 0

1 ifk + w ≥ 0

χ̌3 =

0 ifk + h− 1 < 0

1 ifk + h− 1 ≥ 0,

(10.50)
so that the limit junction conditions reads:

X̂(k, w, h) ξ̂ξξ(x1, 0) = X̌(k, w, h) ξ̌ξξ(x1), (10.51)

where X̂ := diag(χ̂1, χ̂2, χ̂3) and X̌ := diag(χ̌1, χ̌2, χ̌3).

10.4.3 Di�erent Regimes for Joining Conditions

Considering Eq. (10.51), the following regimes are possible, depending on values of k
(q), w and h. The general scenario can be graphically depicted in Figure 10.3, where the
red, green and blue planes represents the conditions χ̂i = χ̌i = 1, respectively.

The cases reported in (Aufranc, 1990) correspond to the particular choice w = h = 1

and q = −a/4 (a is an exponent used in (Aufranc, 1990) for the stiffener material prop-
erties scaling. Aufranc (1990) considers the cases a = 4, 6).
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Figure 10.3: Junction conditions discriminant
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(a) Case q = −1 (corresponding to the case a = 4)
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1.5
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(b) Case q = −3/2 (corresponding to the case a = 6 )

Figure 10.4: Cases presented in Aufranc (1990)

Analysing Figure 10.3, it in noteworthy to see that for no combination of k, w, h (re-
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member that w and h are strictly positive) the three joining conditions in Eq. (10.51) are
non-trivial at the same time. For the same reasons, the first and second conditions cannot
be simultaneously non-trivial. However, for h = 1 the first and third joining conditions
are necessarily non-trivial, whilst for h = w + 1 the second and the third conditions are
so. Table 10.1 reports all the possible regimes as defined from the relative values of the
scaling parameters (see Figure 10.3).

10.5 The Limit Energy

In this Section, the limit energy is deduced. Firstly, the convergence of some components
of the rescaled strain energy is established.

Lemma 10.4 (Convergence of components of the rescaled strain energy). Under the same
assumptions, up to sub-sequences, in the weak L2(Ω̌) topology,

εk
(
Ěεǔε

)
11
⇀ D1ǔ1 weakly in L2(Ω̌) (10.52)

Proof. To prove (10.52) it is sufficient to notice that εk
(
Ěεǔε

)
11

= εkD1ǔε 1 and to apply
Lemma 10.2. �

Define

f̂0(Êαβ) := min
Ai3

{f̂(A) : A ∈ Sym, Aαβ = Êαβ},

f̌0(Ě11) := min
A12,A13,Aab

{f̌(A) : A ∈ Sym, A11 = D1ǔ1};
(10.53)

as linear homogeneous isotropic materials are considered, the stored-energy density func-
tion is of the form (see Theorem 5.8)

f̂(A) =
1

2
Ĉ[A] ·A = µ̂|A|2 +

λ̂

2
|trA|2

f̌(A) =
1

2
Č[A] ·A = µ̌|A|2 +

λ̌

2
|trA|2.

(10.54)

A direct computation shows that

ẐZZ(Êαβ) := argminf̂0 = Êαβeα ⊗ eβ −
ν̂

1− ν̂ (Ê11 + Ê22)e3 ⊗ e3,

ŽZZ(D1ǔ1) := argminf̌0 = Ě11 [e1 ⊗ e1 − ν̌(e2 ⊗ e2 + e3 ⊗ e3)] ,

(10.55)

and

f̂0 = µ̂

(
Ê2

11 + Ê2
22 + 2ν̂Ê11Ê22

1− ν̂ + 2Ê2
12

)
,

f̌0 =
1

2
ĚĚ2

11,

(10.56)
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where E :=
µ(2µ+ 3λ)

µ+ λ
is the Young modulus and ν =

λ

2(λ+ µ)
is the Poisson’s coef-

ficient. Of course, labels ·̂ and ·̌ specify if these quantities are referred to the plate-like or
stiffener-like body.

Let the set of the pairs of admissible displacements be introduced:

A := {(û, ǔ) : û ∈ KL[(Ω̂), ǔ ∈ BN[(Ω̌), satisfying (10.51) and the boundary conditions}.
(10.57)

The stored-energy can be extended as the functional W (û, ǔ) : H1(Ω̂) × H1(Ω̌) 7→
[0,+∞] defined by

W (û, ǔ) :=

Ŵ (û) + W̌ (ǔ), if (û, ǔ) ∈ A

+∞, otherwise ,
(10.58)

where
Ŵ (û) :=

∫
Ω̂

f̂0 dX, W̌ (ǔ) :=

∫
Ω̌

f̌0 dX. (10.59)

The main result of the Chapter is the following (see Definition 5.18)

Theorem 10.2 (Γ-limit). As ε → 0+, the sequence of functionals Wε Γ-converges to the
functional W in the following sense:

(a) (lim inf inequality) for every sequence εn → 0+ (εn > 0 ∀n ) and for every sequence
(ûεn , ǔεn) ∈ Aεn such that

ûεn ⇀ û in H1(Ω̂),

εknǔεn ⇀ ǔ in H1(Ω̌),
(10.60)

one obtains
lim inf
n→+∞

Wεn(ûεn , ε
k
nǔεn) ≥ W (û, ǔ) (10.61)

(b) (Recovery sequence) for every sequence εn → 0+ (εn > 0 ∀n ) and for every
(û, ǔ) ∈ A there exists a sequence (ûεn , ǔεn) ∈ Aεn , called recovery sequence,
such that

ûεn ⇀ û in H1(Ω̂),

εknǔεn ⇀ ǔ in H1(Ω̌),
(10.62)

and
lim sup
n→+∞

Wεn(ûεn , ε
k
nǔεn) ≤ W (û, ǔ). (10.63)

Proof. Firstly, the liminf inequality is proved. Without loss of generality, suppose that

lim inf
n→+∞

Wεn(ûεn , ε
k
nǔεn) < +∞
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otherwise there is nothing to prove; hence,

sup
n

Wεn(ûεn , ε
k
nǔεn) < +∞.

Thus, Lemmata 10.1, 10.2 and 10.4 hold. Taking into account the decomposition given in
Eq. (10.26), it is sufficient to show that

lim inf
n→+∞

Ŵεn(ûεn) ≥
∫
Ω̂

f̂0 dX, lim inf
n→+∞

W̌εn(εknǔεn) ≥
∫
Ω̌

f̌0 dX. (10.64)

By minimality condition represented by Eq. (10.53), one has that f̂ ≥ f̂0 and f̌ ≥ f̌0.
Denoting with Ê the limit Êεnûεn ⇀ Ê in L2(Ω̂), one obtains

lim inf
n→+∞

Ŵεn(ûεn) = lim inf
n→+∞

∫
Ω̂

f̂
(
Êεnûεn

)
dX

= lim inf
n→+∞

∫
Ω̂

f̂
(
Êεnûεn − Ê

)
dX −

∫
Ω̂

f̂
(
Ê
)

dX +

∫
Ω̂

Ĉ[Êεnûεn ] · Ê dX

≥ lim inf
n→+∞

∫
Ω̂

Ĉ[Êεnûεn ] · Ê dX −
∫
Ω̂

f̂
(
Ê
)

dX

=

∫
Ω̂

Ĉ[Ê] · Ê dX −
∫
Ω̂

f̂
(
Ê
)

dX

=

∫
Ω̂

f̂
(
Ê
)

dX

≥
∫
Ω̂

f̂0

(
ẐZZ
)

dX =

∫
Ω̂

f̂0

(
Ê11, Ê22, Ê12

)
dX.

(10.65)
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Similarly, denoting with Ě the limit of εknĚεnǔεn ⇀ Ě in L2(Ω̌), one obtains

lim inf
n→+∞

W̌εn(εkǔεn) = lim inf
n→+∞

∫
Ω̌

f̌
(
εknĚεnǔεn

)
dX

= lim inf
n→+∞

∫
Ω̌

f̌
(
εknĚεnǔεn − Ě

)
dX −

∫
Ω̌

f̌
(
Ě
)

dX +

∫
Ω̌

Č[εknĚεnǔεn ] · Ě dX

≥ lim inf
n→+∞

∫
Ω̌

Č[εknĚεnǔεn ] · Ě dX −
∫
Ω̌

f̌
(
Ě
)

dX

=

∫
Ω̌

Č[Ě] · Ě dX −
∫
Ω̌

f̌
(
Ě
)

dX

=

∫
Ω̌

f̌
(
Ě
)

dX

≥
∫
Ω̌

f̌0

(
ŽZZ
)

dX =

∫
Ω̌

f̌0

(
Ě11

)
dX.

(10.66)

A recovery sequence is now found. For the sake of simplicity, the rest of the proof
is limited for the particular case B of Table 10.1, for which k = 0 and h = 1. Suppose
that W < +∞, otherwise there is nothing to prove. Assume (û, ǔ) to be smooth and
equal to zero near x1 = B. The convergence of these elements and the characterisation
the limit functions have been already accomplished. Introduce the function u0,ε whose
components are defined as follows:

u0,ε
1 :=

ξ̂1 − x3ξ̂3,1 in Ω̂

ξ̂1(x1, 0)− x3ξ̂3,1(x1, 0) + ν̌ε2w x
2
2

2
x3ξ̂3,111(x1, 0) in Ω̌

u0,ε
2 :=

ξ̂2 − x3ξ̂3,2 in Ω̂

−ν̌ε2w
[
x2ξ̂1,1(x1, 0)− x2x3ξ̂3,11(x1, 0)

]
in Ω̌

u0,ε
3 :=

ξ̂3 − ε2 ν̂

1− ν̂ x3

[
ξ̂1,1 + ξ̂2,2 −

x3

2

(
ξ̂3,11 + ξ̂3,22

)]
in Ω̂

ξ̂3(x1, 0)− ν̌ε2h
[
x3ξ̂1,1(x1, 0)− x23

2
ξ̂3,11(x1, 0)

]
− ν̌ε2w x

2
2

2
ξ̂3,11(x1, 0) in Ω̌

(10.67)
It can be seen that the function satisfies boundary conditions at x1 = B, the junction
conditions of Eq. (10.51) and the conditions:

‖Êεu
0,ε − ẐZZ‖L2(Ω̂) → 0, ‖Ěεu

0,ε − ŽZZ‖L2(Ω̌) → 0,

‖u0,ε − û‖H1(Ω̂) → 0, ‖u0,ε − ǔ‖H1(Ω̌) → 0.
(10.68)

Hence, in this case, u0,εn is a recovery sequence. The case for non-smooth u0,εn is
achieved by approximating u0,εn in H1 by a smooth function satisfying boundary and
junction conditions, concluding with a standard diagonal argument. �
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The limit energies have the following formal expressions

W̌ =
1

2

+B∫
−B

 Ě A −Ě S2

−Ě S2 Ě J2

 ( ξ̂1,1(x1, 0)

ξ̂3,11(x1, 0)

)
·
(
ξ̂1,1(x1, 0)

ξ̂3,11(x1, 0)

)
dx1, (10.69)

where

A :=

∫
ω̌

dx2 dx3 = WH, S2 :=

∫
ω̌

x3 dx2 dx3 = W
H2

2
, J2 :=

∫
ω̌

x2
3 dx2 dx3 = W

H3

3
,

(10.70)
and

Ŵ =
1

2

∫
ω̂

[
A B

B D

]


ξ̂1,1

ξ̂2,2

ξ̂1,2 + ξ̂2,1

ξ̂3,11

ξ̂3,22

ξ̂3,12


·



ξ̂1,1

ξ̂2,2

ξ̂1,2 + ξ̂2,1

ξ̂3,11

ξ̂3,22

ξ̂3,12


dx1 dx3, (10.71)

where

A :=
Ê 1

1− ν̂2


1 ν̂ 0

1 0

sym 1−ν̂
2

 , B := − Ê 12

2(1− ν̂2)


1 ν̂ 0

1 0

sym 1−ν̂
2

 ,

D :=
Ê 13

3(1− ν̂2)


1 ν̂ 0

1 0

sym 2(1− ν̂)

 .
(10.72)

Remark 10.1. Considering ξ̌3 = 0 in Eq. (10.67), one obtains easily the recovery se-
quence also for the case C of Table 10.1. The consequent limit energy simplifies to

W̌ =
1

2

+B∫
−B

Ě A ξ̂2
1,1(x1, 0) dx1 (10.73)

for the stiffener, whilst for the plate the limit energy is the same of Eq. (10.71). Since the
stiffener participates to the energy functional only through extensional displacements, the
stiffener behaves actually like a truss.

10.6 Convergence of Minima and Minimisers

Theorem 5.15 presents conditions to achieve the convergence of minima and minimiser
of the "real" problem, ruled by Fε, with those of the limit problem ruled by F .
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The total energy F̃ε of the system (see Definition 5.9) can be written as the sum of the
strain energy W̃ε minus the work done by external loads L̃ε

F̃ε(u) := W̃ε(u)− L̃ε(u), (10.74)

where the external loads work is of the form

L̃ε(u) :=

∫
Ωε

bε · u dX, (10.75)

and where the body forces bε belong to L2(Ω).
After a scaling akin to Section 10.2, let Lε(ûε, ǔε) := 1

ε
L̃ε(uε) = L̂ε(ûε)+Ľε(ε

kǔε)

denote the rescaled work. Assume that the contributes of the plate and of the stiffener in
the rescaled work continuously converge to some limit functionals L̂ (û) and Ľ (ǔ), re-
spectively, in the sense of the convergence used in Theorem 10.2.

Therefore, the following result holds:

Theorem 10.3 (Convergence of the total energy). As ε→ 0+, the sequence of functionals
Fε(uε) := Wε(uε)−Lε(uε) Γ-converges to the limit functional F (u) := W (u)−L (u)

in the sense specified by Theorem 10.2.

Proof. The proof directly follows from the well-known stability of Γ-convergence with
respect to continuous, real-valued perturbations (Theorem 5.16) see also, Dal Maso (1993,
Proposition 6.20). �

Theorem 10.4 (Strong convergence of minima and minimisers). The minimisation prob-
lem for the Γ-limit functional F = W −L

min{F (ûuu, ǔuu) : û ∈ KL(Ω̂), ǔ ∈ BN(Ω̌), ûuu = ǔuu = 0 on ∂DΩ,

equation (10.51) is satisfied }
(10.76)

admits a unique solution (ûuu#, ǔuu#). Moreover, as ε→ 0+,

1. û#ε → û# strongly in H1(Ω̂);

2. ǔ#ε → ǔ# strongly in H1(Ω̌);

3. Fε(û#ε, ǔ#ε) converges to F (û#, ǔ#).

Proof. The existence of a solution for Problem (10.76) can be proved through the Direct
Method of the Calculus of Variations (see Section 5.2, in particular Theorem 5.11); its
uniqueness follows from the strictly convexity of the functional F .

From Theorem 10.3, from well-known properties of Γ-limits and, in particular, from
Dal Maso (1993, Proposition 6.8 and 8.16 (lower-semicontinuity of sequential Γ-limits),
Theorem 7.8 (coercivity of Γ-limits) and Corollary 7.24 (convergence of minima and min-
imiser)), it follows that points (1) and (2) are satisfied in the weak convergence and that
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point (3) is proved. To show that the converge of points (1) and (2) is actually strong,
some arguments proposed by Freddi et al. (2004), Freddi et al. (2007) are adapted.

Denote by aε the approximate minimiser of Problem (10.76), defined as the recovery
sequence of the Γ-limit Theorem, but with (ξ̂ξξ, ξ̌ξξ) replaced by (ξ̂ξξ#, ξ̌ξξ#). Even if the new se-
quence is no more a recovery sequence, since it does not satisfy the boundary conditions,
estimates (10.68) still hold if (ξ̂ξξ, ξ̌ξξ) are replaced by (ξ̂ξξ#, ξ̌ξξ#). Therefore, one obtains:

lim
ε→0+

Fε(âε, ǎε) = F (ξ̂ξξ#, ξ̌ξξ#), lim
ε→0+

Lε(âε, ǎε) = L (ξ̂ξξ#, ξ̌ξξ#). (10.77)

In particular,

lim
ε→0+

(
F̂ε(û#ε)− F̂ε(âε)

)
= 0, lim

ε→0+

(
F̌ε(ǔ#ε)− F̌ε(ǎε)

)
= 0,

lim
ε→0+

L̂ε(û#ε − âε) = 0, lim
ε→0+

Ľε(ǔ#ε − ǎε) = 0.
(10.78)

As a preliminary observation, quadratic forms of the type of Eq. (10.54) satisfy the iden-
tity

f(U) = f(A) + C[A] · (U−A) + f(U−A) (10.79)

for every 3 × 3 matrices A, U. By the coercivity condition (Theorem 5.7), one obtains
the following inequality:

f(U) ≥ f(A) + C[A] · (U−A) + µ|U−A|2. (10.80)

Then,

F̂ε(û#ε)− F̂ε(âε) ≥
∫
Ω̂

Ĉ
[
Êεâε

]
· Êε(û#ε − âε) dX + µ̂

∥∥∥Êεû#ε − Êεâε

∥∥∥2

L2(Ω̂)

− L̂ε(û#ε − âε),

F̌ε(ǔ#ε)− F̌ε(ǎε) ≥
∫
Ω̌

Č
[
Ěεǎε

]
· Ěε(ǔ#ε − ǎε) dX + µ̌

∥∥∥Êεǔ#ε − Ěεǎε

∥∥∥2

L2(Ω̌)

− Ľε(ǔ#ε − ǎε).

(10.81)

It is now proved that

lim
ε→0+

∫
Ω̂

Ĉ
[
Êεâε

]
· Êε(û#ε − âε) dX = 0,

lim
ε→0+

∫
Ω̌

Č
[
Ěεǎε

]
· Ěε(ǔ#ε − ǎε) dX = 0.

(10.82)

For brevity’s sake, the following notation (to be specialised for the plate and the stiffener
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with the usual symbols) is introduced:

Aε := Eεaε, Uε := Eεu#ε, ∆∆∆ε := Uε −Aε, (10.83)

so that Eq. (10.81) rewrites

F̂ε(û#ε)− F̂ε(âε) ≥
∫
Ω̂

Ĉ
[
Âε

]
· ∆̂∆∆ε dX + µ̂

∥∥∥∆̂∆∆ε

∥∥∥2

L2(Ω̂)
− L̂ε(û#ε − âε),

F̌ε(ǔ#ε)− F̌ε(ǎε) ≥
∫
Ω̌

Č
[
Ǎε

]
· ∆̌∆∆ε dX + µ̌

∥∥∆̌∆∆ε

∥∥2

L2(Ω̌)
− Ľε(ǔ#ε − ǎε),

(10.84)

and the integrands in Eq. (10.82) rewrite

2µ̂
(
Âεij∆̂

ε
ij

)
+ λ̂

(
Âεii∆̂

ε
jj

)
, 2µ̌

(
Ǎεij∆̌

ε
ij

)
+ λ̌

(
Ǎεii∆̌

ε
jj

)
. (10.85)

By Eq. (10.68), one obtains

Âε → ẐZZ(D1û#1, D2û#2, D2û#1, D1û#2) in L2(Ω̂),

Ǎε → ŽZZ(D1ǔ#1) in L2(Ω̌),
(10.86)

and from Lemma 10.1, Lemma 10.2 and Eq. (10.86) one has that ∆̂∆∆ε and ∆̌∆∆ε are bounded
in L2(Ω̂) and L2(Ω̌), respectively. Thus, from (10.86), it is immediately deduced that

lim
ε→0+

∫
Ω̂

Âεα3∆̂ε
α3 dX = 0,

lim
ε→0+

∫
Ω̌

Ǎεij∆̌
ε
ij dX = 0, ij 6= 11, 22, 33.

(10.87)

From (10.86) and points (1) and (2) (weak convergence version) it follows that ∆̂αβ ⇀ 0

in L2(Ω̂) and that ∆̌11 ⇀ 0 in L2(Ω̌), and therefore

lim
ε→0+

∫
Ω̂

Âεij∆̂
ε
αβ dX = 0, lim

ε→0+

∫
Ω̌

Ǎεij∆̌
ε
11 dX = 0. (10.88)

Let ∆̂33 be the weak limit in L2(Ω̂) of ∆̂ε
33 and ∆̌aa be the weak limit in L2(Ω̌) of ∆̌ε

aa.
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Putting all together, one has

lim
ε→0+

∫
Ω̂

ĈÂε∆̂ε dX = lim
ε→0+

∫
Ω̂

2µ̂Âε33∆̂ε
33 + λ̂Âεii∆̂

ε
33 dX

=

∫
Ω̂

∆̂33Dαû#α
λ̂(1− 2ν̂)− 2µ̂ν̂

1− ν̂ dX = 0,

lim
ε→0+

∫
Ω̌

ČǍε∆̌ε dX = lim
ε→0+

∫
Ω̌

2µ̌Ǎεaa∆̌
ε
aa + λ̌Ǎεii∆̌

ε
bb dX

=

∫
Ω̌

∆̌aaD1ǔ#1(λ̌− 2ν̌(µ̌+ λ̌)) dX = 0,

(10.89)

since the relationships between elastic moduli (E, ν) and Lamé constants (λ, µ) nullify
the integrand functions. Those relationships read:

E :=
µ(3λ+ 2µ)

λ+ µ
, ν :=

λ

2(λ+ µ)
. (10.90)

Hence, considering (10.81) and (10.78), it has been shown that∥∥∥Êεû#ε − Êεâε

∥∥∥2

L2(Ω̂)
→ 0,

∥∥Ěεǔ#ε − Ěεǎε
∥∥2

L2(Ω̌)
→ 0. (10.91)

Applying the standard Korn’s inequality (see Theorem 5.14), it follows that∥∥ûε# − âε
∥∥
H1(Ω̂)

→ 0,
∥∥ǔε# − ǎε

∥∥
H1(Ω̌)

→ 0. (10.92)

From this fact and from the last two of (10.68) applied to aε the thesis of the strong
convergence, claimed in points (1) and (2), is obtained. �
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10.7 Conclusions

The problem of the limit energy derivation of the equilibrium of a 3D plate-and-stiffener
elastic solid has been addressed through the Γ-convergence variational approach. Only
the normal and the out-of-plane displacement fields are considered in this Chapter. As the
scaling parameters go to zero, fifteen different limit models are found out. As a notewor-
thy remark, no limit model includes all the contributes (related to the displacements field
components) in the expression of the limit energy. It is basically due to the mutual inter-
action between the plate and the stiffener. Roughly speaking, it means that the stiffener
and the plate have a spurious behaviour when coupled together.

This investigation, performed on a simple structural pattern, raises awareness to the
problem of obtaining and justifying, in a rigorous manner the classic structural models.
Even though many results have been achieved, as presented in the Introduction of this
Chapter, many others still remain to be found. In particular, the recovering of the limit
problem for structures presenting junctions, scaling parameters with different scaling ve-
locities is anything but trivial.
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CHAPTER 11

Conclusions and Perspectives

In this final Chapter, there are summarised the main conclusions of this Ph.D. Thesis
(Section 11.1) and the main general ideas, challenges and trends for future researches
(Section 11.2).

11.1 General Conclusions

The work presented in this Thesis has been carried out in the framework of the PARSI-
FAL Project.
Several are major contributions of this Thesis.

First of all, there have been developed and formalised two elements for an enhanced
and more reliable design of composite multilayered structures. These elements, presented
in Chapter 6, are: (i) the derivation of the explicit form of the gradient of the buckling
factor when transition of scale (sub-modelling technique) occurs, from the global model
of the structure to a more refined local model of critical areas, whereby the buckling factor
is evaluated; (ii) a dedicated blending strategy, without the use of simplifying hypotheses
on the stacking sequences, with a general numerical strategy for the recovery of blended
stacks matching some target elastic properties.
These elements have been formulated using the Polar Method for the description of the
plane anisotropy and in the context of the First-order Shear Deformation Theory, so taking
transversal shear effects into account. Eventually, these two elements have been imple-
mented in the Multi-Scale Two-Level Optimisation Strategy framework, extended to the
deterministic optimisation in Chapter 7. As a result, an enhanced global-local modelling
approach for the optimisation of composite structures has been defined, without introduc-
ing simplifying hypotheses on the laminate stack and by considering, as design variables,
the full set of geometric and mechanical parameters defining the behaviour of the com-
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posite structure at each pertinent scale. In this background, a variety of constraints has
been integrated in the deterministic optimisation problem formulation, expressed in the
Polar parameters space; moreover, the analytic form of their gradients has been derived.
The global-local modelling approach has been integrated in the formulation of the related
optimisation strategy, in order to assess the physical responses involved at different lev-
els. Of course, the coupling effect between global and local models on the gradient of
the physical responses, evaluated on the refined local models, has been taken into account
thanks to the Thesis results.
New blending constraints have been derived in the Polar parameters space to be inte-
grated in the first-level of the optimisation problem formulation (focusing on the laminate
macroscopic scale). Moreover, a general resolution scheme has been developed for the
stacking sequence recovery phase (dealing with the laminate mesoscopic scale) taking
into account general stacking sequences and blending schemes.
In parallel, an alternative approach for blending has been presented. It is based on the
knowledge of a special class of laminates, said quasi-trivial, which are exact solutions for
membrane/bending uncoupled and homogeneous laminates. The actual knowledge of all
such a laminates has been extended up to laminates made of 39 plies. It has been possible
by means of the development of a new algorithm, DLX-Stack Finder, based on a combi-
natorial formulation of the quasi-trivial stack finding problem.
The effectiveness of the Thesis achievements has been tested on several numerical bench-
marks, taken from the literature, dealing with the least-weight design of simple structures.
The results have shown an encouraging trend. Finally, the complete Optimisation Strat-
egy has been applied to the least-weight design of the lifting system of the PrandtlPlane
aircraft developed within the PARSIFAL Project (Chapter 8). The results are encouraging
for this complex real-word structure, as well.

Secondly, the Thesis has been an occasion to study in deep two theoretical aspects re-
lated to the multi-scale design of composite structures. Firstly, in Chapter 9, two aspects
linked to the nature of the feasible domain of composite laminates have been studied.
Proofs of the non-convexity of the feasible domain in Polar parameters and Lamination
parameters spaces have been provided for both anisotropic and orthotropic laminates.
This investigation clarifies some preliminary aspects of the feasible domain determina-
tion problem. Although tackling the problem in full generality is probably impractical,
a closed form of stricter feasibility bounds has been derived in terms of the membrane
stiffness tensor Polar parameters. This is an aspect of paramount importance in the op-
timisation of composite laminates, where the anisotropy is tailored to satisfy some merit
functions and constraints. Successively, the problem of retrieving sufficient and neces-
sary conditions for membrane/bending uncoupling and homogeneity has been addressed
in this study. It has been shown that, in general, quasi-triviality is only a sufficient con-
dition. It becomes also a necessary one if the stacking sequence has only two distinct
orientations.
The second theoretical aspect, discussed in Chapter 10, has been the derivation of the
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limit energy of a stiffened plate-like body, as the thickness of the plate-like body and the
stiffener-like body cross-sectional dimensions become really small. By means of a vari-
ational notion of convergence, i.e. the Γ-convergence, it has been shown that the scaled
dimensions, as may go to zero in different velocities, determine many different models of
"plate and beam". Remarkably, the plate and the beam interact in such a way that the junc-
tion of a plate and a beam is not asymptomatically equivalent to consider those elements
as independent. In other words, the junction provides, asymptomatically, spurious plate
and beam models. This study has been used to support a rational finite element modelling
of the PrandtlPlane wing.

11.2 Perspectives of the Thesis

The results and the findings presented in this Thesis are by far to be exhaustive for the
dealt topics. Indeed, many questions naturally rise from this work: they constitute oppor-
tunities for future researches.

Regarding the deterministic global-local approach, following the path of the buckling
gradient formalisation provided in Section 6.1, many other kind of requirements can be
formulated considering the scale transition between the global model and refined local
models of critical areas. Of course, the approach hereby provided shall be used as a guide
for the explicit formalisation of other structural requirements, to be used as optimisation
constraints, upon the specific formulation of the problem at hand.
Moreover, more element types can be included in the implementation, to generalise the
field of validity of the numerical implementation. For example, more evolute shell el-
ements, beam elements, truss elements, solid elements can be used in the problem for-
mulation. The major effort is, basically, to derive the expressions of the matrices for the
decomposition of the stress-stiffness matrix of the single element at hand. A roadmap has
been provided in Algorithm 6.2. Besides, more complex problem formulations, including
many load cases and local models, can be formulated.

The study of blending of laminates highlighted several still-open problems of compos-
ite design laminates, which consistently affect the fitness of the final result. In particular,
four aspects deserve to be deeply investigated.
Firstly, the major uncertainty source has been recognised in the expression of the feasible
domain bounds in the Polar parameters space (and, equivalently, in the Lamination pa-
rameters space), for a given number of plies and for desired laminates characteristics, viz.
uncoupling, orthotropy, homogeneity. In the future, the problem of determining stricter
bounds for the laminate feasible domain in the polar parameters space (or in the Lamina-
tion parameters one) could be faced, in order to reduce the discrepancy between results
provided by both first-level and second-level problems.
Secondly, inasmuch as the first-level problem deals with laminate homogenised proper-
ties, deriving an equivalent expression of manufacturing constraints related to the geo-
metrical features of the stack (e.g. the percentage rule, the maximum difference between
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consecutive plies orientation angles) in either the Lamination parameters space or in the
Polar parameters one is anything but trivial. Nevertheless, if considered as a design driver,
these requirements should be introduced since the first-level problem formulation in order
to reduce the discrepancy when optimal stacks are retrieved at the end of the second-level
problem.
Thirdly, the issues related to the load redistribution, a problem of capital importance in
real-world engineering applications, should be opportunely addressed and integrated in
the formulation of the discrete optimisation of the first-level problem.
Finally, inasmuch the search propagation direction is concerned, an existence criterion for
the search propagation direction shall be derived. Besides, a pertinent approach should
be developed in order to determine automatically (i.e. without the user’s intervention) the
best search propagation direction when looking for optimised blended stacking sequences.

The alternative approach for blending, i.e. using quasi-trivial quasi-homogeneous
stacking sequences, deserves deeper studies. First of all, a more efficient storing strat-
egy for the DLX-Stack Finder algorithm must be found out and implemented. Moreover,
some version of the algorithm can be developed to attain only uncoupled or only homo-
geneous quasi-trivial laminates.
The presented approach for the stack recovery phase using quasi-trivial stacking se-
quences is still embryonic. A more evolved strategy can be developed, starting from
the one hereby presented, to alleviate the non-control of the recovery of the target elastic
properties and to guarantee the finding of at least one solution. Moreover, a strategy to
deal with thick laminates shall be found out.

The proposed blending strategy needs to be validated and, eventually, corrected. The
transition zones between adjacent panels are likely to be critical from stability and de-
lamination point of view. Their effect shall be included in the future in the proposed
strategy for blending. It is of the uttermost importance that experimental tests shall study
these effects, in the case of non-conventional laminates, so tu properly tune the numerical
strategy.

As far the problem of the feasible domain of laminates is concerned, the derivation
of the analytic expressions of the feasible domain of laminates (either in Lamination pa-
rameters or Polar parameters spaces), at least for the membrane stiffness tensor, shall
be derived in more general cases, maintaining the dependence from the number of plies.
These expressions must be included in the formulation of the optimisation problem of the
composites in order to get true feasible optimal solutions. Moreover, to support the com-
posite design, necessary and sufficient conditions to achieve uncoupled and/or homoge-
nous and/or isotropic laminates shall be derived. This could represent a step-forward to
the definition of the feasible domain considering membrane and bending stiffness tensors
at once.
Of course, the main (and most difficult) problem to address still remains the derivation
of the actual feasible domain of a laminate when the full stiffness matrix is considered
either in the fully anisotropic case or when introducing some hypotheses on the laminate
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stiffness tensors elastic symmetries. This aspect is of paramount importance for the well-
posedness of the problem of composite laminates design.
The proof of the non-convexity of the feasible domain of laminates, shall suggest the
adoption of the Polar parameters as a unified formalisation of the plane anisotropy. Polar
parameters are true tensor invariant quantities, are strictly related to the elastic symme-
tries, provide a description for high-order shear theories and a compact mathematical
description for engineering-interest laminates. Conversely, Lamination parameters do not
have all these properties. Since the feasibility domain is non-convex either using the for-
mer or the latter description of the plane anisotropy, the choice of Lamination parameters
seems an obsolete one.

The asymptotic study of the behaviour of a stiffened-plate-like body fosters many per-
spectives, as well. This investigation suggests the study of different structural patterns
to support more rational modelling choices of the designers, either in linearised or finite
elasticity, either considering isotropic or anisotropic materials. This kind of studies is
interesting per se, because it provides a rational ansatz-free justification of the structural
models commonly used in structural design problems. Besides, the asymptotic study of
"joint" structures may be at the basis for the formulation of new finite elements, to be used
for a more profitable modelling of junction regions between different structural models.
This kind of studies is very important, since it contributes to set the current mechanical
models and theories on firmer grounds. Even though many results have been achieved,
many others still remain to be found in an open-wide scenario. For instance, the recover-
ing of the limit problem for structures with junctions, hierarchical structures, multi-scale
structures, lattice structures, nanomaterials (e.g. graphene), non-Euclidean elastic bodies
(i.e. frustrated states with residual stresses), multi-phase and phase-transforming solids
gels and films, and many others applications.
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APPENDIXA

A Note on the Square of the Sum of n Terms

Consider the square of the sum of terms a1, a2, . . . , an, n ∈ N. Hence, it easy to see that(
n∑
k=1

ak

)2

=
n∑
k=1

a2
k + 2

n−1∑
k=1

ak

n∑
j=k+1

aj =
n∑
k=1

a2
k + 2

n−1∑
k=1

n∑
j=k+1

akaj, (A.1)

where the distributivity property of sum and product operators has been used (see, for
instance, (Graham et al., 1994, Chapter 2 )).

The number of the double-product terms is equal to

n−1∑
k=1

n∑
j=k+1

1 =
n−1∑
k=1

(n− k) = n
n−1∑
k=1

−
n−1∑
k=1

k = n(n−1)− n(n− 1)

2
=
n(n− 1)

2
. (A.2)

If an n-term sequence {ak} has indices k progressively taking values in an arbitrary,
but ordered, set of n natural numbers, say A , the square of the sum of the sequence’s
elements can be written as(∑

k∈A

ak

)2

=
∑
k∈A

a2
k + 2

∑
k,j∈A
j>k

akaj. (A.3)

Of course, the result of Eq. (A.2) still holds.
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Appendix A. A Note on the Square of the Sum of n Terms

Therefore, for a laminate having N plies and m distinct orientations, Eq. (9.3) reads

ρ0 =
1

N

√√√√( N∑
j=1

cos 4θj

)2

+

(
N∑
j=1

sin 4θj

)2

=
1

N

√√√√( m∑
j=1

nj cos 4θj

)2

+

(
m∑
j=1

nj sin 4θj

)2

.

(A.4)

Applying Eq. (A.1) to Eq. (A.4), one has

ρ0 =
1

N

√√√√( m∑
j=1

nj cos 4θj

)2

+

(
m∑
j=1

nj sin 4θj

)2

=
1

N

[
m∑
j=1

n2
j cos 42θj +

m∑
j=1

n2
j sin2 4θj

+2
m−1∑
k=1

m∑
j=k+1

nknj cos 4θk cos 4θj + 2
m−1∑
k=1

m∑
j=k+1

nknj sin 4θk sin 4θj

]1/2

=
1

N

√√√√ m∑
j=1

n2
j + 2

m−1∑
k=1

m∑
j=k+1

nknj cos 4 (θk − θj)

=
1

N

√√√√ m∑
j=1

n2
j + 2

m−1∑
k=1

m∑
j=k+1

nknj (2 cos2 2 (θk − θj)− 1)

= Eq. (9.24) (m = 3),

(A.5)

where the identity cos(2α) = 2 cos2 α− 1 has been used. In a similar manner, the expres-
sion of ρ1 of Eq. (9.4) can be rearranged as Eq. (9.25).
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APPENDIXB

Study of B∗ = 0 for Blending Constraints

Uncoupling condition on laminates is B∗ = 0, which can be stated as follows:

N∑
k=1

bke
iβθk = 0, β = 2, 4. (B.1)

Considering Eqs. (4.23) and (4.30), Eq. (B.1) may be expressed as:

N(N + 1)

2
ρ0Kei4ΦA∗

1 =
N∑
k=1

kei4θk , (B.2)

N(N + 1)

2
ρ1ei2ΦA∗

1 =
N∑
k=1

kei2θk . (B.3)

As already done in Section 6.2, consider two laminates denoted with labels p and q, such
that, without loss of generality, Np > Nq. Writing Eqs. (B.2) and (B.3) for the two lami-
nates, subtracting member-by-member, taking the square of both members, one obtains:

[
∆pq

(
N(N + 1)

2
ρ0Kc4

)]2

+

[
∆pq

(
N(N + 1)

2
ρ0Ks4

)]2

=(∑
k∈NB

k cos 4θk +

Nq∑
k=1

[B(k)− k] cos 4θk

)2

+

(∑
k∈NB

k sin 4θk +

Nq∑
k=1

[B(k)− k] sin 4θk

)2

,

(B.4)

259



i
i

“main” — 2021/1/27 — 17:54 — page 260 — #300 i
i

i
i

i
i

Appendix B. Study of B∗ = 0 for Blending Constraints

and [
∆pq

(
N(N + 1)

2
ρ1c2

)]2

+

[
∆pq

(
N(N + 1)

2
ρ1s2

)]2

=(∑
k∈NB

k cos 2θk +

Nq∑
k=1

[B(k)− k] cos 2θk

)2

+

(∑
k∈NB

k sin 2θk +

Nq∑
k=1

[B(k)− k] sin 2θk

)2

.

(B.5)

Consider, for the sake of simplicity, the right-hand side of Eq. (B.4) (akin considerations
hold for Eq. (B.5)). It can be expressed as:(∑

k∈NB

k cos 4θk

)2

+

(
Nq∑
k=1

[B(k)− k] cos 4θk

)2

+ 2

(∑
k∈NB

k cos 4θk

)(
Nq∑
k=1

[B(k)− k] cos 4θk

)

+

(∑
k∈NB

k sin 4θk

)2

+

(
Nq∑
k=1

[B(k)− k] sin 4θk

)2

+ 2

(∑
k∈NB

k sin 4θk

)(
Nq∑
k=1

[B(k)− k] sin 4θk

)
=: c1 + c2 + c3 + c4 + c5 + c6.

(B.6)

Considering Appendix A and the elementary trigonometric identity cosα cos β +

sinα sin β = cos(α− β), the sum c1 + c4 gives:∑
k∈NB

k2 + 2
∑

k,j∈NB
j>k

kj cos 4(θj − θk). (B.7)

In a complete similar manner, the sum c2 + c5 simplifies to

Nq∑
k=1

[B(k)− k]2 + 2

Nq−1∑
k=1

Nq∑
j=k+1

[B(k)− k] [B(j)− j] cos 4(θk − θj). (B.8)
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The sum c3 + c6 can be rewritten as (using the distributivity property of sum and product
operators and the aforementioned trigonometric identity)

2

Nq∑
k=1

∑
j∈NB

[B(k)− k] j cos 4θj cos 4θk + 2

Nq∑
k=1

∑
j∈NB

[B(k)− k] j sin 4θj sin 4θk

=2

Nq∑
k=1

∑
j∈NB

[B(k)− k] j (cos 4θj cos 4θk + sin 4θj sin 4θk)

=2

Nq∑
k=1

∑
j∈NB

[B(k)− k] j cos 4(θj − θk).

(B.9)

Assembling Eqs. (B.7), (B.8) and (B.9), Eq. (B.6) simplifies to:

∑
k∈NB

k2 + 2
∑

k,j∈NB
j>k

kj cos(4(θj − θk)) +

Nq∑
k=1

[B(k)− k]2

+ 2

Nq−1∑
k=1

Nq∑
j=k+1

[B(k)− k] [B(j)− j] cos 4(θk − θj)

+ 2

Nq∑
k=1

∑
j∈NB

j [B(k)− k] cos 4(θk − θj).

(B.10)

It is simple to see that

Eq. (B.10) ≤
∑
k∈NB

k2 + 2
∑

k,j∈NB
j>k

kj +

Nq∑
k=1

[B(k)− k]2

+ 2

Nq−1∑
k=1

Nq∑
j=k+1

[B(k)− k] [B(j)− j] + 2

Nq∑
k=1

∑
j∈NB

j [B(k)− k] ,

(B.11)

since terms of the form (B(·)− ·) are always non-negative, because of property b of
Definition 6.3.

Consider the particular case for which B(k) = k; it follows thatNB = {i | Nq + 1 ≤
i ≤ Np}. Equation (B.11) simplifies to:

Np∑
k=Nq+1

k2 + 2

Np−1∑
i=Nq+1

Np∑
j=i+1

ij =
1

4
[N4

p +N4
q + 2

(
N3
p +N3

q

)
+N2

p +N2
q

− 2NpNq (NpNq +Np +Nq + 1)] =: CB.

(B.12)

261



i
i

“main” — 2021/1/27 — 17:54 — page 262 — #302 i
i

i
i

i
i

Appendix B. Study of B∗ = 0 for Blending Constraints

The final blending constraints, for the considered particular case, read:

gCB
blend−0 :=

[
∆pq

(
N(N + 1)

2
ρ0Kc4

)]2

+

[
∆pq

(
N(N + 1)

2
ρ0Ks4

)]2

− CB,

gCB
blend−1 :=

[
∆pq

(
N(N + 1)

2
ρ1c2

)]2

+

[
∆pq

(
N(N + 1)

2
ρ1s2

)]2

− CB,

gCB
blend−i ≤ 0, i = 0, 1.

(B.13)

Figure B.1 shows, for the reference laminate of Section 6.2, that conditions of
Eq. (6.43) is stricter than the one expressed by Eq. (B.13). Even though CB is not the
sharpest upper-bound of Eq. (B.11), the fact that the condition B∗ = 0 does not introduce
further constraints on PPs can be inferred. In fact, if there exists another estimate C > CB

(for which Eq. (B.13) would read gCblend−i ≤ 0, i = 0, 1, with a clear meaning of notation),
the feasible domain can only be larger than the (green) one in Figure B.1. The result may

Figure B.1: Comparison between blending constraints

be due to the fact that increasing separately the “angle terms”, as done in Eq. (B.11), and
the “arrangement terms", as done in Eq. (B.12), is too rude. Indeed, a coupling between
the aforementioned terms exists, which makes finding a good estimate of Eq. (B.10) a
cumbersome, probably impossible, task.
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APPENDIXC

Analytic Expression of Sti�ness Matrix Gradient

The unconstrained equilibrium system of the GFEM is of the form

K̂û = f̂ , (C.1)

where K̂ ∈ MnDOF×nDOF
s is the unconstrained (singular) stiffness matrix, while nDOF is

the number of DOFs of the GFEM before the application of the BCs.
If BCs are of the type uj = 0 for j ∈ IBC ⊂ {i | i = 1, . . . , nDOF}, ]IBC = nBC,

Eq. (C.1) can be transformed in a reduced problem of the form and size considered in
Eq. (6.1) by posing K := R

(
K̂, IBC, IBC

)
, u := R (û, IBC) and f := R

(
f̂ , IBC

)
.

The analytical form of ∂K/∂ξj can be easily determined. In fact, the expression of K̂
is:

K̂ =
Ne∑
e=1

L̂T
e

∫
Ωe

BT
eK

lam
e Be dΩeL̂e, (C.2)

where Ne is the number of elements of the GFEM, Ωe is the integration domain for the
e-th element, Be is the operator defined in Eq. (6.26), Klam

e is the element stiffness matrix
defined in Eq. (4.15), expressed in the global frame of the GFEM, whilst L̂e ∈M24×nDOF

is a linear map L̂e : û 7→ ue. By differentiating Eq. (C.2) with respect to the generic ξj ,
one obtains:

∂K̂

∂ξj
=

Ne∑
e=1

L̂T
e

∫
Ωe

BT
e

∂Klam
e

∂ξj
Be dΩeL̂e. (C.3)

It follows that
∂K

∂ξj
:= R

(
∂K̂

∂ξj
, IBC, IBC

)
. (C.4)
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APPENDIXD

Analytic Expression of Laminate Strength Matrices
Gradient

Matrix G∗A can be decomposed as:

G∗A =


Γ0 + 2Γ1 −Γ0 + 2Γ1 0

Γ0 + 2Γ1

Γ0


︸ ︷︷ ︸

G∗A0

+Λ
G∗A
0


c4 −c4 s4

c4 −
4


︸ ︷︷ ︸

G∗A1

+Λ
G∗A
1


4c2 0 2s2

−4c2 2

0


︸ ︷︷ ︸

G∗A2

:= G∗A0 + ρ0KΛ0G
∗
A1 + Λ1ρ1G

∗
A2,

(D.1)

with
c2 = cos 2

(π
2
φ1 + Ω1 − Φ1

)
, c4 = cos 4

(π
2
φ1 + Ω0 − Φ0

)
,

s2 = sin 2
(π

2
φ1 + Ω1 − Φ1

)
, s4 = sin 4

(π
2
φ1 + Ω0 − Φ0

)
.

Similarly, matrix G∗H can be decomposed as:

G∗H =

[
Γ 0

sym Γ

]
︸ ︷︷ ︸

G∗H0

+Λρ1

[
c
G∗H
2 s

G∗H
2

sym −cG
∗
H

2

]
︸ ︷︷ ︸

G∗H1

:= G∗H0 + Λρ1G
∗
H1, (D.2)

with
c
G∗H
2 = cos 2

(
Ω− π

2
φ1 + Φ1

)
, s

G∗H
2 = sin 2

(
Ω− π

2
φ1 + Φ1

)
.

Since quasi-homogeneity holds, G∗B = 0 and G∗D = G∗A.
Let h = tplyn0nref , with reference to Eq. (4.32) be the thickness of the laminate. There-
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Appendix D. Analytic Expression of Laminate Strength Matrices Gradient

fore, the following derivatives read:

∂GA

∂n0

=
h

n0

G∗A,
∂GA

∂ρ0K

= hΛ0G
∗
A1,

∂GA

∂ρ1

= hΛ1G
∗
A2,

∂GA

∂φ1

= 2πhΛ0ρ0K


−s4 +s4 c4

−s4 −
4

+ πhΛ1ρ1


−4s2 0 2c2

+4s2 2

0

 . (D.3)

Similarly, for matrix GD and matrix GH :

∂GD

∂n0

=
h2

4

∂GA

∂n0

,
∂GD

∂ρ0K

=
h2

12

∂GA

∂ρ0K

,
∂GD

∂ρ1

=
h2

12

∂GA

∂ρ1

,
∂GD

∂φ1

=
h2

12

∂GA

∂φ1

, (D.4)

∂GH

∂n0

=
h

n0

G∗H ,
∂GH

∂ρ0K

= 0,
∂GH

∂ρ1

= hΛG∗H1,
∂H

∂φ1

= −πhΛρ1

[
−sG

∗
H

2 c
G∗H
2

sym s
G∗H
2

]
.

(D.5)
Finally, for the generic variable ξj , for an orthotropic quasi-homogeneous laminate,

∂G

∂ξj
= diag

(
∂GA

∂ξj
,
∂GD

∂ξj
,
∂GH

∂ξj

)
. (D.6)
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APPENDIXE

Analytic Expression of Laminate Sti�ness Matrices
Gradient

Under the hypothesis of orthotropic laminate, the expression of the homogenised mem-
brane stiffness matrix in terms of the dimensionless PPs reads:

A∗ =


T0 + 2T1 −T0 + 2T1 0

T0 + 2T1

0


︸ ︷︷ ︸

A∗0

+RA∗

0K


c4 −c4 s4

c4 −
4


︸ ︷︷ ︸

A∗1

+RA∗

1


4c2 0 2s2

−4c2 2

0


︸ ︷︷ ︸

A∗2

:= A∗0 +R0ρ0KA
∗
1 +R1ρ1A

∗
2,

(E.1)

with
c2 = cosπφ1, c4 = cos 2πφ1, s2 = sinπφ1, s4 = sin 2πφ1.

Similarly, matrix H∗ can be decomposed as:

H∗ =

[
T 0

sym T

]
︸ ︷︷ ︸

H∗0

+Rρ1

[
cH
∗

2 sH
∗

2

sym −cH∗2

]
︸ ︷︷ ︸

H∗1

:= H∗0 +Rρ1H
∗
1, (E.2)
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where
cH
∗

2 = cos 2ΦH∗ , sH
∗

2 = sin 2ΦH∗ , ΦH∗ = Φ + Φ1 −
π

2
φ1.

Since quasi-homogeneity holds, B∗ = 0 and D∗ = A∗.
Let h = tplyn0Nref , with reference to Eq. (4.32), be the thickness of the laminate. There-
fore, the following derivatives read:

∂A

∂n0

=
h

n0

A∗,
∂A

∂ρ0K

= hR0A
∗
1,

∂A

∂ρ1

= hR1A
∗
2,

∂A

∂φ1

= 2πhR0ρ0K


−s4 +s4 c4

−s4 −
4

+ πhR1ρ1


−4s2 0 2c2

+4s2 2

0

 . (E.3)

Similarly, for matrix D and matrix H:

∂D
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=
h2

4
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,
∂D

∂ρ0K

=
h2

12

∂A

∂ρ0K

,
∂D

∂ρ1

=
h2

12

∂A

∂ρ1

,
∂D

∂φ1

=
h2

12

∂A

∂φ1

, (E.4)

∂H

∂n0

=
h

n0

H∗,
∂H

∂ρ0K

= 0,
∂H

∂ρ1

= hRH∗1,
∂H

∂φ1

= −πhRρ1

[
−sH∗2 cH

∗
2

sym +sH
∗

2

]
.

(E.5)
Finally, for orthotropic quasi-homogeneous laminates, for the generic ξj:

∂Klam
e

∂ξj
= diag

(
∂Ae

∂ξj
,
∂De

∂ξj
,
∂He

∂ξj

)
. (E.6)

268



i
i

“main” — 2021/1/27 — 17:54 — page 269 — #309 i
i

i
i

i
i

APPENDIXF

List of Publications

Most of the content of this Thesis may also be found in the following journal papers:

1. Picchi Scardaoni, M., & Montemurro, M. (2020). A General Global-
Local Modelling Framework for the Deterministic Optimisation of
Composite Structures. Structural and Multidisciplinary Optimization.
https://doi.org/10.1007/s00158-020-02586-4.

2. Picchi Scardaoni, M., Montemurro, M., Panettieri, E., & Catapano, A. (2020).
New Blending Constraints and a Stack-Recovery Strategy for the Multi-Scale
Design of Composite Laminates. Structural and Multidisciplinary Optimization.
http://dx.doi.org/10.1007/s00158-020-02725-x.

3. Picchi Scardaoni, M., & Montemurro, M. (2020). Convex or non-convex? On the
nature of the feasible domain of laminates. European Journal of Mechanics - A/-
Solids. https://doi.org/10.1016/j.euromechsol.2020.104112.

4. Picchi Scardaoni, M., Montemurro, M., Panettieri, E., Cipolla, V., & Binante, V.
(2020). Multi-scale Deterministic Optimization of Blended Composite Structures:
Case Study of a Box-Wing. In preparation.

5. Picchi Scardaoni, M., & Paroni, R. (2020). Linear Models of a Stiffened Plate via
Γ-convergence. In preparation.

and in the following conference works:

1. Picchi Scardaoni, M., Montemurro, M., Panettieri, E., & Catapano, A. (2020,
September). Blending in Multi scale Design of Composite Structures. ICCS23
MECHCOMP6. Porto.

269



i
i

“main” — 2021/1/27 — 17:54 — page 270 — #310 i
i

i
i

i
i

Appendix F. List of Publications

2. Picchi Scardaoni, M., Cipolla, V., & Binante, V. (2019, July). Overall Preliminary
Sizing and Optimization of the Metallic Structures of a PrandtlPlane Civil Transport
Aircraft., 8th Eucass Conference. Madrid. 10.13009/eucass2019-802.

The content of other works, correlated to my Ph.D. project but not included in this
Thesis, may be found in the following journal papers:

1. Picchi Scardaoni, M. (2020). A Simple Model for Minimum Induced Drag
of Multiplanes: Could Prandtl Do the Same?, Aerotecnica Missili & Spazio.
10.1007/s42496-020-00058-y.

2. Picchi Scardaoni, M., Panettieri, E., & Montemurro M. (2020) PrandtlPlane wing
box least-weight design: a multi scale approach. Aerospace Science and Technol-
ogy. https://doi.org/10.1016/j.ast.2020.106156

3. Picchi Scardaoni, M., Magnacca, F., Massai, A., & Cipolla, V. (2020). A methodol-
ogy for aircraft turnaround time estimation in early design phases: an application to
box-wing architecture. Journal of Air Traffic Management. Submitted.

4. Frediani, A., Cipolla, V., Abu Salem, K., Binante, V., & Picchi Scardaoni, M.
(2019). Conceptual design of PrandtlPlane civil transport aircraft. Proceedings of
the Institution of Mechanical Engineers, Part G: Journal of Aerospace Engineering.
https://doi.org/10.1177/0954410019826435.

5. Picchi Scardaoni, M., & Frediani, A. (2019). Analytical and Finite Element
Approach for the In-plane Study of Frames of Non-conventional Civil Aircraft.
Aerotecnica Missili & Spazio. 10.1007/s42496-018-00004-z.

6. Picchi Scardaoni, M., & Frediani, A. (2019). General closed-form solution of piece-
wise circular frames of aircraft. AIAA journal. 10.2514/1.J057712.

7. Picchi Scardaoni, M., Binante, V., & Cipolla, V. (2017). WAGNER: a new code
for parametrical structural study of fuselages of civil transport aircraft. Aerotecnica
Missili & Spazio. 10.19249/ams.v96i3.311.

and in the following conference works:

1. Cipolla, V., Abu Salem, K., Picchi Scardaoni, M., & Binante, V. (2020, January).
Preliminary design and performance analysis of a box-wing transport aircraft. AIAA
Scitech 2020 Forum, Orlando. 10.2514/6.2020-0267

2. Picchi Scardaoni, M., Izzi, M. I., Panettieri, E., & Montemurro, M. (2019, Septem-
ber) PrandtlPlane aircraft Least Weight Design: a multi scale Optimisation Strategy.
XXV AIDAA International Congress. Rome.

3. Izzi, M. I., Panettieri, E., Picchi Scardaoni, M., & Montemurro, M. (2019, July). De-
sign of an aircraft composite posite wing-box: integrating a global/local modelling
approach into the multi-scale optimisation method. 21ème Journées Nationales sur
les Composites. Bordeaux.

270



i
i

“main” — 2021/1/27 — 17:54 — page 271 — #311 i
i

i
i

i
i

4. Cipolla, V., Frediani, A., Abu Salem, K., Picchi Scardaoni, M., & Binante,
V. (2019, January). The Project Parsifal: Prandtlplane Architecture For The
Sustainable Improvement Of Future Airplanes, MATEC Web of Conferences.
10.1051/matecconf/201930401024

5. Cipolla, V., Frediani, A., Abu Salem, K., Picchi Scardaoni, M., Nuti, A., & Binante,
V. (2018, June). Conceptual design of a box-wing aircraft for the air transport of the
future, AIAA AVIATION Forum. Atlanta. 10.2514/6.2018-3660

6. Frediani, A., Cipolla, V., Abu Salem, K., Binante, V., & Picchi Scardaoni, M. (2017,
July). On the Preliminary Design of PrandtlPlane Civil Transport Aircraft. 7th EU-
CASS conference, Milan. 0.13009/EUCASS2017-546

271


	List of Figures
	List of Tables
	List of Algorithms
	Nomenclature
	I Preamble
	Introduction
	The PARSIFAL Project and the Thesis Context
	Thesis Objectives and Original Contributions
	Thesis Structure

	Literature Review
	Optimisation Methodologies for Anisotropic Structures
	Generalities
	Direct Stiffness Modelling
	The Multi-scale Multi-level Composite Laminates Optimisation
	The Choice of Algorithms
	Global-local Modelling Strategies for Anisotropic Structures

	Design of Anisotropic Structures Including Manufacturing Constraints
	Generalities
	Blending

	Approaches for Wing Design
	Structural Analyses of PrandtlPlane Lifting System
	Global-local Approaches for Wing Design

	Conclusions


	II Theoretical Background
	Fundamentals of Optimisation Methods and Algorithms
	Generalities on Optimisation
	Mathematical Programming 
	Programming Classifications

	Deterministic Algorithms for CNLPPs
	Optimality Conditions
	The Deterministic Algorithm fmincon

	Meta-heuristic Algorithms for CNLPPs and MICNLPPs
	Introduction to Meta-heuristics
	The Ant Colony Optimisation Algorithm MIDACO®
	Generalities on Ant Colony Optimisation Algorithms
	MIDACO®


	Conclusions

	Fundamentals of Polar Method and of Composite Laminates Mechanics
	Polar Representation of Plane Elasticity Tensors
	Second-order Tensors
	Fourth-order Tensors
	Thermodynamic Existence Conditions

	Polar Formalism and Composite Laminates
	First-order Shear Deformation Theory
	Polar Description of Laminate Stiffness Tensors
	Polar Description of Laminate Strength Tensors
	Elastic and Geometrical Bounds

	Quasi-trivial Stacking Sequences
	Conclusions

	Fundamentals of Elasticity and Variational Methods
	Fundamentals of Elasticity
	Finite Elasticity
	Analysis of Deformation
	Analysis of Stress
	Constitutive Equations
	Equilibrium Problem: Strong and Weak Formulations

	Linearised Elasticity

	The Direct Method of the Calculus of Variations
	-convergence
	Conclusions


	III Improving the Optimal Design of Composite Structures
	On Buckling and Blending
	Multi-scale Formulation of Buckling Requirement
	Constraint
	Buckling Factor Gradient in Multi-scale Context
	Initialisation of the Gradient Expression
	Stress-Stiffness Matrix Expression
	Finalisation of the Gradient Expression


	New Blending Constraints Formulation
	Constraints
	Gradient

	The Stacking Sequence Recovery Phase
	Stiffness Recovery for a Single Laminate
	Recovery Stacking Sequences for the Entire Structure
	The Concept of Search Propagation Direction
	Mathematical Justification of Search Propagation Direction


	An Alternative Approach for the Stacking Sequence Recovery Phase
	An Algorithm for the Search of Quasi-trivial Quasi-homogeneous Stacking Sequences
	Quasi-trivial Approach

	Conclusions

	The Enhanced Deterministic GL-MS2LOS and Case Studies
	Generalities on the MS2LOS
	Laminate Feasibility Constraints
	Displacement Requirement
	Laminate Failure Criterion
	The First-level Problem Formulation
	Continuous Optimisation
	Discrete Optimisation

	The Second-level Problem Formulation

	Case Study 1: a Benchmark on the FLP
	Problem Definition
	The First-level Problem Formulation
	Numerical Strategy
	The Global/Local Finite Element Modelling Approach
	Numerical Results

	Case Study 2: a Benchmark on the SLP
	Problem Definition
	The First-level Problem
	Numerical Strategy
	Numerical Results

	The Second-level Problem
	Numerical Strategy
	Numerical Results

	Some Remarks on the Proposed SLP Strategy

	Case Study 3: Comparisons Between Stacking Sequence Recovery Techniques
	The First-level Problem
	Numerical Strategy
	Numerical Results

	The Second-level Problem
	Numerical Approach Results
	Alternative Quasi-trivial Approach Results

	Comments on the Comparison Results

	Conclusions

	The Optimal Design of Composite PARSIFAL Wing-box
	Problem Definition
	Geometry and Material
	Design Criteria
	Load Cases

	The First-level Problem Formulation
	Numerical Strategy
	The Global and Local Finite Element Models
	The Global Finite Element Model
	Justification of the FE Modelling of Stiffened Plates
	The Local Finite Element Model


	The Second-level Problem Formulation
	Mathematical Formulation
	Numerical Strategy

	Numerical Results
	Conclusions


	IV New Theoretical Findings
	On the Non-convexity of the Feasible Domain of Laminates
	The Non-convexity of the Feasible Domain of Laminates
	Generalities
	Lamination Parameters
	The Non-convexity Proofs of the Feasible Domain
	Some Exact Solutions for Geometrical Bounds
	Exact Analytic Expression of the Feasible Domain for the Case n1 = n2 = n3 = n

	New Geometrical Bounds

	On the Necessary and Sufficient Conditions for Uncoupling and Homogeneity
	Conclusions

	Linear Models of Stiffened Plates via -convergence
	Problem Description
	The Scaled Problem
	Compactness Lemmata
	Junction Conditions
	An Important Inequality
	The Junction Conditions for Displacements
	Different Regimes for Joining Conditions

	The Limit Energy
	Convergence of Minima and Minimisers
	Conclusions


	V Epilogue
	Conclusions and Perspectives 
	General Conclusions
	Perspectives of the Thesis

	Bibliography
	A Note on the Square of the Sum of n Terms
	Study of B*=0 for Blending Constraints
	Analytic Expression of Stiffness Matrix Gradient
	Analytic Expression of Laminate Strength Matrices Gradient
	Analytic Expression of Laminate Stiffness Matrices Gradient
	List of Publications


