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ABSTRACT 

The presence and movement of human beings in space and time constitute their mobility: it is 

a physical phenomenon and also a socioeconomic phenomenon, since people choose their 

locations and their trips between them to satisfy their needs and desires. The scientific 

knowledge of mobility as a physical phenomenon involves causalities and patterns. At the 

individual level, occupation of places and making trips along the day, with activity purposes 

and transport means, give rise to statistical regularities from day to day – most notably the 

home to work commuting. Then, in a statistical population of individuals, there are statistical 

regularities at the interindividual level – in other words, clusters of individuals on the basis of 

their mobility profiles. Furthermore, the spatial occupation and movements of individuals 

aggregate in local volumes at the zone level and origin-destination flows between zones: such 

aggregate patterns interplay with local land-use and the related territorial configuration, 

contributing to the land-use and transport interaction. 

Owing to the recent surge in sensing technologies, geolocation has become a ubiquitous service 

and trajectory data are now massively available, thereby empowering the observation of human 

mobility at the individual level, with large spatial and temporal coverage and possibly 

significant penetration rates. Among various information sources, Floating Car Data (FCD) 

pertain to vehicle-based mobility and yield discretized trajectories composed of digital traces 

of positions in space and time for the “vehicle” entity, accurate geolocations and timestamps, 

and also speeds and driving directions. Most of the academic literature has concentrated on 

methods for processing raw trajectory data in order to characterize traffic conditions or to 

model traffic-relevant parameters from an engineering aspect. Only a few studies have shifted 

the focus of FCD data mining towards semantic-oriented excavation by exploring behavioral 

representations and interpreting activity contexts, possibly in relation to land-use descriptors. 

This thesis aims to explore and analyze mobility patterns (in the sense of motifs and forms) by 

leveraging FCD to contribute a better understanding of vehicle-based movements. More 

specifically, mobility patterns are studied at two levels: the individual level of human behaviors 

of the “authors” of the trajectories, and the more global level of spatial relations and structure 

on the basis of aggregated mobility features in space. Furthermore, another fold of the thesis 

objective is to build up methodological approaches for trajectory mining, contributing to 
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broadening the way of using trajectory data in mobility analytics. This concerns the algorithms 

and methods to be developed for processing the trajectory, reconstructing the information, and 

developing analytical models, aiming to translate the data into understandable mobility 

knowledge.  

The first part of the thesis pertains to individual mobility. Three research questions are 

addressed, each in a specific chapter: first, daily patterns of trip-making at the vehicle level, 

second the multiday regularity of individual place frequentation, third the estimation of travel 

times from individual trajectories. Chapter 2 discovers vehicle usage patterns of individuals 

based on their digital footprints. It aims to expand the semantic exploration of mobility patterns 

by capturing how vehicles are used in people’s daily mobility. A topic-modeling approach is 

developed for the discovery by regarding the mobility profiles of individuals as documents, 

trips as words, and the vehicle usage types as latent topics to be determined, thereby 

constituting a vehicle usage typology. Then, Chapter 3 investigates significant places to 

mobility makers, by identifying the “anchoring” geolocations and further extrapolating their 

meaningful representations such as homes, workplaces, and other secondary places. It takes the 

advantage of multiple-day tracking of FCD to investigate individual mobility regularities and 

habits by using unsupervised learning. Next, Chapter 4 proposes a novel approach for travel 

time estimation by building a stochastic model to exploit FCD materials. It aims to allow for 

simple but robust estimation of the key factors in traffic conditions, along with the goal to fill 

the research gap in measuring the reliability. This issue is recalled particularly as it plays a vital 

role in individual decision making and also the massive FCD traces serve like sensors over the 

network, making it especially suitable and powerful in addressing such a problem. 

The second part of the thesis pertains to places and spatial relations. Three research questions 

are also addressed, again each in a specific chapter: first the functions of space by mobility 

activities, second the territory structure by core-periphery patterns, third the estimation of 

Origin-Destination flows by leveraging digital trajectory data. Chapter 5 reveals the functional 

occupation of urban areas by looking at related vehicle movements. A multi-view cooperative 

clustering is designed to identify the space typology by integrating different facets of 

characteristics in terms of the composition of activity visits, temporal flows of trip generation 

and attraction, and spatial connections in trip distance distribution. Then, Chapter 6 studies the 
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spatial organization of a territory, with a particular emphasis on the fundamental jobs-housing 

spatial relations. It establishes a data-driven method to recognize employment core areas by 

spatial density distribution and identify corresponding residential catchment areas by core-

periphery patterns. Bonded spatial communities are identified by applying graph-partition 

algorithms to find sub-regions with denser inner exchanges in the home-work network. Third, 

Chapter 7 investigates the spatial interaction between places. It deals with the estimation of the 

Origin-Destination matrix flows based on two kinds of data: vehicle trajectory data and local 

traffic counts, along with a developed Bayesian assignment framework to account for the 

heterogeneous sampling rate issues of such data. This study aims to leverage the modern data 

to quantify the spatial interactions in traffic flows, by avoiding the conventional sophisticated 

process of traffic assignment modeling. 

In a concluding chapter, the research outreaches are summarized and the limitations are 

discussed, along with future perspectives. Overall, this thesis expands the “mobility analytics” 

especially on “pattern recognition” from a data mining standing point. It contributes to 

overcoming traditional limitations on extensive mobility analysis in terms of inter-day 

variations and large-scale observations by employing massive digital trajectories and artificial 

intelligence. Through various applications, this thesis shows the feasibility of mining semantic 

context behind individual mobility at a micro-level and the possibility of capturing grouped 

phenomena reflected in geographical spaces at a macro-level. Empirical findings were obtained 

in terms of vehicle usage ways, mobility regularities, spatial functions, and place relations via 

case studies using real-world data. Fundamental metrics in traffic conditions: travel times and 

travel demand flows were also proved obtainable from those trajectories with good 

applicability and effectiveness. However, this thesis pays particular attention to vehicle-related 

mobility based on FCD. Future work can bring with other modes of transportation to have a 

more complete investigation of the mobility system. The discovered patterns and trends may 

also be further investigated with examination on the influencing factors for exploring the 

explanations. 

Keywords: Mobility Pattern; Trajectory Data Mining; Floating Car Data; Machine Learning; 

Statistical Regularities of Individual Mobility Behavior; Mobility-Based Spatial Structure 
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CHAPTER 1. INTRODUCTION 

1.1. Context and Motivation: Interests in Human Mobility  

The term mobility commonly refers to the entity's presence in space along time and the 

movement from one space-time point to another. The needs and desires of performing various 

social activities motivate human beings to choose their locations and travel between places. 

These movements, therefore, reflect not only physical phenomena but also social phenomena. 

While mobility phenomena are not formed randomly. Causalities are constituted over time with 

various behaviors, generating the mobility patterns which represent rules, trends, or 

relationships that are recognizable or predictable. Until now, observing the human mobility 

patterns has been one of the main contributors in characterizing modern society and shows 

much usefulness in developing knowledge on understanding the human behaviors and the 

interplay with the environment. At the individual level, people occupy places for societal 

meanings and make trips for activity purposes under different transport means, the repetition 

of which gives rise to statistical regularities from day to day. Much evidence has also proved 

that human mobility is highly predictable (Song et al., 2010) and centered around a few 

anchoring places (Andrade et al., 2019; Herder & Siehndel, 2012). A most notable example 

would be the home-to-work commuting pattern, which shapes the fundamental daily mobility 

routine of a majority of the active population with employment. Then, in a statistical population 

of individuals, there are statistical similarities at the inter-individual level, which yields for 

group-based regularities - in other words, clusters of individuals with similar ways of trip-

making on the basis of their mobility profiles. Furthermore, the impact of mobility needs on 

space also plays an important role in the territory evolutions (X. Liu et al., 2015; Wegener & 

Fürst, 2004). The spatial occupation and movements of individuals aggregate in local volumes 

at the zone level and origin-destination flows between zones: such aggregate patterns interplay 

with the local built environment and the related territorial configuration, contributing to the 

land-use and transport interaction. Urban areas with different functions could be reflected from 

relevant mobility characteristics and over time the mobility situations would progressively 

orient the development of new facilities and make impacts on the territorial configurations. For 

those reasons, crucial research interests arise with respect to studying human mobility patterns, 

with a good capture of up-to-date situations, problems and trends. 
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The comprehension of mobility phenomena has long been a key issue in scientific and social 

investigations. Early attention was paid to the physics of motions in the space and the dynamics 

over time by summarizing the characteristics (Giannotti & Pedreschi, 2008). Lately, mobility-

related research has been further approached extensively in many subdivided domains with 

different emphasized perspectives, including urban geography, transport engineering, 

behavioral sociology, and spatiotemporal economics, etc. Among them, one important primary 

step is to capture the current situations of how people travel in the territory, from which the 

extensive secondary studies can be stemmed. Barbosa et al. (2018) made a review of the history 

and models developed for mobility understanding. Geographers were argued to be the pioneers 

in modeling “traveling patterns” from the 1950’s, with quantitative and theoretical studies 

ranging from daily trips for performing social activities to inter-regional migration in long-term 

evolutions. While taking an overview of all domains of contributions lately, we can 

qualitatively assign the developed knowledge into physical models and behavioral models. As 

for the physical ones, a common aim of them was to reproduce the mobility patterns or 

population flows, including individual models such as Random Walks, Brownian Motion 

(Einstein, 1956), Lévy Flight (Brockmann et al., 2006), etc. and aggregated models such as 

Gravity Model (Zipf, 1946), Intervening Opportunities Model (Stouffer, 1940), and The 

Radiation Model (Simini et al., 2012). Physical distance has been regarded as a crucial factor 

in such theories in modeling mobility generations. While for the behavioral models, the 

economists have dug into the analysis about the individual decisions and preferences with 

respect to time and cost rather than plain physical distance. Based on that, random utility 

maximization theories have been developed to explain choice making in mobility and 

facilitating the forecasting of transportation demand (Ben-Akiva et al., 1985). As for the spatial 

level, the formulation of transportation with land use arrangement has been investigated 

through various urban economical models, such as the fundamental monocentric model 

(Boarnet, 1994) which presupposed the existence of a geographic space with decreasing multi-

functionality as its radius from center increases. Overall, these efforts strived to provide 

explanations to relevant questions related to mobility phenomena, such as what initiates a trip, 

what determines the choice of transport and destination, and how we can predict human 

movements.  
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In the past, one of the main obstacles that hindered the mobility-related research was the 

availability of data. The majority of traditional mobility studies relied on travel surveys, such 

as census, household travel surveys, and so on. Although these surveys hold the advantage in 

collecting social-demographic attributes to the travelers, they have the main restriction in 

collecting information spanning more than a few days, due to the complex and high cost of 

survey conducting. This highly limits the investigation on behavioral regularities over time, 

while, in fact, evidence has been given on the predictability of human mobility (Song et al., 

2010). The spatial coverage is also limited, due to the burden of sampling at a national wide, 

causing problems for understanding traveling patterns in some areas. Moreover, the low update 

frequency of those data is another major barrier for modern mobility studies, due to the 

increasingly rapid life evolutions, thanks to technology advancements. The typical 5-10 years 

updating interval of the travel surveys can no more respond well to the current mobility 

situations and provide meaningful insights for future planning. Besides, other traditional 

sources of data, such as loop detectors, vehicle log books, and video cameras are subject to 

similar problems as concerns both spatial coverage and temporal resolution. More recently, a 

significant increase has been witnessed in the amount of mobility-related publications, with an 

emerging hit of the keyword: mobility pattern (Barbosa et al., 2018; A. Wang et al., 2021). One 

major cause is the widespread adoption of location-based technologies, which significantly 

facilitate the collection of mobility information. Such a new wave expands the focus of mobility 

studies from a geographical standing point to an informatic exploration perspective. Therefore, 

new forms of mobility data are required to overcome the traditional limitations and push 

forward the study of mobility patterns. 

1.2. New Era of Mobility Analytics 

1.2.1. Modern Trajectory Data 

Since the end of the 20th century, the rapid advancement of information technologies has made 

profound changes in peoples’ lives. Sensing technologies and powerful computing devices 

have enabled us much new potential in observing the city and its dynamics (Aguilera & 

Boutueil, 2018; Peuportier et al., 2019). A new concept of urban computing has been brought 

to our horizon since the last decade, which aims to integrate computer science to tackle 

convention urban challenges in transportation, environment, civil engineering, economic, and 
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other related fields based on a data-centric framework. Zheng et al. (2014) made an overview 

of the current advancements and future perspectives related to the concept of urban computing, 

in which he pointed out human mobility data is one of the most fundamental sources of data to 

study those issues. In this thesis, we make a specific emphasis on the domain of mobility. 

Owing to the growing diffusion of location-based technologies (GPS, GSM, Wi-Fi, etc.), 

digital traces are collected from more and more mobility entities including people, cars, and 

animals and at a large spatial-temporal scale, with in-depth trace information at high 

interception frequency and possibly significant sampling rates. Besides, the new era of 

information also brings much more data into digitalization, such as digital cartography layers, 

Open-Street-Map, and digitalized information of many other objects that can be fused to 

facilitate understanding the mobility “semantics”. In all above, trajectory data are the most 

essential source for tracking and studying mobility movements. Parallel with the notion from 

traditional household travel surveys, the trajectory data collect the information of human 

movement traces, but empowered by digital geo-locations, the modern form now enables the 

possibility to track the complete paths, instead of simple origins and destinations. Extra 

advantages include being cost-effective, being easy-updatable, enabling multi-day monitoring, 

and long-term extensive analysis for mobility habits and regularities (Calabrese et al., 2013).  

The modern trajectory data of human mobility exist in many forms, which can be generally 

categorized into two groups: active recording and passive recording. The examples of active 

recording include geotagged tweets, travel log applications, check-in data, etc., while the 

passive recording, being the most prevailing form for the analysis, includes the traces stemming 

from various receivers, such as cell phone (mobile phone data), vehicle on-board devices 

(Floating Car Data, Automatic Vehicle Location Data), transit-ticket validation machines 

(Smart Card Data), etc. A common definition of the data form can be provided as “a 

chronological series of location points at discrete time intervals associated with diverse 

context-varied attributes”. More specifically, the data structure can be formulised as  

Trajectory: {(𝑃𝑇1
, 𝑇1, 𝐴𝑇1

)), (𝑃𝑇2
, 𝑇2, 𝐴𝑇2

), ⋯, (𝑃𝑇𝑛
, 𝑇𝑛, 𝐴𝑇𝑛

)}, 

where 𝑃𝑇𝑛
 denotes the spatial position at the time 𝑇𝑛 , and 𝐴𝑇𝑛

 denotes the associated attributes, 

such as travel speed, heading, or status. 



5 

 

This thesis takes advantage of the availability of massive Floating Car Data (FCD) to study 

mobility patterns with respect to roadway vehicles: the associated traffic phenomena and the 

territorial aspects of such mobilities. These FCD are digital traces of positions in space and 

time for the "vehicle" entity, which produces trajectories in short intervals. More specifically, 

each trace point includes the attributes of vehicle identifiers (anonymized), geo-coordinates, 

moving speeds, driving headings, and timestamps. The recording frequency is around 30s to 

60s, subject to the model configuration of different GPS receivers. The raw dataset is typically 

organized in a sequence of logs, each of which corresponds to a trace of a specific vehicle. The 

dataset is sourced from Coyote (https://www.moncoyote.com), which is a major roadway 

service information provider in France. The marketing share of the users is up to 5% of the 

local vehicle population, which indicates a considerably large sampling rate in terms of real-

world data. Knowing such a large number of trajectories, it becomes possible to deduce 

sufficiently robust statistical indicators for different themes of mobility analysis. More so, as 

FCD are normally dedicated to collecting vehicle trace data, most of which including our case 

has the advantage for collecting high-quality speed status and detailed route information, 

making it more superior in analyzing vehicle mobility than conventional GPS records. Thus, 

applying the FCD could bring new valuable information to the research of vehicle mobility by 

its larger scale, higher accuracy, and denser information. One should also note that FCD can 

be regarded as a typical example of the modern trajectory data to showcase the potential and 

applicability in studying mobility patterns.  

1.2.2. Processing and Treatment Issues 

Thanks to the “ubiquity” of modern sensing technologies, digital trajectory data provide us 

unprecedented information to understand human mobility. While, such rich but massive data, 

in turn, calls for systematic research on methods for basic processing and mining tasks to obtain 

understandable knowledge. A huge volume of publications has been made in the last two 

decades for exploring the use of trajectory data, however, as a new rising thing, innovations 

and contributions from these studies are various but fragmentary. In 2015, a detailed survey of 

trajectory mining techniques was provided by Zheng (2015), which synthesized the trajectory 

data exploration into the following 3 common steps: 
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1) Data processing: This step consists of a few fundamental processing tasks to serve for 

the following high-level studies and applications. Typical examples of these tasks 

involve noise filtering for eliminating unacceptable errors, map-matching for 

recovering the geographical context, and trajectory segmentation for detecting 

meaningful trips and stay points. 

2) Data management: The dataset has to be managed properly to account for the large 

corpus issue of massive trajectory data, which will further serve the need for efficient 

data retrieval in many industrial applications. It mainly concerns indexing building and 

data compression techniques. 

3) Data mining: The mining tasks are various, serving different needs of knowledge 

extraction. Generally, these tasks deal with the issue of trajectory uncertainty for 

inferring the missing information like paths, pattern exploration for detecting 

correlations or trends, and category classification for identifying transport modes or 

activity types. 

More recently, to enhance the use of trajectory data, a new concept of approaches has attracted 

more attention, which shifts the interest from raw trajectory processing to semantic-based 

trajectory processing. Parent et al. (2013) made a survey of the new ideas and relevant 

techniques. Overall, the new trend of trajectory processing aims to combine the raw movement 

tracks with more relevant contextual data to enrich the information. It particularly focuses on 

the interpretation of behavioral representation when conducting the mining of the trajectory 

data, to better serve the developments of many use-case-oriented applications. 

Besides the advantages, the powerfulness of the modern data also draws the concern of many 

other problems, spanning from information missing or errors to data analytical difficulties 

(Calabrese et al., 2013; J. Wang et al., 2019). These are the challenges to be further dealt with, 

but the exploration of using modern trajectory data has to be further pushed ahead. Overall, we 

can summarize the challenges into the following aspects.  

1) Erroneous and missing information: Compared to traditional travel surveys, a 

significant drawback of the modern trajectory data is missing socio-demographic 

attributes of the respondents due to privacy concerns. Such information is important in 

modeling underlying behavior mechanisms. To account for this, it is required to 
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develop semantic-oriented mining methods to investigate the historical records and 

make rational interpretations to enrich the trajectory representation. Besides, the data 

also suffer the errors caused by signal transmission, environment turbulence, etc. All 

these noises need to be carefully addressed before making analytics. 

2) Data representativeness issue: At the current stage, the trajectory data are collected 

separately and independently by different information services providers or 

associations, e.g. the FCD used in our thesis is provided by Coyote, which is a roadway 

information services provider in France. This may lead to a quite low sampling rate for 

each source of data. The collected samples may be biased to a certain group of people 

like the mainstream users of the service and not able to represent the situations for the 

full population of all socio-demographic backgrounds. Besides, data may also be 

heterogeneously sampled over space causing a skewed distribution at some places and 

a sparse sampling in other areas. Therefore, a careful adjustment by either sampling 

expansion or calibration by other complementary information is necessary, especially 

when dealing with demand issues. 

3) Computation complexity: the huge volume of trajectory data brings rich information 

but meanwhile it also increases the complexity and computing load for the analytics. 

Careful indexing has to be made for data storage and retrieval. The forms of data are 

also not always easy to be processed. The transition between different formats such as 

vectors, matrices, and graphs should be made to be suitable for different study purposes. 

4) Privacy concerns: Although the data are mostly anonymized under the current trend of 

regulations, hackers may still be able to retrieve sensitive information hidden in the 

trajectory of a user. To this end, a series of technologies have been developed to protect 

data security for both the scenario of real-time cases and the scenario of historical 

records. This would rather concern the attention from the domain of information 

security. A more detailed review can be found in Zheng (2015). 

1.2.3. Related Studies and Research Gaps 

Apart from the technical processing side, it is also important to take a look at the knowledge 

side for the specific problems tackled using trajectory data. A wide range of studies can be 

found on this basis, concerning various domains, e.g., traffic control and management, city 
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planning, land-use evaluation, commercial modeling, emergency management, epidemic 

modeling, social phenomena understanding, etc. (Barbosa et al., 2018; J. Wang et al., 2019). 

To make a qualitative synthesis, A. Wang et al. (2021) categorized these contributions into a 

hierarchy consisting of 3 levels which are 1) discovering the phenomenon 2) identifying and 

explaining the difference, and 3) prediction and implication. It should be noted that although 

the data structure is in common to some extent among different forms of trajectory data, the 

applicational orientation and use cases might bear differences subject to the tracked entities. 

To this end, as well as the emphasis of the thesis is to explore the utilization of Floating Car 

Data, we take a particular review of the specific related work based on Floating Car Data as 

follows.  

Floating car data, emerging as an easily deployed alternative for collecting vehicle traces, has 

attracted much attention from researchers all around the world. We can generally summarize 

the related work into 4 main ranges of issues: traffic state issues, demand issues, geography 

issues, and behavioral issues. 

First, in the literature, FCD are found mostly used to determine the traffic state. This is due to 

the fact that FCD originally provides good indicators of the traffic, e.g., speeds and time 

intervals between two places. By categories, this part can be further subdivided into three major 

aspects: 1) estimation of traffic speed (Fabritiis et al., 2008; Fusco et al., 2016; Rempe et al., 

2017); 2) estimation of travel times (Hunter et al., 2009; Jenelius & Koutsopoulos, 2013; 

Rahmani et al., 2015, 2017) and 3) determination of traffic conditions, such as congestion 

(Brockfeld et al., 2007; X. Liu & Ban, 2013), bottleneck (Altintasi et al., 2017) and incident 

(Houbraken et al., 2017). Although FCD do not provide direct information on density for flow 

estimation, some studies have also been conducted to model the traffic flow by either deriving 

a fundamental diagram between speed, density, and flow (Sunderrajan et al., 2016) or building 

functions based on the conservation law (Seo & Kusakabe, 2015). Further than those above, 

by knowing those traffic state parameters, many other studies tried to manifest the added value 

of FCD into extended traffic analysis, involving modeling of traffic emission (Russo et al., 

2021), estimation of parking searching time (Mannini et al., 2017), regulation of traffic lights 

(Astarita et al., 2017), and evaluation of safety effects (Kieć et al., 2018).  
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Second, many studies use FCD to conduct demand estimation or forecasting, benefitting the 

need for transportation planning. One essential metric for the demand analysis in transportation 

to is derive the Origin-Destination (OD) matrices (Dewulf et al., 2015; Nigro et al., 2018). As 

FCD store the path information, it is not complicated to reconstruct the OD matrices between 

spatial zones. The OD matrices can also be reconstructed by different time periods so as to 

model the demand situations between peak and off-peak times. However, an important problem 

that comes with this issue is the heterogeneity of sampling rates among different OD pairs, 

namely sampling biases problems or unrepresentativeness issues, which were overlooked in 

many above studies. Yang et al. (2017) and Gómez et al. (2015) have made efforts on such an 

issue by deriving a prior-matrix from FCD and using supplementary information such as local 

link flows as constraints to correct the biases. However, these two studies were all based on 

simulated data, the applicability on real-word data is still pending to be examined. 

Third, FCD is also found used in geography studies. One common use case is to detect hotspots 

based on trace clustering, such as detecting popular areas of pick-ups and drop-offs (Jahnke et 

al., 2017; X. Liu et al., 2015; Tang et al., 2015) and discovering points of interest (Angkhawey 

& Muangsin, 2018; Y. Liu et al., 2021; Qi et al., 2011). In fact, the mobility situations are 

largely correlated with the environment, and analyzing human mobility activities could help 

understand many geographical issues. Based on that, a few researchers further explored spatial 

structure behind the observed mobility phenomena, including exploring the land uses (Y. Liu 

et al., 2012; N. J. Yuan et al., 2014), analyzing accessibility issues(Q. Li et al., 2011), and 

delineate the borders of activity basins (X. Liu et al., 2015; Rinzivillo et al., 2012).  

Lastly, we also found a branch of research using FCD to model behaviors, but largely related 

to travel behaviors. Route choice modeling is the most prevailing subcase in this direction. The 

path observed in FCD could provide a good reference for analyzing the various choice sets 

(Bekhor et al., 2006; Ciscal-Terry et al., 2016) and modeling the rationale behind the decision 

making (Dabbas et al., 2021; D. Li et al., 2016). The large number of observations also 

facilitates the modeling potentials in improving the traditional utility theories by including 

more individual characteristics or also enabling training machine learning methods in 

predicting the choices (R. Yao & Bekhor, 2020). Besides, some researchers also investigated 
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the destination choice problems by looking at the historical records (Xue et al., 2013) and 

making recommendations for the fastest routes (J. Yuan et al., 2010). 

To summarize, extensive methods have been developed in processing trajectory data, but 

previous mining methods mostly concentrate on using direct information collected in the data. 

Further work should be expanded towards a semantic-oriented mining by deepening the 

exploration of behavioral representation and interpreting activity context to enrich the 

knowledge. As for the applications, unlike human-based trajectory data, FCD are mostly used 

for determining traffic status or modeling traffic relevant parameters from an engineering 

standing point. Although some studies have shed light on revealing behavioral patterns of route 

choices and geographical patterns of areas of interest based on FCD, the efforts are still not 

sufficient and subject to further exploration to have a more complete understanding of vehicle-

based human mobility. Relevant issues may concern the vehicle usage in individual mobility 

and spatial structure in shaping collective mobility activities or vice-versa. There are also many 

specific technical gaps according to each particular research problem to be addressed, we will 

take a closer look of those in the following chapters when addressing the detailed questions. In 

sum, the great potential of FCD in studying mobility patterns has not been fully excavated. 

1.3. Research Issues and Objectives 

Acknowledging the context and research gaps, this thesis aims to explore mobility patterns (in 

the sense of motifs, forms) by leveraging the modern trajectory data (FCD) to contribute a 

better understanding of vehicle-based human movements in the frame of territory. Since the 

spatial configuration and human movement behaviors are the two key elements in sequencing 

mobility phenomena, which are reciprocally interacted, mobility patterns are studied at two 

levels in this thesis: the elementary level of understanding behaviors of the “author” of the 

trajectories, and the more global level of capturing the geographical aggregated mobility 

phenomena.  

More specifically, at the individual level, the objective is to mine out patterns of individual 

movements to characterize statistical regularities in mobility behaviors. As the behavioral 

characteristics could be studied from plenty of aspects, we delineate the study scope with a 

concentration on a few fundamental aspects. Specific research questions are addressed with 
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respect to vehicle usage types pertaining to daily trip-making, traveling regularities discovered 

along a longitudinal time period, and mobility “anchoring” places where the mobility activities 

are centered around. We particularly pay attention to mine the behavioral representations 

conveyed in the Floating Car Data and take the advantage of multiple-day tracking to 

investigate the mobility dynamics over time. Travel time is also modeled in this thesis with a 

novel approach as it plays as one of the most important factors in individual decision-making. 

Besides, FCD are especially suitable for addressing such a problem, however, the applicability 

of using real-world data remains to be further investigated as well as with a few analytical gaps 

to be filled.  

Regarding the spatial level, the goal is to characterize the structure of the territory according to 

the vehicle mobility that takes place there (more precisely, which is sampled there). Specific 

research questions include revealing the functional occupation of a space from human activities, 

identifying spatial relations between places to find out core areas and bonded communities, 

and quantifying the spatial interaction intensity by estimating the traffic flow between places. 

These questions aim to explore different facets of the territorial mobility morphology, joining 

together to provide a systematic understanding of the issue. 

Besides obtaining the knowledge of mobility patterns at the two levels, another fold of the 

thesis objective is to build up methodological approaches for trajectory mining, contributing to 

broadening and deepening the way of using trajectory data in mobility analytics. This concerns 

the algorithms and methods to be developed for processing the raw data, reconstructing the 

information, and developing analytical models, aiming to translate the data into understandable 

mobility knowledge.  

Overall, the outreach of the thesis is to expand the mobility analytics of patterns from a data 

observing standing point, by employing new forms of trajectory data and the state of arts of 

artificial intelligence to overcome traditional limitations and explore new potentials. As the 

specific focus is on mining Floating Car Data, due to data availability at the stage of doing this 

thesis, the research problems investigated are oriented to roadway traffic-based mobility 

patterns. This situates the empirical finding of this thesis in a different position from person-

based mobility study, which is another mainstream of mining Mobile phone GPS traces. 

However, it should be noted that the proposed ways of pattern constructing, the developed 
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methods and algorithms, and the applications frameworks are transferrable on studying the 

trajectories from other sources of mobility entities in a much referential way. 

1.4. Research Approaches 

The analytical framework is founded based on how to use trajectory data to study mobility 

patterns, an overall illustration of which is displayed in Figure 1.1. Consistent with the two 

folds of the objectives, research approaches are developed for both the methodological 

knowledge in modeling mobility patterns and the instrumental approaches in mining trajectory 

data. More specifically, 4 key methodologies considerations are described as follows. 

 

Figure 1.1 Illustration of the analytical framework 

Trajectory data processing: An analytical platform is set up to process the vast amount of 

FCD within the territory of the Great Paris Region spanning multiple days. The platform is 

built from two aspects: technical architecture and functional architecture. Technically, the 
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processing framework is mainly developed based on Python scripting with aid of GIS tools for 

spatial coding and visualization. A data-lake composed of trajectory data and other relevant 

contextual data is built up in the backend for data storage of and rapid information retrievals, 

supporting the dataflow connection among various processing operations. The data-lake is 

managed by MongoDB, a document-based database program, which supports the storage of 

data in different types and nested structures, e.g., geo-coordinates vs timestamps. Functionally, 

algorithms are developed to enable a series of mining tasks, including trajectory sequencing 

and segmentation, map-matching, activity place identification, individual usage profile 

constructing, and spatial attribute assembling. Besides those well-established basic algorithms 

such as spatial-joining (Spatial Join - GIS Wiki, n.d.), map-matching (Newson & Krumm, 

2009), etc., the core processing algorithms and pipelines are either originally designed or 

adjusted with customization for the fitness in processing the FCD of our case. More details 

about the principles of specific algorithms are explained in the following chapters of studies, 

according to the needs of addressing corresponding research problems. It should also be 

mentioned that the large corpus of the massive data would hinder the analytical explorations 

due to the computational complexity with the high time cost of each trial. For example, the 

FCD dataset of a whole day in our case for the Paris Region would yield a mass of 1.4 million 

records for around 62,000 vehicles and costs a few hours in major steps of processing such as 

trajectory processing on a single PC with a conventional configuration. Bearing the 

computation efficiency in mind, a pre-sampling in downsizing the dataset is often used for 

experimenting with the developed methodologies and making relevant tuning of the algorithms. 

According to the objectives of different sub-issues, different data samples are used in the case 

studies. Detailed settings are provided in the corresponding chapters.  

Applicability of machine learning techniques: Thanks to the ease of information acquisition, 

modern trajectory data like FCD can provide us a large amount of observations to capture 

mobility situations and their evolution, based on which artificial intelligence can be leveraged 

to facilitate mobility analytical problems. The applicability of machine algorithms is exploited 

in this thesis, to investigate the feasibility of overcoming traditional limitations of mobility 

analytics and also explore the potentials brought by automated learning. The input requirements, 

the selection of algorithms, and the parameter tuning are discovered and tailored to tackle the 

proposed mobility issues. In particular, unsupervised learning techniques are mainly explored 



14 

 

and applied due to the fact that common forms of trajectory are anonymized by eliminating 

most of the labels that can reflect the direct semantic meanings of personal mobility. For 

privacy concerns, any information relevant to the socio-demographic background and the 

personal attributes of the individual is not contained. To this end, the analytical process should 

not be tackled against a specific individual, however, the results can be focused on grouped 

phenomena. Besides the original format, trajectory data can be further transformed into other 

formats, such as points, profiles, graphs, matrices, and so on, according to which, specific 

machine learning algorithms, including clustering1, kernel density modeling2, topic modeling3, 

graph mining4, and ensemble learning5 are applied in this thesis. 

Usage-based understanding of individual mobilities: Methodologies are investigated on 

how to model individual mobility patterns, in particular, related to behaviors, preferences, and 

decision makings. Instead of simply using the mined-out features and feeding them into 

machine learning algorithms and statistical models, we make an original contribution in 

building a hierarchy to model the individual vehicle usage for solving the research questions 

progressively. In fact, mobility phenomena can be deconstructed by an organization of units at 

different levels. At a lower level, mobility patterns are presented as movements in a mix of 

spatial and temporal features, where we can introduce the trips as units. The trips here are 

defined as traveling movements for achieving certain activity purposes. To this end, a set of 

trip characterizing features are further modeled, which includes during-trip features (such as 

times windows, spatial distances, traveling speed, and path categories), before-trip features 

(such as trip purposes and traffic conditions for decision makings,) post-trip features (such as 

the consequences of the trips, staying places, and activity interpretations) and other possible 

spatial-temporal related parameters. On top of that, we model the vehicle usage of an individual 

according to the aggregation of all its relevant trips, which can be regarded as a usage profile 

that tracks its signature ways of trip-making. These profiles can be assembled at different 

scopes to understand the individual mobility pattern from different perspectives, such as the 

activity routine of a weekday/weekend or the visiting frequentation to a certain place. Lastly, 

 
1.Clustering: a task of grouping a set of observations into groups according to similar characteristics or patterns 
2.Kernel density modeling: a non-parametric way of estimating the probability density distribution of a random variable 
3.Topic modeling: a probabilistic model for discovering recurring patterns as the abstract “topics”, commonly used in documentation processing.  
4.Graph mining: techniques for exploiting graph data for properties, relationships, and structures of the elements (nodes and links) 
5.Ensembling learning: techniques that aggregates multiple learning algorithms or the results by different data sources to obtain better learning performance. 

https://en.wikipedia.org/wiki/Non-parametric_statistics
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machine learning and statistic modeling are conducted based on these profiles to explore 

vehicle usage ways, regularities, and preferences. 

Mobility-based understanding of spatial structure: Methodologies are as well investigated 

on how to study mobility patterns in a spatial territory. We know that the configuration of 

human activities in space generates mobility, in connection with the intensity of land use by 

the functions of housing and production i.e. jobs. Many works have proved that investigating 

people’s mobility activities can help to understand urban or territory morphology (Y. Liu et al., 

2012; Rinzivillo et al., 2012; N. J. Yuan et al., 2014), thus inspiring us for further exploration 

along this direction. From a trajectory basis, we approach the issue of understanding spatial 

structures from 3 aspects, combined together towards a holistic view of the mobility 

phenomena of a territory. The first is to interpret the functional occupations of a place or an 

area by looking at the human activities carried out there. Places holding different functions, 

such as commercial zones and residential areas, tend to show up different patterns, in terms of 

the time of flows, spatial accessibility, and the staying characteristics of activities by duration 

and frequency of occurrence. By mining and combing those different facets of mobility 

characteristics using trajectory data, a typology of different geographical spaces can be 

characterized to differentiate their functions. Secondly, we characterize the structure of the 

territory by seeking spatial relations and identifying a hierarchy of places according to the 

movement currents. A common concept of such an issue is to explore the core-periphery 

patterns. To this end, the spatial relation is approached by firstly identifying core activities 

areas and then determining the catchment areas to each core from the mobility exchange 

between spaces. Lastly, to quantify the spatial interactions, we utilize the trajectory data to 

estimate the travel demand in flow between different origins and destinations. More than that, 

we pay particular attention to account for a representativeness bias issue in travel demand 

estimation when using FCD, which is commonly existed in the sampling process in most 

trajectory data. As it is an inherent problem that originated from the data collection, we seek 

other sources of information such as link flow counts at a few spots by roadside cameras for 

the calibration. Overall, the key approach for this research problem is to take advantage of 

observed path use from trajectory data to obtain trip assignment among places and estimate the 

origin-destination flow matrix directly and efficiently. This actually contributes to capturing 
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the dynamic evolution of travel demand and its distribution over a territory by using the easy-

updatable numerical data. 

1.5. Thesis Outline 

The overall research issue has been addressed in 6 articles prepared for referred scientific 

journals or conferences, which consists of 3 sub-research issues for individual-centered 

analyses and 3 sub-research issues for place-based analyses. This thesis is organized in the 

format of an article-based manuscript, with each chapter corresponding to an article in 

addressing a specific research problem. Below, a short overview of the main issue addressed 

in each chapter is provided. 

Chapter 2 presents a study on discovering vehicle usage patterns of individuals based on their 

digital FCD footprints. It expands the semantic exploration of individual mobility patterns by 

capturing how vehicles are used in individual daily mobility and making a characterization of 

the usage ways. To achieve that, a trajectory sequencing model is firstly developed to segment 

the trajectory into meaningful legs, namely, trips. Trip physical types are then identified by 

conducting a clustering analysis based on departure time, trip distance and driving speed. Upon 

that, a mobility profile can be built for each vehicle by aggregating pertaining trips into a vector 

of counts per type in terms of the identified trip physical types and the geographical locations 

of destinations. Lastly, a topic-modeling approach is developed based on Latent Dirichlet 

Allocation to discover vehicle usage patterns by regarding profiles as documents, trips as words, 

and usage types as latent topics to be determined, thereby constituting a vehicle usage typology. 

An application was conducted for the Paris Region and identified five major vehicle usage 

types, among which three types were associated with local usage within specific areas and the 

other two had hybrid patterns between different areas. The prevailing pattern of vehicle usage 

was found on short-medium trips around peri-center and near suburban areas. Overall, this 

study showcases a data-driven framework to help understand vehicle daily usage patterns and 

their differentiation over a territory. In addition, the proposed topic-modeling-based method 

deals efficiently with the data sparsity and high dimension problems arising in the exploration 

of mobility usage patterns, along with the consideration of both physical characteristics and 

geographical context and the potential scalability to include further information. 
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Chapter 3 aims to investigate significant places to mobility makers, by identifying the 

“anchoring” geolocations and further extrapolating their functional types. In this study, we take 

the advantage of multiple-day tracking of FCD to explore the mobility dynamics over time. It 

demonstrates a way to investigate the individual mobility regularities and habits by historical 

trajectories. In particular, the geolocations of significant places are identified by detecting the 

stay points from trajectories of an individual and making a density-based clustering to cluster 

them into represented places. The functional types of the locations are discovered based on a 

two-level hierarchy method, which is to primarily identify the activity types of each visit 

according to stay characteristics, and secondarily discover the place types by assessing their 

profiles of activity composition and frequentation by investigating the occurrence likelihoods 

of each kind of activities. An applicational study was conducted in the Paris Region. 

Consequently, seven types of significant places were derived, the prominent characteristic of 

which can be further categorized into home place, work place, and other types of secondary 

places. Most of the vehicles analyzed were detected with home places while around half of 

them were found with work places based on frequent vehicle usage. The results of the proposed 

method were also compared with those from the commonly used rule-based extraction method 

and showed a highly consistent matching. Comparing to previous efforts, the proposed 

methodology shows good applicability in identifying significant places without prior 

knowledge in terms of both pre-labeled data for referential training and the expertise on setting 

specific rules for place recognition. Moreover, it also enables the detection for more diverse 

situations, as well as identifying the places for not only the primary ones (home and work 

places) but also the other secondary ones. 

Chapter 4 proposes a novel approach for travel time estimation by building a stochastic model 

to exploit FCD materials. It aims to allow for simple but robust estimation of key factors in 

traffic conditions, along with the goal to fill the research gap in measuring the reliability along 

with the travel time. This issue is studied particularly as it plays a vital role in individual 

decision making and also the massive FCD traces serve like sensors over the network, making 

it especially suitable and powerful in addressing such travel time estimation. In this study, 

probabilistic specifications of Gaussian random variables are postulated to model the link travel 

time. A Maximum Likelihood Estimation method is devised to estimate the stochastic 

parameters based on massive FCD observations which contain the travel time information 
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between spatial intervals. A numerical experiment was conducted to demonstrate the method's 

applicability under both urban settings and highway settings. The stochastic method was also 

compared with a conventional method, which straightforwardly took the average of all 

observed point-wise speeds from FCD. Results indicated that the stochastic model was able to 

deliver a more reliable estimation and required fewer observations to reach higher precision. 

Moreover, the pointwise average estimation was found tending to provide a higher speed than 

the stochastic model with less certainty. This may lead to an underestimation of the travel time, 

implicating the limitation of the current applications adopting such a straightforward estimation. 

The proposed stochastic model achieved a good computation efficiency, showing the 

applicability of being a modular work serving for estimation on large-scale network or adding 

up to obtain the path travel time. 

From Chapter 5, this thesis starts to explore the aggregated mobility patterns in geographical 

space. This chapter presents a study to investigate spatial functional occupations by looking at 

related vehicle movements. A mobility-related typology of territorial zones is built to 

categorize and differentiate the space roles and uses by human activities. To be specific, the 

spatial functions of a territory are discovered by zonal divisions. For each zone, mobility-

related attributes are mined out from 3 different views to describe the pertaining vehicle usage 

in terms of the composition of activity stays by frequentation, temporal flows of trip generation 

and attraction, and spatial complementarities in trip distance distribution. Then, a multi-view 

cooperative clustering analysis is conducted to identify the zone typology by integrating the 

explorations from the above different views of attributes. Such a method is particularly 

employed due to the fact of multiple facets of characteristics that a place could show up while 

interacting with mobility activities. More hidden patterns are also expected to be spotted, which 

are, otherwise, likely to be diluted if all features are concatenated into a single view. An 

applicational study was dealt with in the Paris Region using census-based zonal divisions. As 

a result, five mobility types of zones were characterized, including residential-oriented areas, 

business-oriented areas, and commercial-amenity mixed areas, etc., with each holding a 

different orientation of mobility usage. An evaluation was done by comparing the discovered 

areas with the common recognition of their social functions, which showed a consistent 

matching. Overall, this study provides a big-data instance to study and territorial functional 



19 

 

divisions from mobility trajectories. The result could help benefit future planning and many 

other place-based applications. 

Chapter 6 further extends the spatial exploration to study the relational patterns between 

spaces. It presents a study of mining trajectory data to recognize core activity areas of a region 

and identify their catchment areas. It aims to deconstruct the mobility structure of a territory 

by analyzing the core-periphery patterns and revealing agglomerate spatial communities. More 

specifically, this study pays particular attention to jobs-housing spatial relations considering 

the fundamental role of home-work commuting in one’s mobility life. The home and work 

places are first identified using the method developed in Chapter 2. A spatial density 

distribution analysis is conducted to identify the employment cores and sub-cores area. A jobs-

housing graph network is then built based on the home and work flow counts to investigate the 

connection between core areas and other spatial zones. The catchment areas are identified from 

the jobs-housing network by applying the graph-partition algorithms to find communities (sub-

networks) with a denser exchange internally and a sparser communication externally. The 

proposed methodology was applied in the Paris Region to evaluate its applicability. 10 

employment core zones were identified according to the spatial density, which consisted of 

those commonly acknowledged business centers such as La-Defense, Boulogne-Billancourt, 

Versailles, Roissy, Rungis-Orly, etc. The community results were obtained under 2 different 

settings: the original jobs-housing network and the calibrated one, which is adjusted by making 

a zone-specific sample expansion according to local automobilist population from Census data 

to compare for potential sampling biases. The 2 results were consistent on the overall spatial 

distribution of the detected communities, although the specific constitution of some areas was 

different. The differences before and after the calibration can reflect that certain commuter 

groups were underrepresented in the sample data, which implicates further consideration in 

future data collection. However, both of the two results showed a good spatial adjacency of 

zones when forming communities as well as with employment cores embedded inside, although 

this is not a necessary property of the graph partition algorithms. Such a finding can be proof 

of the effectiveness of the proposed method for its good capability in discovering densely 

connected sub-regions while maintaining spatial cohesion. Overall, this study offers a pipeline 

for studying geographical relations directly from the traces without relying on external 

information or prior expertise. The analysis can be easily replicated with updated data inputs, 
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showing a practical potential of capturing up-to-date territory evolutions, benefiting quick 

responses to the mobility changes. 

Chapter 7 presents a study to explore the spatial interaction of mobility flow between places. 

It aims to leverage the modern data to quantify the spatial interactions in traffic flows, while 

accounting for the heterogeneous sampling rate issues of such data, which is recognized as a 

common problem remaining to be further investigated in the literature. This study deals with 

the estimation of the Origin-Destination matrix flows based on two kinds of data: vehicle 

trajectory data and local traffic counts. A step-to-step Bayesian formulation is derived for 

demonstrating the relationship between the link probe sampling rates and the fractional 

contributions from the sampling rates on different OD pairs. The unknown OD matrix is 

estimated by applying cross-entropy minimization using a prior matrix from the probe 

trajectories, along with the Bayesian assignment rules on link sample rates as the constraints. 

The methodology was applied using Floating Car Data and camera link flow counts for a 

numerical experiment. The results show that the method can achieve a robust estimation of OD 

matrices, even using different prior matrices. The issue of the heterogeneous sampling rates 

can be well addressed with link count constraints, effectively correcting the unknown bias in 

the probe sampling. It was also found that using an informative prior matrix using link counts 

to calculate OD pair specific sample rates would contribute to a more reliable estimation. The 

case study using real data also proves the feasibility of mining observed trajectory data to obtain 

the assignment fractions and estimate the OD matrix inversely, avoiding the conventional 

sophisticated process of traffic assignment modeling. 

Chapter 8 provides an overview of the research presented herein, summarizes the major 

conclusions, contributions, and discusses the limitations along with the recommendations for 

future work. 
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CHAPTER 2. DISCOVERING VEHICLE USAGE TYPOLOGY BASED 

ON DAILY FOOTPRINTS 

Adaptation of the paper published in: 

Sun, D., Leurent, F., & Xie, X. (2021). Discovering vehicle usage patterns on the basis of daily 

mobility profiles derived from floating car data. Transportation Letters, 13(3), 163-171. 

The candidate contributed to designing the method, performing the study and writing the 

manuscript. 

Abstract 

Digital traces of mobility entities such as vehicles and pedestrians are increasingly available 

nowadays, bringing great potential for mobility analysis. This paper presents a novel approach 

for establishing vehicle usage patterns by Floating Car Data based on their daily mobility 

making. Firstly, mobility representative features were recovered from trajectories via trip 

segmentation and characterization in terms of time window, travel distance, and average speed, 

as well as the geographical sector of the trip destination. Trips pertaining to each vehicle were 

then aggregated as a vector of counts per type in order to obtain the mobility profile of the 

vehicle. Based on these profiles, a topic modelling approach using Latent Dirichlet Allocation 

was developed to discover the patterns of vehicle daily usage, thereby constituting a typology. 

An application was conducted for the Paris Region and identified five major vehicle usage 

types, among which three types were associated with local usage within specific areas and the 

other two had hybrid patterns between different areas. The prevailing pattern of vehicle usage 

was found on short-medium trips around pericentre and near suburban areas. Overall, this study 

offered a data-driven framework to help understand vehicle daily usage patterns and their 

differentiation over a territory. 

Keywords: Mobility pattern; Vehicle daily usage; Trajectory segmentation; Floating Car Data; 

Machine learning 
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2.1. Introduction 

Over the years, more and more territories have been facing mobility challenges. One of the key 

causes is the inconsistency between mobility behaviours of people and the spatial structure of 

the region (X. Liu et al., 2015), which, therefore, prompts a need to understand people's 

travelling characteristics to reveal the underlying issues. A type of such travelling 

characteristics is referred to as a mobility pattern, which can be used to either characterize an 

individual phenomenon of movements or depict a spatial function interacted with human 

movements.  

In the past studies, the availability of data has been a major concern for mobility analysis. 

Traditional data collection methods, such as household surveys, loop detectors, vehicle diaries, 

and video cameras are inherently limited as concerns both spatial coverage and temporal 

resolution (D. Sun et al., 2014). With the growing diffusion of GPS devices, Floating Car Data 

(FCD) have emerged as a new data source to address mobility analysis in a systematic and 

cost-effective way. Since no special equipment is required to set up, this technology can be 

widely deployed and has the potential in providing data for large scale network and up-to-date 

mobility demand. 

FCD-related studies in existing literature can be generally grouped into two categories of 

research subjects: “physical issues” for recovering the state of road network performance and 

“behavioural issues” for revealing the microeconomic mechanism behind trips. More 

specifically, the first part focusing on traffic state analysis can be subdivided into three major 

issues: 1) estimation of traffic speed (Fabritiis et al., 2008; Fusco et al., 2016; Rempe et al., 

2017); 2) estimation of travel times (Hunter et al., 2009; Jenelius & Koutsopoulos, 2013; 

Rahmani et al., 2017); 3) determination of traffic conditions (Altintasi et al., 2017; Brockfeld 

et al., 2007). As for behavioural analysis, several studies have been targeted to route choices 

either to model it or to perform statistical analysis (Ciscal-Terry et al., 2016; D. Sun et al., 2014; 

Zhu & Levinson, 2015). These studies addressed many traffic issues, however, so far, limited 

work has made use of FCD to investigate mobility issues in terms of vehicle usage patterns. 

According to the “mobility pattern” introduced beforehand, vehicle usage patterns can hereby 

be defined as types or repeated ways in which the vehicles are used to conduct mobility 

activities among the population. In fact, FCD records enable for spatial-temporal trajectories, 
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which can be analysed to search for typical vehicle usages. So far, the issue of vehicle usage 

has been commonly investigated by using conventional vehicle diaries, especially for freight 

vehicles, results of which could further contribute to multiple sector analyses such as business 

monitoring, activity configuration and many other economic analyses (Survey of the Use of 

Road Freight Vehicles (TRM), 2018). However, such analysis was limited due to the time-

intensive nature and in-complete path capturing of conventional vehicle diaries. Therefore, new 

kinds of digital data such as FCD are expected to eliminate the restrictions and improve such 

studies (Nguyen et al., 2017). Overall, in the literature, there was a significant knowledge gap 

in studying vehicle usage types from FCD. Only limited reference was found to classify 

vehicles into types using GPS records collected in a more specialized way than anonymized 

FCD (Simoncini et al., 2016, 2018; Z. Sun & Ban, 2013).  

Sun and Ban (2013) developed a method using Support Vector Machine (SVM) to distinguish 

delivery trucks from passenger cars, using field collected GPS data from traffic mobile sensors 

with a frequency of every 1s and 3s for passenger cars and trucks respectively. The result 

showed that acceleration- and deceleration-based features were more salient than speed-based 

features to perform the classification. However, this study only classified the vehicles into two 

classes and only limited data on arterial streets were involved. Besides, the data used in this 

study were recorded with a rather high frequency, while a more common practice is to transfer 

less data with less frequency, e.g. every minute or even longer. In Simoncini et al. (2016), the 

authors claimed that they were the first effort in tackling the problem of vehicle classification 

using low-frequency GPS data, collected from the installed devices in commercial fleets. A 

binary SVM classifier was developed to distinguish light-duty vehicles from larger ones 

(vehicle-mass-wise), based on a combination of features that were identified to be most 

predictive using a recursive feature elimination procedure. A more recent study by Simoncini 

et al. (2018) was conducted to classify vehicles from a lower frequency GPS data collected 

from connected vehicles by every minute. The authors employed recurrent neural networks to 

categorize the vehicles into the types of small-duty, medium-duty, and heavy-duty vehicles. 

An approach based on Long Short-Term Memory (LSTM) recurrent neural networks was 

proposed to learn effective hierarchical and stateful representations for temporal sequences, 

which outperforms the existing state-of-the-art. However, the employed data mining 

approaches, SVM and LSTM, were all based on supervised learning, which requires the vehicle 
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type labels. While, due to the increasing need of privacy and regulation of data protection, the 

trend of the data available to wide research use would be fully anonymous, which prompts the 

need of unsupervised data-driven techniques in exploring such kind of data. Another issue 

among these studies is that the focal point was on vehicle model type rather than the usage type 

of mobility making, which is a more direct reflection of mobility activities. 

Therefore, the objective of this study was to explore vehicle usage patterns based on FCD, from 

an activity-oriented perspective. The time unit was set as one day, considering the natural time 

frame and cyclic pattern of people activities. More specifically, the research aim was twofold: 

first, to reveal the usage patterns of vehicle on one day, second, to build a data-driven analysis 

framework employing unsupervised learning. An application was conducted over the Paris 

Region. This paper is a further development of our previous study (D. Sun et al., 2020), which 

focused on trip-making patterns only and did not address geographical patterns. In the present 

paper, we address both trip-making and geographical features, and we propose topic modelling 

to search for usage patterns: such an approach is more powerful than conventional clustering 

algorithms. 

The structure of the paper is as follows. The data structure is presented in section 2. Section 3 

describes the methodology of trajectory processing and vehicle usage patterns discovering. The 

application setting and corresponding results are presented in section 4, followed by a 

concluding discussion in Section 5. 

2.2. Methodology 

2.2.1. Trajectory Sequencing into Trips 

2.3.1.1. Problem Definition 

To recover the mobility information from FCD, it is important to sequence the trajectories for 

each vehicle and segment them into meaningful trips. This is because the prevailing FCD for 

the general public users does not have the dedicated indicator in the data to indicate whether a 

trip terminates or not. A trip is pre-defined as a set of consecutive traces by which the vehicle 

makes for a certain purpose of movement. A temporal stop is made between two trips which 

indicates the time duration for the activity. Many efforts in the literature have been made on 
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trajectory segmentation into trips based on GPS traces, however, most of the methods and 

thresholds were investigated for the personal trips based on mobile phone GPS (Gong et al., 

2014, 2015). Only limited work was found on the trajectory segmentation on the vehicle basis 

(H. Chen et al., 2017; Lin et al., 2016; Sarti et al., 2017). Among those works, the time interval 

between two succeeding points was most widely adopted as the decisive feature for identifying 

trip ends. Other criteria such as the distance and the interval average speed were also included 

in some studies. However, thresholds of those criteria varied from one study to another 

subjecting to the data source and the local context, with a time interval ranging from 90s to 

600s and a distance from 50m to 150m. 

2.3.1.2. Trip Detection Method 

It can be generally assumed that the time interval between two trips is longer than the that of 

device recording. Many confounding scenarios may still exist, such as signal loss and instable 

signal transmission etc. Although there is no perfect way to detect the trips explicitly, a sole 

arbitrary interval threshold would result in much error in the trajectory segmentation. Thus, a 

statistical trip detection method with multiple checking conditions was developed in this study 

to interpret trip ends, the process of which is depicted in Figure 2.2. The major criteria are 

explained as follows. The time interval 𝑡  between two consecutive records was firstly 

compared with a time threshold to distinguish normal recording pauses from overlong intervals. 

The time threshold was drawn at the value where there was a significant distinction by 

inspecting the statistical distribution of all intervals. As the cases with overlong intervals may 

contain some signal loss scenarios which should not represent the termination of trips, the 

underground road locations were employed from the OpenStreetMap to exclude those falling-

in stopping points from the trip detection. The last criterion was used to account for the cases 

by unstable signal transmission and other asynchronous triggers such as engine-off events, 

which are still quite many considering trips are relatively rare to the recording magnitude. A 

gap distance ratio 𝑖 was proposed for such a determination as the formula given below: 

𝑖 =
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
=

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑎 𝑡𝑜 𝑃𝑏)
1

2
(𝑉𝑎+𝑉𝑏)∗𝑡

 (2-1) 

where 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑎  𝑡𝑜 𝑃𝑏) indicates the planar distance between point a and point b of an 

interval, 𝑉𝑎 and 𝑉𝑏 indicate the recorded speed of the two points respectively, and 𝑡 represents 
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the time duration of the interval. The overall assumption for this criterion is that for each 

interval, the vehicle with a trip end should have a much less observed distance than expected 

compared to those without making a trip end. It is assumed that 𝑖 should be close to 1 for on-

journey scenarios and, otherwise, 0 for those most likely having a major trip end for an activity. 

However, confounding cases may still exist with a ratio value in between caused by harsh 

driving events (Sarti et al., 2017). A Kernel Density Estimator (KDE) was therefore used to 

model the density distribution and infer the ratio ranges for different scenarios. It should be 

noted that, although not all trips may be detected, this model aims to capture those ones with 

major trip end activities without involving too many “fake” ones. 

  

Figure 2.1 Process of the trip detection method 

2.2.2. Discovering Vehicle Usage Patterns 

2.3.2.1. Problem Definition 

Considering trips are normally used as the units for analysing travel behaviours, a trip profile 

can be built for each vehicle to represent its mobility pattern and analyse the usage type. 

Respective definitions are given hereafter: 

• Trip pattern: A trip pattern (w) is a certain type of trips with certain characteristics.  
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• Vehicle trip / mobility profile: A vehicle trip profile (d) is a set of counts per trip 

pattern (w), depicting the trips made by the vehicle on a given day. (𝑑 =  {𝑛𝑤1
, … 𝑛𝑤𝑁

}). 

The vehicle trip profile complemented by the counts of the trip destination points 

according to the geographical sectors is called the “vehicle mobility profile”. 

• Vehicle usage typology: The Vehicle usage typology (T) is the set of types or patterns 

(𝑡 ∈ 𝑇) of daily mobility, each of which exhibits recurrence among the population of 

vehicles. Each type (t) corresponds to a group of similar usage of vehicle in mobility 

making. 

2.3.2.2. Method: A Two-Step Identification 

A two-step identification method was proposed for discovering the vehicle usage typology: 

Step 1 was to identify the types of elementary trips; and Step 2 was to identify vehicle usage 

types on the basis of vehicles’ mobility profiles 

Step 1: trip type identification by K-means clustering. The K-means clustering algorithm was 

employed to partition trips into k different homogeneous groups, depending on their trip 

features during the travelling. To begin with, feature selection and standardization are required. 

To describe trips, we considered the following independent features in the recovered trip 

dataset: the departure time, trip distance, and average driving speed. Of course, many other 

attributes of trips may also be considered if related information can be fused from other data 

sources. Since the range of values of the above features may vary widely due to their respective 

scales, all features were standardized to weigh each dimension equally.  

Another key issue of clustering analysis is to determine the number of clusters. It is commonly 

acknowledged that there is no unambiguous answer to this question. The optimal number k of 

clusters is relatively subjective and depends on the methods and the data used for partitioning. 

In this study, two widely used methods, the elbow method (Thorndike, 1953) and average 

silhouette method (Rousseeuw, 1987) were employed to determine the optimum cluster 

number for the k-means clustering. By combining the results of good candidates from the two 

analyses, a final judgement could be made to determine the optimal number of k.  



28 

 

To further understand the characteristics of the clusters and check whether the partitioning 

result was logical, a further characterization analysis was conducted to explore significant 

variations between clusters. By finding out prominent characteristic differences among each 

cluster, such a process could help define the types (Ren et al., 2018). Different approaches can 

be employed to make the comparison between clusters. Considering the feature dimensionality, 

partitioned trip clusters were characterized by a 3D scatter comparison. 

Step 2: vehicle usage type identification by Latent Dirichlet Allocation. The above-defined 

vehicle trip profiles were built by counting the trip frequency that falls in each trip type. Besides 

the trip-making profiles according to the k clusters, the trip destination sector i.e. a geographical 

feature, can also be incorporated and identified by overlaying with the geographical 

morphology divisions of a territory (an example of the Paris Region can be found in Section 

2.3.1). As a consequence, a cross-tabulation was assembled as the mobility profile for each 

vehicle, as shown in Table 2.1, with rows i and columns j as the geo-sectors and trip travelling 

patterns respectively. Each cell in the table represents the trip frequency of a certain trip pattern 

wij. 

Table 2.1 Mobility profile built for each vehicle 

We may regard the vehicle trip profile as a travel document consisting of various trip patterns 

as key words. Then, the topic modelling method can be used to explore the patterns of vehicle 

trip profiles just as the way of finding document topics based on text words. In this study, the 

widely used Latent Dirichlet Allocation (LDA) algorithm was employed to determine the 

vehicle usage typology. LDA is a generative probabilistic model (Blei et al., 2003), whose goal 

is to find a set of recurring patterns as the hidden topics for the document collection. It assumes 

that the words of each document could arise from those hidden topics, while each topic presents 

a set of keywords with corresponding importance (by distribution). Besides, it also holds the 

advantage in dealing with the sparse matrix, which fits the processing need with geographical 

features involved (N. J. Yuan et al., 2014; Zhao et al., 2019).  

Geo-Sectors (wi) 

Trip-making profile by traveling patterns (wj)  

Trip type 1 Trip type 2 … Trip type j 

Sector 1 nw11 nw12 … nw1j 

Sector 2 nw21 nw22 … nw2j 

… … … … … 

Sector i nwi1 nwi2 … nwij 
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The document in LDA is treated as a bag of words, which can be managed as a set of trip 

patterns {𝑤𝑖𝑗1, … 𝑤𝑖𝑗𝑁} in our case. The Bayesian model can then be described as Equation 2, 

with vehicle mobility profiles treated as documents 𝑑, trip pattern treated as different words w, 

and vehicle usage types treated as the topics t to be detected.  

𝑝(𝑤 | 𝑑) = ∑ 𝑝(𝑤|𝑡) ∗ 𝑝(𝑡|𝑑)𝑡∈𝑇  (2-2) 

where, 𝑝(𝑡|𝑑) represents the topic distribution in document 𝑑, denoted as 𝜃, which follows a 

Dirichlet distribution with a prior parameter 𝛼 ; 𝑝(𝑤|𝑡) represents the word distribution in 

topics, denoted as 𝜑, which is also Dirichlet distributed with another prior parameter 𝛽. T is 

the total number of topics. The goal of the modelling is to estimate the posterior distribution 

 𝑝(𝜃, 𝜑 |𝑊, 𝛼, 𝛽), which can be accomplished by likelihood maximization through different 

approaches such as Gibbs sampling and variational Bayes inference (Blei et al., 2003).  

By feeding the vehicle profile collection as the input, the LDA outputs a set of vehicle types, 

with each representing a pattern of vehicle daily usage, described by a distribution over 

different trips. At the same time, for each vehicle profile, a distribution over each usage pattern 

contributing to the profile will also be computed. The pattern with the highest weight could be 

assigned as the deterministic usage type for the corresponding profile.  

Lastly, to build an LDA model, the optimal number of topics has to be pre-assigned to the 

algorithm as an input parameter. Similar to K-means, there is no explicit answer to such a 

question. The commonly used practice is to try out with different candidate numbers and 

compare with the model performance of probability of likelihood. The log-likelihood and 

perplexity scores were used for the performance evaluation, with the model implemented using 

the Scikit-learn environment as in (Hoffman et al., 2010). 

2.3. Application and Results 

2.3.1. Settings 

The dataset of FCD on February 7th, 2019 (Thursday) over the Paris Region was adopted for 

carrying the case study. As the goal is to investigate regional vehicle motility patterns, only 

vehicles residing in the territory should be selected, considering that the principle of traditional 
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surveys is based on households. The residential vehicles of this region were selected when the 

first trip origin was inner the region on February 7th, and on February 8th and 9th as well. 

Another data cleaning was done by removing the data stemming from the problematic devices 

with an uncommon recording frequency such as those with outdated configuration (5 minutes 

recording frequency) and inflated with erroneous recordings. Besides, due to the inefficiency 

to do the data exploration on the whole large dataset, which is up to 62,681 vehicles with 

records over 1.4 million, random sampling was done based on the unique vehicle IDs to 

downsize the dataset. As a result, 5000 random vehicles were selected in this study, with 4113 

detected as residential vehicles and 3749 with valid recordings further. 

Besides the FCD, the data of the urbanization morphological division over the Paris Region 

were obtained from IAU 2017 (Découpage Morphologique d’Île-de-France, 2017) to help 

distinguish the geographical pattern of vehicle mobility. Upon that, the Paris Region was 

divided into 4 morphological sectors for simplification according the rate of urbanized spaces, 

work and population density, which could reflect an urbanization level of the land occupation 

(Proulhac, 2019). The geographical areas of the sectors and corresponding descriptions are 

illustrated in Figure 2.1.  

 

Figure 2.2 Morphological division of the Paris Region 
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2.3.2. Trajectory Segmentation Results 

The trip detection method was implemented for this case. Thresholds were analysed and 

obtained based on the full dataset to ensure the general applicability. By inspecting the 

distribution of time intervals, a threshold of 90s was determined, which is consistent with 

recording frequency considering some fluctuations. As for the gap distance ratio 𝑖 , the 

assumption was confirmed by checking empirical distributions of selected intervals that can 

represent the certain scenarios. Figure 2.3(a) and 2.3(b) shows the ratio distribution of very 

short intervals (<=90s) and very long intervals (>2,400s) respectively, which confirms that the 

𝑖 is close to 1 for on-journey scenarios and 0 for those making trip ends for long activities.  

Confounding cases with mixed scenarios can be seen from the empirical distribution of the 

interval range (90-2,400s), shown in Figure 2.3(c). A Gaussian-distributed kernel density 

estimator was run to model the distribution mixture of mixed scenarios. The result is shown in 

Figure 2.3(d), which shows a mixture of 3 major distributions. As we were interested in 

detecting major trip ends, only the distribution (centred 0) was considered. The first local 

minimum at the value of 0.2 was adopted as the upper bound threshold for the detection. 

 

Figure 2.3 Gap distance ratio i : (a) i <= 90s, (b) i > 2400s, (c) i ∈ (90, 2400]s, and (d) 

kernel density estimation of i 
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Consequentially, a new dataset of segmented trips was generated along with a series of 

describing features computed from raw FCD. The layout of the data constituted by single trips 

is illustrated in Figure 2.4, which includes trip frequency (trip_number: the sequence order of 

the trip), origin-destination locations (O_coords and D_coords: geo-coordinates in WGS 84), 

time window (Ots and Dts: timestamps in Unix time), trip distance (dist in km) and pointwise 

average driving speed (speed in km/h). As a consequence, 12,928 trips were identified for the 

3,749 vehicles with an average trip frequency of 3.44, which is consistent with the EGT 

household travel survey conducted in 2010 with an average car trip number extracted as 3.56 

(B. Yin, 2019). The overall statistics of trips from FCD is summarized in Table 2.2. 

 

Figure 2.4 Sample of reconstituted single trips 

Table 2.2 Data description of recovered trips 

 Average Median 1st Quartile 3rd Quartile 

# Trips per vehicle 3.44 3.00 2.00 5.00 

Speed (km/h) 29.55 25.91 14.34 40.95 

Distance (km) 22.61 13.58 4.22 31.58 

Trip Duration (h) 1.06 0.54 0.25 1.11 

2.3.3. Vehicle Usage Patterns 

2.3.3.1. Trip Types 

The recovered 12,928 trips were clustered into 5 clusters, and visualized in Figure 2.5 from 2 

different viewing angles. The feature statistics of each type is summarized in Table 2.3. By 

comparing with the features, the clusters can be characterized as 5 trip types as follows. 

• Trip type 1 (T1): Morning relative short distance trips with low speed (M-short trips)  

• Trip type 2 (T2): Evening relative short distance trips with low speed (E-short trips) 
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• Trip type 3 (T3): Morning relative medium distance trips with medium to high speed 

(M-medium trips) 

• Trip type 4 (T4): Evening relative medium distance trips with medium to high speed 

(E-medium trips) 

• Trip type 5 (T5): Long distance trips, with departure time most around morning (Long 

trips) 

Table 2.3 Identified trip types with features 

Trip type Counts Departure time (h) Speed (km/h) Distance (km) 

T1 3706 8.5 14.9 7.7 

T2 3911 15.8 18.6 9.7 

T3 2496 6.9 41.4 32.0 

T4 1935 15.4 55.0 32.9 

T5 880 9.6 50.3 93.5 

 

Figure 2.5 Trip clusters resulting from k-means with 2 view angles 

2.3.3.2. Vehicle Usage Types 

The result obtained by the LDA method was compared with that by running K-means on the 

vehicle profiles, which was proposed in our previous study (D. Sun et al., 2020) and used as 

the baseline method for the comparison. 



34 

 

The K-means method resulted in an optimal partition of 4 clusters (VC1 to VC4, also indicating 

vehicle usage types by K-means) with the statistics over different trip types summarized using 

boxplots in Figure 2.6. However, only the trip travelling patterns along the jth dimension (trip 

counts of nwj) were used to form the input vectors for the vehicle profile, due to the incapability 

in processing the high-dimensional sparse matrix if involving the geographical features. While 

for the LDA solution, 5 usage types were detected. Patterns of mobility-making for each type 

are visualized by heatmaps in Figure 2.7, where the rows represent the trip types by travelling 

patterns and columns represent the destination geo-sectors. The colour gradient in the heatmap 

indicates the probability of travel, with the darker the higher probability for that trip pattern to 

be made. The results by the LDA method exhibit an overall consistency with the K-means 

clusters obtained on the sole basis of the trip profiles (i.e. the j–th dimensions of travelling 

patterns). Except for topic 5, the other four topics correspond to a counterpart among the 

clusters from K-means, with similar pattern along the x-axis. However, the LDA method can 

further discriminate the vehicle mobility patterns in terms of geographical dimensions (y-axis 

in Figure 2.7), which outperforms K-means. Besides the superiority in processing sparse high-

dimension data, the LDA method also describes vehicle usage in a probabilistic way over the 

different trip patterns, which is more practical than using mean values for the representation. 

 

Figure 2.6 Vehicle trip-making types built by K-means 
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                (a)                                                       (b)                                                       (c)  

  

                                           (d)                                                      (e) 

Figure 2.7 Trip patterns and geographical sectors of 5 vehicle usage types (5 topics) 

2.3.3.3. Vehicle Usage Typology Annotation 

Based on the underlying profiles, the five LDA-discovered topics can be interpreted as the 

following vehicle usage types: 

• Topic 1 concerns suburban local oriented usage (Figure 2.7(a)). This topic is mostly 

constituted of the vehicle usage travelling to sector 3 in short trips with a balanced 

morning and evening temporal distribution.  

• Topic 2 concerns urban centre connected usage (Figure 2.7(b)). This topic mainly has 

the trips to sector 1, with a minor portion towards sector 2. The overall pattern is short-

medium travelling with a bit more activity tendency in the morning. Some evening trips 

to sector 2 may represent the back to home trips, revealing a commuting linkage 

between sector 2 and sector 1.  

• Topic 3 can be summarized as pericentre-suburban circulating usage (Figure 2.7(c)). 

This topic mainly consists of the trips to sector 2 and sector 3, which indicates a relative 
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higher circulating behaviour between these two areas. The usage pattern shows a major 

tendency of short trips when travelling to sector 2 and a mixed but higher probability 

of longer trips when travelling to sector 3.  

• Topic 4 pertains to peri-agglomeration local oriented usage (Figure 2.7(d)). Similar to 

topic 1, this topic shows a significant localized usage within sector 4 with short trips 

and balanced temporal distribution.  

• Topic 5 can be inferred as long-distance oriented usage (Figure 2.7(e)). This topic has 

a prominent distribution over long distance travelling trip patterns. Although the trip 

destination varies among the 4 sectors, it overall represents the intra-sub-region 

travelling behaviours. A higher distribution shows up in sector 4, which is consistent 

with the higher vehicle dependency for long distance activity in urban outskirts. 

Table 2.4 shows the population of each topic and sub-population in each frequency range. Each 

vehicle was assigned to its dominant topic, which had the highest probability among all the 

topics. Overall, topic 1 and topic 3 contribute the most to the collection of profiles, which 

indicates a comparatively leading vehicle usage population around pericentre and near 

suburban areas based on the studied data. Since the topic matrix of each usage type (as shown 

in Figure 2.7) could only show the trip probability distribution for making trips, the pattern of 

total travelling frequency was further investigated. The sub-types in this cross-tabulation 

(Table 2.4) could reflect the frequency pattern indicating higher activity-used vehicles or 

commuting oriented ones. A configural frequency analysis was then employed to examine the 

association between the types and the trip frequency intensity. More details of the method can 

be referred to from Sun et al., (2020) and Von Eye, (2003). As a result, a statistically significant 

higher trip frequency was found among suburban and peri-agglomeration oriented vehicle 

usage (Topics 1 and 4). Lower trip frequency was found significantly over-represented for 

pericentre-suburban circulating vehicle usage and long-distance travelling vehicle usage 

(Topics 3 and 5), while the prior one may indicate a high commuting pattern for that type of 

usage.  
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Table 2.4 Vehicle trip frequency counts over different detected usage types 

Vehicle typology 

(topics) 

Trip frequency level  

Low  

(<= 2 trips) 

Medium  

(3-5 trips) 

High  

(>=6 trips) 

Total vehicles 

Topic 1 29% 29% 42%* 1074 

Topic 2 40% 31% 29% 564 

Topic 3 45%* 30% 25% 1066 

Topic 4 30% 24% 46%* 344 

Topic 5 48%* 31% 21% 701 

* configuration “significant more”, tested at a confidence level of 99% by a Z score test. 

2.4. Conclusion and Discussion 

This research developed an explorative approach on FCD to discover daily usage patterns of 

vehicles. The objective was to identify vehicle usage types so as to get insights in major vehicle 

usage groups and their behavioural tendency over a large-scale regional territory. A statistical 

trip detection model was firstly proposed to recover mobility features at the trip level from 

vehicle trajectories. Trip types were then identified through a clustering analysis based on 

departure time, trip distance and driving speed. Upon that, a mobility profile was built for each 

vehicle in terms of identified trip types and the geographical sectors of trip destinations. Lastly, 

a topic-modelling approach was developed based on LDA to discover vehicle usage patterns 

by regarding profiles as documents, trips as words and usage types as latent topics to be 

determined.  

The proposed method has been applied over the Paris Region for a case study. As a result, five 

major vehicle usage types were identified based on the generated vehicle profile collections: 

three types were associated with short trip usage within local areas, whereas the other two 

showed hybrid travelling patterns between different areas. A comparative leading usage was 

found on short-medium trips around pericentre and near suburban areas, where urban sprawl 

grew with an increasing habitation but a relative lack of mass public transit coverage. Although 

sampling bias is a common problem for the currently available FCD datasets, such method can 

be expected to provide more representative results with the progressive generalization of 

connectivity among future vehicles. 
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The practical contribution of this study was twofold. One was showing a big data driven 

instance in obtaining mobility behaviour knowledge based on modern mobility footprint data. 

The other was that the proposed approach provided a way to analyse vehicle mobility via usage 

segmentation and territorial differentiation. By linking the vehicle typology to other specific 

phenomena of interest such as emission, accidents, roadway usage etc., the relation outcomes 

could further aid future roadway planning, policy making and many other user-based mobility 

applications. Methodologically, the proposed topic modelling dealt efficiently with the data 

sparsity and high dimension problems arising in the analysis of mobility profiles. The analytic 

framework is transferrable to other territories and can be easily scaled for more scenarios in 

terms of larger regions and day-to-day analysis. 

As the data available for this study were restricted to vehicle usage, future work can be done 

to extend the analysis for other trip modes so as to get a bigger picture the mobility system. By 

integrating other data sources, more features can be used to describe mobility and discover its 

patterns. Results could also confront with that of the field surveys or other sources of 

information with prior knowledge. Lastly, other machine learning methods may also be 

explored and compared to improve the identification of vehicle usage types. 
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CHAPTER 3. DISCOVERING INDIVIDUAL SIGNIFICANT PLACES 

BASED ON MOBILITY REGULARITIES 

Adaptation of the paper published in: 

Sun, D., Leurent, F., & Xie, X. (2021). Mining Vehicle Trajectories to Discover Individual 

Significant Places: Case Study using Floating Car Data in the Paris Region. Transportation 

Research Record, 2675(8), 1–9.  

The candidate contributed to designing the method, performing the study and writing the 

manuscript. 

Abstract 

In this study we discovered significant places in individual mobility by exploring vehicle 

trajectories from Floating Car Data. The objective was to detect the geo-locations of significant 

places and further identify their functional types. Vehicle trajectories were firstly segmented 

into meaningful trips to recover corresponding stay points. A customized density-based 

clustering approach was implemented to cluster stay points into places and determine the 

significant ones for each individual vehicle. Next, a two-level hierarchy method was developed 

to identify the place types, which firstly identified the activity types by mixture model 

clustering on stay characteristics, and secondly discovered the place types by assessing their 

profiles of activity composition and frequentation. An applicational case study was conducted 

in the Paris region. As a result, 5 types of significant places were identified, including home 

place, work place, and 3 other types of secondary places. The results of the proposed method 

were compared with those from a commonly used rule-based identification, and showed a 

highly consistent matching on place recognition for the same vehicles. Overall, this study 

provides a large-scale instance of the study of human mobility anchors by mining passive 

trajectory data without prior knowledge. Such mined information can further help to understand 

human mobility regularities and facilitate city planning. 

Keywords: Trajectory mining; Significant place identification; Mobility pattern; Floating Car 

Data  
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3.1. Introduction 

Mobility has been growing rapidly in recent decades. Understanding human mobility patterns 

has been widely acknowledged as a critical task in studying urban dynamics and facilitating 

sustainable development (Zheng et al., 2014). With the rising implementation of location 

acquisition technologies (GPS, GSM, Wifi, etc.), massive data of location traces are becoming 

available and are providing fundamental knowledge with which to explore insights into 

people’s movements. However, such raw data merely trace geo-locations with timestamps, and 

therefore need to be mined to recover meaningful information from their content. One key 

challenge is then to recognize meaningful locations that are important to mobility makers 

(Suzuki et al., 2019). Such locations can be termed as “significant places” including home place, 

work place and other regular visit places which shape the mobility pattern of an individual 

(Ahas et al., 2010). Evidence from many studies also indicates that human mobility is 

predictable and centered around a few base places (Andrade et al., 2019; Herder & Siehndel, 

2012), while home and work places are commonly considered as the two critical base places 

in activity chain modeling (Valiquette & Morency, 2010) and transport planning (Chakirov & 

Erath, 2012). Therefore, identifying the significant places of individuals is a fundamental issue 

in mining mobility traces and can help us to better understand human mobility regularities. 

In the previous literature, significant places have been described by different authors using 

different terminologies, including anchor points, core stops, meaningful locations, etc. (Ahas 

et al., 2010). However, a common core definition refers to the locations where people regularly 

stay and carry out activities. These relevant works can generally be summarized into 3 kinds. 

The first kind of work is on activity location classification, which mainly aims to tag trajectory 

segments and locations with semantic meanings that are learned or trained from GPS data with 

labeled indicators. Corresponding methods include supervised classifiers, such as random 

forest models (Witayangkurn et al., 2015), and sequence inference models such as Conditional 

Random Field (Liao et al., 2007), Dynamic Bayesian Network (J. Yin et al., 2004) and Integer 

Linear Programming (Suzuki et al., 2019). A common issue of these studies is the requirement 

to have prior knowledge of the trajectory meanings. Ground truth or labels are commonly 

required in the classification and parameter estimation, which is hard to obtain, especially in 

large scale applications. The second group is about place inference via geographical databases. 
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Points of interests have been widely incorporated in order to infer activity place types (Furletti 

et al., 2013; Huang et al., 2010). Other data sources containing similar information may also 

be explored, such as the Yellow Pages (X. Cao et al., 2010). However, this kind of place 

inference has rarely involved home place detection due to the lack of residence information in 

these datasets. The last kind involves mining place representations from human mobility data, 

in line with the interest of this study and further to the current trend of privacy protection which 

limits the information collected beyond anonymized traces. Ashbrook et al. (Ashbrook & 

Starner, 2003) inferred significant places by clustering GPS terminated points into location 

clusters based on a variant of the K-means algorithm. A further study by Zhou et al. (C. Zhou 

et al., 2007) proposed a density- and join- based clustering approach called DJ-cluster to detect 

significant places from GPS traces, which showed improved precision compared to the K-

means. However, these two studies mainly focused on the identification of the geo-location of 

significant places, while the issue of place type inference has not been well explored. Besides 

these studies, mobile phone calls have been analyzed by Ahas et al. (Ahas et al., 2010) and 

Vanhoof et al (Vanhoof et al., 2018) to detect home, work and secondary places. Rule-based 

approaches were proposed for such an extraction based on the call-related local features of time 

of day and repetition over days. Chakirov and Erath (Chakirov & Erath, 2012) developed a 

similar approach based on decision rules to identify activities and their primary location based 

on smart card payment data from the public transportation system. One common issue of these 

rule-based methods is the difficulty of determining the cut-off thresholds, which may vary from 

one application to another. Besides, most of the above studies modeled on a relatively small 

sample size with only a few selected users. The need for a method suited to large scale data 

would therefore present itself when city-wide applications are considered. 

The objective of this study was to identify significant places on the basis of unsupervised 

mining of mobility data. Vehicle trajectories traced by Floating Car Data (FCD) were used for 

the exploration in the Paris region and aimed at showcasing the method applicability on GPS 

based trajectory data in reality. More specifically, the geo-locations of significant places of 

each vehicle were firstly recovered from raw trajectories. After that, a two-level hierarchy 

approach was developed to identify the types of significant places by analyzing the activity 

type based on the characteristics of each visit, and then to infer the place type of the individual 

upon its activity composition and frequentation. Comparing to previous efforts, the 
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contribution of this work was to identify significant places on a large scale without prior 

knowledge in terms of both of the pre-labeled data for referential training and the expertise on 

setting specific rules for place recognition. More so, we aimed to identify the geo-locations and 

functional types of these significant places for not only the primary ones (home and work places) 

but also the other secondary ones. 

3.2. Significant-Place Geo-Location Detection 

Trajectories collected by FCD are represented as sequences of timestamped traces with no 

direct semantic meanings. This section describes the mining task conducted to process the 

trajectory and recover the geo-locations of significant places. Hereby, some preliminary 

notions are provided: 1) A trip indicates a segment of a trajectory which a vehicle makes for a 

certain purpose of movement; 2) The temporal interval between two trips indicates the time 

duration of an activity; 3) A stay point indicates the geo-position at the end of a trip; 4) A place 

indicates a space where people carry out activities, the geo-location of which can be represented 

by a cluster of sufficiently adjacent stay points. 

3.2.1. Dataset 

FCD in the Paris region were analyzed in this study with a time span of 14 days in February 

2019. Trajectories of 168,308 unique vehicles with a total of over 15 million logs were obtained 

within the Paris region during the time period. However, with computation efficiency in mind, 

a pre-selection was performed to downsize the dataset. Consequently, 10,000 vehicles with a 

frequent usage, that is, defined as having been used on at least 7 distinct days, were finally 

adopted in the following analysis. It should be noted that this does not affect the methodological 

findings in a meaningful way as the significant places were identified on the level of each 

individual vehicle. 

3.2.2. Stay Point Detection 

The first step of mining was to sequence the trajectories of each vehicle into trips and extract 

the stay points where the trips end. Generally, the time interval between two succeeding points 

is most widely adopted as the decisive feature for identifying trip ends, with other criteria 

incorporated by some studies including distance and average interval speed (Gong et al., 2014, 
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2015). However, thresholds of those criteria varied from one to another subject to the data 

source and local context. In this study, we further developed the trajectory sequencing method 

that was proposed in our previous paper (D. Sun et al., 2021a), described in Chapter 2, to 

segment the trips and make an additional extraction on the stay points. To summarize, the 

method adopts two main criteria: the time interval 𝑡 and the interval distance ratio i, which 

leverages both distance and speed information recorded in the data with the formula given as 

below (Equation 3-1). 

𝑖 =
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
=

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑎 𝑡𝑜 𝑃𝑏)

0.5∗(𝑉𝑎+𝑉𝑏)∗𝑡
 (3-1) 

where 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑃𝑎  𝑡𝑜 𝑃𝑏) indicates the planar distance between point a and point b of an 

interval, and 𝑉𝑎 and 𝑉𝑏 indicate the recorded instantaneous speed of the two points respectively. 

The process of the algorithm is illustrated as shown in Figure 3.1, where the principles of the 

thresholds can be referred to from Section 2.2.1. For qualified intervals, the geo-position of 𝑃𝑎 

was used to approximate the geo-location of the true stay point as it was the last recorded point 

of the trip. It should be noted that although not all trips could be detected, this algorithm aimed 

to capture those with major trip end activities and without involving too many “false positives”. 

As a result, a new dataset of detected stay points was generated along with corresponding 

descriptive features including geo-locations, arrival times, and activity durations. A total of 

307,623 trips were identified for the 10,000 vehicles.  

 

Figure 3.1 Trip and stay point detection 
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3.2.3. Stay Point Clustering to Extract Significant Places  

Stay points at the end of trips can indicate the place where activities are carried out. However, 

due to the complicated nature of geo-locations, stay points with slightly different geo-positions 

may correspond to the same place. The second step of mining was therefore conducted to 

cluster those adjacent points into spatial clusters, using their centroids to represent the geo-

locations of meaningful places (Ye et al., 2009). The process is illustrated in Figure 3.2. In the 

meantime, significant places can also be extracted by selecting spatial clusters with multiple 

visits by the same vehicle. To achieve the above goals, density-based clustering methods can 

be employed to detect spatial clusters based on geo-coordinates (Vanhoof et al., 2018; Ye et 

al., 2009). The widely used DBSCAN clustering method was adopted in this study. Such a 

method requires two input parameters, namely distance threshold (eps) and minimum number 

of points (minPts) to form a cluster. Considering the semantic interpretations, the eps was set 

as 150 m and the minPts was set as 2. One common issue of this algorithm is that some large 

clusters may be formed by straight cluster chains if many places are densely connected in urban 

settings. As well as adjusting the thresholds, we customized the clustering process by running 

it for individual vehicles separately to avoid such chaining cases, the results of which were 

visually inspected on their geographical distributions and fitted well in our application. As a 

result, the geo-locations of 44,882 significant places were identified with a vehicle average of 

4.48.  

It should also be noted that places were treated separately with different vehicles by bundling 

place identifiers with vehicle identifiers. This is because one same place can have different 

meanings for different visitors, e.g. a shopping mall may represent the work place for vehicle 

user 1, while just playing the role of an entertainment stop for others. 
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Figure 3.2 Stay point clustering into places 

3.3. Significant-Place Type Identification  

Places may play different roles in people’s life, with some places visited more frequently and 

others less. Investigating visit characteristics at places can help to differentiate their types so 

as to understand individual mobility regularities. In this section, the significant places extracted 

earlier were examined for each vehicle with the aim of identifying their functional types such 

as home place, work place and other types of frequent visits.  

3.3.1. Method: A Two-level Identification 

In previous works, features related to significant place recognition can generally be 

summarized into two groups: 1) temporal circumstances: including time of the day, day of the 

week (Tongsinoot & Muangsin, 2017; Vanhoof et al., 2018) and activity duration when visiting 

the place; 2) repetition pattern: frequentation among distinct days of visits to the place 

(Vanhoof et al., 2018). Additionally, it is reasonable to assume that activities that occur at a 

place would strongly indicate the type of place (Liao et al., 2007). In this study, a two-level 

identification method was proposed, which analyzed the temporal circumstances at level 1 to 

identify the activity type of each single stay and then identified the place type at level 2 based 

on its activity composition and repetition among different days. The concept of the hierarchical 

framework is illustrated in Figure 3.3.  
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Figure 3.3 The concept of the 2-level identification of significant-place types 

3.3.1.1. Stay-Activity Type Identification by Gaussian Mixture Model (GMM) Clustering  

For each stay activity, the visit time of day (arrival time) and the activity duration were 

extracted from the raw trajectory to feature their characteristics. Weekday and weekend 

scenarios were treated separately in view of the different contexts. The distributions of such 

activities against the features are plotted in Figure 3.4(a) and Figure 3.5(a). As can be seen, 

there are multiple density peaks implying a mixture of different distributions, which indicates 

different activity types. Gaussian Mixture Model (GMM) clustering was employed to identify 

these different distributions. GMM is a probabilistic model which assumes that observations 

(activities) are generated from a mixture of a certain number of gaussian distributions with 

unknown parameters. The parameters of each Gaussian can be estimated through an 

expectation maximization (EM) algorithm by fitting them to the observations via an iterative 

process. After the parameters are known, the probabilities of each observation belonging to 

different Gaussian distributions can be derived so as to cluster them into different groups, 

namely activity type 𝑗𝑛=0,…,𝑁 . Such a model fits well in this case due to its advantages in 

detecting overlapping clusters and oblong shapes. The number of components can be 

determined according to prior knowledge of the data distribution or by assessing relevant 

metrics such as the Bayesian information criterion, distance between GMM distributions, and 

so on. More details can be found from (2.1. Gaussian Mixture Models — Scikit-Learn 0.23.1 

Documentation, n.d.; Press et al., 2007). 
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3.3.1.2. Significant-Place Type Identification Based on Activity Composition and 

Frequentation  

The functional types of places are characterized by their related activities. For a place i of 

individual k, an activity profile can be built by counting the frequency in different activity types 

𝑗 over distinct days, which can be formed as a vector of counts 𝑭𝑖𝑘 = (𝑓𝑖𝑘𝑗0
, … , 𝑓𝑖𝑘𝑗𝑁

). To 

exclude the effects of vehicles not necessarily being used every day or being used equally 

frequently, each count 𝑓𝑖𝑘𝑗 was further adjusted to a conditional relative frequency by dividing 

it by the total usage day numbers of the corresponding vehicle. Such a conditional relative 

frequency 𝑓𝑖𝑘𝑗 reflects the likelihood of the activity being carried out in the place as a daily 

average. This adjusting process also helps to weigh each feature dimension equally in the 

following clustering process. 

The K-means clustering algorithm was employed to partition these profiles to detect different 

place types. The optimal number k of clusters is commonly recognized as a subjective issue 

and depends on the essence of the data used for partitioning. In this study, the two widely used 

methods, the elbow method and the average silhouette method, were employed to determine 

the optimum cluster number. By comparing the suggested good candidates from the two 

analyses, a final choice of the optimal number of k can be determined.  

 

          (a)                                                                    (b) 

Figure 3.4 Plots of activities by time of day and duration on weekdays 
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        (a)                                                                  (b) 

Figure 3.5 Plots of activities by time of day and duration on weekends 

 

3.3.2. Results of Activity Type Identification 

GMM clustering was run using the Scikit-learn implementation. The number of mixture 

components was determined as 4 on weekdays and 3 on weekends, as visually suggested from 

the density distribution plots (shown in Figure 3.4(a) and Figure 3.5(a)). The stays were 

therefore partitioned into 4 clusters for weekday scenarios and 3 for weekend scenarios, as 

shown in different colors in the scatter plots in Figure 3.4(b) and Figure 3.5(b). Considering 

the cyclical nature of time, activities that were after midnight but before dawn were considered 

as belonging to the previous day. By comparing the attribute characteristics, the activities can 

be characterized into 4 and 3 types respectively, along with descriptive statistics summarized 

in Table 3.1. Both the weekday and weekend scenarios were found with an activity type with 

a long duration and visiting time in the late part of a day, implying those trips of returning home 

journeys at the end of a day. Compared to weekends, there was one more type detected on 

weekdays, that with a long duration and visiting time in the early part of day. Such a type can 

be interpreted as being related to work, which is consistent with the finding that they were only 

majorly detected on weekdays. The other two types, early-day short and late-short activities, 
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were found for both weekdays and weekends, but with the duration slighter longer and the 

visiting time a bit later on weekdays. 

Table 3.1 Identified activity types and corresponding statistics 

 Identified activity types Visiting time of day (seconds*) Activity duration (seconds) 

  Mean Std.. Mean Std.. 

Weekday 

(wkd) 

Early-day short 36436 7948 4249 5187 

 Early-day long 31526 6036 33738 6608 

 Late-day short 60287 8853 4842 5864 

 Late-day long 65981 15084 49481 13438 

Weekend 

(wkn) 

Early-day short 
37467 9268 5218 8267 

 Late-day short 60613 9476 6215 7490 

 Late-day long 56883 23357 54878 15029 

* Seconds for time of day start as 0 from midnight. 

3.3.3. Results of Significant-Place Type Identification 

Seven place clusters (c0-c6) were drawn from the K-means clustering on their activity profiles. 

The occurrence likelihoods of activities (𝑓𝑖𝑘𝑗0
, … , 𝑓𝑖𝑘𝑗𝑁

) are displayed for each place cluster by 

heatmaps in Figure 3.6. The color gradient in the heatmap indicates the mean value of the 

likelihoods in each cluster. There was a total of 7 activity types (𝑗𝑛=0,1,…,6) according to the 

activity type identification. The qualitive definition of “frequent” is a subjective issue and we 

assumed that a likelihood of over 0.33 could be regarded as a frequent pattern as it implies at 

least a visit every 3 days. By comparing the corresponding prominent characteristics, the places 

were characterized into 5 types, as described below: 

• Home places (c0 & c5): These two clusters shared similar patterns by showing a 

significantly high chance of late-day long activities on both weekdays and weekends, 

which is a typical pattern for home places or residence places. Compared to c0, places 

in cluster c5 also included more of the other types of short activities with a greater 

emphasis during the second half-day. This might indicate that vehicles pertaining to 

those home places were more frequently used between the home and other places rather 

than simply commuting behaviors. 
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• Work places (c2 & c6): Places in cluster c6 showed a comparatively high likelihood of 

early-day long activities during weekdays, which implies that their major place 

occupations are related to long working stays along the day. Cluster c2 showed frequent 

visits for short activities in the morning and afternoon only on weekdays. This 

corresponds to the pattern of work places for those who leave their work places during 

the noon break for another purpose such as lunch at home or at restaurants. It should be 

noted that these work-related activity likelihoods were not found to be as high as close 

to 1. However, such a finding may be consistent with the fact that people may not drive 

cars to work every day. 

• Secondary places I -Weekend frequently visited places with late-day short stay (c4): 

This cluster showed a pattern of frequent short visits in the second half-day on 

weekends, which may represent secondary places for typical weekend activities, such 

as frequently visited shops, recreation spaces or favorite meet-up places. 

• Secondary places II - Weekend moderately frequently visited places with early-day 

short stay (c3): Places in this cluster encountered a few more visits during the first half-

day periods on weekends, which can be interpreted as secondary places such as markets 

or bakeries.  

• Secondary places III - Weekday less frequently visited places (c1): Places in this cluster 

did not show any significantly frequent visits, which may indicate places that 

individuals come to and visit from time to time (at least twice) but with no significant 

regularity. Overall, the activity patterns were more distributed among weekdays. 

Consequently, 8,111 out of the 10,000 vehicles studied were identified with home places and 

4,295 vehicles were identified with work places. Such a portion of recognition is not high, 

especially with work place detection, but is consistent with the fact that home place normally 

display more regular patterns on a vehicle usage basis while patterns of work places do not, 

among individuals. The analysis timeframe of 14 days was also a limitation restricting the 

detection of frequent patterns.  
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Figure 3.6 Identified place clusters and corresponding activity frequentation patterns 

3.3.4. Comparison with Rule-Based Identification 

Validation of such explorations is a common problem in current research into mobility pattern 

mining due to the lack of ground truth for the evaluation. Within this restriction, the results 

using the proposed significant place identification method were compared with those from a 

benchmark method: rule-based extraction, which was widely used in previous studies (Ahas et 

al., 2010; Chakirov & Erath, 2012; Vanhoof et al., 2018). The comparison was mainly on home 

and work places due to their ability to be characterized with explicit criteria. The criteria for 

the decision rules were set for the features directly on the place level, described as below: 

• Home place: 1) High probability (p>0.5) as the first/end place visited during a day 

sequence. 2) High attendance among distinct days (>80%) when the vehicle is used. 

• Work place: 1) More daytime (8h-18h) activities at the places; 2) Hight attendance 

during weekdays (>60%); 3) Long average activity duration (>2 hours) 

Through the rule-based extraction, 5,822 vehicles were found with home places and only 1,375 

vehicles among them were detected with work places. The use of cut-off rules is limited in 
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detecting diverse patterns, but we can assume that the extracted parts are representative of home 

and work places. The comparison between our method and the rule-based method was based 

on the 5,822 vehicles by considering the type labels of the rule-based method as the base 

reference. The comparison results are summarized in Table 3.2, with each cell representing the 

number of places labeled in the two methods. All numbers were counted on the unit of 

significant places identified for each individual. As a result, our method showed a high 

consistency ratio against the rule-based method, with 96% on home places, 90% on work places 

and 89% on the secondary places. 

Table 3.2 Comparison between our method and rule based identification 

By our 

method 

By rule-based identification (considered as base 

reference) 

Consistency 

ratio 

Home Work Secondary 

Home 5601 107 116 96.2% 

Work 26 1254 108 90.3% 

Secondary 188 2063 18282 89.0% 

3.4. Conclusion and Discussion  

This study proposed a methodological approach to identify individual significant places by 

mining vehicle trajectories from FCD. A case study was conducted in the Paris region for an 

experiment. Meaningful trips were segmented from raw trajectories to recover stay points. 

Customized density-based clustering by DBSCAN was implemented to cluster stay points into 

places and extract the geo-locations of significant places for each individual vehicle. Next, a 

two-level hierarchy method was developed to identify the types of these significant places. On 

the 1st level of the process, it identified the types of each stay activity by Gaussian Mixture 

Model clustering based on the visit time of day and the activity duration. On the second level, 

it found the types of places by clustering their profiles in terms of occurrence likelihoods with 

different activities. As a result, 5 types of significant places were derived, including home place, 

work place, and 3 other types of secondary places. Most of the vehicles analyzed were detected 

with home places while around half of them were found with work places based on frequent 

vehicle usage. The results of the proposed method were also compared with those from the 

commonly used rule-based extraction method, and showed a highly consistent matching. 

Moreover, based on unsupervised mining, our proposed method was less dependent on the 



53 

 

expertise of rules and more applicable for detecting places displaying more diverse situations. 

Although the findings of this paper were based on the vehicle mobility due to data essence, the 

proposed methodology is transferrable to other kinds of GPS based trajectory data (by cell 

phone, GPS tracker, etc.) in a straightforward way.  

Overall, this research provides a large-scale instance of identification of significant places in 

terms of both geo-locations and types without prior knowledge, which shows its applicability 

to human geography in a cost-effective way by leveraging digital trajectories. The information 

mined can be used as bases for further studies of human mobility regularity and predictability, 

and thus be of benefit to future city planning. The results were restricted due to a limited 14-

day period of available data. Future work could be done on a broader timespan to explore the 

place visiting frequency on a larger scale, such as monthly regularities. Data from other modes 

of mobility may be explored together to obtain a more complete view of individual mobilities. 

Complementary sources of data, such as land use and geographical reference data may also be 

incorporated to facilitate the place identification or confront with the results for validation. 

  



54 

 

CHAPTER 4. ESTIMATING ROADWAY TRAVEL TIME USING 

FLOATING CAR DATA INTERVALS 

Adaptation of the article presented at: 

Leurent, F., Sun, D., & Xie, X. (2021). Roadway Travel Times: Maximum Likelihood 

Estimation Based on Floating Car Data Intervals. hEART 2020: 9th Symposium of the 

European Association for Research in Transportation, Lyon, France. 

The candidate contributed to processing the data, performing the study and writing the 

manuscript. 

Abstract 

Massive Floating Car Data (FCD) datasets have become available for roadway networks, which 

contain travel time information on short spatial intervals between pairs of successive 

observations along individual trips. This paper brings about a stochastic model of travel times 

with a Maximum Likelihood estimation method to exploit FCD material. Probabilistic 

specifications are put forward for link travel times as Gaussian random variables along with 

standard error of each estimator. This allows for simple estimation of link attributes based on 

“Link FCD intervals” and their confidence intervals. An application instance was dealt with 

for one motorway and one urban avenue in the Grand Paris area with results showing better 

accuracy than automotive methods based on pointwise average speed. 

Keywords: Roadway travel time; Gaussian link time; Maximum likelihood estimation; 

Floating Car Data Intervals 
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4.1. Introduction 

Roadway networks are purported to be traveled along by different kinds of vehicles. On any 

usage occurrence, the individual user makes his or her trip along a selected path. The path travel 

time is a major characteristic as the path costs time to its individual user: it is usually the main 

basis for path choice and also for departure time choice and travel mode choice (Ortuzar & 

Willumsen, 2004). Automated personal travel assistants such as Google Maps, Waze and so on 

provide path advice on the basis of local travel time as the first and foremost criterion. Thus, 

local travel times determine path choice, hence the formation of trip flows and in turn the local 

traffic conditions. At the same time, with the great diffusion of GPS technology, massive 

Floating Car Data datasets have become available for roadway networks. They contain travel 

time information on short spatial intervals between pairs of points that are successively 

recorded along individual trips, which enables to recover local traffic characteristics.  

Travel time estimation as a key factor in understanding traffic patterns has been a recurrent 

research issue in the last few decades. Many well-established technologies have been 

developed based on loop detectors, vehicle diaries and video cameras (Mori et al., 2015). 

However, those traditional data collection methods, are inherently limited for wide application 

concerning its spatial-temporal coverage (D. Sun et al., 2014). Most recently, with the 

increasing diffusion of GPS technologies, Floating Car Data is emerging as massive available 

for collecting traces of a wide range of network all day long, which shows a great potential to 

resolve the data concern in travel time estimation (Jenelius & Koutsopoulos, 2013). Although 

much more attention has been aroused recently to studying FCD for traffic analysis, the 

literature for it on travel time estimation is still limited, in particular on the use of low-

frequency floating car data, a more practical trend for the data source nowadays (Jenelius & 

Koutsopoulos, 2013; Mori et al., 2015).  

This paper focuses on the local travel time estimation on the link level. In the literature, the 

current studies can be generally divided into two streams: data-based approaches and model-

based approaches. For the prior ones, taking the average/median of all observed points to 

recover space-mean speed for link travel time estimation is widely adopted in many FCD based 

studies (Cheng et al., 2015; Ehmke et al., 2012; Fusco et al., 2016; Long Cheu et al., 2002; Ran 

et al., 2016; Shen & Ban, 2016; X. Wang et al., 2015). To be simplistic, we define this way as 
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“pointwise average speed”. This method has the advantage of being straightforward but is 

limited to the case when there are sufficient observations over the targeted areas. As for the 

model-based approaches, a few studies built probabilistic graphical models from observed 

probe traces to obtain the travel time probability distributions in terms of a series of spatial and 

temporal traffic variables. A Bayesian Network was proposed by Hunter et al. (2009) for 

structuring the probabilistic model using low-frequency sparse taxi probe data to estimate the 

historical link travel time distributions. Development of such an approach was conducted by 

Hofleitner, Herring, Abbeel, et al. (2012) to focus on travel time forecasting, which proposed 

a dynamic Bayesian network model to model the state transition between neighboring 

segments. In another study by Hofleitner, Herring, & Bayen (2012), the authors did a further 

development by incorporating the traffic physics, the flow theory and state variables 

considering the number of querying vehicles and turning fractions at intersections. In addition 

to the Bayesian network, Ramezani & Geroliminis (2012) proposed a Markov chains model to 

estimate the arterial route travel time distribution. Other than probabilistic models, a study by 

Jenelius & Koutsopoulos (2013) developed a statistical regression model based on taxi probe 

vehicle data to estimate the travel time on urban road network as well as analyzing the impacts 

of the corresponding influencing variables. 

Although such models have the advantage to take many comprehensive factors into account, 

they also require more external data in terms of the physical and spatial parameters to express 

the functions more precisely, which limits the large-scale applicability. In the meantime, the 

complexity of model structuring also restricts the transition to other cities for the variance of 

network structure and huge computation workload. Another persistent issue in most of the 

existing studies is the lack of a measure of reliability in the travel time estimation (Mori et al., 

2015). Confidence intervals rather than just a unique value of average time would be especially 

helpful to provide a more complete information to the road users. 

Acknowledging the need to address the above-mentioned problems, this paper aims to build a 

stochastic model of local travel times together with a Maximum Likelihood estimation method 

to exploit FCD material. Probabilistic specifications are put forward for link travel times as 

Gaussian random variables. This allows for simple estimations of link attributes based on “Link 

FCD intervals”. Analytical properties are to be obtained specifically at sub-links along with 



57 

 

variance models dealt with postulates. An application study is dealt with for a major motorway 

segment as well as an urban link for comparison in the Grand Paris area. 

4.2. Methodology 

In the stochastic model, the travel time is analyzed as a random variable that adds up local 

random variables that involve local characteristics: we introduce a set of assumptions and 

derive some theoretical properties, including a Probability Density Function (PDF) for the 

travel time. At the link level, the local characteristics include the mean and standard deviation 

of local speed. This is for homogenous sections excluding link endpoints.  

The estimation method takes the travel time PDF as a likelihood function for field observations 

of individual travel times. The network framework enables us to gather large samples of 

individual trips and extract the associated information by using an ad-hoc method of Maximum 

Likelihood Estimation. As for application instance, we have availed ourselves of an FCD 

dataset provided by the Coyote firm: car trajectories are monitored with one geolocation time 

stamp per half minute. Every pair of two successive individual timestamps contains 

information on the network conditions in-between. Our method to exploit such information is 

complementary to the link time estimation methods based on instant speeds monitored at 

timestamp points (Cheng et al., 2015; Long Cheu et al., 2002). 

Let us consider travel times hhh −  between point pairs ( MM,  ) along link a , separated 

by spatial length sss − . We model any h  as a random variable, with stochastic 

characteristics that depend on the link conditions and the associated parameters. Our modelling 

assumptions are:  

• (L1) that the average time ]E[ h  is proportional to the spatial length s , with factor 

coefficient a : 

sh a= ]E[  (4-1) 

• (L2) That the variations of the travel time come from a stochastic process along space 

with autocorrelation function ),( ssa  : then, 
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),(][V ssh a =  (4-2) 

Special instances will be considered to make the model simpler. Our basic specification is that 

local variations are mutually independent and identically distributed per unit of distance: then, 

denoting by a  the standard deviation of local variations (per length unit), it holds that 

sh a = 2][V    (4-3) 

The reason is that the variance of the sum of independent local variables is the sum of their 

respective variances, therefore leading to linear dependence according to length s  under the 

assumption of homogenous distribution. The product form relies upon the hypothesis that 

successive intervals are statistically independent. Under the Gaussian assumption, the 

likelihood function of a link interval is simply: 
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We obtained analytical formulas joint the Maximum Likelihood estimation of the average time 

and variance parameters, as well as the standard error of estimation associated to each 

estimator. All formulas are easy to calculate so that the estimation method is straightforwardly 

applicable, and its accuracy can be controlled.  

4.3. Application and Results 

4.3.1. Study Location 

The proposed method was applied on two different roadway segments, with the aim to compare 

the experimental results between highway setting and urban setting. The highway segment was 

selected from a major link along the motorway A4 in Great Paris region, which performs as a 

main arterial serving the traffic between the center and eastern sub-regions. The urban segment 

is chosen from on the Avenue Foch, which a major avenue in Paris. Geographical layouts are 

shown as in Figure 4.1. Travel time of the two-directional movement was studied separately. 

No ramp access or intersection was included in this application as the model focuses on the 
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link travel time. The segment length is 1445m and 1635m for the eastbound and the westbound 

direction respectively on the A4 motorway segment, and 607m for both directions on the urban 

segment. 

 
(a) Segment along A4 motorway                         (b) Segment along Avenue Foch  

Figure 4.1 Studied roadway segments 

4.3.2. Dataset 

FCD over two normal weekdays (February 05 and February 06, 2019) on the selected segments 

were analyzed. The network roadway data were extracted from OpenStreetMap. Due to 

imperfect recording of GPS coordinates, the deviation between FCD points and road network 

is quite common. Numerous effective map-matching algorithms were developed by previous 

studies (X. Liu et al., 2017; Newson & Krumm, 2009). In this study, the FCD was map-matched 

to the nearest roadways according to the travelling directions and re-projected the locations to 

the nearest foot-points on the segment.  

4.3.3. Link Interval Extraction 

Link intervals along the segments were extracted for the two directions in two days 

respectively. Each interval consists of a pair of two successive FCD timestamps. Distance 

travelled along the road to the starting node was also calculated based on geo-coded coordinates 

using geo-packages in Python. Anonymized vehicle ID was used to track different vehicles. 

Invalid pairs were excluded if the trajectory time span was abnormal, setting the rule as less 

than 300s considering consecutive sampling frequency is around 30s. Tolerance was made for 

in-stable signal condition. A descriptive summary of extracted intervals and all the point-wise 

observations is given in Table 4.1. 
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Table 4.1 Descriptive summary of extracted intervals 

Setting 
Eastbound 

05 

Eastbound 

06 

Westbound 

05 

Westbound 

06 

A4 Link intervals (count) 1248 1327 2014 2073 

 Pointwise 

observations 
3472 3605 4401 4416 

 Average speed overall  96.7 km/h 93.0 km/h 91.5 km/h 86.5 km/h 

AF* Link intervals (count) 787 983 452 464 

 Pointwise 

observations 
1364 1692 1019 1117 

 Average speed overall  23.7 km/h 24.1 km/h 36.7 km/h 34.5 km/h 

*AF stands for Avenue Foch  

4.3.4. Link Analysis Results 

The stochastic parameters of the link model were estimated based on the extracted data by 

different time of the day. Besides, the corresponding pointwise average speed was also 

computed. To measure the reliability of the estimation, confidence intervals were computed 

stemming from those estimated parameters. As a result, line-charts were plotted to shows a 

detailed comparison between the interval estimation of PDF link model and the point-wise 

estimation for both the two segments, shown in Figure 4.2. Space mean speed was used for 

the comparison in the plot, as for a given length, modeling space mean speed is essentially 

equivalent as modeling the link travel time (Hall, 1996; Mori et al., 2015). 

As can be seen from the two plots, the space mean speed estimated by the interval estimation 

is generally consistent with pointwise average speed with a similar fluctuating trend. 

Significant speed reductions were observed on the motorway segment during peak hours along 

the tidy movement to and from the city center. The urban segment was observed with less 

fluctuation but overall with relatively low speed. However, the interval estimation was found 

more likely to estimate a lower speed than pointwise average especially on the urban segment 

which involves more congested scenarios with higher variation in vehicular motion. Moreover, 

the confidence intervals were significantly narrower than those of pointwise average speed for 

most of the situations, which indicates that the interval estimation could provide a more reliable 

estimation of the travel time. It was also found that the more data available, the more precise 
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results on the estimation. Nevertheless, the interval estimation would require less data to reach 

a higher precision level. 

 

(a) A4 motorway segment 

 

(b) Avenue Foch urban segment 

Figure 4.2 Result comparison between the interval estimation and the pintwise average 

estimation 
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4.4. Conclusion 

This paper puts forward a stochastic model of local travel time estimation along roadway links 

on the network. Basic modeling assumptions were postulated to model link travel times as 

random variables. Building upon the stochastic model, we have devised a Maximum 

Likelihood estimation method that can be applied to FCD trajectories along the network. 

Intervals in time and space between two successive timestamps monitored along the trajectories 

constitute the basic data. The practicality of the estimation was demonstrated in a case study. 

Estimations were computed and compared between our stochastic model and straightforward 

conventional pointwise average method along with confidence intervals. Results indicate that 

the stochastic model is able to deliver a more reliable estimation and require fewer observations 

to reach a higher precision. Moreover, the pointwise average estimation was found tending to 

provide a higher speed than the stochastic model with less certainty. This may lead to an 

underestimation of the travel time, implicating the limitations of the current applications 

adopting such a straightforward estimation. 

This research is restricted to the link level. However, it could be saved as a modular section. 

Further research may be invested to build the probabilistic model for node or intersections 

between different links so as to develop more reliable estimation of path travel time. 
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CHAPTER 5. DISCOVERING FUNCTIONAL OCCUPATIONS OF 

TERRITORY ZONES BY MOBILITY ACTIVITIES 

Adaptation of the paper published in: 

Sun, D., Leurent, F., & Xie, X. (2021). Uncovering mobility typologies of territorial zones 

based on Floating Car Data mining. Transportation Research Procedia, 52, 708-715. 

The candidate contributed to designing the method, performing the study and writing the 

manuscript. 

Abstract 

This paper describes a data exploration study using Floating Car Data to analyze mobility 

patterns of geographical spaces. The objective is to build a mobility-related typology of 

territorial zones by investigating related vehicle movements. Mobility features at the level of 

trips and stay places are recovered from daily vehicle trajectories. Place visiting frequentation 

is further analyzed at each vehicle level to identify significant places and corresponding activity 

regularity. Based on these mined patterns, a multi-view cooperative clustering method is 

developed to feature out the zonal mobility typology in terms of the composition of local stays, 

temporal flows of trip generation and attraction, and spatial connections in trip distance 

distribution. The proposed framework was applied to the Great Paris region for an experiment 

using 14 days data. Consequentially, 5 mobility types of zones were obtained, with each 

holding a different orientation of mobility usage. Discovered areas were also compared with 

the common recognition of their social functions, which showed a consistent matching. Overall, 

this study provides a data-driven approach to study mobility interactions with territorial spaces, 

by spatial segmentation, characterization, and differentiation. 

Keywords: Territorial mobility pattern; Space clustering; Mobility typology; Floating Car 

Data; 
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5.1. Introduction 

Understanding mobility patterns has been widely acknowledged as a critical role in urban 

planning, traffic management, and many other place-based applications. Generally, the spatial 

configuration may induce mobility generation, while reversely, human movement would 

further re-impact the space development (Wegener & Fürst, 2004). The evolution between 

them is reciprocal. Therefore, investigating the mobility pattern of territorial spaces will help 

to reveal such interaction and provide valuable guidance for future development. With the 

growing diffusion of location tracking technologies, digital traces are becoming more and more 

available nowadays. Among them, Floating Car Data (FCD) has emerged as a new essential 

data source on roadway traffic for a high spatial and temporal coverage, which thus offers a 

great potential to investigate mobility patterns of territorial spaces. 

In the existing literature, FCD was mainly used to determine traffic states, including speed 

detection, travel time estimation, and congestion prediction (Altintasi et al., 2017; Fusco et al., 

2016; Mori et al., 2015). Mobility perspective analysis using FCD was relatively limited. 

Among those works, some studies analyzed the city structure by deriving hotspots from taxi 

pick-ups and drop-offs (Jahnke et al., 2017; X. Liu et al., 2015). Major hubs such as airports 

were also analyzed to further investigate its specific mobility role interacted with the city (Ding 

et al., 2016). Some other studies analyzed mobility origin-destination patterns aiming to extract 

major spatial movement and their temporal variations (Ciscal-Terry et al., 2016; Lian et al., 

2018). Yet the related studies hardly dealt with the detailed mobility pattern on each intra-

homogenous geographical space unit, namely territorial zone at a regional level.  

In fact, human mobility dynamics are largely correlated with the spatial configuration. 

Investigating people’s mobility activities could contribute to revealing the social functions of 

territory zones. Yuan et al. (2014) conducted a study do discover urban functional zones based 

on human trajectories and POIs by developing a topic-modeling-based approach. Another 

study by Qi et al. (2011) measured social functions of regions according to the temporal 

variation of get-on/off amounts from taxi GPS data. These studies showed the potential of 

capturing spatial functions by mining mobility trajectories. However, an issue of them was 

found as such region functions were mostly interpreted according to limited perspectives of 

mobility information, which was either by the time of flows or by the origin-destination 
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transitions. A more comprehensive exploration would therefore be prompted by combining 

different perspectives together. Another persistent issue is the lack of focus on the activity stay 

following the movement, which leads to the role of space occupation.  

Therefore, the objective of this study is to investigate the mobility pattern of territorial zones 

by mining multiple aspects of information from Floating Car Data. By building a zonal mobility 

profile in terms of trip departures and arrivals, and related vehicles’ activity context as well as 

their hour and weekday variation, this research aims to cluster mobility patterns of territorial 

zones so as to build a functional typology. 

5.2. Methodology 

Territories are generally formed with different areas to meet the various needs of social 

dynamics. Functional zones are behavioral-based areas with intra-homogeneity oriented to 

undertake certain social activities (Dubrova et al., 2015; N. J. Yuan et al., 2014). These 

functional zones correspond to the idea that a geographical space can be characterized by 

spatially related human occupations (Tomaney, 2009). These zones can be either developed 

artificially by urban planners or progressively formulated by human’s activities. Land use, 

administrative boundaries and physical characteristics can contribute to the delimitation of 

zones (Dubrova et al., 2015). In this study, we propose a 3-stage analysis framework to 

categorize and differentiate the space uses by human activities based on observed FCD 

trajectories. The overall processing flows can be illustrated as in Figure 5.1.  

 

Figure 5.1 The 3-stage analysis of space functional type discovering 
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5.2.1. Trip and Stay Place Mining  

Trajectory information by FCD is collected as a sequence of logs (trace points) with no direct 

semantic representations. The first step of mining is to sequence the trajectories for each vehicle 

and segment them into meaningful trips. Then the stay points at the end of trips can be 

concatenated to represent the location visiting history for each vehicle. However, due to the 

fussiness of locations, stay points with slightly different geo-coordinates may correspond to 

the same place. The second step of mining is therefore conducted to group up those that are 

spatially adjacent to recover the meaningful places. Detailed descriptions of the processing 

algorithms for the two steps can be referred to in Section 3.2.2 and Section 3.2.3 respectively. 

5.2.2. Place Frequentation at the Individual Level 

Places may hold different roles in people’s mobility activities, with some visited more 

frequently and others less primary. Investigating presence frequentation at different places can 

help to understand individual mobility regularities and further contribute to analyzing the 

spatial functions. The recovered meaningful places are examined for each vehicle with the aim 

to identify their significant activity places such as home place, work place and other regularly 

visited places. It should be noted that the method used in this study is an earlier version than 

the one developed in the study (D. Sun et al., 2021b), described in Chapter 3, due to the insights 

gained over time during the thesis. The performance comparison between the 2 methods is 

provided in Section 3.3.4. However, for clarifying how the results were obtained in the case 

study, which was conducted at an earlier time point, the detailed method of this earlier version 

is described as below.  

The place frequentation modeling considers three major features, which are 1) time of the day 

in visiting the place (Tongsinoot & Muangsin, 2017; Vanhoof et al., 2018); 2) attendance 

among distinct days in visiting the place (Vanhoof et al., 2018); 3) activity duration at the place. 

Places are treated separately with different vehicles by bundling place identifiers with vehicle 

identifiers. This is because one same place may mean differently to different visitors, e.g a 

place of a restaurant may represent the work place for vehicle user 1, while just playing as an 

entertainment stop for the others. 
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A decision rule and clustering combined method is developed to investigate the place 

frequentation and identify significant activity places. The approaches are conducted at two 

levels. The first level is to identify primary places including home and work places, which are 

commonly acknowledged in deriving fundamental mobility activities. As the two kinds of 

places can be characterized with explicit criteria, a series of decision rules are designed for the 

identification according to the common sense and criteria proposed in previous literature (Ahas 

et al., 2010; Vanhoof et al., 2018), which are described as below: 

• Home place: 1) High probability (p>0.5) as the first/end place visited during a day 

sequence. 2) High attendance among distinct days (>80%) when the vehicle is used. 

• Work place: 1) More daytime (8h-18h) activities at the places; 2) Hight attendance 

during weekdays (>60%); 3) Long average activity duration (>2 hours)  

As for the other places not detected in primary ones, the second level of identification is to 

explore their frequentation difference by conducting a K-means clustering analysis. Three 

features are used for distinguishing, which are 1) Attendance among distinct days; 2) Average 

activity duration on site and 3) Ratio of visits during daytime. The number of clusters can be 

determined according to the average silhouette value or the elbow method.  

5.2.3. Zonal Mobility Typology Discovery 

5.2.3.1. Usage-Based Zonal Attributes 

Mobility usage of a territory zone can be naturally described from different perspectives. By 

exploiting the information presented in multiple views, a more precise data structure can be 

disclosed (Mitra & Saha, 2019). The mobility patterns of zones are modeled from three views 

to form the attributes. 

• View 1: Composition of local stays. Significant places identified in section 4 are 

counted in each type 𝑗  for a zone and used as the attribute in reflecting activity 

frequentation and duration. Place counts are then converted to percentage values 𝑟 by 

zone subtotals and normalized to explore relative difference in composition ratios. Such 

an attribute is formed as a vector {𝑟𝑖1, … 𝑟𝑖𝑗} for the zone 𝑖. 
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• View 2: Time of flows. Trips leaving from and arriving to the zone are counted by time 

bins to reflect the temporal mobility pattern. 8 time bins (𝑘) are used by considering 

both of time of day and day of the week, which are pre-defined as: Morning (5-10h), 

Mid-day(11h-15h), Evening(16-21h), Night(22h-4h) for weekdays and weekends 

respectively. To weigh each dimension equally, each period count is converted to a 

period flow factor 𝑝  by further dividing by the day average trip number of the 

corresponding zone. The attribute is finally formed as a vector of 16 factors 

{𝑝𝑖1𝑂, … , 𝑝𝑖𝑘𝑂, 𝑝𝑖1𝐷 , … , 𝑝𝑖𝑘𝐷} for the zone 𝑖 for both trip departures O and arrivals D. 

• View 3: Spatial complementarities. This view looks at the distance ranges of trip 

generations and attractions. Distance bands by the power of 2 kilometers are used in 

counting the trips. Counts in different range bands are converted to percentage values 

d and normalized. The attribute is formed as a vector {𝑑𝑖2𝑂 , … , 𝑑𝑖2𝑛𝑂 , 𝑑𝑖2𝐷 , … , 𝑑𝑖2𝑛𝐷} 

for the zone 𝑖 for both trip departures O and arrivals D. 

For each analytical zone, mobility patterns (feature vectors) of the above views are assembled 

and used as the input for base clustering. Results of these base clusterings are further integrated 

to get a more comprehensive understanding of a zone’s mobility characteristics. 

5.2.3.2. Multi-View Cooperative Clustering 

A multi-view cooperative clustering method is employed to identify the final zone typology by 

integrating the explorations from different views. Many different terminologies have been used 

to refer to this kind of method in the literature, involving: cooperative clustering, multi-view 

clustering, clustering ensemble etc. (Topchy et al., 2004; Cornuéjols et al., 2018; Mitra & Saha, 

2019). Overall, a similar aim of such methods is to improve the clustering quality by combining 

complementary contributions from different base clusterings on different omics of features 

with each holding its own bias. More hidden patterns are expected to be spotted, which are, 

otherwise, likely to be diluted if all features are concatenated into a single-view. More so, other 

benefits include its robustness to data variations, and a wider range of applications on real-

world problems of multiple modalities. In our case, the routine approaches conducted are as 

below: 



69 

 

1) Perform the base clusterings (K-means) on different views of mobility patterns 

respectively.  

2) Integrate base clustering results to build a co-association matrix (Mitra & Saha, 2019), 

which depicts the average frequency that a pair of objects is partitioned into the same 

cluster. 

3) Build a connection graph of the zones based on the co-association matrix. 

4) Perform the spectral clustering to final partition the graph and discover zone typology. 

5.3. Application and Results 

5.3.1. Settings 

FCD of 14 days in the February 2019 over the Paris region was explored for an applicational 

case study. A total of 168,308 unique vehicles were found showing up within the Paris region 

during the time period. However, due to the inefficiency to do the data exploration on the whole 

large dataset with total logs over 15 million, the dataset was downsized by a pre-selection. As 

a result, 2,500 random vehicles were selected from the pool of those having frequent usage 

among the 14 days. Such a frequent usage was defined as showing up on at least 4 distinct days 

and holding at least one re-visiting location. 

As for the territory divisions, the zoning of IRIS (Islands Grouped for Statistical Information) 

was used as the geographical units for zonal typology discovery due to its suitable granulation. 

Such IRIS zones were developed by INSEE (the national statistics bureau of France), which 

divides the country into units of equal size on the basis of population with respect to geographic 

and demographic limitations. The Paris region consists of 5260 IRIS zones. 

5.3.2. Identified Trips and Stay Points 

Upon the trajectory sequencing algorithm, a new dataset of detected trips was generated along 

with describing features including origin-destination locations, time window (departure and 

arrival time), and trip distance. A total of 63036 trips were identified for the 2500 vehicles 

during the 14 days. The stop points at the end of trips were then clustered into meaningful stay 
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places, by using the DBSCAN clustering method. An overall demonstration of the outcomes 

of the clustering process can be found in Figure 5.2. The stay points were finally grouped into 

8 554 clusters. By detecting these spatial clusters, places with the same representations were 

bundled and activity frequentation in visiting them could be further investigated. 

 

Figure 5.2 Stay points vs Place clusters  

5.3.3. Identified Activity Places by Frequentation Modeling 

Home and work places were identified according to the proposed rules and the other secondary 

activity places were further distinguished based on the frequentation difference in features by 

a K-means clustering analysis. As a result, the secondary places were partitioned into 4 clusters, 

as shown by a scatter plot in Figure 5.3(a). Each cluster was also characterized with a label as 

displayed in the figure according to its relatively prominent characteristic. Overall, to sum up 

the two levels of identification, 6 types of significant places were drawn, the statistics of which 

were summarized in Figure 5.3(b).  
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       (a)   Clustering results on secondary places                  (b)  Statistics summary  

Figure 5.3 Identified activity places by frequentation modeling 

5.3.4. Discovered Zonal Typology and Functional Annotations 

5 clusters (C0-C4) of zones were drawn from the zonal typology discovery by the Multi-View 

Cooperative Clustering analysis. Geographical distributions of them are geo-visualized in 

Figure 5.4(a) along with their attributes displayed by heatmaps in Figure 5.4(b). The color 

gradient in the heatmap indicates the mean values of corresponding attribute vectors. By 

comparing the attribute characteristics, the zones were annotated into 5 types, described as 

below.  

• C0 Residential oriented areas: These zones were constituted of higher departure rate 

in the morning and higher arrival rate in the evening on weekdays, which is a typical 

temporal pattern of residential areas. A relatively larger portion of home places was 

also shown in the composition of stays. Spatial travel patterns were mixed with more 

mid-range and local trips. 

• C1 Commercial-residential mixed areas (locally-accessible-based): These zones were 

composed by more of less-frequently-visited places and home places, which can be 

interpreted as a mix of residential dwellings and living quarters such as super-markets, 

cafés, restaurants etc. More activities showed up during mid-day and evening, with no 

significant flow drops on weekends. The trip distance was more local based. 
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• C2 Commercial-residential mixed areas (intermediate-range-accessible-based): This 

cluster had a similar pattern with C1, except the spatial patterns were composed more 

of longer trips.  

• C3 Business/employment oriented areas: These zones showed up a significantly higher 

arrivals in the morning and higher departures in the evening on weekdays with the 

overall volume dropping on weekends. Such time of flows is consistent with 

employment areas with vehicles used for commuting. Home places were also found 

least in this cluster. 

• C4 Day-time mobility-oriented areas: These zones had a maximum portion of less-

frequently day-time visited places. Significant more vehicles usage was also presented 

during the mid-day time period. Such a pattern may correspond to retail shops or 

commons, town centers in the rural areas and the campuses of educational places, where 

the visiting time is flexible during the day. 

Besides, there were zones without enough observations of trips (<15) for the total of departures 

and arrivals), so that they were excluded from the clustering analysis and grouped into a 

separate type, which was annotated as Observation sparse areas.  

Validation of such explorations is a common problem in published research of mobility trace 

exploration due to the absence of ground truth for the evaluation. Within this restriction, the 

results of our zone annotations were inspected by geo-visualizing their locations and comparing 

the annotation to the common recognitions of their social functions. For example, La defense, 

Val de Fontenay and Charles De Gaulle airports surrounding areas are commonly known as 

employment areas consisting of business centers or company facilities, which matches with 

our identification with these areas clustered into C3. More so, the Paris center are highly 

urbanized areas, especially for the zones of 1e, 2e, 8e 9e arrondissements, most areas of which 

were detected as commercial or mixed areas. It also has to be noted that many zones were found 

with mixed place functions which is partially consistent to the fact that land uses are rarely 

monotonous within an urban area. However, future exploration may be done to with further 

segmented zone units of the territory.  
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      (a)   Geo-locations of discovered zone clusters 

   

 
*Where O indicates departure trips; D indicates arrival trips; Mn indicates morning; Md indicates mid-day, En indicates evening, Nt indicates, 

night, wd indicates weekday, and wn indicates weekend.  

(b)   Patterns of zonal attribute vectors 

Figure 5.4 Discovered mobility types of zones and patterns of their usage attributes 
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5.4. Conclusion and Discussion 

This research proposed a methodological approach to discover mobility typology of territorial 

space by mining FCD. An application study was dealt with the Great Paris region. Mobility 

features at the level of trips and stays were firstly recovered from vehicle trajectories. 

Meaningful places were then detected based on stay points. Place frequentation at different 

places was modeled at each individual level to identify their anchorage places and other regular 

presences. Upon those, 3 views of zonal attributes were assembled for each zone to describe 

the pertaining vehicle usage, including the composition of local stays by frequentation, time of 

trip flows and spatial complementarities in trip distance distribution. Consequentially, 5 

mobility types of zones were obtained through the analysis. The discovered areas were 

visualized on the map and showed a consistent matching with the common recognition of their 

social functions.  

The explorative approach by multi-view cooperative clustering enabled to explore more 

patterns from different perspectives and combine them to get a more comprehensive discovery. 

Practically, this research provides a big data driven instance to analyze mobility interaction 

with geographical spaces, the knowledge of which may provide useful insights in 

understanding their heterogeneity and similarity and thus benefit many place-based 

applications. Our current results were restricted to the vehicle mobility level due to the essence 

of the data used. However, the proposed framework can be scaled with data of other modes of 

transport, which may contribute to a more complete picture of the zone mobility typology in 

the future. 
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CHAPTER 6. DISCOVERING SPATIAL RELATIONS BY MOBILITY 

CONNECTIONS 

Adaptation of the paper published in: 

Sun, D., Leurent, F., & Xie, X. Exploring jobs-housing spatial relations from vehicle trajectory 

data: A case study of the Paris Region. Transportation Research Procedia (in press). 

The candidate contributed to designing the method, performing the study and writing the 

manuscript. 

Abstract 

This study explores the spatial relations between job and housing locations by mining trajectory 

data. The objective is to establish a data-driven method to recognize employment core areas 

and identify their residential catchment areas. More specifically, mobility traces are firstly 

mined to detect the home and work places of each vehicle according to temporal patterns of 

the day and repetition patterns over distinct days. A spatial density distribution analysis is then 

conducted to identify the employment cores and sub-cores. The core-periphery patterns 

between the cores and other areas are further investigated by building a connection graph based 

on the home and work locations over spatial zones. The graph-based clustering algorithm is 

employed to partition the graph so as to identify bonded zones as communities and interpret 

the catchment areas pertaining to different employment cores. A case study has been applied 

with the field-collected Floating Car Data in the Paris Region to showcase the method 

applicability. Overall, this study offers a referential framework for capturing urban spatial 

dynamics by digital traces, with the advantages of being data-driven, scalable for large-scale, 

and less dependent on prior expertise. The results may contribute to the planning guidance 

corresponding to up-to-date changes. 

Keywords: Trajectory data mining; Home-work commuting; Employment cores; Catchment 

areas; Community detection; 
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6.1. Introduction 

Home-work commuting has long been studied in transportation planning and modeling as it is 

deemed to shape fundamental human mobility (Kung et al., 2014). The jobs-housing spatial 

relation is also widely recognized as a critical issue in understanding the evolution of urban 

structure (Han et al., 2015), the insights of which may help to resolve many underlying 

problems of traffic congestions, demand-supply mismatching, etc. Such an issue was 

conventionally approached by survey or census data, which are however inherently limited due 

to belated updates and high collection costs. With the growing diffusion of location-based 

technologies, digital traces are collected from more and more mobility entities at a large spatial-

temporal scale, which brings the potentials to analyze up-to-date mobility patterns. Thus, the 

increasing pervasiveness of trajectory data prompts a new cost-effective way to study urban 

spatial dynamics corresponding to the rapid environment changing (Long & Thill, 2015).  

Related works have studied the issue of jobs-housing spatial relations using three major kinds 

of methods. The first kind is to set up empirical rules to deconstruct the city structure such as 

extracting typical catchment areas of urban cores by a certain threshold of worker/residence 

rates (Bellefon et al., 2020). This may be limited to the local expertise in determining the cut-

off threshold and not adaptive to the dynamic variation. The second kind employs model-based 

approaches to quantity the relationships between sub-areas, which involves regression 

modeling by determinants (S. Li & Liu, 2016) and interaction modeling by gravity models (H. 

Wang et al., 2014) or field strength models (Ferrari et al., 2011; Wu et al., 2020). Such models 

provide explanations for spatial relations but are still largely dependent on empirical 

measurements of many external factors such as economic strength, market size, population 

density, etc. The last kind develops data-driven methods based on various kinds of trajectory 

data including taxi GPS data (Rinzivillo et al., 2012), smart card data (Han et al., 2015), 

geotagged tweets (M. Chen et al., 2019; Hollenstein & Purves, 2010), etc. These studies 

showed the potential of capturing urban structures by finding human mobility regularities from 

their trajectories. However, most of them were restricted to the detection of hotspots when 

regarding spatial patterns, and very few of them explored the spatial relations between job and 

housing places.  



77 

 

Therefore, the objective of this study is to establish a method to explore jobs-housing spatial 

relations by identifying employment cores and their catchment areas. Unlike the conventional 

approach based on field surveys, this study builds up a data-driven pipeline to uncover spatial 

structures based on observed trajectories. The proposed framework can identify the jobs-

housing spatial communities directly from the traces without relying on external information 

or prior expertise. The analysis can be easily replicated with updated data inputs, thanks to the 

ease of modern data collection, showing a practical potential of capturing up-to-date 

evolutions, benefiting quick responses to the mobility changes. We utilized the Floating Car 

Data to showcase the method's applicability with a case study in the Paris Region. Although 

the empirical findings of the case study were on the basis of vehicle mobility only, they hold 

specific implications for roadway traffic planning. The proposed methodological approach is 

expected to be transferrable to other sources of GPS trajectories in a much referential way when 

further data are available. 

6.2. Methodology 

6.2.1. Home and Work Place Identification 

Mobility contexts of vehicles can be recognized from their daily trajectories, by patterns of 

their trip-making and activity characteristics, etc. Such patterns can be examined over a 

sufficiently long period to understand individual mobility regularities and then further 

contribute to the interpretation of anchor places such as home and work places. In this study, 

we employed the method developed in our previous paper (D. Sun et al., 2021b), described in 

Chapter 3, to detect the home and work places of each vehicle. Comparing to conventional 

rule-based methods, this method is exempt from setting specific thresholds and more applicable 

over diverse situations. The main procedures can be summarized as follows: Vehicle 

trajectories are firstly segmented into valid single trips to extract corresponding stay points. A 

density-based clustering approach is then employed to cluster stay points into places 

considering that adjacent points may correspond to the same place. For each vehicle, the 

functional types of its frequently visiting places are identified by analyzing the places’ activity 

profiles (set of activities carried out at the place) based on temporal circumstances (time of day 

and duration) and repetition patterns (frequentation over weekdays/weekends). Home and work 
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places are finally detected from the clusters with significant patterns of overnight activities and 

commuting characteristics respectively.  

6.2.2. Spatial Distribution Analysis 

To understand the structure of a city, one crucial problem is to reveal the spatial arrangement 

of the city centers and investigate how these centers interact with the rest of the territory (Y. 

Sun et al., 2016). Different terms have been used to describe such centers in the literature, 

including city centers, urban cores, and urban areas of interest. With knowing the work places 

of a large amount of individuals from the above data mining, this analysis aims to reveal the 

spatial distribution of those places and identify the employment cores and sub-cores.  

First, a Kernel Density Estimation (KDE) method is used to transform discrete geo-locations 

into contours which constructed the density distribution of the work places. The density peaks 

can suggest the core areas for employments. The optimal bandwidth is determined via the 

cross-validation method (grid-search experiments implemented by Scikit-learn package) using 

candidates by every 50 meters ranging from 100 to 2000 meters. It should be noted that 

although these density contours perform well to overall describe the spatial aggregations, the 

method itself is limited to delineate the specific boundaries of the cores (M. Chen et al., 2019). 

Therefore, the second step is to extract the cores with boundaries, for which the family of 

Density Based Clustering Methods is commonly used following recent advances in the 

literature (M. Chen et al., 2019). We adopted the hierarchical density-based clustering method 

(HDBSCAN) by (Campello et al., 2013), as it overperforms the other ones due to its robustness 

to parameter selection and capability in detecting clusters with various densities. This 

especially fits well the circumstance that we need a finer-grained clustering in dense areas 

whereas the extent can be larger in rural areas. Technically, instead of setting up a definite 

value for the core distance (epsilon), HDBSCAN uses a “mutual reachability” to measure the 

point distances in a relative way. The cluster hierarchy is constructed based on these relative 

distances so that it enables a detection with various epsilons in different areas. The only 

parameter of HDBSCAN, the minimum number of points to form a cluster (min_cluster_size), 

can be carefully tuned with experiments of sensitivity analysis in trying with different candidate 

numbers. An appropriate min_cluster_size can be determined by comparing the experiment 

results to the layout of KDE contours. Lastly, a convex-hull geometric method: the alpha shape 
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algorithm (Edelsbrunner et al., 1983), is employed to delineate the boundaries of the 

employment core areas from the work places in the dense clusters. To be consistent with the 

zoning analysis in the next step, we projected the core areas to pre-defined spatial zones to find 

out the core zones by finding the best match by overlaying. An example of such spatial zones 

is provided in Section 6.4.1 with the context in Paris Region and can be illustrated as in Figure 

6.1. 

6.2.3. Spatial Relation Analysis 

The jobs-housing spatial relations are analyzed by the core-periphery patterns pertaining to the 

employment cores. The geographical zones are used as the base geographical units. For each 

zone, the residents’ job locations over different employment cores are structured as the core-

periphery profiles. A weighted topological graph is generated based on these profiles to 

represent the jobs-housing connections between the cores and other zones, which can be 

illustrated as Figure 6.1 (such a graph is denoted as jobs-housing network hereafter). In the 

network, each zone is treated as a node and the home-to-work flow between zones is used to 

construct the edges. The edges are weighted by the flow “volume” that is the number of 

individuals having home and work places at the two ends of the edges. The zones within the 

same employment cores are joined together.  

 

Figure 6.1 Jobs-housing network over different zones 
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Graph-based clustering methods are then applied to partition the jobs-housing network into 

densely connected sub-networks so as to find sub-regions with stronger inner-interactions. 

Such methods are termed as Community Detection Methods (CDM) in network science, where 

the detected sub-networks are called communities. By doing so, we can detect bonded zones 

as commuting communities and interpret the catchment areas of each employment core. Many 

algorithms were developed to achieve such community detections, among which the most 

widely used for large networks can be grouped into 2 major fashions. The 1st group is 

modularity-based algorithms that divide the network into communities by maximizing the 

modularity score, which measures the intra-communities connectivity vs inter-communities 

connectivity. The 2nd group is dynamic processes based on random walks, which measure the 

distances between nodes and finds densely connected parts as communities that a random 

walker tends to get trapped in. Other categories of algorithms also exist with their various 

searching schemes, including edge-removal, statistical inference etc. More details of method 

comparison can be referred to from Dao et al. (2018). In this study, the modularity-based 

algorithms were finally adopted due to the random walk algorithms required directed edges, 

which led to too many isolated nodes with no out-links in our jobs-housing network. We 

evaluated the most commonly used modularity optimization algorithms on our jobs-housing 

network and chose the results from the one achieving the optimist modularity score. Here is 

the list of algorithms we experimented: Fastgreedy, Multilevel, Louvain, Leiden and Leading 

Eigenvectors. The modularity score for evaluation can be calculated based on the formula 

proposed by (Newman & Girvan, 2004), defined as 

𝑚𝑜𝑑𝑢𝑙𝑎𝑟𝑖𝑡𝑦 𝑄 =  
1

2𝑚
∗ ∑ (𝐴𝑖𝑗 −

𝑘𝑖𝑘𝑗

2𝑚
)𝑖𝑗 𝛿(𝑖, 𝑗) (6-1) 

where 𝑚 is the number of edges; 𝐴𝑖𝑗 is the element of the adjacency matrix 𝐴 in its row i and 

column j; 𝑘𝑖 , 𝑘𝑗denote the degree of node i and j respectively that is the number of edges 

connected to the node; and 𝛿(𝑖, 𝑗) is equal to 1 if node i and j belong to the same cluster, 

otherwise 0. The formula compares the observed intra-community edges number with an 

expected number obtained under a null model if we assume no priori correlation exists. 
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6.3. Application and Results 

6.3.1. Settings 

A case study was conducted using 14 days of FCD in the Paris Region (Île-de-France), which 

is the most populous region of France made up of the Paris City and 7 other departments. 

Trajectories with total logs of 15 million were collected in total. However, with the 

computation efficiency in mind, a sampling was performed for the analysis by selecting 10,000 

vehicles with frequent usage out of the total of 42,596 qualified vehicles. The criterion of 

frequent usage was defined as showing up at least 7 distinct days during the period. Vehicles 

with erroneous records, such as sparse traces and abnormal recording frequency, were excluded 

from the data selection.  

To conduct the spatial analysis, the Paris Region was divided into a set of zones, based on 

which the mobility features can be aggregated. Such spatial zones can be obtained by many 

principles, such as uniform grids, census blocks, and administrative boundaries, etc. In this 

study, we adopted the spatial tessellation data from a local authority, IAU (L'Institut Paris 

Région), which divides the Paris Region into 118 zones (as in Figure 1) by considering both of 

the administrative boundaries of French municipalities and the territory development 

coherence. The reasons for using such zones are twofold: the zoning system takes into account 

the population distribution by making finer division in dense areas and coarser division in 

outskirts; census data with other information are also available at each municipality level which 

enables direct comparison or data fusion. 

6.3.2. Identified Home and Work Places 

By trajectory sequencing and processing, a total of 44,882 frequently visiting places was 

recovered for the 10,000 vehicles with an average of 4.48 per vehicle. By analyzing the activity-

holding profiles, home places and work places were extracted out from the pool of the places. 

The detailed patterns of identified clusters of home places and work places can be found in (D. 

Sun et al., 2021b) as well as an evaluation of their accuracy comparing to conventional rule-

based detection. Consequently, 8,111 home places corresponding to 7,632 vehicles were 

identified as well as 4,295 work places corresponding to 4,156 vehicles. Among them, a total 

of 3,803 jobs-housing pairs were extracted with corresponding identical vehicle identifiers, 
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based on which the jobs-housing network can be generated. The geo-locations of these places 

are visualized by scatter plots in Figure 6.2. It should be noted that such a portion of home and 

work place recognition was not high, especially with work place detection, but it is consistent 

with the fact that home place normally display more regular patterns on a vehicle usage basis 

while patterns of work places do not. A few vehicles were also found with more than just one 

home places or work places. 

•   
(a) Geo-locations of identified home places                              (b) Geo-locations of identified work places 

Figure 6.2 Scatter plots of identified home and work places 

6.3.3. Identified Employment Cores by Spatial Densities 

With knowing the geo-locations of the work places, the KDE method was run to generate a 

density surface to describe the employment density distribution. Gaussian functions were 

chosen for the basic kernels. The optimal bandwidth was determined as 1000 meters via the 

grid-searching experiments. The estimated employment density contours are shown in Figure 

6.3(a), in which the darker fills within the contour lines the denser the distribution. It was found 

that the job locations were more densely distributed around the west areas in the Paris City, as 

well as other commonly acknowledged sub-centers in the Paris Region, such as La-Defense, 

Boulogne-Billancourt, Versailles, Roissy, Rungis-Orly, etc.  

The HDBSCAN was then applied to further identify the employment cores. The most 

appropriate value for the parameter of min_cluster_size was determined as 50 after multiple 

experiments with the visual reference of the contours. As a result, 12 densely aggregated 

clusters were identified with 5 as major cores and the other 6 as sub-ones according to the 
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clusters’ point size. The core boundaries were delineated by applying the convex-hull algorithm 

and the core zones were projected according to the overlays, the results of which are illustrated 

in Figure 6.3(b). Consequently, the 12 clusters were projected into 10 employment cores zones 

due to certain zones may cover two clusters. Likewise, zones corresponding to the same cluster 

were joined into one shape. The core zones were named and recalled after the major 

municipalities within the cores in the following text. 

  
(a) Spatial density contours of work places                     (b) Employment core areas and core zones 

Figure 6.3 Spatial distribution of employment  

6.3.4. Detected Spatial Communities by Jobs-Housing Relations 

Recall that the communities were clusters of zones with denser intra-connections detected from 

the jobs-housing network. Two experimental settings were made when building the jobs-

housing network and the results were compared for a discussion. The first setting (Setting 1) 

was to use the original jobs-housing network generated from the sample data, which were the 

3,803 pairs of home and work places. However, considering the sample data may not be 

representative across different areas, the second setting (Setting 2) was based on a calibrated 

jobs-housing network that incorporated the census data to correct the biases. We did the 

calibration by making an expansion of the sample to the full population depending on the home 

locations of each zone. More specifically, the upscaling was according to the local auto-

mobilist population of each zone recorded in the census data of Recensement 2017 by Insee 

(the French Statistic Bureau). The distribution share of job locations (zones) was assumed to 

be the same as observed from the sample data. It should be borne in mind that certain population 
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groups are still likely to be underrepresented and such inherent biases are expected to be further 

refined if better source data are available, such as mobile phone data with a high penetration 

rate or knowing the population breakdowns. Nevertheless, we utilized the two settings to 

demonstrate the methodological feasibility and compared the results between them for the 

potential differences before and after the expansion. 

6 communities were detected under Setting 1 through the Multilevel CDM algorithm, which 

achieved the best modularity score in the experiments. In fact, the 5 evaluated algorithms all 

resulted in quite similar community partitions no matter what the modularity optimizing 

scheme is, which implicates that there is a robust community structure of jobs-housing network 

existing. The spatial organizations of the communities are shown in Figure 6.4, together with 

employment core zones displayed with highlighted emborders. The number of zones 

composing each community is also shown by bar plots in Figure 6.4. Zones with too few 

observations, whose node degree was less than 15, were excluded from the analysis. As can be 

seen from the results, the detected communities were generally formed of adjacent zones and 

the identified employment cores were embedded within the communities. Such results can be 

a confirmation of the effectiveness of the method as it is consistent with the nature of spatial 

cohesion that adjacent areas normally hold denser communication (Rinzivillo et al., 2012). The 

community range can also yield the major catchment areas of each employment core or a core 

agglomeration. When taking a closer look, we found that the core zones of West-Paris (City), 

La Défense, Boulogne-Billancourt, and Mantes were found bonded together, while the core 

zones of Roissy and Noisy-le-Grands were joined into the same community. The whole Paris 

City was actually divided into 3 major parts which joined to the corresponding communities in 

accordance with road network radiations.  

The results of Setting 2 were shown in Figure 6.5 for the map visualization and the community 

size respectively. The Multilevel algorithm was chosen for the detection, to make the 

comparison consistent with Setting 1. Setting 2 also resulted in 6 communities after the sample 

expansion. It turned out that the overall spatial distribution of the communities of the 2 settings 

was similar, but some differences can be spotted in the specific community constitutions. We 

can summarize the major changes as follows. Comparing to Setting 1, the employment cores 

of West-Paris, La-Défense, and Boulogne-Billancourt were no more bonded together 
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(originally joined in the Community 1 (CM1) in Setting 1). Instead, the Boulogne-Billancourt 

Core joined with Versailles Core to form the community situated in the west of the Paris Region, 

while the West-Paris Core was connected with northeast areas to the Paris City to form a new 

community. Besides, the core zone of Roissy was separated with Noisy-le-Grands while the 

two cores in the northwest areas, Mantes and Cergy, were joined together. All these differences 

can be attributed to the weight change of different population groups in the sample expansion 

process. The result differences showed that the biases due to under-reported commuters did 

exist and might cause a different conclusion if without calibration. 

 

Figure 6.4 Community detection results of Setting 1 (original jobs-housing network 

based on FCD observations) 
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Figure 6.5 Community detection results of Setting 2 (calibrated jobs-housing network 

based on sample expansion) 

6.4. Conclusion and Discussion 

This paper presents a study on exploring the jobs-housing spatial relations by identifying the 

employment cores and their catchment areas based on vehicle trajectory data. The catchment 

areas were interpreted from the jobs-housing network by communities which were detected by 

finding sub-networks with a denser exchange internally and a sparser communication with the 

external areas. A case study was conducted to evaluate the methodology effectiveness using 14 

days Floating Car Data in the Paris Region. 10 employment core zones were identified 

according to the spatial density. The jobs-housing network was built between these cores and 

other spatial zones. The community results were obtained under 2 different settings: the 

original network and the calibrated network, to compare for potential sampling biases across 

different areas. The 2 results were consistent on the overall spatial distribution of the detected 

communities, although the specific aggregations of some areas were different. The differences 

before and after the calibration can reflect that certain commuter groups were underrepresented 

in the sample data, which implicates further consideration in future data collection. However, 

both of the two results showed a good spatial adjacency of zones when forming communities 
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as well as with employment cores embedded inside, although this is not a necessary property 

of the community detection method. Such a pattern can be proof of the effectiveness of the 

proposed method for its good capability in discovering densely connected sub-regions while 

maintaining spatial cohesion. 

This study offers a referential practice for using modern trajectory data to analyze urban 

dynamics. The methodological framework holds the advantages of being data-driven, scalable 

for large-scale, and less dependent on prior expertise. The delineated jobs-housing 

communities can provide insights into the fundamental mobility structure of a territory and 

benefit future transportation planning and regional development cooperation etc. It also holds 

the potential to monitor up-to-date evolutions thanks to the ease of digital data collection. 

However, the findings of this work were based on vehicle commuting mobility only and a 

limited sample size. Future work may extend this study by incorporating other modes of 

transport and other purposes of traveling to obtain a more complete picture of human 

geography. The spatial relations can also be quantified to better understand the intensity as well 

as determine the influencing factors.  
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CHAPTER 7. ESTIMATING THE SPATIAL INTERACTIONS OF 

MOBILITY FLOWS BETWEEN ORIGINS AND DESTINATIONS 

Adaptation of the article submitted for: 

Leurent, F., Sun, D., & Xie, X. (2021). On Heterogenous Sampling Rates in Origin-Destination 

Matrix Estimation based on Trajectory Data and Link Counts. Transportation Research 

Record. 

The candidate contributed to processing the data, performing the study and writing the 

manuscript. 

Abstract 

Being a fundamental metric of the transportation network, the origin-destination flow matrix 

is a critical input for various transportation models and studies. This paper deals with the 

estimation of an OD matrix of trip flows based on two kinds of data: probe trajectory data and 

local traffic counts. A Bayesian assignment framework is developed for demonstrating the 

relationship between the link probe sampling rates and the fractional contributions from the 

sampling rates on different OD pairs. The unknown OD matrix is estimated by applying cross 

entropy minimization using a prior matrix from the probe trajectories, along with the Bayesian 

assignment rules on link sample rates as the constraints. The methodology was applied using 

Floating Car Data and camera link flow counts for a numerical experiment. The results show 

that the method can achieve in a robust estimation of OD matrices, even using different prior 

matrices. The issue of the heterogenous sampling rates can be well addressed with link count 

constraints, effectively correcting the unknown bias in the probe sampling. The case study 

using real data also proves the feasibility of mining observed trajectory data to obtain the 

assignment fractions and estimate the OD matrix inversely, avoiding the conventional 

sophisticated process of traffic assignment modeling. 

Keywords: Origin-Destination matrix estimation; Bayesian assignment; Heterogenous 

sampling rates; Probe vehicle trajectories; Link flow counts; Cross entropy minimization. 
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7.1. Introduction 

As the primary purpose of a transportation network is to carry out mobile entities, the 

fundamental metrics of its activity is the matrix of entity flows between the places of origin 

and destination, in short, the OD trip flow matrix, per time period such as a day or a year. 

The OD flow matrix is a prominent input in network traffic assignment models that simulate 

path choice and traffic conditions. It is also the outcome of travel demand models such as the 

trip generation and spatial distribution models in the classical 4-step model that derives local 

traffic flows from the spatial variables of land-use in the different places making up the territory 

under study. Among the models of trip distribution, let us mention the gravity model (Bhat et 

al., 1998; Bouchard & Pyers, 1965), the intervening opportunities models (Heanue & Pyers, 

1966; Nazem et al., 2013), and discrete choice models (Uncles et al., 1987) of destination places 

that emphasize travel behavior in an economic perspective. There are as well statistical models 

purported to estimate or infer OD flows from different data sources, such as local traffic counts, 

en-route interview surveys to reveal the ODs composing some local flows, along with 

trajectory data at the trip level. 

This paper deals with the estimation of an OD matrix of trip flows on the basis of two kinds of 

data: local traffic counts, on the one hand, and a trajectory dataset, on the other hand. The 

underlying traffic variables consist in link flows (observed by local counts) and path flows 

(aggregating trajectory data). Between the two types of flow variables, there is a fundamental 

relation: on any network link, the local link flow adds up the path flows of all the paths that 

use that link. When the path flows are based on trajectory data collected with some sampling 

rate, then the numbers of trajectories are multiplied by an expansion factor inversely 

proportional to the sample rate for comparison to link flows which are exhaustive (presumably). 

Yang et al., (2017) addressed the heterogeneity of such sampling rate by allowing for OD & 

time specific rates. They formulated a second kind of relationship involving the path and link 

flows with the heterogeneous sampling rates in original formula, linking the sample rate in the 

link flow to those in the OD flows multiplied by the ratio of sampled OD flows and the 

unknown OD flow (which thus appears in the denominator). Let us call this specific 

relationship “the composition of the local sampling rate” – in short LSR composition. Yet the 

LSR relation is presented in Yang et al., (2017) in a very concise way and it lacks a step-by-
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step demonstration, thereby making the resulting formula questionable. Our paper is aimed to 

provide a detailed demonstration, yielding outcomes that differ from Yang’s formula, while 

keeping the spirit behind it. 

In sum, the objective of this research is to estimate the OD flow matrix by using the probe 

trajectory data and the link flow counts. It aims to leverage the modern data sources in digital 

trajectory forms to ease the estimation of the fundamental traffic metrics while accounting for 

the problem of sampling biases of such data by using complementary information from flow 

counts at several links. Comparing to previous efforts, our methodology involves formulating 

clear statements of probability dependences on the relations of the sampling rates between the 

two data sources, contributing to providing the methodological reference for drawing the traffic 

equations. We use conditional probabilities to analyze the traffic variables and the observation 

protocols in an explicit, rigorous way. In this probabilistic setting, the LSR equation is obtained 

by reversing the conditionality between probabilistic events, in a typically Bayesian way. More 

so, we aim to provide a data-driven instance in mining observed trajectories to obtain OD 

matrix and flow assignment. A numerical experiment using real-world data is involved in this 

paper for demonstrating methodological feasibility and application simplicity. 

7.2. Review of Related Work 

The OD flow matrix estimation problem on the road network is the inverse problem of the 

Traffic Assignment (TA) problem (Bierlaire, 2002). Traditionally, an OD matrix is estimated 

thanks to travel surveys, flow observations on selected links, and socio-economic models, since 

lack of network-scale vehicle trip measurement (Cascetta et al., 2013). Recent technological 

advances permit to rethink the estimation problem. From 2000, the emerging sensing 

technologies that recorded large-scale vehicle trips on the road network promoted the 

development of new approaches to construct directly OD matrices from sampled trajectories 

to avoid the sophisticated process of trip generation and distribution (Bachir et al., 2019; Y. 

Cao et al., 2021; Gómez et al., 2015; Michau et al., 2019; Yang et al., 2017). 

The application of emerging sensing technologies in the field of transport makes more and 

more large-scale trip geo-location data available. The most used sensing data that given 

sampled trajectories on the network included: Connected Vehicle (CV) trajectories and/or 
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Automatic Vehicle Identification (AVI) data (Y. Cao et al., 2021; Dixon & Rilett, 2002; J. Sun 

& Feng, 2011; X. Zhou & Mahmassani, 2006); GPS probe vehicle data (Yang et al., 2017; J. 

Yao & Chen, 2014); Floating Car Data (FCD) (Ásmundsdóttir, 2008; Gómez et al., 2015); and 

cell phone data (Bachir et al., 2019; Calabrese et al., 2011; Iqbal et al., 2014; Sohn & Kim, 

2008). In recent years, CVs, such as vehicles of Uber and DiDi that are equipped with GPS 

units or drivers that use navigation services on their mobile phones, have emerged as a 

promising mobile data source because they can provide detailed and accurate vehicle geo-

locations (Y. Cao et al., 2021). The AVI detectors that could uniquely identify each vehicle 

include Radio Frequency Identification device (RFID)-based detectors (Guo et al., 2019), 

Bluetooth detectors (Carpenter et al., 2012; Hainen et al., 2011; Michau et al., 2017, 2019), and 

license plate recognition (LPR) devices/cameras (Castillo et al., 2008; Rao et al., 2018). GPS 

probe vehicles are equipped with GPS for collecting data in real-time (Yang et al., 2017). There 

are two main types of FCD in operation today: cellular FCD data, derived from cellular 

networks, and global positioning system (GPS)-based FCD, derived from different types of 

devices that are equipped with a GPS receiver (Gómez et al., 2015). Mobile network data 

consist of two types (Bachir et al., 2019): Call Detail Records (CDR) including calls, text 

messages and sometimes Internet usage, named active events; and network records generated 

from an interaction between a device and the mobile network, named passive events.  

For those typical datasets, in Table 7.1, we realize a comprehensive summary for the most 

recent and representative studies, in which the authors introduced their newest and the most 

complete studies based on previous studies in the literature to their knowledge. Different types 

of networks are revealed from the intersection scale to the metropolitan scale. A key concept 

in those studies was to generate the seed (prior) matrix directly from sampled trajectory data 

(Yang et al., 2017). In detail, the sophisticated process of trip generation and distribution was 

replaced by the map-matching and geo-location data processing algorithms, in which the 

parameter calibration and driver behavior assumptions were avoided. 

An important issue, the heterogeneity of OD probe ratios among different OD pairs, was 

overlooked by most of the above studies, except in Yang et al., (2017) and Y. Cao et al., (2021). 

The authors (Yang et al., 2017) proposed a systematical way, not only to correct the potential 

bias caused by the three mains issues (1) the underspecified nature of OD estimation problem; 
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(2) reliability of the seed OD matrix; and (3) accuracy of assignment matrix estimation, but 

also to consider explicitly the heterogeneity of OD probe ratios. Later, the authors (Y. Cao et 

al., 2021) proposed more sophisticated penetration rates with heterogeneous sampling, whereas 

those of heterogeneous sampling were sampled from Gaussian distribution N(0.1, 0.022). 

Although these estimators provided more accurate results than previous estimators, the 

optimization problems were sometimes no-convex or hard to solve numerically, e.g. given only 

local optimization. The application of Maximum Entropy (ME) approach seems necessary. 

Although the estimation formula of ME model are more complex, but the bias (the squared 

error) of ME estimator is much smaller than those of Generalized Least Squares, Maximum 

Likelihood or Bayesian Inference estimators and the problem of entropy maximization is 

convex and easy to solve numerically (Golan et al., 1996; Leurent, 1997).To this end, a ME 

estimator is proposed in this study based on our previous studies (Leurent, 1997), inspired the 

idea of OD correction models using trajectory data (Yang et al., 2017) and of EM model for 

sub-network (Xie et al., 2010). More so, this paper aims to provide a step-to-step derivation for 

the probabilistic formulation of LSR composition, along with a case study for a numerical 

experiment using real data instead of simulated data. 
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Table 7.1 A Comprehensive Summary about OD Matrix Estimation based on Typical 

Trajectory Data 

Reference 

Elements 

Cao et al. (2021)  Bachir et al.(2019)  Michau et al. 

(2019)  

Yang et al. (2017)  Gómez et al. (2015)  

Data CV data + AVI data 

 

 

Cell phone data 

+ census data 

AVI data 

+loop traffic counts 

GPS probe data 

+link flow 

FCD 

+loop traffic counts 

Prior matrix Robustly reconstruct prior OD 

flows via self-supervised 

learning. 

 

- A prior OD flows from 

Bluetooth data. 

A prior OD flows 

from probe data. 

- 

Scaling Temporal and spatial variation 

of the CV penetration rate is 

proposed and linear projection 

is extended to deal with 

variations in CV penetration 

rate. 

 

Mobile phone flows 

are rescaled up to the 

total population with 

expansion factors 

using census data: 

 

Homogeneous 

Bluetooth OD 

penetration ratio = 

0.21. 

Probe OD 

penetration ratio: 

Homogeneous = 

0.15; Heterogeneous 

in [0.05, 0.3]  

FCD penetration rates 

(FCD-PR): a priori, 

different levels [5%, 

100%]. 

Routing 

systems 

Case (a): Arterial network 

draft. 

Case (b): Simulation network 

by VISSIM. 

Case (c): Simulation network. 

 

OSM road network, 

and rail network 

retried from the STIF 

Open Data platform. 

OSM road network. Simulated network. Simulated network. 

Network 

assignment 

Data processing and Map 

matching. 

Data processing and 

Transport mode 

inference (a two-steps 

semi-supervised 

model).. 

 

Simulated. Simulated Simulated. 

OD matrix 

estimation: 

approach  

A self-supervised learning 

model called the Latency-

Constrained Auto-Encoder 

(LCAE) is established to 

search for the optimal solution 

based on the estimated prior. 

 

Three state-of-the-art 

steps: segmentation, 

origin-destination 

identification and 

rescaling. 

Inverse problem of 

Argmin(*). 

Generalized Least 

Squares (GLS) 

A bi-level optimization 

using fuzzy logic theory 

Final 

estimated 

OD matrix 

Case (a-c): Node-to-node day-

to Day dynamic OD matrices. 

Ring-scale zone-to-

zone day-to day 

dynamic OD matrix by 

transport mode (road 

and rail) 

 

Node-to-node 3D 

network Link-OD 

matrix, giving 

information on the 

traffic assignment. 

Zone-to-zone 

dynamic OD matrix 

Static intersection OD 

matrix, and node-to-

node static network OD 

matrix. 

Purposes of 

OD matrix 

estimation 

Dynamic origin–destination 

flow reveals the time-

dependent travel demand on 

road networks. It serves as the 

fundamental input for dynamic 

traffic assignment (DTA) 

models as well as for network 

optimization programs. 

Estimate, analyze and 

understand daily urban 

mobility to developpe 

supportive policies for 

decision making. 

Origin-Destination 

matrix estimation is a 

keystone for traffic 

representation and 

analysis of traffic 

demand. 

The origin-

destination flow 

matrix is one 

essential input to 

many dynamic 

traffic assignment 

and 

traffic simulation 

systems. 

Origin–destination  

matrices are of vital 

importance for 

transportation systems 

planning and design, as 

well as analysis, 

modelling, and 

simulation. 

7.3. Bayesian Assignment: Theoretical Framework 

This section presents a step-by-step formulation of the Bayesian assignment equations on the 

local sampling rate compositions. It starts with the fundamental principle of flow conservation 

and generalizes the application to any sub-population (i.e., FCD marked samples). By using 

Bayesian relations, the assignment equations are then derived to decompose the sampling rate 

at the link level with respect to the demand segment on the OD pairs. Such a relationship on 

the local sampling rates will then be used as the constraints to adjust the heterogeneous sample 

rate issues, with the adjustment approach stated in the next section. 
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7.3.1. Notations 

𝑎 : index of network link, a unidirectional arc; A the set of network links. 

𝑞𝑎 = number of trips going through 𝑎 during some time period H. 

𝑟 : index of network path, or route; R the set of network paths. 

𝑞𝑟 = number of trips going through 𝑟 during some time period H. 

𝑠 : index of demand segment such as OD pair or another partition of the set of trips (i.e. by 

adding dimensions such as trip length range, or the time length of the activity at the destination, 

or the trip departure time). 

𝑞𝑠 = trip flow inferred on 𝑠 during H. 

𝑀𝑠 = number of trajectories observed on 𝑠 during H. 

𝑀𝑎 = number of trajectories observed on 𝑎 during H. 

𝑀𝑎,𝑠 = number of trajectories observed on 𝑎 ∩ 𝑠 during H. 

𝑖 : index marking a subpopulation of trips. 

P(𝑎|𝑖) : Probability of using arc 𝑎 conditionally to belonging to set 𝑖. 

7.3.2. Flow Conservation Principle 

For all networks of any kind, flow conservation at all nodes is a fundamental principle clearly 

stated by Kirchhoff’s law in a local way between the link flows of the arcs headed to, or tailed 

at, any node. For transportation networks, the flow conservation principle is stated in a multi-

scale fashion as a relation between local flow 𝑞𝑎 on any arc 𝑎 and the path flows 𝑞𝑟 of all paths 

𝑟 at any geographic scale:  

𝑞𝑎 = ∑ 𝑞𝑟𝑟∈𝑎 .   (7-1) 

Condition {𝑟 ∈ 𝑎}  means the selection of paths 𝑟  that go through 𝑎 . Presumably, only 

elementary paths are considered, i.e. using any link at most once. 

7.3.3. Demand Segmentation 

The decomposition of network trips with respect to elementary network paths amounts to a 

segmentation of travel demands at the trip level. It was first derived by Beckmann et al. (1956). 

These authors also emphasized the segmentation of trip demand according to origin-destination 
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pairs of places in the territory, i.e. another segmentation based on space but primarily oriented 

to places and pairs of places. Let us denote 𝑠 an OD pair and 𝑞𝑎∩𝑠 the trip flow passing by 𝑎 

and belonging to 𝑠. It holds that: 

𝑞𝑎 = ∑ 𝑞𝑎∩𝑠𝑠∈𝑆 .  (7-2) 

Denoting also 𝑞𝑟∩𝑠 the trip flow along path 𝑟 and belonging to 𝑠, we have that: 

𝑞𝑟 = ∑ 𝑞𝑟∩𝑠𝑠∈𝑆 .  (7-3) 

Notation {𝑟 ∩ 𝑠} may look superfluous as the OD pair associated to path 𝑟  is unique and 

unambiguous. Yet hereafter we shall consider a generic segmentation of demand, still with 

index 𝑠 ∈ 𝑆: for instance according to not only OD pair but also time of departure, or vehicle 

type: additional dimensions of analysis give rise to so-called “multiclass” network flow models. 

We can also decompose the segment flow with respect to the paths that serve it: 

𝑞𝑠 = ∑ 𝑞𝑟∩𝑠𝑟 .  (7-4) 

When 𝑠 only denotes an OD pair, formula (7-4) simplifies into,  

𝑞𝑠 = ∑ 𝑞𝑟𝑟∈𝑠 .  (7-4’) 

 

7.3.4. Probabilistic Setting 

We are now ready to cast the previous relations of flow composition and demand segmentation 

in a probabilistic framework. The statistical population of interest is that of trips on the network 

during a certain period, say H. Let 𝑄 denote its overall size: by assumption, 𝑄 > 0. 

For every subset 𝑧 ∈ A ∪ R ∪ S, the probability of belonging to that subset in the population of 

trips amounts to 

P(𝑧) = 𝑞𝑧/𝑄.  (7-5) 

For all 𝑧 ∈ A ∪ R and 𝑠 ∈ S it holds that  
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P(𝑧 ∩ 𝑠) = P(𝑧|𝑠)P(𝑠),  (7-6) 

So that 

𝑞𝑎∩𝑠 = P(𝑎|𝑠)𝑞𝑠, (7-6a) 

𝑞𝑟∩𝑠 = P(𝑟|𝑠)𝑞𝑠. (7-6b) 

As the demand segments make up a partition of the trip set, any subset 𝑧 decomposes as the 

disjoint union of {𝑧 ∩ 𝑠} over all 𝑠 ∈ S. We can also restate (7-2) and (7-3) as 

P(𝑎) = ∑ P(𝑎|𝑠)P(𝑠)𝑠∈𝑆 . (7-7a) 

P(𝑟) = ∑ P(𝑟|𝑠)P(𝑠)𝑠∈𝑆 . (7-7b) 

These relations have the flavor of stochastic assignment, yet at a more fundamental stage prior 

to any economic interpretation of P(𝑟|𝑠) or P(𝑎|𝑠) as the outcome of a discrete choice model 

of route choice for the trip-makers in segment 𝑠.  

7.3.5. Sub-population 

The above relations pertain to a population of trips on the network. They hold as well for any 

sub-population of trips: let us use an index 𝑖 to denote the belonging to such sub-population. 

Let also 𝑀  denote its size, 𝑀𝑎 = P(𝑎|𝑖)𝑀  the trip flow of that category on link 𝑎 , 𝑀𝑟 =

P(𝑟|𝑖)𝑀 that on route 𝑟, 𝑀𝑠 = P(𝑠|𝑖)𝑀 that on demand segment 𝑠. As the set 𝑆 of segments 

constitutes a partition of set 𝑖 as well as of the full population of trips, it holds that 

P(𝑎|𝑖) = ∑ P(𝑎 ∩ 𝑠|𝑖)𝑠∈𝑆 , (7-8a) 

P(𝑟|𝑖) = ∑ P(𝑟 ∩ 𝑠|𝑖)𝑠∈𝑆 . (7-8b) 

The sub-population can be thought of as extracted from the general trip population and marked 

in some specific way – e.g. “marked trips” made by marked vehicles. 

7.3.6. Conditionality and Bayesian Relations 

For 𝑧 ∈ A ∪ R  and 𝑠 ∈ S  we may consider the interplay of 𝑧 , 𝑠  and 𝑖  in conditional 

probabilities:  
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P(𝑧 ∩ 𝑠 ∩ 𝑖) = P(𝑠, 𝑖|𝑧)P(𝑧), (7-10a) 

= P(𝑧, 𝑖|𝑠)P(𝑠), (7-10b) 

= P(𝑧, 𝑠|𝑖)P(𝑖), (7-10c) 

= P(𝑧|𝑖, 𝑠)P(𝑖, 𝑠), (7-10d) 

= P(𝑠|𝑖, 𝑧)P(𝑖, 𝑧), (7-10e) 

= P(𝑖|𝑧, 𝑠)P(𝑧, 𝑠). (7-10f) 

From (7-10d) and (7-10a) we get that 

P(𝑧|𝑖, 𝑠) = P(𝑠, 𝑖|𝑧)
P(𝑧)

P(𝑖,𝑠)
. (7-11a) 

Then, from (7-10b) and (7-10d), it holds that P(𝑧, 𝑖|𝑠)P(𝑠) = P(𝑧|𝑖, 𝑠)P(𝑖, 𝑠), hence that 

P(𝑧, 𝑖|𝑠) = P(𝑧|𝑖, 𝑠)P(𝑖|𝑠). (7-11b) 

Next, from (7-10f) and (7-10a), it holds that P(𝑖|𝑧, 𝑠)P(𝑧|𝑠)P(𝑠) = P(𝑠, 𝑖|𝑧)P(𝑧), hence that 

P(𝑧|𝑠) =
P(𝑠, 𝑖|𝑧).P(𝑧)

P(𝑖|𝑧, 𝑠).P(𝑠)
=

P(𝑖, 𝑧|𝑠)

P(𝑖|𝑧, 𝑠)
. (7-11c) 

The different combinations in system (7-10a – 7-10f) enable us to derive a number of such 

relationships which are typical of Bayesian analysis. 

7.3.7. Orientation-Marking Independence 

When trip marks come from on-board boxes including GPS geolocation with the provision of 

route planning and guidance, then marking would seem to be correlated to orientation. 

However, as nowadays most people have smartphones and can avail themselves of dynamic 

traffic information (DTI) together with route planning services, all the flow would be 

influenced by DTI so that subscription to the marked service could still be considered as 

independent of the orientation. Moreover, at the local level, the use of spefic roadways is less 

likely to be affected by the socio-demographic background, as all users are assumed to opt the 

routes with better conditions. 
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Under this condition, we propose the Postulate “OMI” (orientation-marking independence): if 

marking 𝑖  (not necessarily to be random sampled) and orientation 𝑧  are statistically 

independent, then for any demand segment s it holds that 

P(𝑧|𝑖, 𝑠) = P(𝑧|𝑠). (7-12) 

Thus, the orientation coefficients at the link or route level are the same in the marked sub-

population as in the full population. Combining (7-11a) and (7-12), we get that 

P(𝑧|𝑠) =
P(𝑠, 𝑖|𝑧).P(𝑧)

P(𝑖|𝑠).P(𝑠)
, and in turn 

P(𝑠, 𝑖|𝑧) =
P(𝑧|𝑠).P(𝑖|𝑠).P(𝑠)

P(𝑧)
, so that 

P(𝑠, 𝑖|𝑧) = P(𝑖|𝑠). P(𝑠|𝑧). (7-13) 

7.3.8. Flow Observation  

7.3.8.1. Probe Data 

From now on we shall postulate that the marked trips are observed along all of their paths: i.e. 

the trip flows 𝑀 , 𝑀𝑟 , 𝑀𝑎 , 𝑀𝑠 , 𝑀𝑠∩𝑎  etc. are given. From these, it stems the probabilities 

conditionally to 𝑖. Notably, in the marked population the flow composition at the link level is  

P(𝑠|𝑎, 𝑖) =
𝑀𝑠∩𝑎

𝑀𝑎
,  ∀𝑠 ∈ 𝑆,  ∀𝑎 ∈ A. (7-14a) 

Conversely, at the segment level the link assignment proportions are obtained as  

P(𝑎|𝑠, 𝑖) =
𝑀𝑠∩𝑎

𝑀𝑠
,  ∀𝑠 ∈ 𝑆,  ∀𝑎 ∈ A. (7-14b) 

Under the OMI postulate, (7-14b) yields that 

P(𝑎|𝑠) =
𝑀𝑠∩𝑎

𝑀𝑠
,  ∀𝑠 ∈ 𝑆,  ∀𝑎 ∈ A. (7-14c) 

Combining (7-14b) to (7-11b) applied to 𝑧 = 𝑎, we recover that 
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P(𝑎, 𝑖|𝑠) =
𝑀𝑠∩𝑎

𝑀𝑠

𝑀𝑠

𝑞𝑠
=

𝑀𝑠∩𝑎

𝑞𝑠
. (7-14d) 

7.3.8.2. Link Counts  

Let us also assume that the local flow is observed (counted) on a selection A𝑖 of links 𝑎, with 

outcomes 𝑥𝑎, so that 

𝑞𝑎 = 𝑥𝑎,  ∀𝑎 ∈ A𝑖 . (7-15) 

From the joint observation of marked trips and link counts, we can estimate 

P(𝑖|𝑎) =
𝑀𝑎

𝑥𝑎
,  ∀𝑎 ∈ A𝑖 . (7-16a) 

P(𝑖, 𝑠|𝑎) =
𝑀𝑠∩𝑎

𝑥𝑎
,  ∀𝑠 ∈ 𝑆,  ∀𝑎 ∈ A𝑖. (7-16b) 

More on assignment proportions. On applying (7-11c) to 𝑧 = 𝑎 and using (7-16b) we obtain  

P(𝑎|𝑠) =
P(𝑠, 𝑖|𝑎).P(𝑎)

P(𝑖|𝑎, 𝑠).P(𝑠)
=

𝑀𝑠∩𝑎

𝑥𝑎
.

1

P(𝑖|𝑎, 𝑠)
.

𝑞𝑎

𝑞𝑠
. (7-17a) 

Now, comparing (7-17a) to (7-14b),  

P(𝑎|𝑠,𝑖)

P(𝑎|𝑠)
=

𝑥𝑎

𝑀𝑠
.

𝑞𝑠

𝑞𝑎
. P(𝑖|𝑎, 𝑠). (7-17b) 

Thus, the OMI postulate implies that P(𝑖|𝑎, 𝑠) =
𝑀𝑠

𝑞𝑠

𝑞𝑎

𝑥𝑎
: under (7-15) it reduces to P(𝑖|𝑠). 

7.3.8.3. On Flow Composition 

Furthermore, under OMI formula (7-13) applied to 𝑧 = 𝑎 enables us to recover from (7-16b) 

that 

P(𝑠|𝑎) =
P(𝑠,𝑖|𝑎)

P(𝑖|𝑠)
=

𝑀𝑠∩𝑎

𝑥𝑎

𝑞𝑠

𝑀𝑠
. (7-17c) 

Comparing (7-17c) to (7-14a), we get that 

P(𝑠|𝑎,𝑖)

P(𝑠|𝑎)
=

𝑥𝑎

𝑀𝑎

𝑀𝑠

𝑞𝑠
. (7-17d) 
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7.3.8.4. Exogenous Sampling Rates.  

A further specification would be to take the marking rate as given for every demand segment: 

P(𝑖|𝑠) =
𝑀𝑠

𝑞𝑠
= 𝜃𝑠. (7-18a) 

Then it would be easy to recover the segment trip flow as 

𝑞𝑠 =
𝑀𝑠

𝜃𝑠
. (7-18b) 

7.3.9. Bayesian Assignment Rule 

A key element in Yang et al (2017) is to decompose the sampling rate at the link level with 

respect to the demand segments. Under our notations, 

P(𝑖|𝑎) = ∑ P(𝑖 ∩ 𝑠|𝑎)𝑠∈𝑆 , so that 

P(𝑖|𝑎) = ∑ P(𝑖|𝑠, 𝑎). P(𝑠|𝑎)𝑠∈𝑆 .  (7-19) 

Under the OMI postulate, P(𝑖|𝑠, 𝑎) = P(𝑖|𝑠) so that (7-19) becomes 

P(𝑖|𝑎) = ∑ P(𝑖|𝑠). P(𝑠|𝑎)𝑠∈𝑆 .  (7-20) 

We may estimate P(𝑠|𝑎) by P(𝑠|𝑎, 𝑖) , so that 

P(𝑖|𝑎) ≈ ∑ P(𝑖|𝑠). P(𝑠|𝑎, 𝑖)𝑠∈𝑆 .  (7-21) 

Then, replacing P(𝑠|𝑎, 𝑖) with 𝑀𝑠∩𝑎/𝑀𝑎, P(𝑖|𝑠) with 𝑀𝑠/𝑞𝑠 and P(𝑖|𝑎) with 𝑀𝑎/𝑥𝑎, it comes 

out that 

𝑀𝑎

𝑥𝑎
≈ ∑

𝑀𝑠∩𝑎

𝑀𝑎
 
𝑀𝑠

𝑞𝑠
𝑠∈𝑆 .  (7-22) 

The outreach of equation (7-22) is to make matrix demand estimation sensitive to the 

heterogeneity of marking rates. Yet the sensitivity was achieved by replacing P(𝑠|𝑎, 𝑖) with 

P(𝑠|𝑎). The substitution is questionable because without making it, it is straightforward to see 

that (7-22) could be reduced to 1 = 1 i.e. carrying no additional information. 
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Let us focus on expansion factors instead of sampling rates. The heterogeneity of sampling 

rates induces that of expansion coefficients: 𝐹𝑎 ∶= 𝑞𝑎/𝑀𝑎 at the link level and 𝐹𝑠 ∶= 𝑞𝑠/𝑀𝑠 at 

the segment level. 

For links that are subjected to traffic counts, we may require the average link expansion factor, 

𝐹𝑎 = 𝑞𝑎/𝑀𝑎, to be equal to the average of the respective expansion factors of the constitutive 

segments: i.e. 

𝐹𝑎 = ∑ P(𝑠|𝑎, 𝑖). 𝐹𝑠𝑠∈𝑆 .  (7-23) 

After substitution, it comes out that  

𝑞𝑎

𝑀𝑎
= ∑

𝑀𝑠∩𝑎

𝑀𝑎

𝑞𝑠

𝑀𝑠
𝑠∈𝑆 .  (7-24) 

This relation is essentially a formula to predict link flow 𝑞𝑎 on the basis of the segment flows 

𝑞𝑠 together with the marked flows 𝑀𝑠∩𝑎 and 𝑀𝑠. 

7.4. Application Methodology  

7.4.1. Practical Conditions  

A case study was conducted to experiment the proposed theories in the area of Saint-Cyr-

l'École, a French commune (municipality) situated in the southwest of the Great Paris Region. 

Three main datasets were used for the numerical analysis, including 1) 14-days Floating Car 

Data covering all trajectories concerning the studied area; 2) a dataset of camera link flow 

counts at 11 link locations, which counts the traffic flow passing the observing links (different 

driving directions were differentiated as different links); and 3) the road network of the area 

with each link indexed. The studied time period was from November 31to December 13th in 

the year of 2020.  The study area was divided into 6 traffic analysis zones for the Origin-

Destination (OD) flow analysis, as shown in Figure 7.1. Such a zonal division was actually 

formed to correspond to a particular interest to the local authority in monitoring the traffic on 

the arterial road of the area (as highlighted in Figure 7.1), which was prone to congestion and 

needed a shift of its demand allocation to other roads. The case study was set to account for 

that specific traffic problem, while maintaining the generality of the methodology. This also 
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explains why the cameras were installed mainly along the specific itinerary, restricted by the 

practical condition and affordability of a municipality. It should be noted the major aim of this 

case study was to serve as a pilot experiment for demonstrating the methodological feasibility 

using real-world data. One should bear in mind that the location of link counts collection and 

the segmentation of time of day would notably have an influence on the performance of the 

OD estimation. Such investigations on those practical settings or the findings of optimal link 

count locations would therefore be limitations of this study and prompt further works. 

FCD dataset was structured as a sequential set of GPS trace points with vehicle geo-locations, 

time stamps and vehicle identifiers (anonymized). Such trajectory data were firstly transferred 

into trip datasets by segmenting the trajectories into parts. As the FCD collect the entire path 

information, after the segmentation, the OD flow, their assignment paths and the partial flow 

pertaining to the marked vehicles by the FCD can be easily recovered. More specifically, the 

segmentation was done by identifying activity stops (D. Sun et al., 2021b), whose patterns can 

be featured as staying at a place over a certain time threshold. To identify the path, a map-

matching approach (Newson & Krumm, 2009) was then employed to match the trajectory to 

the road network. Extending trips were clipped at the area border with its origin/destination 

replaced by the intersecting point at the border for determining their belonging zones. 

Therefore, only the trips traversing the studied area and relevant to the use of internal roads 

were considered. 
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Figure 7.1 Studied location, OD zoning, FCD trajectories, and links with traffic counts  

7.4.2. Typical Application Scheme  

The main application scheme is to derive an ex-ante OD matrix from the probe trajectories and 

then use it to estimate the ex-post OD matrix by adjustment based on the relations of expansion 

factors between link counts and OD segment flow (OD pair flow in this case) derived from the 

above Bayesian rules. The adjustment process follows a cross entropy minimization problem, 

which can be formulized as equation (7-25). The optimal solutions can be obtained by 

introducing a dual variable with the Lagrangian function and then solving the dual function 

with the Newton-Raphson method. Thus, if given ex-ante flows, we can easily estimate the ex-

post flows by solving the minimizing problem with the constraints. 

min C(𝒒) ∶= ∑ 𝑞𝑠 (ln (
𝑞𝑠

𝑣𝑠
) − 1)𝑠∈𝑆   (7-25) 

Subject to 

𝑞𝑠 ≥ 0  :  ∀𝑠 ∈ 𝑆,  (7-26) 



104 

 

𝑥𝑎 = ∑ 𝑚𝑎,𝑠
′ 𝑞𝑠𝑠∈𝑆    :  ∀𝑎 ∈ A𝑖  (7-27) 

Where 𝑞𝑠 denotes the ex-post flow, 𝑣𝑠 denotes the ex-ante flow and 𝑚𝑎,𝑠
′ ∶= 𝑀𝑠∩𝑎/𝑀𝑠. Here, 

𝑣𝑠 , 𝑀𝑠∩𝑎 , and 𝑀𝑠  can be directly computed from the trajectory observations. Different 

specifications of 𝑣𝑠 can be used, as proposed in the next section. 

7.4.3. Ex-ante Segment Flows and Sampling Rates  

In the problem of cross entropy minimization under constraints, the objective function is a 

metric of the difference between the current distribution and the prior one (ex-ante flow). The 

optimization consists in finding the smallest adaptation of the prior distribution (i.e., to change 

it in the smallest way) so as to meet the constraints. Thus, the prior vector is a major factor of 

the final outcome. We introduce 3 alternative specifications (Sp) for a prior set of segment trip 

flows for the estimation 

1) Probe-based (Sp1): From the probe data, we can get the number 𝑀𝑠 of trips made in 

OD segment 𝑠. It may constitute a prior estimate of the flow – let us denote it as: 

𝑣𝑠
(1)

∶= 𝑀𝑠   (7-28) 

2) Using probes and average sample rate in link counts (Sp2): Let us consider an average 

sample rate (𝜃𝑖) over the different link counts: 

𝜃𝑖 ∶=
1

|A𝑖|
∑

𝑀𝑎

𝑥𝑎
𝑎∈A𝑖

  (7-29) 

Combining this rate to the number M_s of trips made in segment s, we obtain a second 

prior estimate of the flow – let us denote it as 

𝑣𝑠
(2)

∶= 𝑀𝑠/𝜃𝑖   (7-30) 

3) Using probes and segment specific sample rate from link counts (Sp3): Using link 

counts together with probe data, we may infer a segment specific sample rate (𝜃𝑠) by 

considering the level of involvement of the segment in each link count, then: 

𝜃𝑠 ∶=
1

∑ 𝑀𝑠∩𝑎𝑎∈A𝑖

∑ 𝑀𝑠∩𝑎
𝑀𝑎

𝑥𝑎
𝑎∈A𝑖

   (7-31) 

Combining this rate to the number 𝑀𝑠 of trips made in segment 𝑠, we obtain a third 

prior estimate of the flow – let us denote it as: 

𝑣𝑠
(3)

∶= 𝑀𝑠/𝜃𝑠  (7-32) 
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7.4.4. Comparison Criteria 

Due to the lack of ground truth of the OD flows, which is a common issue of using field 

collected probe data rather simulated data, we propose the following 3 criteria to measure the 

distribution of OD flows and make the comparison between the results of different 

specifications 

• Information Entropy: This metric is used to measure the disorder of the flow 

distribution of an OD matrix, equivalently, measuring the lack of informative structure 

of an OD matrix. 

𝐻(𝑝) =  − ∑ 𝑝𝑠 ln(𝑝𝑠)𝑠∈𝑆   (7-33) 

where  𝑝𝑠 = 𝑞𝑠/𝑁𝑞 

• Mean Absolute Gap (MAG):This metric is to measure the difference between two OD 

matrices (e.g. ex-ante flow  𝑞𝑠
𝑓

 vs ex-post flow  𝑞𝑠
𝑓′

). 

MAG = ∑
 |𝑞𝑠

𝑓
− 𝑞𝑠

𝑓′
|

𝑁𝑠
𝑠∈𝑆    (7-34) 

• Mean Relative Gap (MRG): This metric is to measure the relative difference between 

two OD matrices (e.g. ex-ante flow  𝑞𝑠
𝑓

 vs ex-post flow  𝑞𝑠
𝑓′

). 

𝑀𝑅𝐺 =  ∑
 |𝑞𝑠

𝑓
− 𝑞𝑠

𝑓′
|/ 𝑞𝑠

𝑓

𝑁𝑠
𝑠∈𝑆   (7-35) 

7.5. Numerical Results 

7.5.1. Case Study: Ex-Ante Analysis 

After processing, 54,728 trips in total were recovered from the raw trajectories, in which 5,089 

trips were observed passing the camera links, corresponding to 1,675 vehicles. We only used 

this subset for the OD flow estimation as the objective was to estimate the local circulating OD 

flow concerning the links with camera installed, as they compose the major arterial of the 

commune with main accesses and exits to the external region. The ex-ante OD flows 𝑣𝑠
(1)

, 

𝑣𝑠
(2)

, 𝑣𝑠
(3)

  were then derived under three alternative specifications. The distribution of them on 
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each OD pair is shown in Figure 7.2. As 𝑣𝑠
(2)

 was upscaled from 𝑣𝑠
(1)

 using an average 

sampling rate, the flows of them were under a same distribution. However, the difference 

between 𝑣𝑠
(2)

and 𝑣𝑠
(3)

 showed that the upscaling from observations was uneven among 

different OD pairs, if using link counts information on calculating segment sampling rates, 

indicating the heterogeneity of probe penetration rates (sampling rates). 

 

Figure 7.2 Ex-ante OD flows under 3 different specifications 

7.5.2. Case Study: Ex-Post Analysis 

The ex-post OD flows 𝑞𝑠
(1)

, 𝑞𝑠
(2)

, 𝑞𝑠
(3)

 were estimated under the 3 different specifications of ex-

ante flows of 𝑣𝑠
(1)

, 𝑣𝑠
(2)

, 𝑣𝑠
(3)

 respectively. Figure 7.3 compares the results between them on 

each OD pair. Comparing to ex-ante distributions, the ex-post distributions were found more 

consistent with each other with less difference between the 3 specifications, which can be an 

indication of the robustness of the adjustment approach by cross entropy minimization with 

link constraints. Figure 7.4 shows the ratios of the ex-post flows to the observed probe flows 

on each OD pair, which actually compares the inverse of the sampling rates, but based on 

adjusted ex-post flows. Such ratios were found varying significantly among different OD pairs, 

which implicates that the penetration of probe vehicles data exists in a quite heterogenous way 

among different OD pairs. Therefore, to obtain a representative OD estimation from probe 

trajectory data, careful adjustment accounting for such a sampling bias issue is required. 
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The ex-post OD flows 𝑞𝑠
(1)

, 𝑞𝑠
(2)

, 𝑞𝑠
(3)

 were estimated under the 3 different specifications of ex-

ante flows of 𝑣𝑠
(1)

, 𝑣𝑠
(2)

, 𝑣𝑠
(3)

 respectively. Figure 7.3 shows the estimated OD flows (𝑞𝑠
(1)

, 

𝑞𝑠
(2)

, 𝑞𝑠
(3)

)  with respect to each OD pair. Comparing to ex-ante flows ( 𝑣𝑠
(1)

, 𝑣𝑠
(2)

, 𝑣𝑠
(3)

)  

displayed in Figure 7.2, the ex-post flows were more consistent among the 3 specifications, 

which can be an indication of the robustness of the adjustment approach. Figure 7.4 shows the 

ratios of the ex-post flows to the observed probe flows (
𝑞𝑠

(1)

𝑚𝑠
, 

𝑞𝑠
(2)

𝑚𝑠
,

𝑞𝑠
(3)

𝑚𝑠
)  on each OD pair. These 

ratios actually reflect the inverse of the sampling rates, but are based on adjusted ex-post flows. 

As can be seen in Figure 7.4, such ratios were found varying significantly among different OD 

pairs, which implicates that the penetration of probe vehicles data exists in a quite 

heterogeneous way among OD pairs. Therefore, to obtain a representative OD estimation from 

probe trajectory data, careful adjustment accounting for such a sampling bias issue is required. 

 

 

Figure 7.3 Estimated ex-post OD flows under 3 different specifications 
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Figure 7.4 Ratios of ex-post flows to probe flows  

The flow distribution entropy (H(p)) was measured for each ex-ante (prior) flow matrix and 

ex-post flow matrix of the 3 specifications (Sp1, Sp2, Sp3), the results of which are summarized 

in Table 7.2. It shows an entropy relation of 𝐻(𝑆𝑝1 𝑝𝑟𝑖𝑜𝑟) = 𝐻(𝑆𝑝2 𝑝𝑟𝑖𝑜𝑟) > 𝐻(𝑆𝑝3 𝑝𝑟𝑖𝑜𝑟), 

implicating that upscaling with the specific sample rate can bring up more information in the 

structure of the prior flows. For all specifications, the 𝐻(𝑝𝑖𝑟𝑜𝑟) > 𝐻(𝑒𝑥 − 𝑝𝑜𝑠𝑡𝑒), indicating 

an effective disorder reduction (information gain) by the proposed adjustment method. The 

entropy reduction was also calculated as shown and was found that ∆𝐻(𝑠𝑝1) >  ∆𝐻(𝑠𝑝2) >

 ∆𝐻(𝑠𝑝3), suggesting that using the link constraints can bring more information gain to a non-

informative prior than to an informative prior that is already adjusted with sampling rates based 

on information from link counts. 

Table 7.2 Entropy Measurement of Flow Distribution 

Prior matrix setting Ex-ante matrix entropy Ex-post matrix entropy Entropy difference 

(prior – ex-post) 

Specification 1 (Sp1) 3.286 2.671 0.615 

Specification 2 (Sp2) 3.286 2.898 0.388 

Specification 3 (Sp3) 3.273 2.892 0.381 

Table 7.3 compares the MAG between the OD matrices of each paired ex-ante matrix and ex-

post matrix, where rows and columns are the 2 matrices compared and the cell is the metric 

value. While Table 7.4 displays the MRG for a same kind of comparison. The discrepancy was 

found large between the ex-ante flows and the ex-post flows, especially for the specification 1 

ex-ante flow (probe observations only) to the others, indicating again the adjustment was quite 
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crucial for estimating a representative OD matrix with heterogenous probe sampling rates. 

Although the choice of prior matrix would have effects on the ex-post estimation, the matrices 

after adjustment were still more reliable than simply using the any of the priors as the OD 

matrices. Comparing the ex-post flows, the 3 matrices were close to each other, but especially 

between Sp2 and Sp3, suggesting that using informative priors would contribute to a more 

robust estimation of the ex-post flow. 

Table 7.3 Mean Absolute Gap of OD flows between Different Ex-ante and Ex-post 

Matrices 

MAG Sp1 prior- Sp2 prior- Sp3 prior- Sp1 post- Sp2 post- Sp3 post- 

Sp1 prior- 0.0 6994.2 6370.0 7168.0 8009.2 7963.3 

Sp2 prior- 6994.2 0.0 1161.9 7452.0 6944.8 6977.5 

Sp3 prior- 6370.0 1161.9 0.0 6971.9 6322.5 6308.1 

Sp1 post- 7168.0 7452.0 6971.9 0.0 3069.3 2983.3 

Sp2 post- 8009.2 6944.8 6322.5 3069.3 0.0 196.1 

Sp3 post- 7963.3 6977.5 6308.1 2983.3 196.1 0.0 

Table 7.4 Mean Relative Gap of OD Flows between Different Ex-ante and Ex-post 

Matrices 

MRG Sp1 prior- Sp2 prior- Sp3 prior- Sp1 post- Sp2 post- Sp3 post- 

Sp1 prior- 0.000 49.477 45.054 196.069 196.874 196.985 

Sp2 prior- 0.980 0.000 0.151 3.904 3.680 3.700 

Sp3 prior- 0.978 0.179 0.000 3.703 3.432 3.448 

Sp1 post- 0.970 22.585 21.522 0.000 5.692 5.460 

Sp2 post- 0.946 2.050 1.731 0.595 0.000 0.043 

Sp3 post- 0.946 2.069 1.744 0.582 0.044 0.000 

7.6. Conclusion and Discussion 

This paper presents a study dealing with OD matrix estimation using probe trajectory data and 

link flow counts. A step-to-step Bayesian LSR formulation was derived and demonstrated for 

the relationship between the link sampling rates and the assignment fractions from different 

OD pairs. Using such a relationship, a cross entropy minimization adjustment was applied to 
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estimate the unknown OD matrix using a prior matrix. Different specifications were proposed 

for the prior matrix. 

A case study using real-world FCD and camera link flow counts was conducted for a numerical 

experiment. It is shown that the proposed framework can achieve in a robust estimation of the 

OD flows from sampled trajectory data. The issue of the heterogeneous sampling rates can be 

well addressed with link count constraints, effectively correcting the unknown bias in the probe 

sampling. It was also found that using an informative prior matrix using link counts to calculate 

OD pair specific sample rates would contribute to a more reliable estimation. 

The major contributions of this study are twofold. Methodologically, we derive the sampling 

rate relation between trajectory data and link counts with a step-by-step statement of the 

probability dependences, offering rigorous evidence for formulating the constraints in 

estimating the unbiased OD flows. More so, the formulation of local sample rate compositions 

actually expresses the assignment relation in a more generalizable form than the conventional 

equations on the flows. The OMI postulate has also been stated in a clear formulation by 

conditional probability formulation with derived consequences. The estimation approach 

overall is able to achieve the estimation in a reliable yet economical way. Practically, this study 

offers a data-driven instance to estimate OD matrix from trajectory observations, avoiding the 

conventional complex process of traffic assignment modeling.  

Future work can extend the analysis with large spatial scales and more links with traffic counts, 

to better interpret the heterogeneity issue on the basis of a more complete network path instead 

of specific itineraries. A finer differentiation of the OD demand segmentation such as by 

different time periods, types of vehicles and others would yield much significance in practical 

applications. Different adjustment approaches can also be compared and evaluated to 

determine the state-of-practice in terms of accuracy and efficiency. 
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CHAPTER 8. CONCLUSIONS AND FUTURE PERSPECTIVE 

8.1. Research Synthesis and Contributions 

With the increasing pace of modern life, mobility is becoming a keyword to characterize the 

current society. Understanding human mobility has been a major contributor to the 

investigation of many important issues in terms of urban forms, land uses, and transportation 

systems. Meanwhile, with the advancement of information technologies, the wide availability 

of trajectory data is emerging as a new powerful tool, enabling a comprehensive discovery of 

human mobility patterns. This thesis takes advantage of the availability of massive Floating 

Car Data (FCD) to study vehicle-related human mobility patterns regarding the physical 

movements and the associated social impacts. To discover the associated mobility phenomena 

in a more complete way, the mobility patterns are studied at two levels: the individual level of 

personal behaviors and the spatial level of aggregated phenomena. Specific research questions 

addressed at the individual level pertain to the vehicle usage patterns in terms of daily trip-

making, the traveling regularities about “anchoring” places where the mobility activities are 

centered around, and the travel time estimation based on observed trajectories. While at the 

spatial level, the questions solved include revealing functional occupation of urban areas from 

human activities, identifying spatial relations between places to find out core areas and bonded 

communities, and quantifying the spatial interaction intensity by estimating the traffic flow 

between places.  

The first contribution of the thesis comes from its methodological meanings. For the scientific 

aspect, this thesis develops a general knowledge framework in characterizing mobility patterns 

from a semantic view for capturing the individual regularities and spatial evolutions. These 

patterns could assist in a more comprehensive diagnosing of the territory mobility dynamics 

by obtaining the current traffic situation, the service mismatches, and the prevision of future 

demand derivation. In addition, the easy-updatable essence of modern data also enables the 

possibility of quick responses to the mobility changes at a large scale. For the technical aspect, 

this thesis proposes a series of data-driven methods to enhance mobility analysis by leveraging 

the massive trajectory data and the great potentials of machine learning methods. Various 

techniques have been integrated with their own applicability into mobility pattern exploration, 

such as clustering, topic modeling, kernel density estimation, ensemble learning, graph 
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partitioning, distribution modeling, and many other possible ones. Common advantages of 

using these techniques include the independence from human intervention, the ability to learn 

things from up-to-date observations, the feasibility of handling multidimensional features lying 

in mobility, and the potential of discovering new patterns of diverse situations that are free 

from pre-set rules. Compared to the traditional modeling process, this research extends the 

mobility analytics from a data exploration standing point, which can be automated to ease the 

process for future studies and help in decision makings. 

The second part of contribution lies in its practical implications. Many use cases in the mobility 

landscape have been proved with good applicability by using the big trajectory data. For 

demand issues, the discovered vehicle usage patterns and regularities are useable for an 

investigation of different groups of roadway users, the preferences of which can be integrated 

into further analyses such as building models for agent-based simulation, etc. For planning 

issues, the explored functional areas and spatial communities provide insights of the current 

territory morphology, which could be used as hints for future calibration of territory planning 

and regional cooperation guidance. For traffic management, the Floating Car Data shows its 

significant prospects in measuring roadway network conditions at a low cost for wide spatial-

temporal coverage. The traffic flow matrices can also be obtained in a much simpler way by 

utilizing the rich path information to replace the conventional complicated assignment 

modeling. 

Empirical findings were also obtained through case studies using real-world data in the Paris 

Region. At the individual level,  most vehicles were found associated with local usage within 

specific areas through the vehicle usage analysis. The prevailing pattern was found on short-

medium trips around pericenter and suburb areas. Besides, based on investigating the trajectory 

over time, most of the vehicles in the sampling could be detected with home places while 

around half of them could be found with work places while maintaining good accuracy. Other 

secondary places could also be effectively extracted based on the diverse frequentation of 

visiting. While looking at the spatial structures, the core activity areas could be well discovered, 

evaluated against census surveys, despite the low sampling rate of the trajectory data. The 

graph-partitioning method also showed its good capability in detecting spatial community with 

dense intra-connections based on the spatial relational graph constructed from trajectory data. 
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More reliable yet simpler estimations of traffic metrics, such as travel time and origin-

destination flow were also proved obtainable using the rich and massive observations from 

trajectories. Through these applications, this thesis offers real-world instances contributing to 

concluding the potential and feasibility of using trajectory data to obtain extensive mobility 

measurements. 

8.2. Limitations and Outlook for Future Research 

This thesis concludes with a discussion on the limitations and outlook for future perspectives. 

First of all, the thesis pays particular attention to mining Floating Car Data for territory and 

mobility analytics. Although the developed algorithms and methods are much transferrable to 

other GPS-based trajectory data, the empirical findings are limited to roadway-related mobility, 

which accounts for only a partial segment of total travel demand. The obtained patterns and 

trends are subject to the traits of vehicle driving. Future work may incorporate other modes of 

transport data to have a more complete picture of human mobility investigation. 

Second, the massive data bring us rich information but in turn draws the concern of many other 

problems, such as the complexity of massive data processing, erroneous information, and so 

on. As for now, the representativeness of such data is still a persistent issue that is commonly 

existed despite the sources. Due to the concern of privacy protection, such a sampling bias 

problem is inherent and cannot be substantially solved from the collection phase in the 

upstream, while the users are anonymized without the inclusion of social-demographic 

information allowed. In this thesis, we experimented with two ways to calibrate the 

representativeness problem in the post phases using census data and local traffic counts data 

respectively. However, it is difficult to maintain precision and large-scale applicability at the 

same time. Thus, future work may extend to systematically explore the method for addressing 

such an issue. 

Third, the thesis focuses on the discovery of mobility patterns and trends based on data mining 

and machine learning algorithms. The emphasis lies on recovering the information conveyed 

in the ubiquitous trajectories. However, the relations against influencing variables are not fully 

investigated, yet uncovering the underlying mechanism with them. This aspect can be 
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improved with the further development of explanatory models for examining the contributing 

factors and quantifying the relations. 

Last, due to the lack of ground truth information, a high level of validation of such mobility 

pattern exploration is restricted, which is, however, a common problem, in the current research 

of this field. Nevertheless, future work is expected to fuse multi-source of information to make 

them confront each other for the evaluation, thus improving the robustness of the discovered 

knowledge. 
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