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Abstract

We propose the modeling of glioblastoma isocitrate dehydrogenase wild-type (GBMwt) build on the following hypotheses:

the brain tissue is a porous medium, the coupling of hypoxia consequences and mechanical interplay between extra-cellular

matrix and tumor cells is the driver of the malignant evolution of the disease. In this thesis, a poromechanical model is

developed with the aim of a clinical application in oncology. A review, with a large scope, is done on mechanical applications

in clinical management of cancer. The model is first validated on in vitro experimental data of encapsulated multi-cellular

spheroids. Then, a clinical collaboration is initiated with the Neuro-imaging center of Toulouse, and the targeted clinical

application is the modeling of non-operable GBMwt. To this end, the model is first adapted to the specificity of brain tissue

mechanics. Characteristic features of the disease are modeled: necrotic core, modified extra-cellular matrix production,

emerging malignant phenotype and invasion. Clinical imaging data are pre-treated to inform the model in a patient specific

basis. A proposition of modeling is provided with an evaluation against clinical data.
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Chapter 1

Introduction

L’échec, même répété, parait toujours nouveau,

alors que le succès, en se multipliant,

perd tout intérêt, tout attrait.

Cioran

Context and motivation of the thesis

The basis of this work is the reactive multiphase poromechanical model developed since 2013 by Sciumè et al in [214].

The porous system is modeled as a porous solid saturated by two or three fluid phases, interstitial fluid, healthy cells and

tumor cells respectively. These fluids have their own constitutive relationships, designed by the same authors in [219].

The porous system mimics a living tissue by the addition of a reactive species, denoted nutrients, but solely considered

as oxygen. Indeed, the acute deprivation of oxygen - also known as hypoxia∗1 - due to the tumor cells proliferation will

cause the necrosis of the tumor phase, changing its properties. This model was enhanced in 2014 by the same authors

with a deformable porous solid in [216], then allowing for modeling the interplay between extra-cellular matrix (ECM) and

tumor cells. In [216], the model outputs have been qualitatively compared to in vitro experiments of Chignola et al. [50]

and histological∗ cuts of skin cancer of Chung et al. [51], showing promising results. Additionally, by replacing the tumor

phase by a non-proliferative cell phase under hypoxic condition, the model has been proposed to qualitatively reproduce

the mechanism of diabetic foot in [218]. Thus, this model proved its potential in cancer modeling and translation in other

tissue pathologies.

The motivation of this thesis is the further development of this modeling framework and its translation into a clinical

context. We began with a wide state of the art of collaboration between mechanics and clinical oncology. The research

1All the terms with an ∗ are in the clinical glossary section 2.5.2
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was driven by two questions: which mechanical phenomena are of interest to predict the kinematics and kinetics of tumour

growth? How to translate mechanical-based modeling into clinical applications? Regarding the first question, we selected

the mechanically-inhibited tumor growth [107, 48, 4] and, as a consequence of stroma mechano-biology, the mechanically-

induced phenotype switch [192, 17]. Regarding the second, we chose the image-informed modeling framework, firstly

designed in 2002 by Swanson et al. in [239], enhanced by Yankeelov et al. since 2013 and thereafter intensively used

[268, 259, 260, 111, 151, 122, 112]. During the first year of the thesis, we quantitatively validated the model against the in

vitro experiment of Alessandri et al. in [4], termed as cellular capsule technology. With these first results in our hands, we

started several attempts of clinical collaborations with research teams working on skin, prostate and endometrial cancers,

without fulfillment. Then, we were extremely lucky to start a collaboration with the Toulouse Neuro-imaging Center and

M.D. Lubrano, neurosurgeon. From this point, the aimed clinical application becomes the modeling of a non-operable

glioblastoma∗ common subtype, the isocitrate dehydrogenase wild-type. At this stage, the SRAS-Cov2 pandemic started

to impact the progress of our work. Imaging staff were transferred to pandemic-related tasks, nonessential clinical collab-

oration were shut down. During this period, our first move was to build a model of healthy brain tissue, by using literature

[108, 59] and experiments [89, 31] to validate it. Hence, the disease was modeled within a porous medium, pre-calibrated

for brain tissue. We hypothesized that two phenomena drive the malignant evolution of the disease: hypoxia and cell-

ECM signaling. To assess patient-specific measurement, we adopted the imaging-informed framework. To build a code of

image-informed modeling, we used public atlases [75]. M.D. Lubrano and his collaborators managed to provide us a patient

imaging dataset with two time points, the first at diagnosis, the second after 6 weeks of concomitant radio-chemotherapy.

This allowed for testing our hypotheses, now adapted to brain tissue, on hypoxia and cell-ECM interaction, and proposed a

calibration of our model. This work was only a first step of the inclusion of poromechanics in patient-specific brain cancer

modeling. We hope this inspiring framework will lead to new understanding of the physical description of cancer.

This thesis, by its very nature, is at the crossroads of different fields: physical and biological, mathematical, compu-

tational, and clinical. If interdisciplinarity is a common feature in cancer research, this work has its specific flavor, with

poromechanics and stroma mechano-biology applied to brain cancer. Along this manuscript, we tried, as much as possible,

to clearly present the various aspects of this subject. A glossary of clinical term is provided in section 2.5.2.

From the mathematical point of view, we chose to solve the coupled physical and biological system with the finite

element method [52]. The weak form of the partial differential equations system was discretized in continuous Lagrange

elements, the boundary conditions of the different cases were in depth studied. As an alternative proposition, the dis-

continuous approach -precisely the internal penalty method - was also developed. An example is provided in appendix A.

The continuous method was chosen under the compromise of results accuracy and computational efficiency. The dynamic

problems were solved by an implicit Euler scheme. Different schemes were tested and the solution sensitivity evaluated.

The first order implicit Euler scheme appeared to be sufficient as the modeled phenomena had a very slow evolution in
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time. Before the calibration of the model parameters, every problem was studied with a variance-based sensitivity analysis

[210], namely Sobol indices. The choice of optimization algorithm - Newton-Raphson, conjugate gradient, among others

- was then decided. After calibration, the parameters set was validated on an external dataset, if provided.

From the computational point of view, the choice of the finite element method opened a large panel of solvers.

We chose the Python interface FEniCS [7] of C++ libraries aggregate denoted as Dolfin [149] for two reasons: i) any

well-posed weak formulation can be easily coded in a Python script, ii) for draft codes or for small-scale domains, the

FEniCS interface was sufficient. For large domains requiring parallelized codes, the C++ Dolfin libraries could be directly

used. An end-to-end Python pipeline was designed to convert the clinical imaging data, in Nifti format, into 3D arrays

using the NumPy library, and finally formatted for finite element computations. A tutorial of this process is available online2.

The chosen case to be modeled was the non-operable glioblastoma∗ multiforme isocitrate dehydrogenase wild type

(GBMwt). Non-operable case represents an opportunity to collect valuable datasets for accessing longitudinal data, hence

forecasting the disease evolution, whereas in operable case, maximal resection is the standard of care [233]. GBM is an

extremely aggressive brain tumor, almost 100% recurrent, with a median survival rate between 14 and 16 months and a

5-year survival rate around 5%. It also represents almost half of the primary brain tumor case. De facto, GBM is currently

a major issue in neurosurgery. 90% of GBM are GBM IDH wild-type, the remaining 10% being termed IDH mutants. The

IDH wild-type marker is critical in terms of prognosis∗, the specificity of this GBM subtype was of great interest in view

of our modeling hypotheses: hypoxic environment provokes the production, by the GBMwt cells, of a stiffer ECM [17],

which increases the consequences of cell-ECM interplay. The modeling of the heterogeneous tissue in brain by multiphase

poromechanics was a first task, followed by its calibration and validation on experimental data. The specificity of the IDH

wild-type phenotype, i.e. its activation by the coupling of hypoxic stress and mechanical pressure, were modeled. Even

non-operable, the patients are subjected to the concomitant radio-chemo-therapy, the second part of the standard of care

defined by Stupp et al. in [233]. These phenomena and their parameters were added to an adapted version of the model.

Presentation of the manuscript

This manuscript is a cumulative thesis, chapters 2 to 5 are publications. This introduction, the chapter 6 ”Perspective

and future works”, and the appendixes strictly belong to the thesis. The chapters follow the chronological order of the

research. In the process of building a model of GBMwt, the chapter 4 constitutes pre-calibration of the poromechanical

parameters of the brain tissue. The evaluation of some of our mechano-biological hypotheses - inhibiting pressure and

necrosis induced by hypoxia - takes place in chapter 3 with in vitro experiments of tumor spheroids encapsulation. Chapter

5 contains our proposition of clinical modeling, i.e. the model is informed by the patient imaging data and hypotheses

2https://www.youtube.com/watch?v=hkwK7zP4sas
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specific to the GBMwt - stiffer ECM production and tumor cells phenotype switch - are evaluated.

Chapter 2, ”State of the art of mechanical applications in clinical oncology”, is accepted for publication as a chap-

ter in the book series Advances in Applied Mechanics. Despite an increasing interest in in vitro studies [235, 216, 88],

poromechanics is, for now, an unusual framework in clinical oncology. Rare examples, as Frieboes et al. in [91] or Ehlers

and Wagner in [73], are reported in this review. As a consequence, we were interested to enlarge the scope of the review

to solid and fluid mechanics, especially on image-informed modeling. Since the seminal article of Yankeelov et al. in 2013

[268], image-informed modeling emerged as an exciting way to translate mechanical-based modeling to patient-specific

clinically relevant simulations. Taking advantage of the progress of clinical imaging, we can now retrieve physical quantities

required as inputs for mechanical models. This framework termed as image-informed mechanical-based modeling is now

well-documented [111] and extensively used [47, 260, 151, 122, 112]. An entire section in the review is devoted to this

framework. A last topic is treated in this chapter: the review of mechano-biology of cell-ECM interplay, with a focus on

the works of Weaver et al. [256, 192, 17, 184], because of its major implication in our modeling. In the review, we show

that the collaboration of the biological and mechanical approaches has led to promising advances in terms of modeling,

experimental design and therapeutic targets.

Chapter 3, ”In vitro poromechanical modeling of tumor growth”, was published as a research article in PLOS One

[247]. It is preceded by an introduction to poromechanics, which presents the basic notion for the reader who would

not be familiar with this field. The article constitutes the main part of the first year’s thesis, before the choice of the

clinical application. We were aiming to validate a first version of the model on experimental data, i.e. calibrate the

parameters on one experimental dataset and validate them on an external dataset. The sensitivity and the correlation of

the model parameters on hypoxia and compressive stress are also explored through Sobol indices analysis. To test these

mechano-biological hypotheses, the experimental setup of Alessandri et al. [4] was ideal. With the same cell line, they

designed free and encapsulated growth of multi-cellular tumor spheroids (MCTS), free growth being the control group.

Porous alginate shells were used to encapsulated MCTS. The porosity of alginate allowing an optimum flow of nutrients,

the MCTS continue to grow until it reaches the capsule diameter. The alginate being a deformable, isotropic and elastic

material, the exerted pressure by the MCTS can be analytically retrieved from the alginate deformation. Thus, this setup

allowed us for studying the force exerted by MCTS and the impact on its growth of the compressive stress, as a basic

action-reaction principle. Some free and encapsulated MCTS being stained, we could also evaluate the distribution of

the necrotic state in the model results. This was a proof-of-concept for our model, for its physical relevancy, for the

computational framework, and for the validation process.

Chapter 4, ”Ex vivo cortex tissue poromechanical modeling”, was published as a research article in the Journal of

Mechanical Behavior of Biomedical Material [248]. The interested reader will find a recent and comprehensive review of
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brain tissue mechanics in Budday et al. [34]. Starting from the same core as chapter 3, a two-phase flow porous medium

is proposed, but without the equation of oxygen conservation, since we modeled ex vivo cases. Based on experimental

literature, we defined physical acceptable range for a subgroup of the model parameters. This initial parameter setting

was tested on two experimental sets: a confined compression, the consolidation test of Franceschini et al. [89] and an

unconfined compression, an indentation test of Budday et al. [31] (300µm depth at 300µm/s). After the same process

as chapter 3 (variance-based sensitivity analysis and calibration), the parameter values were validated on three other in-

dentation tests of [31], different in diameters and load rates.

Chapter 5, ”In vivo image-informed glioblastoma∗ multiforme modeling” will be submitted to a journal within the

next months. We hypothesized that two phenomena drive the malignant evolution of the disease: hypoxia and cell-ECM

interaction. We proposed a patient-specific non-operable glioblastoma model consisting of a porous medium, pre-calibrated

for brain tissue.To assess patient-specific measurement, we adopted the imaging-informed framework. The same clinical

imaging dataset (MRI methods and segmentation), at two time points, was used to initialize and calibrate the param-

eters. The first point was the pre-operative checkpoint and the second was performed after 6 cycles of concomitant

radio-chemotherapy. A last subset of parameters, which do not belong to brain tissue material properties and can not be

assessed by imaging, was fixed by clinical and experimental literature. After calibration, we obtained a simulated tumor

with a 2.7% error in volume, comparatively to the patient tumor, and which overlaps 81.7% of the patient tumor. Several

qualitative results, mechanical inhibition of tumor growth and malignant progression due to cell-ECM interaction are also

presented.

Chapter 6, ”Perspective and future works”, emphasizes the main findings of the thesis as a first step of the inclusion

of reactive multiphase poromechanical framework in patient-specific tumor forecasting and treatment response. Possible

evolution of the modeling and the computational framework are proposed.

The appendices of this thesis take up half of its volume, they are of critical importance for the transmission of this

work. From chapters 3 to 5, the corresponding Python and C++ commented codes are provided. They are augmented

with physical and analytical examples, weak formulations and boundary conditions. The codes for designing the meshes are

also provided for the case of encapsulated spheroid and for the pre-treatment of clinical data. All the codes of appendices

A, B, C can be adapted to any experimental encapsulation (diameter and thickness), any indentation (diameter, load rate

and relaxation) or consolidation (sample size and load). The first part of the appendix D provided the framework for

patient imaging data pre-treatment, which can be adapted to any patient-specific case. These codes can be provided upon

request. All the libraries used in these appendices are free and open-source.
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Abstract

Clinical management of cancer has continuously evolved for several decades. Biochemical, molecular and genomics ap-

proaches have brought and still bring numerous insights into cancerous diseases. It is now accepted that some phenomena,

allowed by favorable biological conditions, emerge via mechanical signaling at the cellular scale and via mechanical forces

at the macroscale. Mechanical phenomena in cancer have been studied in-depth over the last decades, and their clinical

applications are starting to be understood. If numerous models and experimental setups have been proposed, only a few

have led to clinical applications. The objective of this contribution is to propose to review a large scope of mechanical

findings which have consequences on the clinical management of cancer. This review is mainly addressed to doctoral

candidates in mechanics and applied mathematics who are faced with the challenge of the mechanics-based modeling of

cancer with the aim of clinical applications. We show that the collaboration of the biological and mechanical approaches

has led to promising advances in terms of modeling, experimental design and therapeutic targets. Additionally, a specific

focus is brought on imaging-informed mechanics-based models, which we believe can further the development of new ther-

apeutic targets and the advent of personalized medicine. We study in detail several successful workflows on patient-specific

targeted therapies based on mechanistic modeling.

Introduction

Cancer is one name for numerous diseases. Each location leads to a unique physiological framework; within each location,

different forms of cancer are identified, and this diversity is subdivided toward patient specific cases. Additionally to

individual diversity, cancer should be considered as a multiscale disease at the cellular and sub-cellular scales, where the

micro-environment recruitment by tumor cells and genetic instabilities play an equally important role [161, 103].

Despite the challenges posed by the heterogeneous and multiscale nature of cancer diseases, the recent decades have

witnessed much progress in their clinical management, as shown in the global cancer statistics for 2020 [238]. Firstly, there

has been a reduction in the incidence thanks to the prevention of risk factors present in the lifestyle of transitioned countries,

such as tobacco, alcohol and obesity. These risk factors participate in the most common cancers of the lung, colorectal,

liver, stomach and bladder. Cancer incidence has also been reduced by treatment of biological causes like bacterial and virus

infection, hormone exposure, poor hygiene or flawed food storage. Before these treatments, these factors contributed to

cancers of the lower stomach, bladder, liver, breast and cervix. Secondly, cancer mortality has also decreased thanks to the

multiple advances in clinical management of tumors, such as the early detection of prostate and breast cancers, treatment

breakthroughs in breast cancer and metastatic melanoma, and active surveillance in various cancers (for instance, lung,
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breast and thyroid). In addition to prevention and biological management, genetics has brought considerable insights and

effects on treatment outcomes in specific locations (e.g. breast cancer stem cells [209], lung biomarkers [254]). Thanks

to the recent advances in the understanding and treatment of cancer, many recent battles have been won against cancer.

Childhood cancer (mostly leukemia) mortality rates have been halved in thirty years despite an increasing incidence [227].

Cervical cancer is now considered almost 100% preventable, thanks to the human papillomavirus vaccine and population

screening [238]. Early detection of prostate cancer has lowered the mortality by 21% in ten years [249]. Thanks to early

detection and breakthroughs in the treatment of breast cancer (inhibition of human epidermal growth factor receptor 2

(HER2) by monoclonal antibodies [77]), 5-year survival reaches 90% - all stages∗1 averaged - since 2014 in high-income

countries.

In spite of this immense progress, cancer remains an important burden for societies worldwide. The changing lifestyle of

economically transitioning countries will increase their relative cancer incidence. Some cancers still have a poor prognosis∗

(pancreas) or their etiology∗ is poorly understood (prostate or thyroid), with the exception of environmental and genetic

risk factors. The authors of [238] predicted that by 2025 the worldwide incidence of pancreatic cancer will be higher than

that of breast cancer. There is currently no effective treatment, and pancreatic adenocarcinoma∗ has a 5-year survival

rate of only 9% [199]. Strongly correlated with socio-economic development, the incidence of colorectal cancer will rise in

the economically transitioning countries within the next decades, and probably cause important damage. In economically

transitioned countries, where screening and treatments are in the state of the art, the 5-year survival rate is near 90% for

benign stage∗ I, but below 10% for metastatic stage∗ IV [198].

The biological approach, in its broad sense including biochemistry, molecular, genomics and phenotypic∗ aspects, has

brought and still brings numerous insights into cancerous diseases, which have contributed to the aforementioned advances

in the clinical management of these pathologies. The mechanical approach, at the tissue and cellular levels, includes

solid, fluid, porous medium and electrophysics show effective ways to clinical applications in oncology. In this review, we

understand mechanics by its two common definitions: the science of systems which are subjected to the fundamental

principles of Newtonian mechanics and the science of building machine, as the design of experimental setups is from end

to end a critical part of the clinical applications we present.

From the experimental side, following a biological approach and ignoring structural mechanical effects could conceal

some phenomena. For instance, the wound healing, chronic fibrosis and cancer progression ‘triad’, comprehensively re-

viewed by Rybinski et al. in [206], implies that stroma∗ mechanics are a fundamental part of many cancers progression.

The mechanical phenomena, implied in stroma∗ mechano-biology, cannot be reproduced in classical Petri dish 2D cultures

[62]. The structural effects of these interplay emerge only in 3D cell cultures, as multi-cellular tumor spheroids [4]. Sev-

1all the words marked with a ∗ are in a glossary at the end of this review
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eral phenomena, allowed by favorable biological conditions (genetic, immune or environmental), emerge via mechanical

signaling at the cell’s scale and via mechanical forces at the macroscale: epithelial∗ to mesenchymal∗ transition (EMT)

[200, 19], metastatic cell advection by lymphatic and blood fluxes [86], or tumor cell growth inhibition and necrosis∗

induced by mechanical stress [4, 48]. Among complementary approaches of cancer description, mechanics is now well

accepted. For four decades, mechanical phenomena that emerge from cancer have been widely studied: in 2014 a seminal

review was produced by Jain et al. [119] for the meso and macroscale, and at the cell scale, a recent review has been

provided by Northcott et al. [184]. In 2020, the review of Jain et al. has been augmented by Nia et al. [180] to encompass

several new multiscale phenomena. This long-term research has matured enough to provide clinical applications and some

inspiring examples are given in section 2.3.

It is now established that mechanical stress influences tumor growth, as shown by a range of sources from early in vitro

studies [107] in 1997 to encapsulated multi-cellular spheroids [4]. This fundamental mechanism is explained in section

2.1.1. Computational fluid dynamics (CFD) describes viscous flow in compressible vessels [78] and is the basis of the design

of microfluidic devices to isolate metastatic cells in blood samples [86]. Already effective clinical applications of CFD are

presented section 2.3.2. Stroma∗ mechano-biology, focusing on the extra-cellular matrix∗ (ECM), fibroblasts∗ and their

interplay with tumor cells, has been an active research field for several years (reviewed in [184], in vitro [172], [192], [156],

and in vivo [19]). These investigations, presented section 2.1.2, enable the design of new targeted drugs, such as focal

adhesion∗ kinases (FAKs) inhibitor [123], and a new clinical prognosis∗ tool [19], which are presented section 2.3.1. The

more mature mechanical field with experimental devices applied to oncology in the physics of electricity. In this review,

we will mainly focus on the non-thermal irreversible electroporation. The reader will find the history of this field in the

book chapter of Rolong et al. [204]. Since the first landmark study in animal models, published in 1957 [236], irreversible

electroporation has evolved to a well-established clinical practice for unresectable tumors. Recent developments led to

the coupling of irreversible electroporation and immunotherapy with promising clinical applications in pancreatic cancer

[144]. Section 2.3.3 of clinical applications of electrophysics is complemented by the presentation of a new paradigm:

tumor-treating fields, which open promising opportunities in the standard of care of glioblastoma∗ multiforme.

Mechanical-based modeling considers the cancer dynamics as a physical system subjected to the fundamental principles,

as balance laws. In solid mechanics, the in vitro findings of tumor growth inhibition now play a part in patient-specific

modeling [151, 122, 1]. As a wide majority of living tissue may be modeled as a composite system of fluids and solids,

with a variable permeability, they can be described by poromechanics. This strong coupling of a solid network of fibers

saturated by fluids can describe permeable tissue, such as pancreas, liver, brain or lymph node. In this modeling framework,

the infiltration of tumor cells or the diffusion of drugs within the tissue can be explicitly modeled in vitro [137, 216] and in

vivo [91, 73, 217]. This emerging framework is presented in section 2.1.3. The interested reader will find in the supporting

information (section 2.5) a brief presentation of the constitutive equations of the tumor growth, its different inhibitions
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and specificity of poromechanics.

The progress in the understanding of the multiscale mechanisms, and the numerous hypotheses of mathematical

models, have led to a consequent increase of potential therapeutic targets. But these advances created new problems:

comprehensive clinical trials or patient adapted therapeutic scenario become virtually impossible, the number of parameters

to control being overwhelming. Thus, the necessity appears of a systemic in silico exploration of therapeutic targets and

patient scenarii against clinical evidence. To address this challenge, tumor forecasting has emerged as a viable option [153].

This strategy combines the integration of patient-specific standard clinical and imaging data with biomechanical models

to predict the growth and treatment response for individual patients via computer simulations. Indeed, this approach

can be compared to the well-established methods of weather forecasting. Since the 2010s, progress in medical imaging

has enabled a wide range of translational advances for biomechanical modeling of the growth and therapeutic response

of tumors. As claimed in the seminal paper of Yankeelov et al. in 2013 [268]: “Magnetic resonance imaging (MRI)

and positron emission tomography (PET) have matured to the point where they offer patient-specific measures of tumor

status at the physiological, cellular, and molecular levels”. Patient-specific clinical data can give information at the gene

scale, the micro-scale (cells and capillaries) and the macro-scale. Hence multi-scale models can be initialized by clinical data.

The association of imaging-informed modeling and computational mechanics brings notable advantages on a patient-

specific basis, for instance a 3D MRI can be converted into a computational domain, and its segmentation into subdomains.

Multi-parametric MRI allows for the monitoring and quantification of many properties, such as fluid proportion, cellular

density, cell metabolism and, using dynamic contrast enhanced MRI (DCE-MRI), dynamic physical quantities such as the

diffusion of chemical species and the vascular permeability. Since a 3D MRI can be converted into a computational domain,

the patient-specific forecast can be directly compared against further clinical imaging data. The clinical imaging methods

that can be used within this framework are presented section 2.2.1. Imaging-informed models of cancer growth and thera-

peutic response can be directly used in the clinic, end-to-end. Model validation can also be assessed using a combination

of the same types of imaging and clinical data used for initialization and parameter identification, but collected at one

or multiple posterior dates during the course of tumor monitoring or treatment (for instance, see [122, 111]). Detailed

workflows of imaging-informed mechanical-based are provided section 2.2.2.

This review specifically aims to present the process by which mechanics can step in clinical management of cancer.

We divided the review into three topics:

1. Pre-clinical studies, in vitro, in silico or in an animal model. Mechanical phenomena or mechanical therapeutic

targets can be tested in isolation from their complex micro-environment. These studies also facilitate the collection

of wealth of data to calibrate and validate biomechanical models describing such phenomena and therapies;
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2. Patient-specific tumor forecasting. Computational mechanics can be used as a diagnostic, staging∗ and prognostic

tool. This section is specifically designed for students;

3. Clinical applications on cancer management directly derived from mechanical findings in cellular mechano-biology,

fluid mechanics, and electrophysics.

For each topic, we recommend further specific reviews for the interested reader. At the beginning of each section, we

present the major findings, methods and remaining challenges. At the end of each section, we provide a set of short

statements to summarize the topic. The review ends with supplementary information in section 2.5. It contains an

introduction to the different modeling frameworks, a glossary of clinical terms, and a list of acronyms.

2.1 Pre-clinical studies

In vitro, in silico and animal models studies share the same goal of reducing the complexity of cancer phenomena. These

simplifications naturally limit the scope of these studies. Nevertheless, some of them have led to new therapeutic targets,

which are through clinical trials. We present three facets of mechanical understandings provided by pre-clinical studies:

mechanical inhibition of the tumor growth, stroma∗ mechano-biology and poromechanical modeling of tumor tissue. For

each subject, we selected a few studies which clearly expose the mechanical phenomena at play.

2.1.1 Growth inhibited by mechanical stress

In ancient Greece, the palpation of stiffened tumor tissue was one of the only accessible diagnosis tools. This abnormal

stiffening is one of the results of mechanical stress concentration. In 1997, the in vitro study of Helmlinger et al.

[107] unveiled part of these mechanisms: high mechanical stress inhibits tumor growth. Elements of the modeling of

this phenomenon are briefly presented in the supplementary information (section A). Nowadays, these results could have

consequences on treatment management of solid tumors in clinics, such as prostate [151] or breast [122] cancers (see

section 2.2.2). The relationships between mechanical stress and tumor growth are complex and non-linear. If a cell line

is subjected to a mechanical load considerably higher than its usual osmotic pressure, it will almost certainly lead to a

growth inhibition. We here select few examples, each with its specific mechanism:

• non-hypoxic∗ driven apoptosis∗ by Cheng et al. in 2009 [48] (in vitro)

• smooth confinement by spheroid encapsulation by Alessandri et al. in 2013 [4] (in vitro)

• growth inhibition applied as treatment before surgery by Brossel et al. in 2016 [28] (in animal models)

The interested reader could peruse the sections devoted to this topic in the reviews of Jain et al. in [119] and Nia et al.

in [180].
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Non-hypoxic∗ driven apoptosis∗ Spheroid growth inhibition in agarose gel is a well-known in vitro experimental protocol,

enhanced by Cheng et al. in 2009 [48]. The tumor spheroids are embedded with fluorescent micro-beads in agarose gel

and the 3D distribution of micro-beads surrounding growing spheroids is recorded using confocal microscopy. The change

in micro-bead density is converted to strain in the gel, thus the compressive stress around the spheroids can be estimated.

There is a strong correlation between the solid stress distribution and spheroid shape. It has been shown that if compressed,

spheroids overexpress anti-apoptotic∗ genes [192]. However, regions of high mechanical stress induce apoptotic∗ cell death

(proliferating and necrotic∗ cells in spheroids were detected with a proliferative cell fluorescence marker, see Figure 2.1A).

The important implication if this result is that apoptosis∗ via the mitochondrial pathway, induced by compressive stress,

may be involved in tumor dormancy, in which tumor growth is constrained by the balance of apoptosis∗ and proliferation.

Smooth confinement by spheroid encapsulation Cellular capsule technology is an in vitro experimental protocol

developed in [4] where tumor spheroids were cultured within spherical porous alginate capsules. The capsules are generated

by co-extrusion using a 3D printed device and the alginate pore’s size allows a free flow of nutrients. The capsule dilatation

exhibits an elastic deformation with negligible plasticity and no hysteresis. As their size and thickness can be precisely

controlled and alginate gel has isotropic and incompressible properties, the internal pressure can be analytically retrieved

from the capsule deformation. Hence, when the tumor spheroid comes in contact with the inner wall, the capsule works

as a mechanosensor. From their deformation, one can retrieve the stress state within the tumor spheroids.

In this respect, the post-confluent growing tumor can be regarded as a tumor model that grows against the surrounding

tissues and organs. A digital twin of this technology was created through multiphase poromechanical modeling by Urcun

et al. in [247]. It showed that a poromechanical framework is capable of reproduced both the capsule evolution and its

inner structure.

Growth inhibition applied as treatment before surgery Gradient of magnetic field is an experimental protocol de-

veloped in [28] to show, in vivo, the effect of a mechanically constrained tumor growth. The human breast cancer cell

line, MDA MB 231, admixed with ferric nanoparticles is grafted subcutaneously in nude mice. Two magnets located on

either side of the tumor create a gradient in the magnetic field, acting on the nanoparticles. Through their reaction, the

magnetic energy is transformed into mechanical energy, thereby applying a biomechanical stress to the tumor. The mice

are divided into four groups. The first group is subjected to a 2-hour exposure per day to a magnetic field gradient for 21

days. The three other groups are control groups: group 2 has a tumor with nanoparticles without exposure to a magnetic

field, group 3 has a tumor without nanoparticles but with the same 21 days treatment as group 1, and group 4 has a

tumor without nanoparticles and without treatment. All mice are sacrificed on Day 74.

There was a significant difference of 61% between the median volume of treated tumors and untreated controls in the

mice measured up to Day 74. This demonstration of the effect of stress on tumor growth in vivo suggests that biome-

chanical intervention may have a high translational potential as a therapy in locally advanced tumors (stage∗ II-III). To
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our knowledge, this experiment is not yet modeled by a mechanical system.

Mechanically-induced inhibition of tumor growth is a well-known phenomenon that has consequences not only on in

vitro findings, but also in vivo modeling (see section 2.2.2). Moreover, the effect of mechanical stress can also be described

at the cell’s scale, where interaction between fibrous tissue and carcinoma∗ cells is a common situation. This microscale

description leads to critical in vitro findings and to new clinical applications (see section 2.3.1).

2.1.2 Stroma mechano-biology

The influence of the tumor microenvironment on disease evolution has become central in cancer research [124]. We focus

here on a small part - but critical from the mechanical point of view - of the microenvironment: stroma∗ cells, precisely

fibroblasts∗, and ECM. Generally speaking, fibroblasts∗ associated with tumor cells will lead to a modified ECM. This ECM

is denser and stiffer, due to the abnormal collagen production of these fibroblasts∗ [182]. As the tumor grows and invades

the surrounding tissue, the stroma∗ interplay with tumor cells dramatically changes. The increase of the mechanical

stress due to the proliferation of the tumor cells and to the stiffer ECM will lead, at the cell’s scale, to internal and

external modifications. In other words, mechanical stress leads to a modification of the tumor cells phenotype∗ [192]. This

phenotype∗’s switch depends on the cancerous cell line, so may take various expressions. We can list several frequently

encountered properties within these cell lines:

• enhanced tumor cell contractility, i.e. the cell’s mobility is increased;

• the polarity of the tumor cell cytoskeleton is altered, which leads to ‘star-shaped’ cells, more adapted to a dense

environment (see Figure 2.1B);

• inhibition of the tumor cell apoptosis∗, since the mechanical stress is maintained, the programmed death of cells is

stopped;

• alterations on ECM mechanical properties and architecture. The production of collagen-rich ECM by fibroblasts and

matrix metalloproteinase - enzyme which degrades ECM - by cancerous cells deregulates the composition and the

architecture of the ECM.

These changes are of critical importance for the disease evolution, as invasiveness and therapy resistance. They also

constitute new and promising therapeutic targets, which are exposed in section 2.3.1. The interested reader would peruse

the review of cellular mechano-biology of cancer by Northcott et al. in [184].

Mechanical stress, integrin and malignant phenotype have been studied by Paszek et al. in 2005 [192]. Abnormal

tissue stiffness has been historically associated with tumors and, nowadays, breast cancer patients with stiff fibrosis - an

excessive activity of fibroblasts - are known to have poor prognosis∗ [58]. The authors of [192] lead unconfined compression
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tests by indentors on both sane and malignant mammalian tissues, mammalian epithelial∗ cells and fibroblasts∗. The

samples are associated to collagen gels of various stiffnesses, from 170Pa to 1.2 kPa. This range, at its lower bound,

corresponds to the common stiffness of adipose mammalian tissue and, at its upper bound, to fibrosis. The cell colonies

evolve accordingly to the stiffness of their surrounding environment (for the mammalian epithelial∗ cell case, see Figure

2.1B, stiffness range from left to right). The differences between these evolution show, in vitro, the phenotype∗’s switch

described at the beginning of the section. Moreover, the authors of [192] expose the key phenomenon involved in the

mechanical stress signaling. Their study emphasizes the critical role of β1 integrin (wild-type and mutant) in the abnormal

evolution in every kind of sample. Integrin is a transmembrane ECM receptor which functions as a mechanotransducer. At

the outer surface of the cell’s membrane, the integrin protein is bent by the mechanical compression of the external medium.

This deformation provokes, in the inner cell’s medium, chemical reactions which precede all the biological manifestation of

abnormal growth. If the mechanical downstream signaling - the inner chemical reaction - is maintained for several days,

an altered phenotype will emerge. Two main mechanisms, belonging to the cellular internal medium, are exposed:

• the Rho-dependent cytoskeletal tension. This mechanism is involved in mesenchymal∗ stem cell differentiation.

Without the signaling of cytoskeletal proteins as integrin, a mesenchymal∗ stem cell could evolve into a round-

shaped adipose cell. If this alternate cytoskeletal tension is activated, the stem cells will adopt a ‘spread’ shape

characteristic of bone cells. The reader is referred to the work of McBeath et al. in [163] for a detailed description.

• the epidermal growth factor(EGF)-transformed epithelia. EGF signaling plays a critical role in the initiation of the

epithelial∗ to mesenchymal∗ transition (EMT). EMT is the deregulation of the highly organized epithelial tissue and is

characteristic of malignant carcinoma∗. EGF is a transmembrane protein which is responsible for the downregulation

of E-cadherin. And E-cadherin, like integrin, is transmembrane protein responsible for cell adhesion. The downreg-

ulation of E-cadherin implies an upregulation of the integrin adhesion. This upregulation will lead to the clustering

of integrin on the cell membrane and deregulation of focal adhesions∗. This specific phenomenon constitutes a new

therapeutic target treated section 2.3.1. The interested reader is referred to the work of Lindsey et al. in [145], for

the specific role of EGF in this phenomenon.

In the last part of their experiment, Paszek et al. shows that the inhibition of β1 integrin or EGF signaling can revert to

the malignant phenotype expressed in the cell-lines undergoing fibrosis condition. This early in vitro study pointed out

potential therapeutic targets in the malignant evolution of carcinoma∗.

Whatever the scale of interest of these phenomena, macro and micro, they share a common interplay between fluids,

solids, and biochemical reactions. Poromechanics allows for modeling the chemical agent transport by the fluids, though

the solids. To explicitly model this complex interplay, poromechanics emerges as particularly adapted framework.
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2.1.3 Reactive poromechanics

This framework allows for explicitly modeling fibrous tissue, cells and surroundings fluids into a strongly coupled physical

system. Used since the XIXth century in soil mechanics, poromechanics now emerges as a new framework for living tissue

modeling (see Encyclodedia of biomedical engineering, chapter Poroelasticity of living tissue [159]). In poromechanical

modeling, the tumor system is considered as a multiphase continuum: a solid scaffold in which and through which fluids

flow. This framework is briefly presented in the supplementary information section A. The flows are driven by pressure

gradient, and subjected to the ratio of the solid’s permeability under the dynamic viscosity of the fluids. This relationship,

in its usual form, is known as Darcy’s law. The solid scaffold may be considered as rigid or deformable. If it is deformable,

the momentum conservation of the porous system is composed of both fluids contributions (usually isostatic pressure)

and solid contribution (elastic, hyperelastic, ...). Living tissue modeling implies reactive biochemical agents, which can

be produced or absorbed by both solid and fluid components, and are subjected to advection-diffusion equations. This

complete system is denoted as a reactive porous medium. We highlight the potential of this framework with two pre-clinical

examples:

• Modeling drug resistance in Non-Hodgkin’s lymphoma∗, validated by histological∗ cuts. Tumor inner structures,

accordingly to the cell lines, are accurately modeled by Frieboes et al. in [91] (animal model);

• Modeling drug delivery in brain by multi-compartment porous medium. In this example, the solid scaffold is de-

formable. Provide several qualitative results in anisotropic diffusion and pressure interplay in brain tissue, by Ehlers

and Wagner in [73] (in silico).

Modeling drug resistance in Non-Hodgkin’s lymphoma∗ In the experiment reproduced by Frieboes et al. in [91]

two cell lines of lymphoma∗ are injected into two groups of mice. The first cell line is drug-resistant, thereafter denoted

p53, and the other is drug-sensitive, denoted Arf. On day 0, five histological sections, equally distributed in space, are

performed in three tumors of each type, extracted from sacrificed mice. The stainings (H&E, Ki-67, HIF-1α among others)

give cell viability, necrosis∗, proliferation, apoptosis∗, oxygen diffusion and blood vessel density. These quantities are used

to calibrate the model parameters. On day 21, the observations are made in vivo by intravital microscopy.

Frieboes et al. build a mechanical model belonging to the hybrid category. In mechanical-based modeling, one can

distinguish three categories: continuous, discrete and hybrid. Continuous - or homogenized - modeling consider the

phenomena at a sufficiently large scale to hypothesize the absence of strong discontinuities within the modeled object.

Conversely, the working hypotheses of discrete modeling are at the cell’s scale, and each cell - also denoted agent - has

its own characteristics, with possible discontinuities between the cells. While continuous modeling, by its homogenization,

implies a controlled loss of information, the computational cost of discrete modeling becomes prohibitive as the number

of cells grows. Hybrid modeling, a sort of multi-scale modeling strategy, attempts to make the best of both worlds.

The hybrid system, at the lymph node scale, is governed by advection-diffusion within a continuous domain. Here, this
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domain is a porous medium, say the tumor cell infiltration within the extra-vascular space is governed by Darcy’s law.

However, the system parameters are calibrated with information on the cell’s scale through histological staining and

intravital microscopy. This protocol was described in 2012 by Macklin et al. [157] and applied on ductal adenocarcinoma∗

in situ (a precursor of invasive breast cancer).

The following experimental results are retrieved from the model:

• both types of tumors reach the same size within the lymph node: 5.2± 0.5mm diameter.

• their inner structures of the tumor are different, according to their cell-line. Arf cell-line tumor is denser in the

peripheral region, contrary to p53. The high core density of p53 cell-line tumor could be associated with its drug

resistance, by decreasing the penetration of chemical agent. The p53 cell-line has a 4-fold higher density of endothelial

cells - cells constituting the wall to the blood vessels - in the core of the tumor than the Arf cell-line. The p53

proliferating cells fraction is 2-fold higher than the Arf cell-line. Hypoxia∗ is higher in the peripheral region of the p53

tumor. The apoptotic p53 cell density in the whole tumor is 2-fold higher than the Arf, suggesting a non-hypoxia∗

driven apoptosis∗ in the p53 cell line.

These rich results show the power of this poromechanical multi-scale approach, which could bring considerable insights

into in vivo modeling.

Modeling drug delivery in brain by multi-compartment porous medium Brain tumors, especially glioblastoma∗, are

still a challenge from the surgery, therapy and modeling points of view. Since 2005, the protocol presented by Stupp et

al. in [233] is the only glioblastoma∗ standard of care. It prescribed maximum surgical resection followed by concomitant

radio-chemo-therapy for 6 weeks and chemotherapy maintenance during 6 or 12 months. Nevertheless, the median survival

is only 16 months and the 5-year survival remains at 5%.

Invasive drug delivery is an additional way to decrease the tumor progression, recurrence, and resistance (for instance,

see the Gliadel wafers [266]). The blood-brain barrier is not permeable enough to ensure a proper drug delivery by intra-

venous application, hence perfusion by catheter directly into the brain parenchyma∗ is needed. During resection of the

tumor, the surgeon drills small holes into the skull and place infusion catheters directly into the extra-vascular space of

the parenchyma∗.

In surgical planning software, solutions are already proposed for the simulation of the chemical agent diffusion by the

catheter. The authors of [73] propose to improve these simulations by taking into account the porous interplay of the brain

and its heterogeneous permeability and diffusion. W. Ehlers and A. Wagner are the founders of a recent theory of porous

medium [72] dedicated to this application. They also worked on model reduction for clinical applications [82]. In [73], they

model the brain parenchyma∗ as a porous medium with two separated fluid compartments: blood and interstitial fluid.

Grey matter regions may be considered isotropic in terms of permeability and diffusion. Experimental observations of white

matter tracts show anisotropy in permeability and diffusion [120]. The authors assume, as Tuch et al. in [244], that white
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matter tracts directions provide the eigenvectors of anisotropy. These directions can be recovered by the DTI MRI method

(see section 2.2.1, paragraph Imaging methods and physical quantities). The imaging data of this method are leveraged

and used to set, on a tensorial basis, the heterogeneous permeability and diffusion of the simulation. The other material

properties come from the literature but, as indicated by the authors, they could be provided by other MRI methods.

The authors do not pretend clinical relevance but propose possible interpretations of their numerical results. They simulate

2 catheter flows: 0.3 and 0.6ml · h−1. They retrieve for the case of 0.6ml · h−1, in accordance with in vivo data, an excess

of 1.1kPa (+8mmHg) in interstitial fluid pressure, which could be life threatening. Due to the interplay between the solid

scaffold and the inner fluid, they found that a higher infusion surface is obtained with a constant application rate. Finally,

due to the insertion of the catheter, the permeability of the damaged tissue dramatically increases. In the simulation, this

provokes back-flows along the catheter shaft and this phenomenon is also acknowledged in vivo. Elhers et al. suggest that

the porous modeling of the brain will help to gain mechanical insights in surgical and therapy management of glioblastoma∗.

This last example is in a pivotal position between the pre-clinical section and the patient-specific forecasting section

2.2. Even if it does not pretend clinical relevance, it shares common features presented section 2.2:

• the use of patient imaging data to set the parameters of the mathematical model

• the direct comparison of the model results with in vivo data

Thus, poromechanics could be a suitable framework for imaging-informed modeling presented in the next section.

Pre-clinical studies: key points

•The stripped-down in vitro environments allow for clearly exposing mechanical phenomena in cancerous disease:

mechanically-inhibited tumor growth, mechanically-induced phenotype∗’s switch.

•These findings led to clinical applications [151], prognosis∗ tools [19], and new therapeutic targets [169].

•Poromechanics is an emerging framework in the mechanistic description of cancer and could lead to new

and rich physical insights.
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Authors Cell line | Model Objective
Cheng et al. 2009 [48] non-metastatic murine mammary

carcinoma∗ 67NR | in vitro
Measure of the deformation of
agarose gels by tumor cells

Alessandri et al. 2013 [4] mouse colon carcinoma∗ CT26 | in
vitro

Retrieve inner pressure exerted by
tumor cells on alginate capsules

Brossel et al. 2016 [28] human breast cancer cell line MDA
MB 231 | nude mice

Release internal tumor stress in an-
imal model by ferromagnetic par-
ticles as bioactuators

Frieboes et al. 2013 [91] lymphoma∗ Eµ-myc Arf-/- and
Eµ-myc p53-/- | mice

Forecast inner structure of tumor
cell line drug resistance or not in
animal model by poromechanical
modeling

Elhers et al. 2015 [73] not specified (patient) | in silico Contribute to the modeling of
anisotropic drug diffusion within
human brain by poromechanics

Paszek et al. 2005 [192] mammalian tissue of MMTV-
Her2/neu, Myc, and Ras trans-
genic mice ; nonmalignant
MCF10A ; HMT3522 S-1 MECs |
in vitro

Understanding mechanical signal-
ing involved in tumor cell pheno-
type switch

Table 2.1: Mechanical understandings of cancer in pre-clinical studies. For further readings, the interested reader
would refer to the reviews of Nia et al. [180] and, for mechano-biology specifically, Northcott Nia et al. [184].

25



Figure 2.1: In vitro mechano-biology of tumor growth, landmark studies. The two panels illustrate the complex
relationship between mechanical stress and tumor growth. If a cell line is subjected to a mechanical stress considerably
higher than its usual osmotic pressure, it will lead to a growth inhibition. However, for some cell lines, it exists a window
where a high mechanical stress will lead to phenotype alterations and a more aggressive behavior Panel A Mechanical
inhibition of tumor growth by Cheng et al. in 2009 [48]. Cancer cell proliferation (green) in tumor spheroids (red) is
suppressed in the direction of higher mechanical stress (i.e., in the direction of the minor axis of oblate spheroids). On
day 30, the compressive stress is estimated at 3.8 kPa. Arrow heads indicate the regions with more cell proliferation.
Scale bar = 50µm. Panel B Mechanically induced phenotype switch: matrix rigidity regulates growth, morphogenesis,
and integrin adhesions in Paszek et al. in 2005 [192]. Top: phase images and H&E (hematoxylin and eosin) stained
tissue showing typical morphology of a mammary gland duct in a compliant gland (167Pa), compared with mammalian
epithelial∗ cell (MEC) colonies grown in collagen (BM/COL I) gels of increasing stiffness (170 − 1200Pa). Bottom:
confocal immunofluorescence images of tissue section of a mammary duct and cryosections of MEC colonies grown as
above, stained for β-catenin (green), α6 or β4 integrin (red), and nuclei (blue). The increasing size of the colonies is
directly related to the increasing stiffness of the collagen.
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2.2 Tumor growth forecasting: imaging-informed patient-specific modeling

This modeling paradigm was first developed by Swanson et al. in [239] in 2002, and after in [240, 202]. In 2013, with the

progress of imaging methods, this framework was further extended by many groups (see the review of Mang et al. in [160]),

and especially by Yankeelov et al. [268]. We start with a brief presentation of the clinical imaging methods that can be

used to set the value of the parameters of the mathematical models. These parameters can define the material properties

(diffusion, permeability, stiffness) or the material component (fluid, solid, cellular density). Moreover, the clinical imaging

data provide patient-specific geometry [268], and this is a crucial gain for the relevance of the model results. However,

the challenges involved in the uncertainty quantification and the use of these imaging methods in certain clinical settings

may reduce their extensive use across different hospitals. Likewise, the adaptability of the mathematical models to these

imaging data sources is still under investigation [222].

The second part of this section is devoted to detailed presentation of three clinically-relevant applications. In a few words,

these models describe tumor growth and therapeutic response by means of reaction-diffusion equations that are constrained

by the mechanical stress field induced by the development of the tumor.While they share the same modeling core, each

model is adapted to the specificity of the cancer location.

2.2.1 Clinical imaging methods

Imaging methods and physical quantities Currently, the imaging methods performed in clinical oncology for diagnosis,

monitoring, and assessment of treatment efficacy are:

• Computed tomography (CT) scans, used for cancer early diagnosis. CT scans results from the mathematical recon-

struction of multiple axial X-ray images [237]. This reconstructed image of a large part of a body can be created

in a few seconds, allowing for cancer detection throughout the body. Apart from bone material, the contrast of the

various soft tissue can be enhanced by a radio-contrast agent like iodine or barium.

• Positron emission tomography (PET) scans, which consist of an intravenous injection of a positron-emitting ra-

diopharmaceutical, like 18fluor-fluorodeoxyglucose (F-FDG). The compound is partially metabolized by cells such

that it accumulates mostly in cells with the higher metabolic rate, this accumulation being then detected [153].

Contrary to CT scans, 3D images are directly obtained in a PET scan, but the length of diffusion of the degraded

compound implies a maximum of 2 millimeters precision [225]. When a precise measurement is required, a PET

scan is complemented by other methods.

• Magnetic resonance imaging (MRI), the most commonly used technique for cancer diagnosis and screening. The

various MRI methods are capable of providing information about anatomic, functional, and metabolic changes [237].

The signals in MRI originate from stable nuclei with magnetic properties that can be measured through nuclear

magnetic resonance.
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We will mainly focus on the latter, since MRI methods have been extensively used in the context of computational oncol-

ogy [111, 153, 203, 268]. Usual MRI methods, T1 and T2 sequences, also termed anatomical methods, allow to coarsely

separate solid and fluid phases. The contrast in T1 method is given by the characteristic time it takes for water protons

to synchronize, which depends on the surrounding tissue. This time is denoted inversion time T1. Fluid phase, like

cerebrospinal fluid (CSF) in the brain, remains dark with the short time sequence of radio frequency/echo measurement

of T1 method (T1 ≈ 200ms), but becomes bright with a very long sequence T1 method (T1 ≈ 3000ms), denoted

FlAIR (standing for fluid attenuated inversion recovery). Conversely, the contrast of T2 method is given by the loss of

synchronicity of protons (see [237], ch.4). The characteristic time T2 of synchronicity loss depends on the tissue type,

for instance, T2 ≈ 100ms for fat and T2 ≈ 2000ms for CSF. The T1 method can be enhanced by the addition of the

vascular network of a radiotracer such as Gadolinium, which remains bright under T1 sequence. This method is termed

T1 contrast enhanced (T1-CE).

Another class of methods used in imaging-informed modeling is the dynamic contrast enhanced MRI (DCE-MRI). It

has been firstly used to obtain information on peripheral perfusion, for vascular-related disease of brain, heart and muscular

system [98]. In DCE-MRI, a Gadolinium-based contrast agent is injected into the vascular system and T1 sequences are

acquired every few seconds before, during, and after the injection. Specifically on brain tumors, the relative cerebral blood

volume (rCBV) method is a class of DCE-MRI and can be used as a prognosis∗ tool itself [24]. By this method, a leaky

vasculature will be revealed. This is a fundamental feature in the case of brain cancer: the blood-brain barrier, strictly

impervious to blood flow, with an abnormal permeability will indicate a potential tumorous neo-vasculature. From the

modeling point of view, the rCBV method allows quantifying the permeability between intra- and extra-vascular space [74].

A third class of MRI is used to set the parameters of mathematical models: the diffusion-weighted MRI (DW-MRI).

This method has been designed to measure the diffusion of water within tissue. This sequence corresponds to a magnetic

field with a linearly varying intensity, which is prescribed successively in two opposite directions [16]. In short, the respective

intensities of the magnetic field can be retrieved in both directions, and their spatial evolution characterizes the heteroge-

neous diffusion of water within the excited tissue. This quantity is expressed as the apparent diffusion coefficient (ADC)

of water, and it is inversely correlated to cellular density [268]. In case of organized fibrous tissue, the water diffusion

increases in the parallel direction of the fiber and decreases in the perpendicular direction [5], such that diffusion is then

denoted as anisotropic. DW-MRI can be extended to the 3D case to render this anisotropy, leading to a method termed

diffusion tensor imaging (DTI). In DTI-MRI, the diffusion is evaluated at the minimum of 6 non-colinear vectors - as the

resulting tensor is symmetric - with preferably equal angles [16, 5]. DTI-MRI can be used to map the white matter tracts

in the brain. However, this method is not used routinely: an acquisition lasts for more than an hour, and this duration

could be an additional burden for the patient.
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These mechanical quantities measured by MRI can be completed by measurements of the metabolism of key chemical

quantities, such as oxygen and glucose. The quantification of oxygen levels, and therefore the hypoxia∗, is a critical

feature for cancer staging[190]. On a patient-specific basis, this quantification may hold importance in future modeling.

The PET scan Cu-ATSM - standing for Cu-diacetyl-bis(N4-methylthiosemicarbazone) - has very promising in vitro results

and is still in development for clinical applications [57]. Cu-ATSM is a radiotracer which accumulates in hypoxic tissue

due to the chemical imbalance of low oxygenation. Among MRI methods, there is the blood oxygen level dependent

method which can distinguish, by modified T2 sequence, oxygenated and non-oxygenated haemoglobin by their different

magnetic properties. However, this method is more useful for acute hypoxia∗ than for chronic hypoxia∗, characteristic of

cancer [190]. To quantify the glucose metabolism of cancer, the PET radiotracer used is F-FDG. Analogous to glucose, it

becomes radioactive by addition of the isotope fluor 18. As tumors have an important consumption of glucose, F-FDG is

preferentially trapped by them, even if it does not have the energy properties of glucose. This method is routinely used

for cancer diagnosis and treatment response [6].

Segmentation This procedure consists of the delineation of different regions of interest in the imaged tissue and provides

the anatomical input to define the geometry and spatial parameter maps in mathematical models of cancer growth and

treatment response. Segmentation has been traditionally performed by radiologists and specialized physicians. However,

manually performing this task can be difficult, time-consuming, and prone to high intra- and inter-observer variability.

During the past two decades, several semi-automatic or automatic methods have been developed, such as hidden Markov

chain in 2001 [274], supervised learning and convolutional neural network (CNN), which are still under development in 2020

[45]. CNN is now the leading method for semi-automatic and automatic segmentation. Some examples of its applications

are DeepMedic in the brain [126] and 3D AxelNet in the prostate [45]. These methods are 3D CNN, which means that the

weights within the layers of the neural network are not linked to a specific MRI slice, but directly influence the treatment of

the entire 3D data space. Nevertheless, the training of CNN requires an important amount of data. A well-known example

is the brain tumor segmentation (BraTS) dataset [15], used to benchmark the brain tumor segmentation. BraTS contains

542 imaging datasets of patients with high- and low-grade glioma∗, composed of anatomical methods, contrast enhanced

and FLAIR sequences. The imaging data are interpolated to a uniform 3D space with isotropic resolution, allowing for a

3D CNN implementation. The patient cohort is divided in three subgroups: the training set (242 patients), which is used

to calibrate the weights of the CNN; the validation set (66 patients), which is used to assess the calibrated weights; and

the testing set (191 patients), which is used to evaluate the accuracy of the CNN. Thus, the training of a CNN for MRI

segmentation - a fortiori for the forecast of cancer evolution (see [94, 171]) -, requires an amount of homogeneous data

which is not always available.
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2.2.2 Patient-specific approaches in clinical scenarios

Computational oncology is becoming an increasingly rich and prominent field of cancer research [268, 153, 203]. Multiple

patient-specific biomechanical models have been proposed to reproduce and forecast the growth and treatment response

of different types of cancers in several clinically-relevant applications, e.g., in brain [10, 1, 160, 112], breast [122, 252],

prostate [153, 151], kidney [47], and pancreatic tumors [263]. In this section, we proceed to describe in detail a small

selection of some illustrative recent studies in breast, brain, and prostate cancer. The examples considered herein share

the same framework of tumor growth inhibited by solid stress. Clinical imaging data from individual patients are used to

initialize the model, estimate parameters, and assess model forecasts after calibration. The integration of clinical data

within the mechanistic framework is briefly described. For a more detailed review of imaging types, clinical applications,

modeling paradigms, and computational methods for patient-specific models of cancer growth and therapeutic response,

the interested reader is referred to [153].

Breast cancer Neoadjuvant therapy (NAT) is widely regarded as a standard-of-care treatment for locally advanced

breast cancer before surgery [272]. Patients who achieve a pathological complete response (i.e., no residual disease) at the

completion of NAT have a greater likelihood of recurrence-free survival [133]. Thus, the early determination of response

to NAT would enable physicians to modify the therapeutic regimen of a non-responding patient (e.g., by changing dosage,

dose schedule, prescribed drugs), and thereby improve treatment outcomes while avoiding unnecessary toxicity. To address

this challenge, Jarrett et al. [122] propose to use personalized, computational forecasts of tumor response to NAT regimens

obtained with a mechanistic model calibrated with patient-specific longitudinal quantitative MR data acquired early in the

course of NAT.

In [122], Jarrett et al. describe breast cancer growth in terms of tumor cell density as a combination of tumor cell

mobility and proliferation, which are modeled with a diffusion operator and a logistic term, respectively [12, 258, 121]. Ad-

ditionally, Jarrett et al. introduce a sum of linear terms in the tumor dynamics equation to describe the NAT drug-induced

death of tumor cells [121]. Each of these therapeutic response terms corresponds to one drug included in the patient’s NAT

regimen and is proportional to the local drug concentration in the breast tissue and the local tumor cell density. The initial

spatial distribution of each NAT drug concentration in the breast tissue after infusion is estimated from DCE-MRI data and

it follows an exponential decay in time, which reasonably approximates the relevant drug pharmacokinetics during the time

scale of NAT. Additionally, the model presented by Jarrett et al. is coupled with quasistatic linear mechanics to account

for the tumor mass effect. To model the forces exerted by the tumor, the authors use a pressure term that is proportional

to the local tumor cell density [54, 258]. Then, to model the mechanical inhibition induced by the tumor mass effect,

the authors constrain the tumor cell diffusion coefficient with an exponentially decaying function of the Von Mises stress

[258]. Additionally, an earlier study of a simpler version of this breast cancer model by Weis et al. explored the differences

in tumor forecasting when using a linear elastic versus a neo-Hookean nonlinear hyperelastic constitutive law, with which
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they implemented several highly incompressible cases [260]. Weis et al. reported differences in tumor volume and total

tumor cellularity below 10% with respect to the linear elastic case even in a highly incompressible scenario. Assuming

the same Poisson ratio in both constitutive laws, the differences in these quantities were below 0.5%. Thus, Weis et al.

concluded that the error in assuming a linear elastic constitutive model is admissible for this tumor forecasting applica-

tion, especially since it would be included within the uncertainty of MR measurements of tumor cell density [260, 261, 229].

Jarrett et al. [122] use longitudinal anatomic and quantitative MR imaging datasets to initialize, parameterize, and

assess the predictions of their model for each patient during the course of NAT. To this end, the authors present a robust

imaging preprocessing pipeline. In brief, they first rigidly register the DCE-MRI and DW-MRI images acquired within each

scan session using imregister in MATLAB. Second, tumor regions of interest are segmented on postcontrast DCE-MRI

data from each scan session by means of a fuzzy c-means-based clustering algorithm developed in MATLAB [46, 264].

In addition, ADC maps are extracted from DW-MRI data using standard methods [261, 258] and the DCE-MRI data

are analyzed using the Kety-Tofts model [267] to estimate parameters characterizing the local vasculature. Third, the

contrast-enhanced images obtained from DCE-MRI data from each scan session are longitudinally registered using a non-

rigid registration algorithm with a tumor-volume preserving constraint [142]. The resulting deformation map is applied

to the other MRI modalities. Finally, the authors calculate several imaging-based fields that are required to initialize and

parameterize the model: (i) the registered contrast-enhanced images are used to manually contour the breast domain and

to generate adipose and fibroglandular tissue masks by means of a k-means clustering algorithm, which enable the definition

tissue-specific material properties [258]; (ii) the Kety-Tofts parameters obtained from DCE-MRI data are used to calculate

a normalized blood volume spatial map, which is used to define the initial NAT drug concentration fields mentioned above;

and (iii) tumor cell density maps at each scan date are calculated by leveraging an inverse linear relationship with the ADC

maps extracted from DW-MRI data [12, 258].

While most patients in the cohort (N = 21) analyzed by Jarrett et al. in [122] received two NAT regimens, the authors

center their analysis exclusively on the first one. Hence, Jarrett et al. use the tumor cell density maps extracted from two

consecutive scans for model calibration: one shortly before the onset of NAT to set initial conditions, and another within the

first cycle of NAT to set a model-data mismatch functional. Their calibration method consists of a Levenberg-Marquardt

least-square algorithm implemented in MATLAB [109, 122, 258], which aims at minimizing the aforementioned functional

and hence yield constant values of baseline (i.e., unconstrained) tumor cell diffusivity, NAT drug efficacy, and NAT drug

temporal decay along with a spatial map of the tumor cell proliferation rate on a patient-specific basis. The rest of the

model parameters are fixed from the literature or from MRI measurements [122]. The calibrated model is then initialized

using the datasets from the second scan and solved in time until the date of a third scan after the conclusion of the first

NAT regimen. At this time point, the authors assess their model predictions of tumor cell density by comparing them with

the corresponding tumor cell density map extracted from the third DW-MRI dataset. During both calibration and fore-
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casting, the model is solved by means of a fully explicit finite-difference scheme implemented in MATLAB [122, 109, 153].

In [122], Jarrett et al. show that the imaging-computational framework described above renders highly accurate

predictions of breast cancer response to NAT. To illustrate this computational technology, Figure 2.2A shows an example

of a patient-specific model forecast against corresponding imaging data at the same date. In particular, the authors report

a significant correlation between model forecasts and imaging measurements of total tumor cellularity, tumor volume,

and tumor longest axis in a subgroup of 13 patients exclusively receiving chemotherapy for their first NAT regimen, with

corresponding concordance correlation coefficients above 0.90 (p < 0.01). Additionally, Jarrett et al. leverage their model

to explore a clinically feasible strategy to optimize NAT chemotherapeutic regimens on a patient-specific basis in silico.

First, they define a set of alternative NAT regimens by fixing the total dose prescribed in the standard treatment for

each patient while varying the number of doses, their frequency, and the corresponding drug dosage. In particular, the

authors consider four alternative NAT regimens by equally dividing each original dose in two, three, four, or daily fractions

that are delivered more frequently than in the standard treatment assuming an evenly distributed schedule based on the

original NAT plan. Then, the authors run a simulation of their calibrated model for each of these alternative regimens

accordingly and assess their performance in controlling breast cancer growth at the conclusion of NAT for each patient.

Jarrett et al. report that an additional 0 − 46% reduction in total cellularity (median 17%) might have been achieved

across the patient subgroup (N = 13) compared to their original chemotherapeutic regimen according to standard-of-care

NAT protocols. Indeed, the authors also report that alternative NAT regimens rendering a superior control of the patient’s

breast tumor were also found to significantly outperform the standard regimens (p < 0.001), thereby suggesting that

standard regimens may not be the most effective for every patient and calling for the personalization of NAT to optimize

therapeutic outcomes.

Brain cancer Tumors originating in the brain have received a large attention from the computational oncology commu-

nity since the ability to early identify, or even predict, progression through patient-specific model forecasts would facilitate

treatment personalization of these highly lethal diseases, which would ultimately translate into a major impact on survival,

functional status, and quality of life [10, 1, 160, 112, 255, 54, 240, 177, 201, 147]. Here, we focus on a recent study by

Hormuth et al. [112] on high-grade gliomas∗. These brain malignancies exhibit a very aggressive behavior characterized as

a highly heterogeneous and infiltrative disease, which ultimately influences the high recurrence rates in these tumors de-

spite the advances in therapeutic strategies combining surgery followed by adjuvant radiotherapy plus chemotherapy [186].

Hormuth et al. posit that patient-specific computational forecasts of cancer growth and treatment response characterizing

the unique underlying biology of the patient’s tumor could enable the early identification of aggressive disease progression

and the selection of more effective therapies on a personalized basis.

Hormuth et al. [112] present a family of 40 biologically-inspired, MR-informed models to describe the growth of high-
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grade gliomas∗ and their response to chemoradiation, which they analyze in a model selection framework to determine the

model that best balances predictive accuracy and formulation complexity. Each model is constructed by choosing three

key components in their formulation: (i) a biomechanical model describing tumor dynamics, featuring either one or two

cancerous species; (ii) a global value versus a spatially varying map to define the tumor cell proliferation rate; and (iii) one

out of ten alternative formulations for the tumor response to chemoradiation. The model featuring a single cancerous cell

species describes the growth of high-grade gliomas∗ using the same reaction-diffusion paradigm as the breast cancer model

[240, 255, 113]. Inspired by an earlier work by Gatenby et al. [92], the authors extend this reaction-diffusion paradigm to a

two-species formulation including both the enhancing tumor fraction observed in post-contrast T1-weighted MR images as

well as the non-enhancing fraction showing an hyperintense signal in T2-FLAIR MR images. These two fractions are mod-

eled as two different tumor cell densities following reaction-diffusion dynamics and also featuring a biological competition

mechanism within the logistic term that describes tumor cell proliferation. While several alternative biomechanical models

have been considered in the literature to describe the mass effect induced by brain tumors [10, 1, 160], Hormuth et al.

follow the same rationale as Jarrett et al. [122] in their breast cancer model. Hence, both the single and the two-species

model are coupled with quasi-static linear mechanics and their diffusion coefficients are mechanically inhibited through

the evaluation of the Von Mises stress. To model the tumor response to concomitant radiotherapy and chemotherapy,

Hormuth et al. assume that either treatment induces an independent and immediate reduction in the tumor cell species in

the model (i.e., they do not explicitly introduce any synergistic mechanism). Hence, the authors propose four alternative

formulations of the survival fraction to either treatment: one depending on the local tumor cell density; two depending

on the level of perfusion measured through the enhancement ratio; and another that is constant throughout the whole

tumor. Then, they select 10 pairs from these four options to represent chemotherapeutic and radiotherapeutic effects in

their model selection study.

Hormuth et al. initialize, calibrate, and assess the performance of their model alternatives by leveraging longitudinal

MRI datasets for each patient (N=9) consisting of two anatomical data types (contrast-enhanced T1-weighted and T2-

FLAIR images) and one quantitative MRI data type (DW-MRI). To prepare the imaging dataset for use within the model,

the authors perform a rigid intravisit and intervisit registration by leveraging imregister in MATLAB. The enhancing and

non-enhancing, T2-hyperintense tumor regions are segmented using a semi-automated approach on the anatomic MRI

datasets, consisting of sequential thresholding and manual adjustments by experienced radiologists. The brain-skull inter-

face is manually segmented on the T2-FLAIR images. Additionally, Hormuth et al. use a k-means clustering algorithm

[148] to obtain masks of white and gray matter to define heterogeneous material properties in the brain tissue. The authors

estimate the tumor cell density in the single-species model and that of the enhancing fraction of the two-species model

from ADC maps using the same approach as in the breast cancer model by Jarrett et al. [122]. In the non-enhancing,

T2-hyperintense tumor region, since the relationship between imaging properties and tumor cell density is less clear, the

authors initialize its value to a constant both for the tumor cell density in the single-species model and that of the non-
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enhancing fraction in the two-species model, although they also note that alternative approaches have been proposed

in the literature [240, 177]. Hormuth et al. employ a fully-explicit finite-difference scheme to solve their models and a

Levenberg-Marquardt least-square algorithm to calibrate the relevant patient-specific parameters in each model, similarly

to the breast cancer model above [109]. The rest of the parameters are either taken from the literature or fixed by the

authors. Additionally, Hormuth et al. use the Akaike information criterion (AIC) [3] to select the best model balancing

model-data agreement and complexity in terms of number of calibrated parameters.

Hormuth et al. carry out their modeling selection study in a cohort of 9 high-grade glioma∗ patients with unresected

or partially resected tumors, whose individual imaging datasets consisted of a baseline MRI study (prior to the onset of

chemoradiation) and two to three MRI studies at 1 to 2-month intervals after the conclusion of their chemoradiotherapeutic

plan. They found that the best model across all patients was the two-species model, with spatially varying proliferation

rates, and both chemotherapeutic and radiotherapeutic effects coupled to an estimate of perfusion obtained via the

enhancement ratio. Hormuth et al. further explore the predictive accuracy of this model by considering two to all the

datasets for each patient during calibration, and then forecasting the calibrated model until the date of the remaining

datasets (if any). Their results show a good model-data agreement at the voxel level, while at the global level they report

higher accuracy in terms of the Dice coefficient and tumor volume error in the enhancing region than in the non-enhancing

region. Figure 2.2B shows an example of a model forecast along with the corresponding imaging data at the same date for

a high-grade glioma∗ patient using the computational technology presented in this study. In particular, the authors show a

strong agreement between measured and model predicted tumor volume and total tumor cell count within the enhancing

region, with Kendall rank correlation coefficients above 0.94 and 0.79, respectively. Thus, Hormuth et al. conclude that

their methodology is a promising strategy to integrate multimodal imaging data into personalized biomathematical models

of high-grade glioma∗ in order to forecast spatiotemporal changes in tumor growth and response to therapy.

Prostate cancer Benign prostatic hyperplasia (BPH) and prostate cancer are two common pathologies among ageing

men [257]. Most new cases of prostate cancer are organ-confined adenocarcinomas, while BPH consists of the progressive

enlargement of the central gland of the prostate and usually provokes bothersome urological symptoms [150, 151, 257].

Prostatic tumors originating in larger prostates tend to present more favorable pathological features [90, 27], but the funda-

mental mechanisms that explain this interaction between BPH and prostate cancer are largely unknown and much debated

in the medical community. In [151], Lorenzo et al. hypothesize that this phenomenon may be caused by the mechanical

inhibition induced by BPH over prostate cancer growth, which the authors explore computationally by leveraging a new

patient-specific model accounting for the mechanical interplay between both diseases.

The model proposed by Lorenzo et al. in [151] relies on a phase-field formulation of prostate cancer growth, whereby

a variable termed phase field identifies and describes the joint spatiotemporal evolution of both healthy and cancerous
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tissue [150, 151, 97]. In this study, tumor growth is driven by nutrient-dependent proliferation and apoptosis. The authors

consider a generic nutrient that follows reaction-diffusion dynamics. This model also features a reaction-diffusion equation

to describe the local production of a key biomarker in the clinical management of prostate cancer: the serum Prostate

Specific Antigen (PSA) [150]. The integration of the local PSA field over the prostate volume ultimately yields the usual

serum PSA values that physicians would consider in clinical decision-making. To represent the pathological deformation

of the prostate due to tumor growth and BPH development, Lorenzo et al. follow a similar approach to the previous brain

and breast cancer models [122, 112] that also accounts for the observed higher stiffness of the prostate central gland with

respect to the surrounding peripheral zone [151]. The volumetric expansion induced by BPH is modeled with a time-

dependent pressure term that is only defined within the central gland. Likewise, the tumor mass effect is modeled with

another pressure term defined upon the phase field, thereby coupling tumor dynamics with the mechanical deformation of

the prostate. To account for the confinement of the prostate within the pelvic region, the authors leverage Winkler-inspired

boundary conditions over the external surface of the prostate. Additionally, Lorenzo et al. define a mechano-transductive

function in the phase-field equation that progressively inhibits prostatic tumor growth as the local mechanical stress field

intensifies. To this end, they use an exponentially decaying formulation of the stress level, similarly to the models discussed

for breast and brain cancer above [122, 112] which, however, accounts for the surrounding tissue distortion and the usual

internal stress state within growing tissue [119, 151].

Lorenzo et al. perform the study in [151] over the anatomy of the BPH-enlarged prostate of a patient with a tumor

in the peripheral zone, which they extracted from MR imaging data available at the Initiative for Collaborative Computer

Vision Benchmarking (I2CVB: i2cvb.github.io) [141]. For each patient with biopsy-confirmed PCa, this public database

features a single-visit dataset including: T2-weighted MR images, DCE-MR images, DW-MR images, MR spectroscopic

images, ADC maps, and the segmentations of the prostate, its local anatomy (i.e., central gland and peripheral zone),

and the tumor delineated by an experienced radiologist [140]. Lorenzo et al. construct a volumetric Non-Uniform Rational

B-spline (NURBS) mesh of the patient’s prostate by leveraging a parametric mapping method [275, 84], whereby they

deform the outer surface of a torus solid NURBS model to match with a surface model of the patient’s prostate. To this

end, Lorenzo et al. use 3DSlicer [80] to build a triangulated surface model of the patient’s prostate by leveraging the

T2-weighted images and the anatomic segmentations obtained from I2CVB, which they posteriorly smooth in Meshlab

[53]. The resulting solid NURBS model of the patient’s prostate is then refined by using standard knot insertion to ensure

high accuracy in model simulations, which rely on isogeometric analysis (IGA) [60, 56]. Finally, the segmentations of

the central gland and the patient’s tumor are L2-projected over the prostate mesh to define zone-dependent material

properties and set the initial conditions of the tumor phase field. To define the BPH load and the parameter describing

the Winkler-inspired boundary conditions, Lorenzo et al. run an inverse calculation that aims at deforming the patient’s

prostate back to a healthy state according to standard anatomical features [257]. This procedure is performed without

considering the tumor. As a by-product, this calculation also renders a rough estimate of the mechanical stresses that
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BPH had induced in the patient’s prostate before the diagnosis of prostate cancer at the MRI date, which is used as a

prestress in the simulation study presented in their work [151]. The remainder of the model parameters are fixed from the

literature or computationally estimated [150, 151].

Using the biomechanical approach described above, Lorenzo et al. qualitatively show that the accumulation of mechan-

ical stress due to prolonged BPH in enlarged prostates hinders the growth of prostatic tumors, which tend to develop more

slowly, with limited invasiveness, and maintaining a smaller volume for a longer time. Thus, the mechanism described in

[151] would contribute to explaining the favorable pathological features observed in tumors originating in larger prostates

[90, 27]. Figure 2.2C shows an example of a forecast of prostatic tumor growth over a patient-specific prostate mesh using

the methodology proposed by Lorenzo et al in [151]. Additionally, the mechanism proposed by Lorenzo et al. suggests

that medical therapies aiming at reducing the volume of the prostate to alleviate BPH symptoms could potentially reduce

the mechanical constraint on the tumor, and ultimately favor its development. Indeed, the authors analyze this possibility

in a posterior study [152], where they explore the effects on prostate cancer of a type of common BPH drugs known as

5α-reductase inhibitors (e.g., finasteride, dutasteride). These drugs may reduce the prostate volume by approximately

18% to 26% and can also promote apoptosis in the tumor [164, 65, 81, 129]. In [152], Lorenzo et al. extend their model

to account for these two drug-induced mechanisms by introducing an additional time-dependent pressure term describing

prostate shrinkage and by increasing the apoptotic rate in the tumor dynamics equation, respectively. In particular, the

new pressure term is parameterized by leveraging population-based observations from two large clinical studies [164, 65].

Lorenzo et al. used the same patient data from I2CVB to conduct a simulation study that shows that the maintenance

of a mechanical constraint on tumor growth ultimately depends on the long-term competition between the apoptotic

boost, which inhibits tumor growth, and the decrease in mechanical stress caused by prostate shrinkage, which favors

tumor growth. In particular, their simulations show that tumors experiencing a major stress relaxation from drug-induced

prostate shrinkage and only a limited upregulation of apoptosis ultimately exhibit more aggressive dynamics. In [152],

the authors further hypothesize that this unfavorable outcome described by their model may contribute to explaining the

larger proportion of higher-risk tumors in the treatment arm of two critical clinical trials exploring the use of 5α-reductase

inhibitors for chemoprevention of prostate cancer [242, 9], which remains an open medical debate.
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Authors Framework Location | sub-types Objective Nb. patients
Jarrett et
al. 2020
[122]

Mechanically-constrained
reaction-diffusion dynamics to
describe tumor growth and
neo-adjuvant therapy (NAT)
response. Tissue deformation
is modeled with linear elastic-
ity.

Breast Forecast patient’s
response to NAT
and explore treat-
ment personaliza-
tion

21

Hormuth
et al.
2021
[112]

40 models evaluated, com-
posed of: mechanically-
constrained reaction-diffusion
dynamics to describe tumor
growth and treatment re-
sponse, tissue deformation
modeled with linear elasticity,
one or two tumor cell species,
concomitant chemo- and
radio-therapy.

Brain | high-grade
glioma∗ multiforme

Forecast tumor evo-
lution after surgery
during concomitant
chemo- and radio-
therapy

9

Lorenzo
et al.
2019
[151]

Mechanically-constrained
phase-field model to de-
scribe tumor growth and
reaction-diffusion dynamics
for a generic nutrient and
the prostate-specific antigen.
Tissue deformation is modeled
with linear elasticity.

Prostate | Concomitant
prostate cancer and be-
nign prostate hyperpla-
sia (BPH)

Relationship be-
tween BPH and
favorable prognosis∗

of prostate cancer

1

Table 2.2: Representative studies of mechanically-constrained tumor growth and treatment response studies in
the clinical setting. For further studies and additional details on the underlying modeling framework and computational
technologies, the interested reader is referred to [153, 203, 268]

Tumor growth forecasting: key points

•Clinical imaging data provide physical measurements that can be leveraged to define the tumor-bearing organ

geometry, initialize a mathematical model, and calibrate its parameters on a patient-specific basis.

•Once calibrated, computer simulations provide personalized forecasts that can be assessed against further

clinical imaging data collected at posterior dates.

•A general modeling framework is presented: solid mechanics, with mechanically-inhibited tumor growth,

coupled with reaction-diffusion of chemical agents. Clinically-relevant applications of this framework are provided.

•We identify two key challenges: (1) assessing uncertainty in clinical imaging data and model outcomes,

and (2) transfer these forecasting technologies to the clinic.
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Figure 2.2: Imaging-informed computational forecasting of tumor growth and treatment response in clinical
settings. Anatomic and quantitative clinical imaging data can be leveraged to initialize and parameterize mechanistic
mathematical models of cancer growth and therapeutic response on a patient-specific basis [268, 111, 153]. The person-
alized model can then be used to run computer simulations to forecast the growth of the patient’s tumor and the efficacy
of treatments. These simulations can be further validated by comparison with additional imaging data from the patient at
a posterior date. Panel A illustrates an application of this framework in the setting of NAT of breast cancer by Jarrett et
al in 2020 [122]. The top figure shows a measurement of tumor cell density obtained from an ADC map calculated from
DW-MRI data and plotted within the tumor region of interest identified on DCE-MRI data. The background anatomic
image is a contrast-enhanced T1 map of the patient’s breast. The bottom figure provides a model forecast of tumor cell
density at the same location and time as the MR measurement shown above. Panel B illustrates an analogous ADC-based
measurement (top) and model forecast (bottom) of tumor cell density at the same date during the post-surgical chemora-
diotherapy of a glioblastoma∗ patient by Hormuth et al in 2021 [112]. In this case, the background anatomic data is a
T2-FLAIR image of the patient’s brain. Panel C, top figure shows a three-dimensional rendering of an isogeometric mesh
of a patient-specific prostatic anatomy extracted from a T2-weighted MR image along with the L2-projected segmentation
of an organ-confined tumor, which was obtained using the methods described in Lorenzo et al in 2019 [151]. The bottom
figure shows a forecast of the tumor morphology at a later date using the mechanically-constrained model proposed in
[151], in which the local mechanical deformation of prostatic tissue induced by concomitant BPH and prostate cancer
exerts an inhibitory effect on tumor growth.
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2.3 Clinical applications of mechanics in cancer management

Two classes of mechanical effects exposed in vitro transverse this review: i) tumor growth inhibition, which can help to

design clinically-relevant modeling as shown in the previous section, ii) mechanically-induced phenotype switch via inte-

grin signaling, which have been in-depth studied [256, 192, 17, 184] for more than twenty years. In the last years, the

understanding of this phenotype switch led to new therapeutic targets. In 2020, it also led to an promising prognosis∗ tool

[19]. We present these results in this section. We should note that, although stroma∗ mechano-biology constitutes a new

reservoir of powerful tools, it is still underrepresented in the modeling community.

Mechanics is not only defined by the building of mathematical problems, it is also the underlying discipline enabling the

design of new experimental setups. In particular, fluid mechanics underlies important applications in cancer management.

Experimental setups for the isolation of circulating tumor cells are built upon microfluidic devices. The determination

of the optimum diameter of a nanocarrier also requires fluid dynamics, as does the normalization of tumor vasculature

induced by drugs. These two examples of clinical applications are presented into the fluid dynamics subsection.

Non-thermal electrophysics has already matured and journeyed from pre-clinical to clinical. A well-known application,

the irreversible electroporation (IRE) is applied in clinics for fifteen years (see Davalos el al. [64]). As the in vitro

findings date back to 1950, we decide to consider the application of electrophysics from the clinical side only. IRE

applies on unresectable tumors and on poor prognosis∗ location such as the pancreas. We present section 2.3.3 the current

developments of IRE, such as its coupling with immunotherapy. To conclude the clinical applications of mechanics in cancer,

we present the idea of tumor-treating fields, a recent development in non-thermal electrophysics, the. Tumor-treating fields

were approved in 2019 by US Federal Drug Agency as a new treatment for recurrent glioblastoma∗ multiforme.

2.3.1 Mechano-biology

We present the clinical applications derived from the mechano-biological findings presented in section 2.1.2. For a detailed

description of these in vitro experiments, the reader will be referred to the section 2.1.2.

In vivo mechano-biology of colorectal cancer Recently, Bauer et al. [19] have proven that stroma∗ mechano-biology

and its consequences can be used for the prognosis∗ of metastasis in colorectal cancer. The cancer-associated fibroblasts∗

contribute to a stiffer and denser ECM network which surrounds the colorectal cancer2. This increasing mechanical

stress environment will lead malignant carcinoma∗ cells to an epithelial∗ to mesenchymal∗ transition (EMT), via integrin

downstream signaling (see section 2.1.2 for a detailed description). Disorganized carcinoma∗ cells after EMT have a

metastatic profile. When the ECM becomes stiffer, the secretion of activin A by intestinal epithelial∗ cells increases.

2Stricto sensu, this phenomenon is termed fibrosis. However, in medical vocabulary, it could be reserved for scars and wound healing. More
generally, and in the context of clinical oncology, this phenomenon will be rather termed desmoplasia∗.
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The level of activin A has been measured in 28 control and 28 patients of the Chicago Colorectal Cancer Consortium. It

correlates with stage∗ IV metastatic cancers, the level of activin A being 4-fold as high as in the control group. Additionally,

there is no significant difference in level between controls and all pre-metastatic stages∗ I-III.

For decades, the integrin downstream signaling and its consequences on EMT have already been studied in-depth in vitro

[192],[17] and with animal model [172], [123]. This direct clinical applications for metastatic prognosis∗ is one more

landmark of the critical importance of the ECM mechano-biology in carcinoma∗ malignant evolution.

Targeted drugs: focal adhesion∗ kinase inhibitor The mechanical signaling applied by the ECM is received by cell

cytoskeleton through the transmembrane proteins, such as integrin. The cell in return tends to balance these mechanical

stimuli by contractility and to maintain the equilibrium. In these conditions, the equilibrium is termed the tensional

homeostasis. When the stiffness of ECM increases - hence the corresponding mechanical signaling - the magnitude of the

cell mechanical response will increase accordingly.

At the cell surface, this mechanical response is allowed by the clustering of integrin proteins, denoted focal adhesions∗

(FA). This mechanism is described section 2.1.2. These FA contain multiple mechanosensors, where focal adhesion∗

kinases (FAKs) play a specific role. FA allow increasing the generated traction force by actomyosin activity at the cell’s

surface. This instantaneous mechanical response is modified by FAKs. By altering the phenotype∗ of actomyosin, FAKs

provoke a sustained tensional response. This augmented and sustained cellular tension will ultimately lead to enhanced

tumor cell growth, survival, and invasion [195]. Lindsey et al. described in [145] the consequences of FAKs hyperactivity

on well-organized epithelial∗ tissue. As the cell-matrix adhesions increase in number and intensity, the cell-cell adhesions

essential to the organization of epithelial∗ tissue are lost. These cells then gain the ability to move individually, and this

ability is characteristic of carcinoma∗ after EMT. Considering these mechano-biological findings, the inhibition of FAKs

emerge as a potential therapeutic target.

In 2016, Jiang et al. [123] design a pre-clinical study in mouse models of FAKs inhibitor in pancreatic ductal carcinoma∗

(PDAC). This disease has a specific desmoplastic∗ stroma∗, that acts as a barrier to T lymphocytes infiltration. At the

tumor cell’s level, this abundant and stiffer stroma is sustained by FAKs hyperactivity. Two groups of mouse models

are treated, one with a microscopic early stage∗ PDAC and the other with a palpable late stage∗. The prescription of a

single-agent FAKs inhibition (VS-4718 in this study) significantly limits the tumor progression and increases responsiveness

to immunotherapy PD-1 antagonists. VS-4718 leads to a significant extension of survival in both early and late treatment

groups (4 and 8 months respectively). Promising results in animal models then authorize clinical trials with patients.

In 2020, Mohanty et al. reviewed in [169] the progress of FAKs inhibitors in clinical trials. Among these inhibitors, only

4 (PF-00562271, GSK2256098, VS-6063, and BI 853520) moved to subsequent development and were tested in clinical

trials in solid tumors. These trials demonstrate the cytostatic activity of FAKs inhibitors. In other words, FAKs inhibitors

stop the disease progression, without reducing the tumor volume. They extend the progression-free survival of 12 weeks

in severe advanced solid tumors, as mesothelioma or PDAC. This extension is not accompanied by a clinical response,
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that is to say, the disease remains stable during this extension. The trials also show that the patients response could

be correlated with two biomarkers, E-cadherin and merlin. Concerning the E-cadherin relationship with FA, the reader is

referred to the section 2.1.2. In these trials, FAKs inhibitors are currently tested in several combinations of chemotherapy

and immunotherapy.

2.3.2 Microfluidics of metastasis and tumor vasculature

The interplay between circulating fluids and cancer are numerous and his large topic would require a review by itself. The

applications of this field in cancer management in particularly inspiring. Indeed, in vitro findings, modeling framework and

adaptation to biological cues work together towards clinical applications.

We selected two paradigmatic examples of fluid mechanics application on cancer management. Over the last years,

nanoparticle delivery has emerged as an important topic in which biomechanical models can make an important contribution.

The seminal review of Jain in 2005 [118] pointed out the critical aspect of the normalization of the tumor blood vessels.

The first example is a direct application of this principle: the injection of blocking vascular endothelial growth factor will

normalize the poorly perfused tumor vasculature, resulting in an increase in pressure gradient, and in a reduction of the

vessels diameter. These coupled phenomena can be advantageously modeled and exploited by fluid mechanics, to optimally

design the nanocarriers diameter.

The second example belongs to the experimental field of cancer diagnosis of metastasis: the circulating tumor cells can

be filtered or captured by microfluidic designs. Once again, complementary biological and mechanical approaches lead to

successful applications. They overcome the sparsity of metastatic cells in blood, as well as heterogeneity.

The physical aspects of fluid mechanics in cancer are reviewed in [134]. From a clinical point of view, fluid mechanics’

applications in cancer are reviewed in [86].

Anti-angiogenic therapy and nanoparticles delivery In [44], Chauhan et al. study the effect of anti-angiogenic treat-

ment on the delivery of nanoparticles. The drug is DC101 (ImClone System), a blocking vascular endothelial growth factor

(VEGF) receptor-2, and two nanoparticles are tested: Abraxane, 10 nm diameter and Doxil 100 nm diameter. The experi-

ments are performed on severe combined immunodeficient mice. DC101 and one of the nanoparticles diameter are injected

on days 0, 3 and 6 and imaging by intravital microscopy are performed on days 2, 5 and 8 (imaging is performed through

a window earlier implanted into the animal by surgery). Images are analysed by a custom code in Matlab, developed in a

previous work of Chauhan et al. [43]. The experimental results give that DC101 injections decrease vessels diameters and

enhanced between 2.7 to 3-fold the transvascular flux for the 10 nm particles, but with no change for 100 nm particles.

The mathematical model assumes classic Poiseuille’s law for the blood flow, Starling’s law for the intra/extra-vascular

exchanges and the interstitial fluid flow follows poromechanics Darcy’s law. The nanoparticles delivery is modeled by

advection inside vessels and by advection-diffusion in extra-vascular space. The mathematical model shows that reducing
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vessel wall pore size decreases interstitial fluid pressure in tumors, allowing nanoparticles to enter more easily, but smaller

pores associated with better hydrodynamics obstruct the penetration of bigger nanoparticles. The authors of [44] suggest

that nanoparticles with diameters smaller than 12 nm are ideal for cancer therapy. These numerical results emphasize both

the significance of the normalization of tumor blood vessels [118] and the efficiency of biomechanical modeling in the

nanoparticles delivery challenge.

Microfluidic and circulating tumor cells (CTC) The isolation and characterization of CTC is a key challenge in

metastatic cancer management. This can be achieved by the exploitation of biological properties (CTC biomarkers) or

physical properties (size, deformation, viscosity). The first difficulty is the sparsity of CTC cells, which represent 0.004%

of all cells in metastatic patient blood. Moreover, CTC present a high heterogeneity in biological and physical properties,

thus, a microfluidic device solely based on size filtration and isolation could not be relevant as in a single patient CTC

sizes vary between 4 and 30,µm. The review, in [68], reports several successful examples of dual approaches, biological

and mechanical, which efficiently capture CTC heterogeneities.

In [175], Nagrath et al. present the CTC-chip device. Their approach is based on microposts coated with the antibodies

EpCAM, standing for epithelial∗ cell adhesion molecule. The use of these specific antibodies for the CTC capture is

justified by the over-expression of EpCAM by many carcinomas∗ (lung, colorectal, breast, prostate, among others) and

by its absence of expression in haematologic cells. From the mechanical aspect, two parameters are critical for the CTC

capture: the flow velocity, which determines the duration of the cell/micropost contact, and the minimization of the shear

force, to ensure cell-micropost attachment. Additionally, these two parameters are constrained by a reasonable duration of

patient blood analysis. The CTC-chip has been designed by simulation results. These results indicated that an equilateral

triangle surface of 970mm2, with an architecture of 50µm microposts separated by a shift of 50µm every 3 rows, and

a flow rate of 1 to 2ml · h−1 ensured the best compromise. The CTC-chip successfully identified CTCs in the peripheral

blood of patients with metastatic lung, prostate, pancreatic, breast and colon cancer in 115 of 116 (99%) samples.

Three years later, Stott et al. in [232] proposed an improved design of the CTC-chip. Adding ridges on the wall of the

device creates passive micro-vortex in the flow which notably increase the collision between CTC and EpCAM location.

Therefore, the complex CTC-chip architecture could be simplified in superimposed micro-channels with their walls shaped

by asymmetrical chevrons. The device is denoted Herringbone-Chip. Its design allows for 93% CTC captures at a flow

rate 4-fold higher than CTC-chip. Its high-throughput and easier fabrication make it suitable for clinical use.

These two examples show that the collaboration between biological and mechanical approaches, with a well-designed

modeling, lead to successful clinical applications. Experimental design of isolation of metastatic cells or modeling of

nanocarriers is of critical importance for the future of cancer management. These are inspiring examples of the involvement

of mechanics in cancer.
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2.3.3 Non-thermal electrophysics

We conclude this review of the exploration of electrical treatments currently used in clinical management of cancer. The

first one targets cell membranes: the irreversible electroporation (IRE). IRE is a non-thermal, minimally invasive technique

which provokes tumor cell death by short high-voltage electric pulses. Since 2005 (see Davalos el al. [64]), IRE is a

well-established treatment for non-resectable tumors. We focus on recent development of this technique on several locally

advanced cancers. The second one targets cell mytotic activity: the tumor treating fields (TTF). TTF are the application

of intermediate frequency alternating electric fields with low intensity. In 2019, TTF has been approved by the US Federal

Drug Agency as a new treatment for recurrent glioblastoma∗ multiforme [179].

Electroporation The Irreversible Electroporation is a non-thermal ablation technique which uses electric pulses to disrupt

cell membrane [13]. Since 2005, more than 50 clinical trials have been applied to pancreatic, prostate, liver and kidney

cancer showing that IRE has varying degree of clinical success, and reducing the progression of cancer [13]. Additionally,

recent studies in human and mice suggest that IRE increases immune response of tumor-protective CD8+T cells. The

success combination of IRE and immunomodulatory therapy (GC-CSF/STING agonist) shows significant improvement

of treatment. In Shao et al. [223], an in vitro study shows that IRE enhances tumor antigen release. In the recent

works of Burbach et al. [37], the hypothesis that primary treatment with IRE and following treatment with checkpoint

immunotherapy increase the effective destruction and promote tumor clearance. In this study, authors also indicate that

anti-CTLA-4 is a potential in-situ tumor vaccination strategy which could generate protective tumor-specific CD8+T cells,

which play a critical role in host immune response.

In [144], Lin et et al. conduct a clinical trial on the combination of IRE and immunotherapy by V γ9V δ2 cells. 62

patients (32 control) with stage∗ III PDAC receive IRE therapy and 30 patients receive at least two cycles of V γ9V δ2

cells infusion. This is the first reported immune treatment of PDAC by γ T cells. Advanced PDAC is characterized by a

strong immunosuppressive stroma∗, IRE can improve, by its damaging effect, the drug delivery through this stroma∗, but

also increase tumor cells infiltration. Additionally, IRE provokes systemic change in tumor microenvironment, specifically

in tumor immunity [104]. The combination of IRE and immunotherapy shows a significant improvement median survival

(14.5 months, control 11). This is a promising strategy for treatment of stage∗ III PDAC.

Tumor treating fields (TTF) Glioblastoma∗ is a common brain tumor, which is very aggressive and recurrent. Its 5-year

survival rate is still around 5% percent since 2000 [241]. Its standard of care is, if possible, maximum surgical resection

followed by 6 one-week cycles a concomitant radiotherapy, temozolomide (TMZ) chemotherapy [233]. The TZM is used

for its radio sensitizer effect, and after the 6 cycles, as chemotherapy maintenance for 6 or 12 months. Since 2005, no

significance improvement has been made in this standard of care.

TTF [96] brought progress in glioblastoma∗ survival as shown in the phase III of clinical trial [234]. TTF are an antimitotic

treatment, i.e. they affect dividing cells by delivering low-intensity alternating electric fields via electrodes arrays placed
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on the scalp. It is shown in [96] that the intermediate frequency of 200 kHz has the stronger effect on glioblastoma∗ cells.

In a phase III clinical trial, 637 patients, after the concomitant radiotherapy TZM treatment, receive TTF-TMZ mainte-

nance or TMZ alone during 28 cycles. The TTF treatment shows a significant influence on progression-free (6.7 months

vs. 4.0) and survival (20.9 months vs. 16.0). This treatment is a notable improvement on a particularly difficult cancer

location. Recently, TTF has been approved by the US Federal Drug Agency as a new treatment for recurrent glioblastoma∗

multiforme [179].

Clinical application: key points

•Stroma∗ mecano-biology emerges as a promising field for prognosis∗ tools and new therapeutic targets.

•Fluid mechanics opened new opportunities to experimental design and nanocarriers design, of critical im-

portance in the field.

•Non-thermal electrophysics is a well-established protocol for non-resectable tumors and its recent develop-

ment led to promising new tools for pancreatic cancer and glioblastoma∗ multiforme.

2.4 Challenges and perspectives

In 2009, the National Cancer Institute deputy director Anna Barker wrote ”we had reached an inflection point where we

knew enough about the biology to bring in other fields”. In 2012, Jennie Dusheck wrote a letter published in Nature,

addressed to biologists and entitled ”Oncology: Getting Physical” [69]. She pointed out that since the 1950’s, age-adjusted

cancer mortality rates have declined by only 11% whereas the budget allowed to treatment research have a 25-fold increase.

This letter was mainly motivated by the examples given in the 2011 Nature review cancer of Mauro Ferrari et al. ”What

does physics have to do with cancer” [167], who has an important contribution in cancer nanomedicine [114] and cancer

biophysical modeling [132, 216].

The years following this ‘inflection point’ have shown major reviews of cancer mechanical interplay as ”The role of

mechanical forces in tumor growth and therapy” in 2014 by Jain et al. [119]. The progress of clinical imaging led to

the seminal review by T. Yankeelov et al. ”Clinically relevant modeling of tumor growth and treatment response” in

Science Translational Medicine in 2013 [268]. These studies showed decades of persevering research bringing to light and

mechanics were finally allowed to ‘make its part’ in cancer research. Two examples to illustrate this statement: i) early

research on elevated interstitial fluid pressure inside tumors as impediments of drug delivery in 1988 by Jain et al. [117]

led to nanocarrier design through normalization of tumor vasculature in 2012 [44], ii) early work of Weaver et al. in 1997
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[256] on integrin-mediated phenotype switch led to a clinical tool for early diagnosis of colorectal cancer with a metastatic

prognosis∗ by Bauer et al. in 2020 [19]. Thus, the collaboration between biological and mechanical approaches could be

a key for the next step of cancer treatments.

We have seen enormous efforts in the literature to select the best model, agent-based, individual-based, or focusing

on partial differential equations, to best reproduce the phenomena of interest for computational oncology. However, the

question of verifying whether the problem is solved to a satisfactory accuracy level is mostly neglected in literature. Recent

efforts have been expended in the area of quality control and estimation for biomechanics problems, with the first real-time

error estimation for surgical simulation proposed by Bui et al. in [36]. Additionally, adapting the computational mesh

to obtain optimal accuracy in solving a model with minimal computational cost is a key strategy to obtain an efficient

and precise implementation of computational oncology problems. Therefore, one of the most challenging problems in

computational oncology resides in selecting the right model and identifying the best statistical distribution for each of its

parameters (see Rappel et al. in [196]).

Personalized medicine has been a challenge for the last decade. Since 2017, numerous articles with promising results

are converging within the same modeling framework: i) the coupling of chemical reaction-diffusion equations and multi-

physics mechanical equations, ii) the use of rich clinical patient-specific datasets with the robust experience of mechanical

engineering. This framework is denoted as imaging-informed mechanical-based modeling. Yet the challenge of developing

personalized medicine based on this framework is not achieved, we hope that the clinician will be willing to get acquainted

with these promising new tools.
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2.5 Supplementary information

2.5.1 Presentation of the modeling framework

Tumor growth approaches

In general, the tumor growth between t0 and t may be described by two approaches: the phenomenological approach and

the balance law approach. The older and most famous phenomenological approach is the Gompertz law. The formulation

comes from the work of Anna Laird in 1964 [135]. This adaptation of the sigmoid function can give good results in

vitro, but the in vivo dynamics can not be properly reproduced. The Gompertz law may be replaced by a more general

Logistic law: ∂tN = γ(x)N(t)
�
1− N(t)

θ

�
where the growth rate γ(x) is spatially resolved. These laws can be replaced

or completed by a diffusion law (see the models presented in section 2.2.2), where the tumor is considered as chemical

species diffusing in the domain.

The mass conservation approach poses the problem of cancer growth and treatment relying on fundamental physical

balances (for instance, see [38, 91]). The mass of the system being conserved, the evolution of the tumor volume will

be balanced by the evolution of the other components of the system (fluids, nutrients, and cells). Nevertheless, the mass

exchange between the components
i→T

M may be defined by various constitutive equations, physical or phenomenological.

Tumor growth inhibition

We distinguish two main ways to model the tumor growth inhibition: mechanical inhibition through a stress criterion and

chemical inhibition through a concentration threshold of a chemical agent.

From the displacement u and the material parameters, we can deduce the stress tensor ¯̄σ. In figure 2.4, σ is modeled

with a linear elastic law. Then, a scalar stress metric, such as the Von Mises stress σVM, can be compared to an inhibition

threshold σy. This stress could be compared to an inhibition threshold σy (see figure 2.4).

Chemical inhibition of tumor growth may be modeled with various criteria (e.g. nutrients, treatment), in figure 2.4, it is

oxygen. Oxygen level may be evaluated with a reaction-diffusion equation, as in figure 2.4, or by a heuristic relationship.

Then it is compared with the hypoxia∗ threshold.

Depending on how the inhibition is modeled, dependencies will be added to the tumor growth model. The growth rate γ

may become γ(O2), the tumor cells diffusion coefficient DT may become DT (σVM) or the mass exchange between the

system components
i→T

M may become
i→T

M (O2,σVM).
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Figure 2.3: Tumor growth approaches
Phenomenological:

• Gompertz law:

N(t) = N0 exp

�
ln

�
θ

N0

�
(1− exp(−γt))

�

t time, N(t) tumor cell density at time t, N0 tumor cells initial density, θ carrying capacity of the domain, γ growth
rate (see [135]).

• Diffusion law: ∂tN = ∇ · (DT∇N)
DT the diffusion coefficient of tumor cells.

Mass conservation: 



∂t(ρ
TV T ) =

P i→T

M

P
∂t(ρ

iV i) = −P
i→T

M i ̸= T

V T tumor volume, i other components of the system (for instance, interstitial fluid, stroma∗).
i→T

M mass exchange between

phases i and T .
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Figure 2.4: Tumor growth inhibition may be modeled as:

•Mechanical, with a stress inhibition threshold σy.

¯̄σ =
¯̄̄̄
C(E, ν) : ϵ(u)

σVM =

r
3

2
(σ − tr(¯̄σ)

3
¯̄I)

and test if σVM ≥ σy

•Chemical, with a hypoxia∗ threshold O2crit.

∂t(C)−∇ · (DC∇(C)) = TSource − TSink

and test if C(t) ≤ O2crit

where DC is the diffusion coefficient of the evaluated chemical agent, here oxygen.
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Specificity of poromechanics

Elastic solid and porous system mechanics.

•An elastic solid is characterized by two material parameters, the Young’s modulus E -its stiffness- and the Pois-
son’s ratio ν -its compressibility-. Each elastic solid in the domain has its own tuple (E, ν). The unknown of the system
is the displacement field u. The linear momentum balance, in absence of external load, reads:

∇ · σ = 0 with

σ =
Eν

(1 + ν)(1− 2ν)
ϵ(u) +

E

2(1 + ν)
tr(ϵ(u)) ¯̄I

•A porous system is composed of porous solid(s) with inner fluid(s) passing through. An elastic porous solid is
defined by the elastic tuple (E, ν) and its permeability k. The fluid is characterized by its dynamic viscosity µ. The
unknowns of the system are the displacement field u and the fluid pressure p. The system linear momentum balance, in
absence of external load, reads:

∇ · σT = 0 with σT = σ − p ¯̄I
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Diffusion of chemical species

•In an elastic solid a diffusive chemical species may be added. Its diffusion will depend only on its diffusion coef-
ficient D. However, this coefficient may be space dependent D(x) and partially coupled to the elastic solid through a
stress inhibition threshold D(σVM).

•In a porous medium, diffusive chemical species will also be advected by the inner fluid. A Darcy’s term, depen-
dent on both permeability k and dynamic viscosity µ, will be added to the diffusion equation.
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2.5.2 Glossary of clinical terms

Adenocarcinoma: From Greek Adeno ‘gland’. Subtype of carcinoma∗ which originates

or presents the characteristics of a gland.

Apoptosis: From Greek ‘falling off’. Programmed cell death. Contrary to

necrosis∗, this is a highly regulated and controlled process.

Carcinoma: From Greek ‘crabe’. Subtype of cancer characterized by abnormal

and excessive growth of epithelial∗ cells.

Desmoplasia: Formation of connective tissue due to proliferation of fibroblasts∗.

Epithelial cells: These cells, thanks to their organized cell-cell adhesions, form a thin

and continuous layer of packed cells that covers the outer surfaces

of the organs. Epithelial cells also constitute the main component of

glands.

Etiology: Causes of disease.

Extra-cellular matrix: Non-cellular material secreted by cells into the surrounding medium,

which provide cell adhesion and intercellular communication. De-

pending on the cells, this material is mainly composed of collagen

(fibrous structure), elastin (elastic property), fibronectin (cell adhe-

sion) or glycosaminoglycans (shock absorption).

Fibroblast: Mobile cell that produces the extra-cellular matrix∗ collagen.

Focal adhesion: Sub-cellular structure that serves as the mechanical linkage to the

extra-cellular matrix∗, i.e. cell-matrix adhesion. This mechanical

linkage forms by the concentration of integrin proteins (and other

signaling proteins) upon fibronectin and other cell-matrix adhesion

sites.

51



Glioma: Brain tumor originating of glial cells, mainly from oligodendrocytes

or astrocytes.

Glioblastoma: Stage∗ IV glioma∗. Aggressive and recurrent, characterized by

necrotic core and/or micro-vascular abnormal proliferation. Glioblas-

toma almost exclusively come from astrocytes (rare hybrids may have

an oligodendrocytes-astrocytes profile).

Histology: From Greek ‘Tissue knowledge’. The study of the microscopic

anatomy of tissues. Various processes are involved: light microscopy,

cell staining or freezing.

Hypoxia: At the cell’s scale, it refers to a state in which oxygen supply is

insufficient. If this insufficiency is severe and prolonged, it could lead

to necrosis∗.

Lymphoma: Cancers of lymphocytes (white blood cells). The common feature of

different types of lymphoma is the enlargement and the swelling of

lymph nodes.

Mesenchymal cell: Undifferentiated cell, highly mobile, which can form various tissues

(muscle, bone, neural tube). Epithelial∗ cells can lose their organiza-

tion and return to the state of mesenchymal. This process is termed

epithelial to mesenchymal transition (EMT).

Necrosis: From Greek ‘death’. External factors, such as infection or trauma,

cause cell deregulation leading to death, which provokes an inflam-

matory response of the surrounding tissue.

Neoadjuvant therapy: Therapy or a group of therapies (radio-, immuno- or chemotherapy)

that are delivered before surgery or another primary treatment with

curative intent.
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Parenchyma: Functional part of an organ, complemented by the stroma∗.

Phenotype: Observable characteristics resulting from the interaction of a geno-

type with its environment.

Prognosis: From Greek ‘foreseeing’. Expected development of a disease.

Stage: Staging of cancer: I - local, benign; II invasion of nearby tissue; III

lymph node invasion; IV metastatic, recurrent.

Stroma: Structural part of an organ, also termed connective tissue, comple-

mented by the parenchyma∗.
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2.5.3 List of acronyms

ADC Apparent diffusion coefficient

BOLD Blood oxygen level dependent

CE Contrast enhanced

CFD Computational fluid dynamics

CNN Convolutional neural network

CSF Cerebro-spinal fluid

CT Computed tomography

CTC Circulating tumor cell

DCE-MRI Dynamic contrast enhanced magnetic resonance imaging

DTI Diffusion tensor imaging

DW-MRI Diffusion weighted magnetic resonance imaging

ECM Extra-cellular matrix∗

EGF Epidermal growth factor

EMT Epithelial∗ to mesenchymal∗ transition

F-FDG 18fluor-fluorodeoxyglucose (radio-tracer)

FAKs Focal adhesion∗ kinases

FlAIR Fluid attenuated inversion recovery

GBM Glioblastoma∗ multiforme

H&E Hematoxylin and eosin

HER2 Human epidermal growth factor receptor 2

IRE Irreversible electroporation

MEC Mammalian epithelial∗ cell

MRI Magnetic resonance imaging

PET Proton emission tomography

rCVB Relative cerebral blood volume

TTF Tumor-treating fields
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Chapter 3

In vitro poromechanical modeling of tumor

growth

Convention

Font Mathematical quantity

Italic scalar s

Bold vectorial v

h̄ h homogenized

n > 1 overlines nth order tensorial, i.e. 2nd order ¯̄T

3.1 Introduction to poromechanics

We present in this section the historical context and basic notion of poromechanics. The provided examples come from

the books chapter of Detournay et al. in [66], A. Verruijt [253] and Gueguen et al. in [100]. The reader may be referred

to them for further readings.

The first objects of the mechanics of porous medium are rocks and soil. The physical fact that best summarizes this

primary approach, give in [66] is “(i) an increase of pore pressure induces a dilation of the rock, and (ii) compression of the

rock causes a rise of pore pressure, if the fluid is prevented from escaping the pore network. These coupled mechanisms

bestow an apparent time-dependent character to the mechanical properties.” This phenomenon was first exploited by the

engineer Darcy in 1857 to build fountains. The study of poromechanics was first motivated by civil engineering problems,

such as the progressive settlement of the soil under buildings, termed as consolidation. Terzaghi was the first in 1923 to

formulate a theory of poromechanics, based on the consolidation problem. However, his one-dimension theory relied on

strong hypotheses which impeded further generalization. It is Biot in 1941 who first exposed a general theory consistent
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with the physics of porous medium.

We introduce vocabulary and elements of notation which will be used thereafter in the manuscript. The porosity

ε is the ratio of the pore volume to the total porous medium volume. Its complement, the solid scaffold, is noted εs.

The drained or undrained conditions refer to the asymptotic cases of poromechanics. If the fluid can freely flow outside

the solid scaffold, this problem is solved under drained condition. If the solid scaffold boundary is impervious, this con-

dition is termed as undrained. The strain ϵ denotes a relative deformation of the porous body, respectively of an initial state.

We can now present a very important concept of Biot’s theory: the effective stress. It is introduced, as prescribed in

[100], by the close concept of effective pressure. Let a homogeneous porous medium, composed of a solid scaffold and

one fluid phase, in undrained condition. To reduce the complexity, we consider a one-dimensional case. Let P and p, two

pressures with P > p, and let Ks the bulk modulus of the solid scaffold and K the bulk modulus of the entire porous

medium. If the external boundary of the medium is subjected to the compressive pressure P − p, and there is no pressure

in the pore, then the strain of the porous medium will be equal to:

ϵ = −P − p

K

If the external boundary of the medium is subjected to the compressive pressure p, and there is an inner pressure also equal

to p in the pore, then the strain of the porous medium will be only supported by the solid scaffold, then:

ϵ = − p

Ks

Finally, if we superimpose these two linear cases, we obtain the case of a porous medium subjected to an external pressure

P and with an inner pressure p in the pore. The corresponding strain is equal to:

ϵ = −P − αp

K
α = 1− K

Ks

α is denoted the Biot’s coefficient1 and P − αp the effective pressure. In the manuscript, we hypothesize that the solid

scaffold is incompressible. Therefore, the Biot’s coefficient will always be equal to 1.

In the manuscript, we model microscopic phenomena at the macroscopic scale. Thus, we need to introduce a last

notion: the representative elementary volume (REV). We chose the description of [100] for this notion. The continuum

mechanics hypothesises that “[...] all defined mechanical quantities are averaged over spatial and temporal scales that are

1In the literature, the Biot’s coefficient is noted b. Unfortunately, in this multidisciplinary manuscript, this letter had too many confusing
uses.
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large compared with those of the microscale process, but small compared with those of the investigated phenomenon.”

The REV is in the middle of both scales. From a macroscopic point of view, the REV appears as a macroscopic point,

where all the phases, solid and fluid, are superimposed. Inside the REV, the microscopic geometry can be described. In

the manuscript, the volume of a REV may be approximated by a sphere between 5µm and 30µm. The physical quantities

that result of the homogenization of microscopic processes are noted with an over-line h̄.

3.2 Article

This work was published in 2021 in the PLOS One review, see Urcun et al. [247].

Contribution (CRediT author statement)

Conceptualization, Methodology, Software, Validation, Investigation, Writing – original draft

Digital twinning of Cellular Capsule Technology: emerging outcomes from the

perspective of porous media mechanics

Urcun Stéphane1,2,3 ¶, Rohan Pierre-Yves1 ¶, Skalli Wafa1, Nassoy Pierre4, Bordas Stéphane P.A.2, Sciumè Giuseppe3*

1 Institut de Biomécanique Humaine Georges Charpak, Arts et Metiers Institute of Technology, Paris, France

2 Institute for Computational Engineering Sciences, Department of Engineering Sciences, Faculté des Sciences de la

Technologie et de Médecine, Université du Luxembourg, Campus Belval, Luxembourg

3 Institut de Mécanique et d’Ingénierie, Université de Bordeaux, Talence, France

4 Institut d’Optique Graduate School, CNRS UMR 5298, Talence, France

* giuseppe.sciume@u-bordeaux.fr

Abstract

Spheroids encapsulated within alginate capsules are emerging as suitable in vitro tools to investigate the impact of me-

chanical forces on tumor growth since the internal tumor pressure can be retrieved from the deformation of the capsule.

Here we focus on the particular case of Cellular Capsule Technology (CCT).

We show in this contribution that a modeling approach accounting for the triphasic nature of the spheroid (extracel-

lular matrix, tumor cells and interstitial fluid) offers a new perspective of analysis revealing that the pressure retrieved

experimentally cannot be interpreted as a direct picture of the pressure sustained by the tumor cells and, as such, cannot

therefore be used to quantify the critical pressure which induces stress-induced phenotype switch in tumor cells.
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The proposed multiphase reactive poro-mechanical model was cross-validated. Parameter sensitivity analyses on the digital

twin revealed that the main parameters determining the encapsulated growth configuration are different from those driving

growth in free condition, confirming that radically different phenomena are at play. Results reported in this contribution

support the idea that multiphase reactive poro-mechanics is an exceptional theoretical framework to attain an in-depth

understanding of CCT experiments, to confirm their hypotheses and to further improve their design.

3.2.1 Introduction

As a tumor grows, it deforms the surrounding living tissues, which, in turn, produce pressure on the growing tumor and

causes strains and associated stresses. Mechano-biology focuses on these mechanical forces and their interplay with biolog-

ical processes which has been extensively studied experimentally [107, 192, 48]. Within this context, current mathematical

models of tumor growth are becoming more and more reliable, complement experiments and are useful tools for under-

standing, explaining and building upon these experimental findings [119, 235, 88].

This article focuses on the Cellular Capsule Technology (CCT), an experimental protocol developed by some of the au-

thors in [4] where multi-cellular tumor spheroids (MCTS) were cultured within spherical porous alginate capsules. The

latter, after confluence (i.e. when the MCTS comes in contact with the inner wall), work as mechanosensors i.e. from

their deformation, one can retrieve the stress state within the MCTS. The interaction pressure between the MCTS and

the capsule, coming from the basic action-reaction principle, is a capital information since, as envisioned in [4], it could

enable the prediction of stress-induced phenotype alterations to characterize cell invasiveness. To this aim, it is essential to

quantify the critical pressure which induces the phenotype switch. Notably, it is also relevant to quantify the characteristic

time of this process since one can infer that a relatively high pressure sustained by cell during a relatively short time does

not lead to phenotype modifications.

Using the measured interaction pressure as a direct discriminant to predict the occurrence of the phenotype switch is very

attractive also due to the simplicity of the concept. However, as hypothesized in this paper, directly linking the interaction

pressure and the phenotype switch could be a simplistic shortcut since behind the promising practical simplicity of the

MCTS-capsule concept, there is a behavior which is not trivially explainable with basic physical concepts. Indeed, the

interaction pressure is a quite overall consequence encompassing several mechanisms at a lower level of description. The

mechanics of porous media, on which is founded the proposed digital twin of the CCT experiment proposed in this contri-

bution, has emerged as an excellent paradigm to model and possibly reveal these mechanisms offering a new perspective

from which one can better interpret and exploit results of the CCT.

The internal structure of a tumor is typically very heterogeneous. Hence, instead of analyzing the system with a homo-

geneous modeling framework - which is the only option to exploit available data and produce clinically-relevant tumor

forecasts (e.g., see [268]), in this contribution the MCTS is modeled as a multiphase continuum consisting of tumor cells,

interstitial fluid and an extracellular matrix. This is possible thanks to the richness of experimental data provided by CCT.

Mathematical modeling enables retrieving of the stress of each phase from the Biot’s effective stress principle and the
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adopted multiphase formulation. The model is founded on the rigorous framework provided by the Thermodynamically

Constrained Averaging Theory (TCAT) of [99].

To guarantee the scientific relevance of numerical results, the reliability of the model was evaluated using a crossing vali-

dation methodology. This has allowed a step-by-step customization of the mathematical model, obtaining a mechanistic

formulation which remains predictive also when the experimental conditions of CCT experiment are modified. Systematic

sensitivity analyses have been helpful for the analysis and interpretation of results, allowing for quantification of the relative

relevance of mechanisms underlying tumor growth phenomenology.

The effective digital twinning of the MCTS-capsule system and emerging biophysical outcomes from the perspective of

multiphase porous media mechanics constitute together the novelty of this work. Differently from existing modeling ap-

proaches, which are often phenomenological and either too simplistic or too complex that their utility is very weak, the

proposed modeling approach is mechanistic and contains the suitable degree of complexity to be representative such a kind

of experiment.

3.2.2 Methods and Model

CCT offers a framework to quantitatively assess the influence of mechanical stresses and its coupling with other biophysical

factors impacting tumor cells proliferation and metabolism. Input data for the mathematical model can be retrieved from

the CCT experimental conditions; furthermore, numerical results in terms of pressure and displacement can be compared

with those measured experimentally. This motivated the selection of CCT as reference experiments.

For the sake of clarity, the experimental observations reported by [4] together with some additional data provided by the

authors are briefly summarized in the following subsection. The mathematical model and the in silico reproduction process

are then presented.

Encapsulated MCTS: experimental procedure and observed phenomenology

MCTS cultures have been developed to overcome the limitations of 2D cultures which, inherently, lead to artifacts in

cellular behaviors [62], and investigate biophysical aspects. They involve integrin-mediated adhesion, cell differentiation,

or drug penetration as a readout for efficient delivery of active species, for which the 3D architecture of the tumor cell

aggregate is suspected of having a significant contribution.

MCTS are generally formed and cultured in aqueous medium that we will refer to as “free conditions”. Recently, Alessandri

et al. [4] developed a microfluidic technique, namely the CCT, to produce confined MCTS cultures, and they demonstrated

that confinement-induced mechanical forces inhibit tumor growth as previously shown[107] but may also trigger a switch

towards an invasive phenotype of the tumor cells, with a mechanism that differs from the one mediated by matrix rigidity-

sensing [192]. The CCT allows the encapsulation and growth of cells inside permeable, elastic, hollow hydrogel microspheres

for the production of size-controlled MCTS. The hydrogel is made of calcium alginate whose pore size of about 20 nm
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provides a permeability that permits free flow of nutrients and oxygen and ensures favorable conditions for cell proliferation.

All experimental details and useful references can be found in [4], [243]. Briefly, alginate spherical capsules are generated by

co-extrusion using a 3D printed device composed of 3 co-axial channels (see figure 3.1.A): the outermost channel contains

the alginate solution; the innermost capillary contains the cells in suspension; the intermediate channel contains an inert

(sorbitol) solution that creates a barrier against calcium diffusion from the cell suspension to the alginate solution and

subsequent plugging of the device. At flow rates in the 30-45 mL/h range for each channel, a composite liquid jet exits

the nozzle and gets fragmented into composite droplets (of radius of the order of the diameter of the nozzle) due to the

Rayleigh-Plateau instability. Composite droplets fall into a calcium bath. Since alginate crosslinks almost instantaneously

in the presence of divalent ions, hydrogel shells encapsulating cells are readily formed. Then, cellular capsules are washed

and transferred to a culture medium and placed in an incubator for temperature and atmosphere control. The capsule

therefore serves as a micro-compartment for 3D cell culture.

In the present work, we used CT26 cell lines which are derived from mouse colon carcinoma. During the early stages,

cells aggregate with each other. Upon proliferation, the MCTS first grows freely and increases the fraction of the capsule

volume occupied by cells until the capsule is filled. By analogy with 2D cell monolayers in a Petri dish, this stage is

named confluence. From then on, the MCTS interacts with the alginate shell and deforms it. Conversely, the dilated

capsule exerts back a confinement pressure due to action-reaction principle. In this respect, the post-confluent growing

MCTS can be regarded as a tumor model that grows against the surrounding tissues and organs. While necrosis at the

core of freely growing MCTS due to nutrient diffusion limitation is well known, once the radius of the MCTS exceeds

∼ 250-300 µm, similar necrosis can be observed in this experiment, suggesting that both confinement pressure and non-

optimal oxygenation due to increased cell density cause these important measurable heterogeneities along the spheroid

radius. In order to use the capsules as stress sensors, we need to characterize the material (Young’s modulus Ealg) and

morphological (shell thickness, inner and outer radii) properties. First, the dilatation of the alginate capsule was shown

to exhibit an elastic deformation with negligible plasticity and no hysteresis. Young’s modulus was measured by atomic

force microscopy indentation and osmotic swelling and has been found to be equal to Ealg = 68± 21kPa [4]. Second, and

quite remarkably, i) the size of the capsules is set by the size of the nozzle, indicating that different capsule sizes can be

obtained by fabricating another microfluidic chip; ii) the thickness of the shell can be tuned with a given chip by varying

the ratio between the flow rates in the different channels. For instance, increasing the inner flow rate of the cell suspension

with respect to the sum of all flow rates will make the shell thinner. On the basis of these measured parameters, capsules

can truly be used as a biophysical dynamometer by using a relation that yields the variation of the inner pressure from the

measurement of the capsule radial deformation.

To do so, we used time lapse phase-contrast video-microscopy, which is minimally invasive in terms of photo-toxicity and

thus allows monitoring MCTS growth over several days (up to about a week). While MCTS are clearly visible because of

the strong light absorption by living tissues, the alginate shell, which is made of 98% water, is fainter. Images were thus

analyzed using a custom-made, gradient-based edge detection algorithm that allows tracking simultaneously RMCTS and
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Rout. At time t = 0, Rin was measured manually and did not vary as long as confluence was not reached. In these pre-

confluent stages, for all capsule thicknesses, the growth rate of the CT26 spheroid was not significantly different from the

one derived from freely growing conditions, indicating that access to nutrients is not compromised by the presence of the

alginate shell, whatever its thickness. When confluence was reached (i.e. when RMCTS=Rin), simultaneous monitoring of

RMCTS and Rout allowed computing the variation of the shell thickness, b, which was averaged over the capsule perimeter.

After confluence, the behavior strongly deviated from that of the free MCTS case. Qualitatively, the same phenomenology

was observed for all capsule thicknesses. However, capsule thickness appeard to be a significant determinant of MCTS

confined growth when quantitative analysis was performed. Finally, we also reported radial distributions of cell nuclei, dead

cells and proliferative cells. These data were obtained i) by fixing the samples at different time points, typically before

and after confluence, following standard protocols, then ii) by embedding them in a resin and freezing for cryosection.

Immunostaining for nucleus (DAPI) and cell proliferation (KI-67) was performed using two types of fluorophores. Confocal

images were then analyzed using standard ImageJ routines for particle detection. To detect dead cells, we exploited the

fact that nuclei of dead cells are smaller and brighter (when DAPI-stained) than the ones of living cells. We thus applied

additional threshold criteria for brightness and size.

The pressure exerted by the MCTS was calculated using the formalism of thick-walled internally pressurized spherical

vessels, and thus could be compared to the stress of each phase from the Biot’s effective stress principle of the multiphase

system. Assuming that the alginate gel is isotropic and incompressible the radial displacement of the inner wall, u(Rin),

reads

u(Rin) =
3

4

Pconf

E

Rin

1− (Rin/Rout)3
(3.1)

where Pconf is the internal pressure, E is the Young’s modulus, and Rin and Rout are the inner and outer radii of the

capsule, respectively. Alginate incompressibility also implies volume conservation of the shell. This gives the following

constraint equation

R3
out(t)−R3

in(t) = R3
out(0)−R3

in(0) = δ(R3
0) (3.2)

Using this equation, the two time variables Rin(t) and Rout(t) can be separated and pressure, P (t), written as a function

of Rin(t) only

Pconf(t) =
4

3
E

�
1− 1

1 + δ(R3
0)/R

3
in(t)

�
u(Rin(t))

Rin(t)
(3.3)

Experimental input data

First, we considered the denoted training dataset:

• for the free MCTS, denoted FG0, the volume was monitored over a time span of 8 days (Fig.3.1B) ;

• for the encapsulated MCTS, denoted CCT0, the radial displacement of the capsule (inner radius R = 100µm and

thickness h = 34µm) was monitored for 8 days (Fig.3.1C).
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The reliability of the mathematical model was then tested with a validation dataset (Fig. 3.1D):

• Two thick capsules, denoted CCT1 (R = 91µm, h = 30µm) and CCT2 (R = 116µm, h = 38µm);

• Two thin capsules, denoted CCT3 (R = 98µm, h = 9µm) and CCT4 (R = 102µm, h = 9µm);

Sparse experimental data have been used to qualitatively measure the model emerging outcomes: the measurements of cell

states (quiescent, proliferative, necrotic) of a R = 50µm free MCTS denoted FGS (Fig. 3.1.E) and a small thick capsule,

denoted CCTS (R = 50µm, b = 12µm), 26 hours after confluence (Fig. 3.1.F). Concerning the stiffness of the alginate,

Ealg, a range Ealg = 68± 21kPa is provided.

The mathematical model: a physics-based description of the MCTS-capsule system

Our understanding of the physics and mathematical modeling in oncology has made significant progress owing to our

improved ability to measure physical quantities associated with the development and growth of cancer. Hence, health

research centers have been collaborating with engineers, mathematicians and physicists to introduce mechano-biology

within clinical practice. In [151], the growth inhibition by mechanical stress has been used to reproduce patient specific

prostate cancer evolution. This approach can be supplemented by biochemical and genetic approaches, for the prediction

of surgical volume for breast cancer [71], or the diffusion of chemical agent in pancreatic cancer [132]. For several years,

robust clinical oriented modeling frameworks have emerged (see the seminal article of [268]) wherein multi-parametric MRI

patient sets have been processed to initiate patient specific modeling conditions [110]. Recent developments in [111] lead

to a deep integration of mathematical oncology in the clinical process, from pre-clinical cell-line growth used for model

pre-calibration to multi-parametric MRI for patient specific calibration.

In physics-based modeling, three approaches are currently used to model cancer: discrete, continuum and hybrid (the reader

is referred to more detailed descriptions in the work of [155]). Among continuum models, poromechanical ones (e.g., see

[214, 216, 162, 88]) emerge today as valid approaches to model the interplay between biomechanical and biochemical

phenomena. As extensively reported in the literature, appropriate elementary models for describing the response of tumour

tissue to mechanical and environmental cues will depend on its timescale. At very short time scales (seconds to minutes),

tumour cell response is dominated by the elastic response of the cytoskeleton giving tumours a solid-like behavior. For

times much longer than a second on the other hand, the response of the cytoplasm to solicitations is essentially viscous

and tumour tissue undergoes cellular reorganizations, which lead to large persistent deformations easily represented by a

fluid-like viscoelastic model. In this contribution, tumour tissue is modeled neither as a fluid, nor as a solid, but as a

multiphasic continuum consisting of a solid matrix (ECM) filled by Newtonian fluid phases.

The application of physics-based models is continuously growing with, for example, in vivo modeling reproducing the

vascular behavior and experimental validation using histological animal and human samples [235], hybridization of porome-

chanics and cell population dynamics to mimic the effect of in vivo micro-environment [88] or more classic pre-clinical in

vitro tumor growth [162].
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In this paper the multiphase reactive poro-mechanical model of [216] is here further developed and customized for digital

twinning of CCT in order to reproduce numerically the experiment of [4] gaining additional information not yet measurable

in vitro.

Our approach considers the tumor tissue as a reactive porous multiphase system: tissue extra-cellular matrix constitutes

the solid scaffold while interstitial fluid (IF) and tumor cells (TC) are modeled as fluid phases. Hence, the mathematical

model is governed by momentum and mass conservation equations of phases and species constituting the MCTS-capsule

system. Once the capsule is formed, three different spatial domains can be defined (Fig. 3.2.A): the intra-capsular domain

where the tumor cells phase (t), the medium/interstitial fluid phase (l) and the extra cellular matrix phase (s) coexist;

the alginate shell domain, where a solid scaffold phase (s) and the medium fluid phase (l) coexist; and the extra capsular

domain where the only medium fluid phase (l) exists. In these three domains, strains are calculated according to the theory

of poro-elasticity which always assumes the presence of a certain solid phase volume fraction constituting the porous/-

fibrous medium. Therefore, a certain proportion of the solid phase must always be present even in the extra-capsular

domain where it does not exist. Despite this unrealistic condition enforced by the theoretical framework, the reliability of

the model is only weakly affected, because the stiffness of this fictitious solid phase is two orders of magnitude lower than

that of the alginate solid scaffold (Fig.3.2.A). A unique physical model is defined for the three domains, with some penalty

parameters (e.g., a low intrinsic permeability in the alginate domain) to avoid cell infiltration in the alginate shell. Oxygen

advection-diffusion within the medium/interstitial fluid phase is considered. Oxygen acts as the limiting nutrient of TC

with prolonged hypoxia leading to the cell necrosis.

The physical model consists of five governing equations:

• the solid scaffold s mass conservation

• the tumor cell phase t mass conservation

• the medium/liquid phase l mass conservation

• the advection-diffusion equation of oxygen in the medium/liquid phase l

• the momentum conservation equation of the multiphase system.

We have four primary variables: three are scalar and one vectorial.

• pl the pressure of the medium/interstitial fluid

• ptl the pressure difference between the cell phase t and the medium/interstitial fluid l

• ωn̄l the mass fraction of oxygen

• us the displacement of the solid scaffold.
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We also have two internal variables: the porosity ε and the TC necrotic mass fraction ωNt. The evolution of porosity

is calculated from the mass conservation equation of the solid phase while the mass fraction of necrotic cells is updated

according to the tissue oxygenation in the TC phase (see [214]). We introduce two kinds of closure relationships for the

system: mechanical and mechano-biological. Details about the derivation of the governing equations and these constitutive

relationships are provided in the following sub-paragraphs.

The multiphase system

Three phases constitute the multiphase system namely: the solid scaffold s, the medium/interstitial fluid l and the tumor

cells phase t. Hence, at each point in the domain, the following constraint must be respected

εs + εt + εl = 1, (3.4)

where εα is the volume fraction of phase α. Defining the porosity ε as

ε = 1− εs, (3.5)

Equation 3.4 can also be expressed in terms of the saturation degree of fluid phase, Sf = εf/ε (with f = t, l)

St + Sl = 1. (3.6)

Mass conservation equations

We express the mass conservation equation for each phase. We use a material description for the motion of the solid phase

and a spatial description for the fluid phases, whose reference space is that occupied by the solid scaffold. As the solid is

deformable, this reference space is not fixed in time but evolves according to the displacement of the solid phase. For this

reason we express mass conservation equations for each phase and species in their material form with respect to the solid

scaffold velocity. Mass conservation equations of solid, cell and interstitial fluid phases read:

Ds

Dt
(ρsεs) + ρsεs∇ · vs̄ = 0, (3.7)

Ds

Dt

�
ρtεSt

�
+∇ · (ρtεStvt̄s) + ρtεSt∇ · vs̄ =

X

i∈l

i→t

M
,

(3.8)

Ds

Dt

�
ρlεSl

�
+∇ · (ρlεSlvl̄s) + ρlεSl∇ · vs̄ = −

X

i∈l

i→t

M
,

(3.9)
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where Ds

Dt is the material time derivative with respect to the solid phase, ρα is the density of phase α, vs̄ is the velocity

vector of the solid phase,
P

i∈l

i→t

M is the total mass exchange (water, oxygen and other nutrients) from the interstitial

fluid to the tumor due to cell growth and metabolism, vt̄s is the relative velocity of cells and vl̄s is relative velocity of the

interstitial fluid with respect to the solid phase.

The tumor cell phase is a mixture of living (LTC) and necrotic tumor cells (NTC), with mass fraction ωL̄t and ωN̄t,

respectively. The following constraint applies

ωL̄t + ωN̄t = 1. (3.10)

Mass conservation equations for each fraction, assuming that there is no diffusion of both necrotic and living cells, read

Ds

Dt

�
ρtωL̄tεSt

�
+∇ · (ρtωL̄tεStvt̄s) + ρtωL̄tεSt∇ · vs̄ =

X

i∈l

i→t

M − εtrNt, (3.11)

Ds

Dt

�
ρtωN̄tεSt

�
+∇ · (ρtωN̄tεStvt̄s) + ρtωN̄tεSt∇ · vs̄ = εtrNt, (3.12)

where εtrNt is the death rate of tumor cells. Note that only one of Eqs 3.11-3.12 is independent: actually, one can be

obtained subtracting the other from Eq. 3.8 and accounting for the constraint Eq. 3.10.

Oxygen is the only nutrient which we consider explicitly. Another mass balance equation is introduced which governs the

advection-diffusion of oxygen, n, within the interstitial fluid

Ds

Dt

�
ρlωn̄lεSl

�
+∇ · (ρlωn̄lεSlvl̄s) +∇ · (ρlωn̄lεSlun̄l) + ρlωn̄lεSl∇ · vs̄ = −

nl→t

M
,

(3.13)

where un̄l is the diffusive velocity of oxygen in the interstitial fluid and
nl→t

M the oxygen consumed by tumor cells due to

their metabolism and proliferation rate.

Momentum conservation equations

We neglect here the effect of gravitational body forces as their contribution is negligible compared to that of other forces.

Furthermore, as we assume quasi-static processes and small difference in density between cells and aqueous solutions,

inertial forces and the force due to mass exchange can also be neglected. These assumptions simplify the general form of

the linear momentum balance equation given in [99] which becomes

∇ · (εαt ¯̄α) +
X

K∈Jcα

K→α

T = 0 (α = s, t, l), (3.14)

where t ¯̄α is the stress tensor of phase α, Jcα is the set phases connected to α and
K→α

T is the interaction force between

phase α and the adjacent phases. Summing Eq. 3.14 over all phases gives the momentum equation of the whole multiphase
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system as

∇ · t ¯̄T = 0, (3.15)

where t
¯̄T is the total Cauchy stress tensor acting on the multiphase system.

Assuming that for relatively slow flow, the stress tensor for a fluid phase,f , can be properly approximated as

t
¯̄f = −pf1 (f = t, l) (3.16)

where pf is the averaged fluid pressure and 1 the unit tensor, Eq. 3.14 which apply for a generic phase α (solid or fluid)

can be expressed in an alternative form for fluid phases as [214]

εf∇pf +Rf · (vf̄ − vs̄) = 0 (f = t, l) (3.17)

where Rf is a symmetric second-order resistance tensor accounting for interaction between the fluid phase and the solid

phase, s. Eq. 3.17 can be rewritten as

−Kf ·∇pf = εf (vf̄ − vs̄) (f = t, l), (3.18)

where Kf = (εf )2(Rf )−1 is called the hydraulic conductivity. The hydraulic conductivity depends on the dynamic

viscosity of the flowing fluid, µf , on the intrinsic permeability of the porous scaffold, k, and on the fluid saturation degree,

Sf , via a relative permeability function kfrel(S
f ) = (Sf )A (A depending on the fluid characteristics, see [215, 219]). As

customary in biphasic flow problems we set here Kf = k
kf
rel(S

f )

µf 1. Hence, the governing linear momentum conservation

equations for tumor cells and interstitial fluid read respectively

−k
ktrel(S

t)

µt
∇pt = εt(vt̄ − vs̄), (3.19)

−k
klrel(S

l)

µl
∇pl = εl(vl̄ − vs̄), (3.20)

Effective stress principle

We assume here that all phases are incompressible. However, the overall multiphase system is not incompressible, because

of the presence of porosity that evolves according to the scaffold deformation. As all phases are incompressible, their

densities ρα (with α = s, t, l) are constant and the Biot’s coefficient is equal to 1. With these premises, the total Cauchy

stress tensor appearing in Eq. 3.15 is related to the Biot’s effective stress as follows

t
¯̄E = t

¯̄T + ps1, (3.21)
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where ps = Stpt + Slpl is the so-called solid pressure, describing the interaction between the two fluids and the solid

scaffold.

The chosen closure relationship for the effective stress t
¯̄E is linear elastic:

t
¯̄E =

¯̄̄̄
C : ϵ(us̄), (3.22)

with ϵ(us) = 1
2 (∇us̄ + (∇us̄)T ) and

¯̄̄̄
C(λ, µ) the fourth order elasticity tensor,

reduced in Voigt notation:




λ+ 2µ λ λ 0 0 0

λ λ+ 2µ λ 0 0 0

λ λ λ+ 2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ




with the Lamé constant λ =
Eν

(1 + ν)(1− 2ν)
and µ =

E

2(1 + ν)
.

E is the Young modulus of the solid scaffold and ν its Poisson ratio.

Pressure-saturation relationship

The experimental measurement of cells density inside the capsule revealed a strong dependency to necrotic fraction ωN̄t.

Hence, the pressure-saturation closure relationship has been improved with respect to that proposed in [216], to be more

physically relevant and adapted to confinement situation

St =
2

π
arctan

�
ptl

(1− ωN̄t)a

�
, (3.23)

with ptl pressure difference between tumor and interstitial fluid (i.e. ptl = pt − pl). The saturation is directly linked to

the partial pressure of the phase and a constant parameter a, which accounts for the effect of cell surface tension and of

the refinement of the porous network (see [219] for the biophysical justification of the proposed equation). Its influence is

offset by the necrotic fraction of tumor cells, ωN̄t (see Fig. 3.3), which allows us modeling necrotic areas of very high cell

density according to experimental evidence.

Nutrient diffusion

The tumor cells growth, metabolism and necrosis are regulated by a variety of nutrient species and intracellular signalling.

However, without losing generality, in the present model one single nutrient is considered: oxygen. The case of multiple
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species can be easily obtained as a straightforward extension of the current formulation. The Fick’s law, adapted to a

porous medium, was adopted to model diffusive flow of oxygen Eq.3.13:

ωn̄lun̄l = −Dnl∇ωnl (3.24)

where Dnl the diffusion coefficient for oxygen in the interstitial fluid is defined by the constitutive equation from [215]

Dnl = Dnl
0 (εSl)δ, (3.25)

the exponent δ it set equal to 2 to account for the tortuosity of cell-cell interstitium where oxygen diffuse ([216], [162],

[211]).

Tumor cells growth, metabolism and necrosis

Tumor cell growth is related to the exchange of nutrients between the IF and the living fraction of the tumor. The total

mass exchange from IF to the tumor cell phase is defined as

X

i∈l

i→t

M = γt
gH(ωn̄l)

�
1−Hp(p

t)
� �

1− ωN̄t
�
εSt, (3.26)

Note that
�
1− ωN̄t

�
εSt is the living fraction of the tumor. γt

g is the tumor growth rate parameter, cell-line dependent.

H and Hp are regularized step functions varying between 0 and 1, with two threshold parameters σ1,σ2, that is to say

H = H(σ,σ1,σ2). When the variable σ is greater than σ2, H is equal to 1, it decreases progressively when the variable

is between σ1 and σ2 and is equal to zero when the variable is lower than σ1. H represents the growth dependency to

oxygen:

H(ωn̄l,ωcrit,ωenv) =





0 if ωn̄l ≤ ωcrit

1

2
− 1

2
cosπ

ωn̄l − ωcrit

ωenv − ωcrit
if ωcrit ≤ ωn̄l ≤ ωenv

1 if ωn̄l ≥ ωenv

(3.27)

ωenv, the optimal oxygen mass fraction, is set to 4.2 ∗ 10−6 which corresponds, according to Henry’s law, to 90mmHg, the

usual oxygen mass fraction in arteries (see [188]). ωcrit, the hypoxia threshold, is cell-line dependent, for tumor cells, it

has been set to a very low value: 10−6 (≈ 20mmHg, for common human tissue cells, hypoxic level is defined between 10

and 20mmHg [128]) The function H(ωn̄l,ωcrit,ωenv) is plotted Fig. 3.4A.
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Function (1−Hp) represents the dependency on pressure:

Hp(p
t, p1, pcrit) =





0 if pt ≤ p1

s
pt − p1
pcrit − p1

if p1 ≤ pt ≤ pcrit

1 if pt ≥ pcrit

(3.28)

An example of the function Hp(p
t, p1, pcrit) is plotted Fig. 3.4B, we have set pcrit to 6 kPa as initial guess (in [107], they

found a inhibitory pressure at 10 kPa) and p1, the pressure threshold when the inhibitory process starts, at 2 kPa.

As tumor grows, nutrients are taken up from the IF so that the sink term in Eq.3.13 takes the following form:

nl→t

M =
h
γnl
g H(ωn̄l)

�
1−Hp(p

t)
�
+ γnl

0 H̃
i
(1− ωN̄t)εSt, (3.29)

Nutrient consumption from IF is due to two contributions: the growth of the tumor cells, as given by the first term within

the square brackets in Eq.3.29, the metabolism of the healthy cells, as presented in the second term. Thus, γnl
g is related

to the cell proliferation, as discussed above; whereas the coefficient γnl
0 relates to the cell metabolism. H̃ is an adaptation

of the previous step functions for the cell metabolism:

H̃(ωn̄l) =





1 if ωn̄l ≥ ωcrit

1

2
− 1

2
cosπ

ωn̄l

ωcrit
else

(3.30)

The model does not discriminate between proliferating and quiescent cells, but the growth is subject to H(ωn̄l,ωcrit,ωenv).

To make possible the comparison with the experimental proliferative cell quantities (see Fig. 3.9), the following relationship

has been set:

ωt
grow =





0 if ωn̄l ≤ ωcrit

St ω
n̄l

ωenv
else

(3.31)

H̃ is also used in the definition of hypoxic necrosis rate which reads

εStrNt = γNt(1− H̃(ωn̄l))(1− ωN̄t)εSt, (3.32)
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where γNt = 0.01 is the necrotic growth rate. As the experimental data on necrosis were too sparse for this parameter

identification (only a few stained-cell imaging), we have kept its generic value.

Initial parameter settings

As prescribed in [26], aiming for biological or clinical relevancy demands to investigate the choice of the initial values

for each of the parameters. Some parameters are of physical nature (the IF dynamic viscosity, the oxygen mass fraction

inside cell cultures), they can be, sometimes with enormous efforts, measured (or at least their values will be compared to

the physical soundness). Others parameters belong more specifically to bio-poromechanical models in the mathematical

oncology fields. Some of them have quite a theoretical nature (e.g., the ’permeability’ of the ECM) while others have been

experimentally measured at the cellular level (e.g., the oxygen consumption rate of EMT6/Ro cell line in [40]). For these

parameters, we have taken values that previous numerical studies ([50], [216], [162], [211]) have used for MCTS cultured

with other cell lines (human glioblastoma multiforme and human malignant melanocytes), averaged these values, denoted

’generic ’, and used them as initial guess for identification of parameters of our CT26 cell line based MCTS.

When experimental data did not provide any relevant information on a parameter (e.g. for ECM stiffness and permeability),

we chose to fix them at their generic value. The following parameters have a non negligible influence on the model outputs,

and the closure relationships they belong to are explained in detail in the mathematical model section: γt
g the TC growth

rate (Eq.3.26), γnl
g and γnl

0 the oxygen consumption rate due to growth and quiescent metabolism respectively (Eq.3.29),

a the parameter tuning the joint impact of the ECM thinness and cell surface tension (Eq.3.23) and µt the TC dynamic

viscosity, presented in Eq.3.19. Two other parameters, p1 and pcrit, are introduced in this modeling. They represent

thresholds which govern the inhibition of the proliferation (Eq.3.28) of cancer cells. The initial guess of pcrit have been

chosen according to the work of [107] and [192], and the initial guess of p1 has been set by observation of the experimental

data.

In silico reproduction process

From the computational point of view, we aimed to a light and adaptable process: free, open source and compatible with

any 2D or 3D geometry. For the model validation, we followed the convention of mathematical oncology proposed in [26]:

two distinct sets of data for optimization and validation, the parameters set being fixed before validation. To measure the

quality of the fits, we followed the prescription of [22]: the root mean square error (RMSE) relative to a reference, specified

each time. The error on the numerical quantity ξnum relative to a reference ξex, evaluated at n points is computed as:

RMSE(ξnum, ξex, n) =

vuut 1

n

nX

k=1

�
ξex(k)− ξnum(k)

ξex(k)

�2

(3.33)
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Computational framework We implemented the above model in Python and C++ within the FEniCS framework [7],

with an incremental monolithic resolution of the mixed finite element (FE) formulation. The simulations have been run

with composite Taylor-Hood element P3(R2), [P2(R)]3 (one vectorial and three scalar unknowns), a mesh element size of

dh = 5µm and an implicit Euler scheme with dt = 1200 s. All the details and analytical verification of the FE formulation

can be found in Supporting information: solution’s sensitivity on the ROI size. All the codes used in this article, analytical

verification, integration along the inner radius of the radius, free growth and confined growth, are available on Github, at

https://github.com/StephaneUrcun/MCTS_mechanics

Initial and boundary conditions The Fig. 3.2 shows the two modeled configurations of MCTS (the free on the left and

the confined on the right). Each mesh is half of a sphere because we also exploit symmetry with respect to a diametrical

plane. For the three scalar variables, we prescribed Dirichlet boundary conditions along the outer radius of the domain

pl = 0, ptl = 0 and ωn̄l = 4.2 · 10−6 (which corresponds, according to Henry’s law, to 90 mmHg, the usual oxygen mass

fraction in arteries, see [188]) and no flux condition at r = 0 and z = 0. For the ECM displacement field us, slip conditions

us
r = 0|r=0 and us

z = 0|z=0 are used, and Dirichlet conditions us = 0 at the outer radius of the domain (see Fig. 3.2).

Local sensitivity analysis We performed a local sensitivity analysis to estimate Sobol sensitivity indices on the FG0

and CCT0 training datasets to assess the sensitivity of the FE solution to the input parameters, both on the free and

encapsulated MCTS. Further details of the process can be found in Variance-based local sensitivity analysis.

First, we designed two cost functions, for FG0 and CCT0. The free growth cost function, Jfree, compares the experimental

aggregate volume Vexp and the simulated volume from day one to day four.

Jfree =

4X

i=1

�
Vexp(Di)−

Z

Ω

εiS
t
i dx

�2

(3.34)

The cost function for CCT0, Jconf, compares two experimental quantities, the displacement of the internal radius u(Rin)

and the internal pressure calculated in Eq.3.3, with the corresponding model outputs us and ps, one day after confluence.

Jconf =
R
∂Caps

< u(Rin)− us > ds+
R
∂Caps

(Pconf − ps)2 ds (3.35)

where ∂Capsule means along the inner radius of the capsule.

The results of the two configurations, with the parameters at their initial values used for the sensitivity analysis can be

found Fig.3.14 Variance-based local sensitivity analysis.

Secondly, the 7 parameters (µt, a, γt
g, γnl

g , γnl
0 , p1, pcrit) were disturbed one at a time respectively to a [−10,−5,−2,−1,+1,+2,+5,+10]%

grid. The variations of Jfree and Jconf were interpolated by a linear model, which constitute first-order Sobol indices. The

influence of the ith parameter was deduced from the slope θi of the linear fit. The Sobol index Si was calculated as follows:
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Si =
θ2iP
i θ

2
i

(3.36)

Finally, the 21 parameters tuples were evaluated at the 2 extreme values of the grid, [−10,+10]%, for each configuration.

The variations of Jfree and Jconf were interpolated by a second-order polynomial model. This allowed computing two types

of Sobol indices: Si for the influence of the parameter i and Sij for the influence of each couple (i, j) of parameters.

Si =
θ2iP

i θ
2
i +

P
ij,i>j θ

2
ij

and Sij =
θ2ijP

i θ
2
i +

P
ij,i>j θ

2
ij

(3.37)

Parameter identification and model validation For both configurations, the optimization procedure was based on

sensitivity profiles, that is to say, we identified the set of parameters that gathered at least 90% of the variance of the

solution. Then, the selected parameters were identified by a Nelder-Mead simplex algorithm (in the Python library SciPy,

method minimize, option Nelder-Mead). In one hand, this algorithm has the advantage of not requiring the computation

of the system gradient to the parameters, and, on the other hand, generally converges to a local minimum. To avoid this

phenomenon, a large range of initial guess was tested: [−20,+20]% around the generic values for µt, a, γ
t
g, γ

nl
g and γnl

0

and [−50,+50]% around the initial guess of p1 and pcrit, as we have not previous literature values. All the parameters

having a physical meaning, their values were bound to the physical and physiological values reported in the literature,

and we choose not to extend this range. In the CCT0 configuration, considered as the representative case by the team

of [4], the parameters of the MCTS cell-line were identified with the mean experimental value of the alginate stiffness:

Ealg = 68 kPa; it is important to note that this study is not aiming to identify the stiffness of this biomaterial.

To evaluate the reliability of the identified parameters, an author of this article and member of the team of [4] have jointly

provided unpublished experimental results of encapsulated MCTS, CCT1 to 4 and CCTS, namely the validation dataset.

As their alginate stiffness is not known (the Young’s modulus of the alginate is estimated to be Ealg = 68± 21 kPa), two

simulations were run for each capsule with the extreme values of Ealg. This provided the range of modeling possibilities

of the identified parameters (Fig 3.6, grey range), for each capsule an indicative fit is proposed with a value of Ealg which

minimize the RMSE.

3.2.3 Results

Based on a detailed sensitivity study, the identified set of parameters was tested and cross-validated on unpublished

experimental results (Fig. 3.1.C-E) provided by the same team of [4]. Numerical simulation also provides a wide output of

qualitative results which are presented and interpreted. At the end of the section, we show that the model outputs allow

predicting, with a reasonably good accuracy, experimental TC saturation and its necrotic fraction, despite these quantities

have not been used for the model optimization.
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Sensitivity analysis

Fig. 3.5 shows the results of first-order and second-order interaction analyses, for the free and encapsulated configurations

respectively. Clearly distinct profiles were obtained.

In the free growth control group FG0, the governing parameter is γt
g the tumor cells growth rate (first-order index,

Sγt
g
= 81%, with interactions Sγt

g
= 66.4%). In decreasing order of magnitude, we observed that two parameters are

not negligible: γnl
0 the oxygen consumption due to metabolism (first-order index 7.45%, with interactions 6.10%) and a,

the parameter determining the joint impact of the ECM thinness and cell surface tension (first-order index 6.25%, with

interactions 5.11%). The important difference between the 2 Sobol indices of γt
g is explained by the only non negligible in-

teraction between two parameters: γt
g and a (S(a,γt

g)
= 14.5%, see Fig. 3.5, right). This important interaction is indicative

of the significant roles that ECM properties and cell-cell adhesion have on proliferative-migration behavior (this is widely

described in literature, see for instance [192]) and that our modeling approach can reproduce mechanistically how these

properties impact the overall observed phenomenology of tumor growth. Thus, these two parameters are not independent

and should be identified together.

For all parameter perturbations in the first-order and second-order interaction analyses, the pressure of the TC phase

pt = pl + ptl was less than 1KPa, thus the first threshold of growth inhibitory due to pressure p1 was never reached and,

a fortiori, the critical threshold of total inhibition pcrit. Thus, the sensitivity of the FE solution to p1 and pcrit was 0. The

3 parameters γt
g, a and γnl

0 has therefore been optimized for the free configuration.

For the encapsulated configuration CCT0, the governing parameter is the critical inhibitory pressure pcrit (first-order

Spcrit = 73.5%, with interaction 70.9%). γt
g, a and γnl

0 has already been identified for the free configuration, the only non

negligible parameter remaining is p1 (first-order index Sp1
= 3.4%, with interaction 3.3%). The difference between Sobol

indices of first-order and interactions is weak. Indeed, the 21 parameters tuples capture only 3.6% of the solution variance.

Thus, in the encapsulated configuration the parameters can be considered non-correlated and be identified separately.

Such results allow us highlighting that, in the encapsulated configuration CCT0, the mechanical constraint is the phe-

nomenon that determines the overall growth phenomenology provided by the mathematical model.

Calibration

The three governing parameters γt
g, γ

nl
0 , a for the free MCTS configuration were identified using the Nelder-Mead simplex

algorithm and fitted to the experimental data with a RMSE = 0.031. To be physically relevant, the same parameters set

should be shared by the two configurations. These three parameters being calibrated, we consider they describe a limited

part of the mechano-biological states and they are thereafter fixed and injected in the encapsulated configuration. Its two

remaining parameters p1, pcrit (74% of the variance) were identified using the same algorithm. We fitted the experimental

data of the encapsulation with a RMSE = 0.124. Fig. 3.6A shows the two configurations fitted with the following set

of parameters: γt
g = 3.33 · 10−2kg/(m3.s), γnl

0 = 6.65 · 10−4kg/(m3.s), a = 890Pa, p1 = 1432Pa, pcrit = 5944Pa (see
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Table 3.1). This set is cell-line specific, only relevant for CT26 mouse colon carcinoma.

Validation

Unpublished experimental results of encapsulated MCTS, both thick and thin, have been used as validation dataset

(Fig. 3.1D). Each capsule had its own radius R and thickness h and two simulations have been run with the extreme

experimental values of the alginate stiffness (Ealg = 47 kPa and Ealg = 89 kPa).

Fig. 3.6A right shows the range of modeling possibilities of the identified parameters on the training data CCT0, respectively

to the alginate stiffness range. The parameters set was identified with the mean stiffness value (Ealg = 68 kPa).

Fig. 3.6B shows that the modeling range on two thick capsules, CCT1 and CCT2, is in accordance with the experimental

results. Two fits with an alginate stiffness at Ealg = 52.5 kPa and Ealg = 70 kPa respectively are proposed.

The Fig. 3.6C shows results relative to two thin capsules, CCT3 and CCT4. The dynamic is properly reproduced by the

model for both capsules which are importantly deformed (the strain is of 16% for the left one and 20% for the right one).

Despite in the right case CCT4 where the model shows some limitations, because the proposed fit is at the minimum of the

experimental stiffness value Ealg = 47 kPa, the presented cross-validation demonstrates that this mechanistic mathematical

model can adapt to different geometries and thickness without losing its relevance. Focusing on the left graphs in figures B

and C we can note that, with the same parameters set and almost the same alginate stiffness (B Left, Ealg = 52.5 kPa and

C Left, Ealg = 54 kPa), the model reproduces experimental strain of 8% and 16% respectively. The difference between the

two strains is induced by the geometrical effect due to the capsule thickness, which impacts on the evolution of internal

stresses, cell growth and oxygen consumption.

Qualitative results and emerging outcomes

In addition to overall quantitative results, Fig. 3.7 and Fig. 3.8 provide details on the physical phenomena occurring during

growth (from confluence to 85 hours after confluence) of a MTCS encapsulated in a thick capsule with the same geometry

than CCT0. These figures quickly allow understanding the importance of physics-based modeling, as it provides qualitative

information that could be used to interpret the experimental process as a whole and to better understand the tumor

growth process. Fig. 3.7 shows contours of oxygen, necrotic fraction, IF pressure, ECM displacement, TC pressure and TC

saturation at confluence and 85 hours after. To gain information about the dynamics of these quantities, Fig. 3.8 shows

them probed along the radius at confluence, 85 hours after, and at two intermediate times (28 and 56 hours).

Fig. 3.8A and B show the interplay between oxygen consumption and necrosis. Indeed as mentioned in the experiments,

85 hours after confluence, the viable space remaining for TC is a 20µm thick rim. This is explicit in Fig. 3.7, upper right

circle, NT quarter. The comparison of Fig. 3.8F and B shows a relation between the saturation of TC and their necrotic

fraction. This is a basic experimental fact that, when the cells bodies collapse in a necrotic core, the aggregate density

increases accordingly. Fig. 3.8D and E allow ’visualizing’ the overall dynamics of the process: the capsule displacement
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strongly increases after confluence due to the contact with tumor cells whose pressure rises from 1.15 kPa at confluence

to almost 4 kPa, 85h after confluence. Beyond 85h and until eight days after confluence, it was observed that the tumor

cells pressure pt < pcrit. This is in accordance with the experiment as recorded in [4] where it was reported that the MCTS

continued to grow twelve days after confluence, even very slowly.

The tumor cells pressure pt does not determine directly the capsule deformation, which is more directly driven by

the solid pressure, ps (see definition Eq.3.21). The pressure ps is more representative of the average internal pressure

Pconf obtained experimentally by inverse analysis (see Eq.3.3). At the confluence time, ps is importantly lower than the

pressure in the tumor cell phase since at that time the MCTS also consists of 40% of IF. After confluence the saturation

of tumor cells increases progressively, so ps, becomes closer to the pressure sustained by the cells. To allow the numerical

comparison, we designed a mesh with a subdomain along the internal radius of the capsule to integrate the numerical

quantities with FEniCS. Fig 3.10 shows the comparison between ps, pt and the Pconf.

In the presented physics-based approach, mass conservation is prescribed, so the growing MCTS, which increases in density

and size, results in a decrease in interstitial fluid mass. This result, which cannot be measured experimentally, is shown

in Fig. 3.8 where a sucking phenomenon due to IF absorption by growing TC can be observed. The Fig. 3.8C shows that

after confluence the interstitial fluid pressure becomes positive during a while (see plot relative to 28h). Indeed, after

confluence the initial gradient of IF pressure (green line in Fig. 3.8C) reverses since cells in the proliferative peripheral

areas move toward the core so IF has to go in the opposite direction, as imposed physically by mass conservation. After

2 days of quick growth, experimentally and numerically, the MTCS reaches a state of linear and slow evolution and from

that point onward, the IF flux will not qualitatively change.

To further analyze the reliability of the mathematical model we also exploit additional data of cell states inside MCTS

presented in [4]. More specifically, we reproduced numerically a CT26-MCTS growing in free conditions and the capsule

CCTS. Fig. 3.9A and Fig. 3.9B present experimental cell densities (total, proliferative and necrotic, plain lines) at 50µm

radius for the free MCTS and 26h after confluence for CCTS. These experimental results are qualitatively compared

with the numerical simulations (Fig. 3.9A and Fig. 3.9B for the free and confined cases respectively, dotted lines). Both

configurations show a reasonable agreement with the experimental results, knowing that none of these quantities have been

used for the parameters identification and are very far of the conditions of calibration. This is a supplementary argument

that showcases the adaptability of this physical based modeling. The accuracy of the results Fig. 3.9A and B have been

quantified by RMSE (2.5µm sampling on experimental data) in Table 3.2. We used the data available in the free MCTS

(FGS), to normalize St by the experimental nuclei density at r = 0. Unfortunately, in this work, we did not have access

to a large sample size to evaluate our numerical assumptions against experimental data.

75



On the experimental estimation of the tumor cell pressure

As explained in the work of Alessandri et al. [4], the pressure in the tumor cell phase is directly related to the confinement

pressure arising from the interaction between the capsule and the MCTS calculated with equation 3.3. However, from the

perspective of porous media mechanics, this confinement pressure essentially corresponds to the total Cauchy stress tensor

and not to the pressure in the tumor cell phase. Actually, in the post-confluence stage, the rise of cell pressure induces

the deformation of the alginate shell but also the deformation of the extracellular matrix (constituting the solid scaffold

of the MCTS). Thanks to spherical symmetry of the problem, it is easy to derive an equation which allows us calculating

the ’experimental’ solid pressure, ps, from the confinement pressure (calculted with equation 3.3) and the stiffness of the

ECM (here assumed equal to 1kPa). From the effective stress principle and accounting for assumed elastic constitutive

behavior, the solid pressure can be estimated with the following equation

ps = Pconf(t) + 3KT
u(Rin(t))

Rin(t)
(3.38)

with KT Bulk’s modulus of the ECM scaffold.

From the solid pressure, the tumor cell pressure could be estimated by means of an experimental evaluation of the tumor

cell saturation degree. The experimental confinement stress evaluated with equation 3.3 and the solid pressure evaluated

with equation 3.38 are depicted in figure 3.10 for CCT0. In figure 3.10, numerical results for the temporal evolution of

σrr, ps and pt within the MCTS (proximity of the alginate shell) are also reported. It can be observed that the final tumor

cell pressure is almost 20% higher than the magnitude of the computed radial stress. This difference is however strictly

related to the Bulk’s modulus of the ECM scaffold for which may also vary during the experiment due to the production of

extracellular matrix by tumor cells. The mechanical properties of the ECM have not been investigated in this study, thus

these results are theoretically interesting but only have a qualitative value.

A deviation of the solid pressure and the radial stress from respective experimentally-derived values can be observed in the

figure. The reason is that equation 3.3 has been derived assuming a non compressible alginate while in our calculation we

assumed a Poisson ratio ν = 0.4. When strain becomes relatively large in the numerical case the reduction of the thickness

due to geometrical non-linearity is smaller than that of the assumed non compressible case, so the alginate shell is more

rigid and consequently the pressure is higher.

3.2.4 Discussion

We showed, in this paper, the in silico reproduction of MCTS growth experiments in various physical conditions: free and

encapsulated within alginate shells of different sizes and thicknesses. Thanks to a robust validation protocol, variance-based

sensitivity analysis, distinct training and validation datasets, all these physical conditions have been successfully simulated

by means of a bio-chemo-poromechanical mathematical model. It is important to notice that only one set of parameters,

identified on a training dataset (reported in Fig. 3.1B and C), has been used for all the numerical simulations performed.
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In the frame of the parameter identification process, a local second-order sensitivity analysis has revealed that the parame-

ters of the model become almost independent under confinement (see Fig. 3.5D) within a range of ±10% around the usual

literature values. Results of sensitivity analyses also demonstrate that, if the tumor is free to grow, the only influential

parameters are the proliferation and the oxygen consumption rates. Conversely, when the tumor growth is constrained by

the presence of the alginate capsule, the value of the critical pressure beyond which mechanical stresses inhibit its growth

is the main driver. The mathematical model remains reliable even when the growth conditions of the MCTS are modified.

This is an advancement with respect of other numerical studies based on poromechanics which are quite qualitative [211]

or solely connected with a reference experimental setup [162].

However, this advancement is only a first step to a more robust in vitro/in silico process. From experimental side, a

wider set would raise the confidence on the calibration of the parameters and the validation of the model; repeating this

experimental protocol on other standardized cancer cell-lines (glioma, breast cancer, prostate cancer, to name a few)

would allow enlarging the understanding if this mechano-biological framework and its digital twinning. From the numerical

side, if a detailed but local sensitivity analysis accelerate the calibration process, its relevance concerns only a part of the

parameters’ space, and only these experimental data. Attempt of global sensitivity without a data bias, or extent these

local analyses to other cell-line would be a desirable next step.

The mathematical model is the digital twin MCTS-capsule system since it takes into account mechanistically its real

multiphase nature; hence, the numerical results add new dimensions to the Cellular Capsule Technology. In particular, it is

shown that the pressure estimated experimentally is illustrative of the evolution of the solid pressure, ps, (in the sense of

porous media mechanics, see Eq.3.21) and not of the pressure sustained by the cells, pt. The pressure pt is always higher

than ps especially during the first phase after confluence (when the MTCS still contains an important volume fraction of

IF). This fact is the direct consequence of the fact that each phase of the MCTS (i.e., the ECM, the IF and the TC) has its

own stress tensor and that the pressure obtained experimentally by inverse analysis is an average pressure (see Fig. 3.10).

The multiphase approach also reveals other behaviors not measurable experimentally. We observe for instance that after

confluence there is a suction of IF from the extra-capsular domain and that cells move from the proliferating rim towards

the core of the MCTS where they become necrotic.

Although these emerging results are inspiring, several physical phenomena are not represented and could lead to valuable

insight from the experimental and modeling point of view. The mechanical stress can be the primer of cell necrosis [48]

and the CCT experimental framework would be a interesting framework to measure this mechano-biological interplay. The

phenotype switch of tumor cells under homeostatic pressure studied in [192] could be modeled and revealed by a alternating

CCT growth and free growth on the same aggregate. In this specific study, we hold a line which we wanted simple, by

limiting the number the modeled physical phenomena, light, our code can be run on a eight-core processor, and easily

adaptable to any geometry and cell-line.

In 2020, mathematical modeling in oncology begins to enter a stage of maturity; today mathematical models of tumor

growth tend to clinical applications and therefore must be really predictive and funded on measurable or at least quan-

77



tifiable parameters having, as much as possible, a sound physical meaning. This motivated this paper which presents not

only a mechanistic bio-chemo-poromechanical model but also a modus procedendi to achieve a suitable predicative po-

tential and, with intercession of sensitivity analysis, to quantify relative relevance of mechanisms underlying tumor growth

phenomenology.
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3.2.5 Supporting information

Appendix A. Computational framework The model has been coded in Python and C++ in the open-source FEniCS

framework [7] with an incremental monolithic resolution of the mixed finite element (FE) formulation. The monolithic

resolution allows us reducing substantially the computational time compared with staggered resolution methods usually

adopted (e.g., see [216]). Whereas spherical symmetry is assumed in experimental results, we have chosen cylindrical

symmetry to preserve the generality and the adaptability of the FE mesh and formulation. Even if the computational time

is more important, it remains reasonable: 3 hours in a single core of an average laptop ; 1D spherical formulation would

have forced us to quit classical FE formulation or to design, for each case, a specific finite difference formulation.

An updated lagrangian approach has been adopted to account for geometrical nonlinearities, the incremental resolution

allows us updating primary variables as follows:

Xn+1 = Xn + δX (3.39)

with δX the vector of unknowns

δX =




δus
r

δus
z

δpl

δptl

δωn̄l




After each time step, the space X s ∈ R2 is updated:

X s
n+1 = X s

n + δus
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Choice of the element

For all mixed FE problem with vectorial and scalar coupled unknowns, the chosen finite element should verify the inf-sup

condition, that is to say, should preserve the coercivity of the bilinear form (see [25] p.223-230). A simple choice is the

Taylor-Hood element, with a Lagrange element of order k ≥ 1 for the scalar unknowns and order k + 1 for the vectorial

one. However, modelling an encapsulated tumor growth implies a very sharp gradient at the capsule inner radius for

the pressure difference ptl, between l and t phases. The linear approximation of the Lagrange element of order 1 could

not describe it, except at the cost of an extremely refined mesh at the interface, and the error could provoke numerical

infiltration of tumor cells in the alginate capsule (see Fig. 3.11). To avoid this phenomenon, the composite Taylor-Hood

element has been set to a higher order, precisely the mixed FE formulation in FEniCS uses the composite Taylor-Hood

element P3(R2), [P2(R)]3. The demonstration of Lax-Milgram theorem for this type of mixed problem could be found in

the Encyclopedia of Computational Mechanics, Vol.1, p.149-202 [231].

Choice of mesh element size

The mixed FE problem has been computed on 5 different meshes, with uniform element sizes dh = 50, 20, 10, 5 and 2.5µm.

To measure the FE solution degradation the primary variable ωn̄l, the oxygen mass fraction, has been monitored at the

spheroid center for 4 days (see Fig Fig. 3.12) . The thinner mesh of element size dh = 2.5µm has been used as a reference

for the RMSE. Despite an important increase of the computation time, the mesh element size of dh = 5µm has been

chosen to restrict the relative degradation of the FE solution to RMSE = 0.01 (see Table 3.3).

Verification of the FE formulation with an analytical solution

If this system is considered with a single-phase flow into a porous medium under a constant load with the right boundary

conditions, one obtains the problem as known as Terzaghi’s consolidation, which has an analytical solution [253]. The

system, under a constant load T, is reduced to two primary variables the displacement of the solid scaffold us and the

pressure of the single phase fluid pl:





∇.vs −∇.

�
k

µ
∇pl

�
= 0 on Ω

∇. ¯̄tt = 0 on Ω

∇. ¯̄tt = −T on Γs

(3.40)

with T =




0

p0
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The fluid is free to escape only at the loaded boundary, this boundary condition is known as drained condition. The

analytical solution of this problem is:

pl(y, t) = p0
4

π

∞X

k=1

(−1)k−1

2k − 1
cos

�
(2k − 1)

π

2

y

L

�
exp

�
(2k − 1)2

π2

4
t̄

�
(3.41)

With the characteristic time of the consolidation t̄, equal to
cvt

L2
, L sets to 100µm and cv, the consolidation coefficient:

cv =
k

µl
(λ+ 2µ)

where λ and µ are Lamé constants of the solid scaffold, k is its intrinsic permeability and µl the fluid dynamic viscosity.

The addition of the RMSE of the 4 samples at t̄ = 0.01, 0.1, 0.5, 1 (see Fig. 3.15) with the analytical solution as reference

gives
P

RMSE = 0.0028. The surface error for different element sizes dh and time steps dt is in Fig. 3.15(right).

Appendix B. Sensitivity analysis For the sensitivity analysis, the experimental input data were:

• for the free MCTS, the volume monitored over a time span from day 1 to day 4. These data are denoted Y exp
free

• for the encapsulated MCTS CCT0 the capsule radial displacement one day after confluence and the corresponding

analytical pressure (i.e. incompressible elastic membrane). We chose the capsule of inner radius = 100µm and

thickness = 34µm, presented as the reference case in [4]. These data are denoted Y exp
conf.

We performed a variance-based sensitivity study of the FE solution on the parameters, both on the free and encapsulated

MCTS, as follows:

• A first-order analysis, the 7 parameters are disturbed one at a time respectively to an 8-points grid.

• Interaction analysis, the 21 parameters tuples are evaluated at the 2 extreme points of the grid.

All the results were interpreted with a polynomial model in order to quantify their weights in the FE solution variance,

referred to as Sobol indices.

First-order analysis

Each parameter is disturbed one at a time respectively to this grid [−10,−5,−2,−1,+1,+2,+5,+10]%, giving the

corresponding J̃free and J̃conf. The relative variations of the cost functions were calculated as follows:

Varfree =
J̃free − J0free

J0free
and Varconf =

J̃conf − J0conf
J0conf

(3.42)
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where J0free and J0conf are the costs with the parameters at their generic values. In order to quantify the impact of each

parameter, the following linear model was set:

Var = 1 +
X

i

θiαi (3.43)

where αi is an auxiliary parameter ∈ [−1,+1] representing the perturbations of the ith parameter along the grid and θi

the slope of the variation.

In a first-order analysis, the influence of the ith parameter is given by the Sobol indices:

Si =
θ2iP
i θ

2
i

(3.44)

The results for the free and encapsulated configurations are reported in Tables 3.4 and 3.5.

Interaction analysis

As the independence of physical phenomenons involved in encapsulated configuration is one our major modeling assessment,

the interaction between parameters has also been studied. The 21 tuples have been evaluated at the 2 extreme values of

the grid for each configuration. The corresponding polynomial model becomes:

Var = 1 +
X

i

θiαi +
X

ij,i>j

θijαiαj (3.45)

with the respective Sobol indices:

Si =
θ2iP

i θ
2
i +

P
ij,i>j θ

2
ij

and Sij =
θ2ijP

i θ
2
i +

P
ij,i>j θ

2
ij

(3.46)

The results for the free and encapsulated configurations are reported in Tables 3.6 and 3.7.
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Figure 3.1: CCT experimental setup and data. A CCT microfluidic co-extrusion device; the enlarged view of the
chip shows the three-way configuration, with cell suspension (CS), intermediate solution (IS), and alginate solution (AL),
respectively, flowing into the coaligned capillaries. B-C Experimental training data: B free growth MCTS control group
(FG0), the volume is monitored over a time span of 8 days; C encapsulated MCTS, the radial displacement of the capsule
(CCT0) is monitored over a time span of 8 days. D Validation dataset: two capsules, denoted as thick CCT1 and CCT2;
two capsules, denoted as thin CCT3 and CCT4. Their strains are monitored over a time span of 5 to 7 days.
E-F Experimental quantification of cell nuclei (blue), proliferating cells (purple),and dead cells (gray) along the radius for
small free (FGS), E, and small confined (CCTS), F, spheroids [4].
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Figure 3.2: The capsule model. A Geometrical description of the capsule and assumed representative elementary volumes
(REV): Three spatial domains modeled within the same mathematical framework: MCTS REV (consisting of tumor cells,
interstitial fluid (IF) and extracellular matrix), the alginate shell (only IF phase within a solid scaffold of Young Modulus
Ealg = 60kPa) and extra-capsular domain (only IF phase within a fictive solid scaffold of Young Modulus Efict = 0.6kPa)
enforced by the theoretical framework. B Computational boundary condition for the free (left) and confined (right) MCTS.
At the bondary B1 symmetry conditions of no-normal flow/displacement are assumed while Dirichlet boundary conditions
(e.g., prescribed oxygen concentration) are assumed at the boundary B2
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Figure 3.3: Constitutive relationship between tumor cell partial pressure and saturation. Tumor cell phase saturation
St, with the parameter a (fixed to 1kPa in the figure), evolving with the necrotic fraction of the phase ωN̄t

Figure 3.4: Two mechano-biological laws A H(ωn̄l,ωenv,ωcrit). The TC growth and nutrient consumption are dependent
to the oxygen mass fraction ωn̄l. If it is lower than ωcrit, the TC growth is stopped and the nutrient consumption is reduced
to the metabolism needs only. If it is greater or equal to ωenv, the growth and the nutrient consumption are maximum. B
Hp(p

t, pcrit, p1). The TC growth and nutrient consumption are dependent to the TC pressure. If it is greater than p1, the
2 processes begin to be strongly affected and if the TC pressure reaches pcrit, they are totally stopped.
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Figure 3.5: Sobol indices of the solution sensitivity. Sobol indices of the solution sensitivity on 7 parameters: µt the
TC dynamic viscosity, the parameter a accounting for the joint impact of the ECM thinness and cell surface tension, γt

g

the TC growth rate, γnl
g and γnl

0 the oxygen consumption rate due to growth and quiescent metabolism respectively, p1
and pcrit, two thresholds which govern the pressure-induced inhibition of the TC proliferation. Free MCTS configuration
(top row). A First-order analysis: Only 5 parameters remain, the governing parameter is γt

g, the tumor cells growth rate,
the sensitivity of the solution on the pressure parameters, p1 and pcrit, is 0. B Interaction: among 10 parameters tuples,
one is significant (a, γt

g) accounting for 14.5% of the solution variance. Thus, these two parameters are not independent
and should identified together. The total variance of the solution shows that, considering all the interactions, the influence
of each parameter alone is not qualitatively changed: γt

g from 81.1% to 66.4%, γnl
0 from 7.4% to 6.1%, a from 6.2%

to 5.1%. Encapsulated MCTS configuration (bottom row). C First-order analysis: the governing parameter is pcrit the
inhibitory pressure of tumor cells growth (73.5% of the solution variance). D Interaction: the sum of 21 parameters
tuples represents 3.6% of the solution variance (the detail of 21 tuples can be found in Variance-based local sensitivity
analysis, table 3.7).
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Figure 3.6: Validation of the calibrated parameters. Alginate Young’s modulus was estimated in [4] as Ealg =
68± 21 kPa. Simulations with the extreme values of Ealg give the range of possibilities of the optimized set predicted with
the model. Experimental results, green dotted ; Numerical results with the optimized parameters set, black; Modeling
range, grey filled. A. Left, free MCTS control group, Time (Day) versus MCTS volume (mm3), the model fits the
experimental data with a RMSE = 0.031. Right, CCT0. The fit uses the mean experimental value of the alginate
stiffness Ealg = 68 kPa. The model fits the experimental data with a RMSE = 0.124. B Validation of the identified
parameters on 2 thick capsules, CCT1 and CCT2. Time (Day) versus Capsule radius (µm). The experimental points are in
the modeling range. Both capsule fit with Ealg = 52.5 kPa and Ealg = 70 kPa respectively. C Validation of the identified
parameters on 2 thin capsules, CCT3 and CCT4.. Time (Day) versus Capsule radius (µm). Left, one capsule is fitted with
Ealg = 54 kPa ; right, an important part the experimental points are outside of the modeling range.
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Figure 3.7: Experimental microscopy image augmented by qualitative numerical results. 6 physical quantities from
numerical results of the mathematical model on CCT0: oxygen, necrotic tumor cells, interstitial fluid pressure, radial
displacement, the pressure difference between the phases l and t and tumor cells saturation. Left, at confluence. Right,
85 hours after confluence.
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Figure 3.8: Qualitative numerical results of CCT0 probed along the r = z line. Quantities probed at confluence,
85 hours after, and two intermediate times (28 and 56 hours): A oxygen, B necrotic fraction, C IF pressure, D ECM
displacement, E TC pressure and F TC saturation. A and B: as mentioned in the experiments, 85 hours after confluence
the viable space remaining for TC is a 20µm thick rim. C: after confluence, IF is absorbed by growing TC, provoking
a sucking phenomenon, as the cells activity decrease at the MCTS inner core, IF accumulates and its pressure becomes
positive. As described in [4], after 2 days of quick growth, the MTCS reaches a state of linear and slow evolution. D and
E: the capsule displacement is driven by TC pressure with the same overall dynamic. E, F and B: relation between the
saturation of TC and their necrotic fraction, the TC aggregate density increases with necrotic core.
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Figure 3.9: Qualitative comparisons of proliferative and dead cells. Quantification of proliferating and dead cells
radial densities for free growth and CCTS: in vitro-in silico results. Experimental quantification of cell nuclei (blue),
proliferating cells (purple),and dead cells (gray) along the spheroid radius (2.5µ m sampling). Numerical quantities: TC
Saturation St, blue dotted; Necrotic saturation of TC ωNtSt, gray dotted; Growing TC fraction ωt

grow (see Eq.3.31),
purple dotted. A, FGS. B, CCTS, B, growth (from [4]). TC saturation almost doubles between the two configurations,
in encapsulation, necrotic fraction occupy almost half of the TC phase and only a thin rim of the MTCS is viable. CCTS
is very far of the conditions of parameters calibration, nevertheless in vitro-in silico comparison shows a reasonably good
agreement, which is quantified Table 3.2.

Figure 3.10: Comparison between numerical stress/pressures and the ones retrieved from the experimental results
of CCT0. Blue circles are the confinement pressure obtained experimentally by inverse analysis with equation 3.3; red
circles is the solid pressure, ps, obtained from the measured displacement using equation 3.38; solid lines are σrr, ps and
pt obtained numerically.
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Figure 3.11: Choice of the element. Composite Taylor-Hood P2(R2), [P1(R)]3, green ; composite Taylor-Hood
P3(R2), [P2(R)]3, black. The linear approximation P1(R) of the pressure difference between l and t phases at the capsule
interface (Interface element shared, green) is poor (Left, Day 1) and provoke numerical infiltration of tumor cells into the
alginate capsule (Right, Day 3). The quadratic approximation P2(R) (Interface element shared, black) does not provoke
numerical infiltration.

Figure 3.12: Sensitivity of the solution related to mesh refinement. The numerical oxygen mass fraction, ωn̄l, at the
center of the spheroid has been monitored during six days for five different mesh finite element sizes dh. (dh = 50µm,
black ; dh = 20µm, green ; dh = 10µm, brown; dh = 5µm, light blue ; dh = 2.5µm, purple)
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Figure 3.13: Boundary conditions of the Terzaghi’s problem. The load is applied at the top face, where the fluid is
free to espace, say under drained condition. The five remaining faces are under slip condition for the displacement us and
no flux condition for the fluid pressure pl.

Figure 3.14: Results with the 7 parameters at their initial values. γt
g = 4 .10−2, γnl

0 = 6 .10−4, a = 800, p1 =
1800, pcrit = 4000 (see Table 3.1). Experimental, green dot ; Model, red ; Sensitivity evaluation, blue x. Left: FG0 ;
Right: CCT0
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Figure 3.15: Comparison between analytical solution and numerical result. Left: qualitative comparison between
analytical solution of Terzaghi’s problem and FEniCS computation. (4 comparisons at characteristic time of consolidation
t̄ = 0.01, 0.1, 0.5, 1). Right: quantitative comparison, error surface between Terzaghi’s analytical solution and FEniCS
computation. (x axis: log10 of element size dh ; y axis: log10 of dt ; z axis: log10 of RMSE). The minimum RMSE= 0.0028
is reached at dh = 5µm, dt = 1e−4
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Parameter Symb. Generic Unit Optimized
ECM network thinness a 800 Pa 890
Dynamic viscosity of TC µt 36 Pa.s negligible
TC growth rate γt

g 4 · 10−2 kg/(m3.s) 3.33 · 10−2

TC growth O2 consump. γnl
g 4 · 10−4 kg/(m3.s) negligible

TC metabolism O2 consump. γnl
0 6 · 10−4 kg/(m3.s) 6.65 · 10−4

Start TC growth inhibitory p1 1800 Pa 1432
Stop TC growth pcrit 4000 Pa 5944

Table 3.1: Parameters for the CT26 cell line. Source of the generic values: [50], [216], [162], [211].

in vitro-in silico results RMSE control group RMSE CCTS
nuclei/St 0.317 0.486
proliferative/ωt

growS
t 0.303 0.327

necrotic/ωNtSt 0.026 0.238

Table 3.2: Quantitative comparison between in vitro-in silico results, for FGS radius and CCTS.

dh = 50µm dh = 20µm dh = 10µm dh = 5µm

RMSE(dh, 2.5µm, 400/dh) 0.182 0.032 0.019 0.010

Table 3.3: Relative degradation of the solution due to mesh element size. Measured by root mean square, the
reference being the thinner mesh with a mesh element size of dh = 2.5µm.

Parameter θ Si(%)
a 0.2554 6.25
µt −0.1998 3.82
γt
g 0.9205 81.17

γnl
g −0.1161 1.29

γnl
0 −0.2790 7.45

p1 0 0
pcrit 0 0

Table 3.4: Sobol indices of the first-order sensitivity analysis of the FG0 configuration.

Parameter θ Si(%)
a 0, 0550 13.43
µt −0, 0006 0.001
γt
g 0, 0371 6.11

γnl
g −0, 0056 0.14

γnl
0 −0, 0271 3.27

p1 0, 0279 3.45
pcrit 0, 1288 73.57

Table 3.5: Sobol indices of the first-order sensitivity analysis of the encapsulated growth configuration CCT0.
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Parameter Si(%)
a 5.11
µt 3.13
γt
g 66.42

γnl
g 1.05

γnl
0 6.10

p1 0
pcrit 0
Parameter tuples Sij(%)

(a, µt) 0.06
(a, γt

g) 14.52
(a, γnl

g ) 0.02
(a, γnl

0 ) 1.10−4

(µt, γt
g) 1.32

(µt, γnl
g ) 0.06

(µt, γnl
0 ) 0.38

(γt
g, γnl

g ) 1.20
(γt

g, γnl
0 ) 0.21

(γnl
g , γnl

0 ) 0.37

Table 3.6: Sobol indices of the interaction sensitivity analysis of the FG0 configuration.

Parameter Si(%)

a 12.96
µt 0.001
γt
g 5.89

γnl
g 0.13

γnl
0 3.15

p1 3.33
pcrit 70.94
Parameter tuples Sij(%)
(a, µt) 0.01
(a, γt

g) 0.003
(a, γnl

g ) 0.01
(a, γnl

0 ) 0.02
(a, p1) 0.009
(a, pcrit) 0.02
(µt, γt

g) 0.02
(µt, γnl

g ) 5.10−6

(µt, γnl
0 ) 0.007

(µt, p1) 0.003
(µt, pcrit) 0.7
(γt

g, γnl
g ) 0.02

(γt
g, γnl

0 ) 0.01
(γt

g, p1) 5.10−4

(γt
g, pcrit) 0.08

(γnl
g , γnl

0 ) 0.01
(γnl

g , p1) 0.002
(γnl

g , pcrit) 0.87
(γnl

0 , p1) 0.01
(γnl

0 , pcrit) 1.30
(p1, pcrit) 0.42

Table 3.7: Sobol indices of the interaction sensitivity analysis of the encapsulated growth configuration CCT0.
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Chapter 4

Ex vivo cortex tissue poromechanical

modeling

Describing the mechanical behavior of the brain tissue as a holistic manner is a task of an overwhelming difficulty. The

brain organ possesses three fluid networks - cerebro-spinal fluid, blood and interstitial fluid -, impervious membranes as

dura mater, highly diffusive fibers with white matter tracts [120], and a strong spatial heterogeneity of its mechanical

properties. This heterogeneity can be divided into four main regions: cortex, corona radiata, basal ganglia and corpus

callosum [31]. As glioma more commonly appears in the cortex, we decided to focus on this specific location. Forte et al.

in [87] deeply studied the effects of temperature and dehydration in the brain tissue, underlying their strong influence. For

instance, all other conditions remaining equal, temperatures of 24◦C and 37◦C will lead to a tissue stiffness 40% lower.

Therefore, in this chapter, our modeling will only focus on cortex tissue, at constant temperature and humidity.

4.1 Article
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Abstract

This paper investigates the complex time-dependent behavior of cortex tissue, under adiabatic condition, using a two-

phase flow poroelastic model. Motivated by experiments and Biot’s consolidation theory, we tackle time-dependent uniaxial

loading, confined and unconfined, with various geometries and loading rates from 1µm/s to 100µm/s. The cortex tissue is

modeled as the porous solid saturated by two immiscible fluids, with dynamic viscosities separated by four orders, resulting

in two different characteristic times. These are respectively associated to interstitial fluid and glial cells. The partial

differential equations system is discretised in space by the finite element method and in time by Euler-implicit scheme. The

solution is computed using a monolithic scheme within the open-source computational framework FEniCS. The parameters

calibration is based on Sobol sensitivity analysis, which divides them into two groups: the tissue specific group, whose

parameters represent general properties, and sample specific group, whose parameters have greater variations. Our results

show that the experimental curves can be reproduced without the need to resort to viscous solid effects, by adding an

additional fluid phase. Through this process, we aim to present multiphase poromechanics as a promising way to a unified

brain tissue modeling framework in a variety of settings.

4.2 Introduction

The biomechanical characterization of human brain tissue and the development of appropriate mechanical models is crucial

to provide realistic computational predictions. These predictions can assist in understanding the mechanical environment

involved in neurodevelopment and neurological disorders [30, 221], in simulating traumatic brain injury, to investigate

the mechanical pathogenesis of head trauma [18] and in studying head injuries and developing protection systems [205].

Mathematical modeling is also the key to devising brain surgery simulation for training, assistance and guidance [35, 36].

From an experimental perspective, several sophisticated mechanical tests have been proposed and conducted both on

human and animal brain tissue in the past decades (see [34] for a complete review). These have consistently shown that

brain tissue is non-linear, asymmetric in tension-compression and sensitive to loading rates. Moreover, grey and white

matter, when they are isolated, exhibit different stiffness and brain tissue can be separated into four regions, with their

own mechanical profile: cortex, corona radiata, basal ganglia and corpus callosum. It has been shown that the mechanical

response of brain tissue is sensitive to the time scale and the characteristic length of loading. This has been attributed by
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several authors to the ultra-soft, gel-like nature of brain tissue, which implies that effects on very small length and time

scales may hold an important impact on the overall mechanical behavior [34].

To capture the mechanical response of brain tissue, several constitutive models have been proposed based on the type

and range of the strain rates associated with pathological and normal conditions. In particular, extensive research has been

conducted for brain matter experiencing compression at quasi-static loading [197, 42]. These studies have shaped our

understanding of the hyperelastic time-independent response of human brain tissue. However, its time-dependent behavior

at finite strains and under various loading conditions remains insufficiently understood.

Visco-elastic models [158, 32, 33, 181] are typically chosen to reproduce the time-dependent, hysteresis, preconditioning

softening (regarding this topic, see the review [34] section 3.5) as well as the stress relaxation observed in experiments.

The coupling of large deformation (usually hyper-elastic) and visco-elasticity has allowed to accurately capture various

deformation types in a large range of strain. These have been employed to predict the essential features of brain tissue:

non-linearity, hysteresis, and tension–compression asymmetry. Yet, most models developed to date have been tailored to

reproduce particular loading scenarios or for specific applications. We conclude that this specific kind of models, that could

be denoted as phenomenological, do not contain the required components to be transferable from one type of experimental

conditions to another. Our aim is to alleviate these deficiencies, so that models developed for one patient can be used

for another patient, and to make this possible for the most varied types of boundary and environmental conditions. We

propose in this paper a particular multi-phase poro-elastic model. We show that this model, once calibrated on a certain

set of experiments, can also reproduce the behaviour of brain tissue observed in completely different loading conditions.

We therefore hypothesise that such a model could be a sound starting point for a generic mechanical model of the brain.

In the supporting information, the interested reader may also find the indication that, for a viscoelastic model, to mimic

the behavior of a porous material, the parameters must be adjusted according to the specimen size.

Several studies [89, 49, 102], based on a series of consolidation tests, suggested that extracellular fluid flow dominates

the apparent viscoelastic properties of brain tissue. Based on mixture theory, poroelasticity has been extensively used to

model brain tissue [138, 136, 73, 83, 70]. Porous media mechanics, [23], which describe the mechanical behavior of a

porous solid containing viscous fluid, are compatible with processes which involve low-strain-rate deformations of the brain,

such as edema, hydrocephalus, hemorrhage [174, 189] and infusion [228, 143]. However, single phase flow poromechanics

show limitation to render the highly non-linear behavior of the brain tissue.

Franceschini et al. (2006) [89] conclude that consolidation (deformation of the solid matrix due to pore fluid flow and

its drainage from the interstitial space) is the leading mechanism in quasi-static deformation of brain tissue. To achieve

complete adherence between their experimental data and their theoretical formulations, they conclude that the addition

of a viscous component to the rheological model is necessary.

This last point remains a matter of debate. Budday et al. [34] hypothesised that brain tissue rheology is characterized

by at least two different timescales, which are attributed to viscous and porous effects, respectively. The viscous response

can be related to the intracellular interactions within the network of cells forming the solid phase of the tissue, while the
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porous medium behavior is associated with the interaction between the solid and fluid phase. In a recent study, Comellas

et al. [59] explored in details the interplay between single phase poro-elasticity and finite visco-elasticity. Their model is

capable of accurately reproducing consolidation, shear stress and cycle loading tests. However, the respective influence of

porous and viscous components are strongly dependent on the parameters calibration, which could impede the physical

interpretation of the results.

Unlike conventional approaches that combine viscoelastic and poroelastic behaviors into a single framework [115], we

hypothesize in this article that a two-phase flow poroelasticity can also capture the stress relaxation and the sensitivity of

a set of selected load rates. The two fluid phases, with their respective dynamic viscosities, allow for reproducing the two

different time scales. As a first step, we limited our study on the cortex region of the brain, which is known to be soft

and isotropic [34]. We first reproduce the experimental results of Franceschini et al. [89] without the use of a viscoelastic

solid and, with the same model, we reproduce the experimental set of Budday et al. [31] composed of various indenters,

load rates and stress relaxation.

4.3 Experimental data

Consolidation tests

The consolidation test (an uniaxial strain under free drainage conditions) is crucial for poromechanical modeling, as this

strain can not be reproduced by an elastic law and is not adapted to viscoelastic models [89]. In this contribution we

chose to reproduce the experiment of Franceschini conducted on N=12 specimens. The experimental procedure is briefly

reported here. For more details the interested reader could refer to [89].

Twelve human parietal lobe cylindrical samples of 30mm diameter and 5 to 8mm height are harvested, within 12h after

death, and placed into a consolidometer specifically designed for the tests, shown in Fig. 4.1A. The top and bottom

of the samples are under free drainage conditions, using a filter paper against a porous brass employed in geotechnical

consolidometer.

We identify three different profiles on the twelve samples, where the same initial load (6 Newton) will lead deformation

from 3.5% to 6.5%. We retrieve the same three profiles on the 3 Newton load series. As a consequence, we select six

samples from [89] for this study, one of each profile for the 3 and 6 Newton one step loads. We adopt the following

nomenclature for the samples: XN for X Newton load series, followed by the figure index and letter of [89], e.g. 3N C2 a.

Indentation tests

Due to the difficulties in producing consistent samples, and due to the alterations to the micro-structural arrangement

during the sample preparation, it has been reported that stiffness values using confined compression creep and stress

relaxation tests are often not reproducible and may vary by an order of magnitude or more. Indentation has been shown to

provide a robust, reliable, and repeatable method to quantify the mechanical properties in situ without altering the local
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Figure 4.1: Consolidation tests on ex vivo human cortex [89]. A Experimental design of consolidometer of Franceschini
et al. [89] (reproduced with the authorisation of the authors). B Boundary conditions of the physical problem: the
fluids are free to escape to loaded boundary (drained condition), the other boundaries are impervious; except at the
loaded boundary, the displacement of the solid scaffold is allowed only on the tangential direction (slip condition). C
Representative elementary volume (REV) with the phase components of the model framework.

micro-architectural arrangement.

Four indentation tests on ex vivo bovine grey matter, within 6 hours after death, are reproduced. These are subsets of

the long range indentation type, on N = 192 samples, described in [31]. Before any test, all samples are subjected to a

100µm indentation depth to stabilize the material response and ensure parallelism. The experimental design is shown in

Fig. 4.2 A and the characteristics of the tests can be found in Table 4.1. Budday et al. present indentation tests with

loading rates between 1µm/s and 100µm/s, for reason of brevity, we choose to reproduce these extreme values without

the intermediate 10µm/s and 20µm/s. In [31], Budday et al. present mean experimental curves for each test and indicate

21% of standard deviation in the set of samples.

Characteristics Test 1 Test 2 Test 3 Test 4
Indentation depth µm 300 300 300 100
Load rate µm/s 5 5 1 100
Indenter ⊘ mm 1 0.75 0.75 1.5
Unloading of 300µm Yes Yes Yes No
Holding of 600 s No No No Yes

Table 4.1: Characteristics of the indentation tests on ex vivo bovine cortex [31]. Test 1, 2 and 3 belong to long
range indentation tests, Test 4 is a relaxation test.

4.4 Mathematical Modelling

The descriptions of cortex tissue as a porous medium can take several forms: a solid scaffold saturated by a fluid (Hakim

et al. [101] in 1976), a visco-elastic scaffold saturated by a fluid [89], an elastic scaffold separated into two compartments,
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Figure 4.2: Indentation test on ex vivo bovine cortex [31]. A Experimental design of indentation tests of Budday et al.
[31] (reproduced with the authorisation of the authors). The sample is considered under cylindrical symmetry hypothesis,
ui(t) is displacement prescribed by the indenter on the sample surface. B Boundary conditions of the physical problem in
cylindrical axis symmetry. Boundaries are denoted ΓS the axis of symmetry, ΓB and ΓC the slip boundaries prescribed in
the experimental design, ΓI the indented surface and ΓF the free surface, where three different boundary conditions are
tested.

vascular and extra-vascular, each saturated by a different fluid [73], among others. In this study, we focus on ex vivo

material, so the vascular activity will be neglected and the vascular network will be considered a part of the solid scaffold.

Within the parenchyma, we distinguish two fluid phases: glial g phase, for which we prescribed a dynamic viscosity close

to gel-like, and interstitial/lymphatic l phase, with a prescribed dynamic viscosity one order higher than water. A summary

of the representative elementary volume is shown in Fig. 4.1C. This specific description of cortex tissue by two immiscible

fluids within a porous solid has no experimental equivalent. Therefore, we present the quantitative information to set the

initial guess of the parameters from several sources in the experimental literature.

Governing equations

A porous medium consists in a solid scaffold, that is to say all the material that act as structural solids in the porous

medium. Its volume fraction is denoted εs. The porosity is the volume fraction saturated by the fluids, denoted ε, and

εs + ε = 1 (4.1)

We distinguish, in this contribution, the glial phase g from the remaining fluid phase l. These two phases are assumed to

be immiscible fluids with their respective saturation Sl and Sg and

Sl + Sg = 1 (4.2)
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The volume occupied by the liquid phase and by the glial phase are respectively denoted εSl and εSg.

The mass balance of the porous solid reads:

Ds

Dt
(ρsεs) + ρsεs∇ · vs = 0 (4.3)

• with D
s

Dt
(ρsεs) the evolution of the solid scaffold mass

• and ρsεs∇ · vs its flux term.

The mass balance of the fluids phases reads:

Ds

Dt
(ρgεSg) +∇ ·

�
ρgεSgvgs

�
+ ρgεSg∇ · vs = 0 (4.4)

Ds

Dt

�
ρlεSl

�
+∇ ·

�
ρlεSlvls

�
+ ρlεSl∇ · vs = 0 (4.5)

• with D
s

Dt
(ραεSα) the evolution of the fluid phase α

• ∇ ·
�
ραεSαvαs

�
the flux term of the phase α where vαs is the phase α velocity relatively to the solid: vαs = vα − vs

• and ραεSα∇ · vs the contribution of the solid deformation to the mass conservation of the phase α = l, g

Constitutive relationships

The glial phase will be denoted as the wetting phase, that is to say, the phase that preferentially covers the solid scaf-

fold. Therefore, it is the one that sustains the mechanical load before transmitting it to the non-wetting phase, namely

the liquid phase. The pressure relationship with the phases saturation is justified by the simplified entropy inequality of

the thermodynamically constrained averaging theory (TCAT) [99]. At the microscale equilibrium, it is assumed that the

evolution of the interface surface is negligible compared to the evolution of the fluid saturation, therefore the interfacial

tension between the phases is directly linked to the pressure difference (see [220]). This implies a pressure jump between the

wetting phase g and the non-wetting phase l, whose saturation Sl depends on the pressure jump plg = pl−pg (see Eq.4.6).

From [220], the expression of the liquid phase saturation, dependent on the difference of the phases pressure, is adapted

from the heuristic formulation of van Genuchten [250]:

Sl =
2

π
arctan

�
plg

a

�
(4.6)

with the theoretical parameter a, which represents the intensity of the interplay between the solid scaffold and the non-

wetting phase. Its range commonly taken is [500; 800] (see [216], [218], [162], [211]).
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The solid scaffold has its intrinsic permeability ksint and follows linear elasticity (Young modulus E, Poisson’s ratio ν):

¯̄σeff = λtr(¯̄ϵ)I+ 2µ¯̄ϵ (4.7)

with I the identity tensor, ¯̄ϵ(us) = 1
2 (∇us+(∇us)T ) the linearised strain tensor, and the Lamé constants λ = Eν

(1+ν)(1−2ν)

and µ = E
2(1+ν) .

The two fluid phases have their own relative permeabilities:

klrel = (Sl)Al kgrel = (Sg)Bg (4.8)

with Al and Bg to be calibrated.

The interaction between fluid phases and the solid scaffold are modeled by a generalized Darcy’s flow, deduced from

the linear momentum conservation of fluid phases:

−kαrelk
s
int

µα
∇pα = εSα(vᾱs) α = g, l (4.9)

where ksint is the intrinsic permeability of the solid scaffold, µα, kαrel and pα are respectively the dynamic viscosity, relative

permeability and the pressure of each fluid phase α = l, g.

Final system of governing equations

The physical system is governed by the mass conservation of each phase and by linear momentum conservation of the

overall system. The primary unknowns of the model are the solid scaffold displacement us, the glial phase pressure pg and

the liquid phase pressure difference plg.

Eqs.4.3-4.5 are treated as follows:

• Eq.4.3 is injected into Eqs.4.4-4.5 thanks to the constraint Eq.4.1

• the difference of order between the mechanical constrains and the compressibility of the components allows us to neglect

the variation of their density, therefore ρα is considered constant α = s, g, l. We also assume that the component

have the same density ρs = ρg = ρl

• the evolution of the glial volume fraction εDsSl

Dt is expressed with respect to the constraint Eq.4.2. Its evolution depends

on the interstitial fluid pressure Sl(plg), see the constitutive relationship Eq.4.6
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We obtain the following system:





−ε dSl

dplg
Dsplg

Dt −∇ ·
h
kg
relk

s
int

µg ∇pg
i
+ Sg∇ · vs = 0

ε dSl

dplg
Dsplg

Dt −∇ ·
h
kl
relk

s
int

µl ∇(pg + plg)
i
+ Sl∇ · vs = 0

(4.10)

The governing equations are completed with the momentum balance of the system:

∇ · σT = 0 with σT = σeff − βps (4.11)

where σeff, the effective stress described Eq.4.7, represents the solid contribution to the mechanical stress. β is the Biot’s

coefficient, set to 1 thanks to the hypothesis of the phases incompressibility. ps = Stpt +Slpl, denoted the solid pressure,

represents the fluids’ contribution to the mechanical stress.

Assumption on the porous medium components and parameters motivated by literature

The stiffness of the cortex has been intensively studied ([226, 127, 29], among many others). It both depends on the

chosen modeling framework and the sample composition, so the values of the Young’s modulus E can widely vary. In

time-independent modeling, as linear elastic or hyperelastic, using linear elastic law leads to scatter values Young’s mod-

ulus E, from 2.5 kPa [262] to 8 kPa [226]. Non-linear hyperelastic modeling has more homogeneous values, with E

between 1.1 kPa [127] and 3 kPa [29]. In the reproduced experimental study [31], the authors found by contact theory

E = 1.389± 0.289 kPa. Conversely, the values of Poisson’s ratio ν are quite consensual in the literature, as the material

is constantly described as nearly incompressible, with values varying between 0.495 [226] and 0.45 [212].

In Barnes et al. [17], the extra-cellular matrix (ECM) volume fraction is estimated to be 20%. In Lei et al. [139],

the volume fraction of the interstitial fluid (IF), added to the ECM, is estimated to be between 15% and 20%. From

Bender and Klose [20], the IF fraction, strictly limited to the parenchyma, is estimated to be between 5% and 10%, and

the vascular system (in [139]) between 3% and 5%. Finally, the distribution indicated by Azevedo et al. in [14] for the

cerebral cortex gives 20% neuron, 80% non-neuron with ±2% of uncertainty.

We define the solid scaffold as the sum of the stroma cells (membrane, epithelial and endothelial cells), the ECM, the

vascular system - because blood circulation is not considered in ex vivo testing - and the neurons (bodies and axons). Based

on the estimation provided above, we obtain the following range of values for the solid scaffold fraction: the minimum at

(0.15− 0.1) + 0.03 + 0.18 = 0.24 and the maximum at 0.2+ 0.1+ 0.05+ 0.22 = 0.57. Its complement, the porosity ε, is

within the range 0.43 ≤ ε ≤ 0.76.

As written in [20], the IF volume fraction estimated to 0.05 ≤ εSl ≤ 0.1. With the estimated range of porosity ε, we obtain

for the liquid phase saturation: 0.065 ≤ Sl ≤ 0.232; and its complement, the glial phase saturation: 0.828 ≤ Sg ≤ 0.935.
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As initial range of values for the liquid phase dynamic viscosity µl, we keep different estimation provided in [230] for

cerebral fluid, between 0.7 ·10−3 Pa ·s and 1 ·10−3 Pa ·s. For the rheology of the glial phase, as we do not have experimental

data, we choose a value close to literature used for generic cells (see [216] and [211]) µg ≈ 30Pa · s.

Regarding the intrinsic permeability ksint of the solid scaffold, there is still a large knowledge gap. The important

difficulty to design experiment on living tissue and the preferential use of single phase solid mechanics rather than porome-

chanics are probably partly responsible for this problem. In 2021, Sowinski et al. [230] reported ranges of values for

hydraulic conductivity K, using in silico magnetic resonance elastography. They reported hydraulic conductivity values

from 2 · 10−11 ms−1 to 2 · 10−10 ms−1. Same year, Jamal et al. in [120], reported range of values for the intrinsic per-

meability ksint, by ex vivo perfusion experiment. They reported a ksint mean value of 10−16 m2, with a strong influence of

tissue anisotropy, from 2 · 10−17 m2 to 3.2 · 10−15 m2, with one order of magnitude difference if perfusion is parallel or

perpendicular to the white matter fibers.

Retrieve intrinsic permeability ksint from hydraulic conductivity K is not straightforward. If the ratio
ks
int

µ is common to the

different equivalence, the size of the sample, its density and difference of pressure could be at play. Applying the ratio

on hydraulic conductivity, a dynamic viscosity µ with the order of 1 · 10−3 Pa · s will lead to an intrinsic permeability ksint

between 2 · 10−14 m2 and 2 · 10−13 m2, which is two orders higher than [120]. In [230], Sowinski et al. hypothesise that

in vitro experiments tend to lead to smaller values, due to pore collapse in sampled tissue. In [120], Jamal et al. claim

that these microstructural changes become significant after 6h post-mortem, hence they perform their experiments within

these 6h. As we do not have sufficient information, we have no other choice to keep this large range, from 10−17 to 10−13,

as acceptable values of ksint.

4.5 Computational framework

Using the FEniCS python libraries, the solution of the problem has been done with the finite element method, with a

monolithic solution process. Boundary conditions for the consolidation tests are shown in Fig.4.1B and for the indentation

tests in Fig.4.2B. The computations have been run on a mesh of 4× 20 elements for consolidation tests and 98× 60 for

indentation tests, both are cylindrical axis symmetric representation of the sample. The same computations have been run

with meshes with three levels of refinement, with the same results.

The boundaries of the consolidation tests are shown in Fig.4.1B. The fluids are free to escape to loaded boundary (drained

condition) and the other boundaries are impervious. For the solid scaffold, except at the loaded boundary, its displacement

is allowed only on the tangential direction (slip condition). The boundaries of the indentation tests are shown in Fig.4.2B.

Its boundary conditions are denoted by ΓS the axis of symmetry, by ΓB and ΓC the slip boundaries prescribed in the
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experimental design. ΓI is the indented surface, where the fluid is assumed under impervious condition and ΓF the free

surface.

All the codes used for computation are available on Github, at https://github.com/StephaneUrcun/BrainTissue

Local sensitivity analysis and parameters calibration

As an initial guess, we first set all the parameters within their ranges given in section 4.4 paragraph ’Assumption motivated

by literature’. Seven are denoted tissue specific, because they are general properties, more likely to be shared by all samples:

the porosity ε, the Poisson’s ratio ν, the dynamic viscosity of the two fluid phases µl, µg, their corresponding tortuosity

exponent Al, Bg and a, the referenced pressure of the cell-ECM interplay. Young’s Modulus E and intrinsic permeability

ksint, which have the wider ranges, and the initial liquid phase saturation Sl
0 are denoted sample specific (Sl

0 varies for each

sample, but within the prescribed physiological range, see section 4.4 paragraph Assumption motivated by literature).

We perform a variance-based local sensitivity analysis on the parameters at their initial guess value ±10%, described 4.8.

We perform first order sensitivity analysis (the parameters are modified one at a time) as well as second order analysis (the

45 parameters tuples are tested to quantify parameters correlation). The parameters are strongly inter-dependent, the 45

tuples gather 87.3% of the variance, the parameters can not be calibrated separately. The weights of the parameter tuples

confirm the idea of two parameters subsets: the 21 tuples of tissue specific parameters gather 49.6%, where the 21 tuples

of tissue v.s. sample specific parameters gather only 35.6%, see Fig.4.3A, the 3 tuples of sample specific parameter are

less correlated, they weigh only for 2.1%. The results of the first order are in Fig.4.3B and the details of the Sobol indices

can be found in 4.8.

The calibration process has been performed on all samples of the consolidation tests and on the mean curve of Test 1 of

the indentation tests. It consists in a Newton algorithm on the 7 tissue specific parameters, the sample specific parameters

being fixed. Once the algorithm gives no improvement (RMSE improvement below 10−4), we perform, for each sample

separately for the consolidation tests and for indentation Test 1, the calibration of the sample specific parameters E, ksint

and Sl
0.

Measure of error

The error between numerical results ynum and experiments data yexp, evaluated at n points, is measured in percentage by

the relative root mean square error (RMSE):

RMSE =

vuut
nX

i=1

�
yexpi − ynumi

yexpi

�2

(4.12)
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Figure 4.3: Results of the second-order sensitivity analysis. A The parameters interaction gathers 87.1% of the
solution variance, i.e. the parameters are strongly correlated. The 21 tuples of tissue specific parameters weight for 49.6%,
the 21 tuples of tissue/sample interaction weight for 35.6%, the 3 tuples of sample specific parameter are less correlated,
they weight only for 2.1%. B Details of the weight of parameter independent sensitivity. The Poisson’s ratio ν sensitivity
largely dominates the other parameters.

4.6 Results

The working hypothesis of this contribution is that the time-dependent properties of cortex tissue can be modeled using a

two-phase flow poroelasticity framework. This hypothesis is tested in this section to reproduce the experimental results of

the consolidation tests in [89] and the unconfined indentation tests in [31]. To emphasise the limit of visco-elasticity com-

pared to poro-elasticity, a 1D confined compression test with an available analytical solution is reproduced and discussed

in 4.8.

Consolidation tests

The mechanical response of the six samples is generated using parameters shown in Table 4.2. All the samples share the

same tissue specific parameters set. Fig. 4.4A, B shows the results of the model for the 3 Newton and 6 Newton load

series respectively. We obtain accurate results for the 6 samples with an error ranged from 1.1 to 5.6%. These results are

obtained by calibrating three parameters, the Young’s modulus E, the intrinsic permeability ksint, and the initial saturation

of liquid phase Sl
0 within the physiological range 6.5−17.2% (with one exception sample 3N C2 d at 5.9%). All the details

are referenced in Table 4.2.

Indentation tests

The four indentation tests have been reproduced using the same mathematical modeling (section 4.4) and computational

framework (section 4.5) than the consolidation tests. However, these indentation tests are not specifically adapted to

poromechanical modeling, so that the nature of the free surface of the sample ΓF (see Fig.4.2B) is not clearly prescribed

from the fluids point of view. If the cortex slice cut follows a membrane, it leads to an impervious boundary as eq.4.13(a).
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Figure 4.4: Numerical reproduction of Franceschini et al. consolidation tests on ex vivo human cortex [89]. Time
(minutes) vs. Displacement (mm). A 3 Newton load series. Sample 3N C2 b (experimental green circle; numerical green
dotted) is reproduced with 0.056 RMSE (see Eq.4.12); Sample 3N C2 d (experimental orange triangle; numerical orange
dotted) with 0.036 RMSE; Sample 3N C2 e (experimental blue square; numerical blue dotted) with 0.016 RMSE. B 6
Newton load series. Sample 6N C3 a (experimental green circle; numerical green dotted) is reproduced with 0.011 RMSE;
Sample 6N C3 b (experimental orange triangle; numerical orange dotted) with 0.017 RMSE; Sample 6N 6 (experimental
blue square; numerical blue dotted) with 0.015 RMSE.

In the case of a proper fluid drainage, this leads to a homogeneous Dirichlet condition, eq.4.13(b). The intermediate case

leads to a semi-pervious boundary. To our knowledge, no investigation has been done on the passive drainage of the free

surface for ex vivo cortex tissue testing, then we adopt a convective condition, usual in mass transfer through boundaries

in poromechanics [93] eq.4.13(c).

∂pα

∂n
= 0 on ΓF α = g, l (4.13a)

pα = 0 on ΓF α = g, l (4.13b)

∂pα

∂n
= h(pα − pα0 ) on ΓF α = g, l (4.13c)

Our investigation shows that a semi-pervious boundary on the sample free surface gives slightly better results than an

impervious boundary for the indenter surface response evaluated in this article. With the same parameters, the influence of

different boundary conditions on the free surface are shown in Fig. 4.5. For the sake of simplicity, we choose an impervious

boundary condition on the free surface.

We identify the parameters of [31] with only one test, the 1 millimeter diameter long range indentation on grey matter,
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Sample E (Pa) ksint (m2) Sl0 RMSE
3N C2 b 4130 2.2e−13 0.075 0.056
3N C2 d 9300 2.1e−13 0.059 0.036
3N C2 e 3740 4.7e−13 0.100 0.016
6N C3 a 4330 2.9e−13 0.114 0.011
6N C3 b 3500 6.1e−13 0.169 0.017
6N 6 7100 2.1e−13 0.094 0.015
Shared parameters Sl0 ε ν µl (Pa · s) Al µg (Pa · s) Bg a
(tissue specific) [0.065;0.232] 0.6 0.49 8e−3 1 35 2 800

Table 4.2: Model parameters calibrated of the consolidation tests on ex vivo human cortex [89]. Seven parameters,
ε, ν, µl (Pa · s), Al, µg (Pa · s), Bg and a (Pa) denoted tissue specific, are common to all samples. Three parameters,
E (Pa), ksint (m

2) and Sl
0, within the prescribed range [0.065; 0.232], are calibrated specifically for each sample. Only one

sample, 3N C2 d, is slightly below Sl
0 prescribed range.

Figure 4.5: Influence of the free surface boundary condition on the indenter surface response. Shared parameter
set: E = 730Pa, ksint = 3 · 10−3 m2, Sl

0 = 0.063, ε = 0.6, ν = 0.49, µl = 3 · 10−3 Pa · s, Al = 1, µg = 30Pa · s and
Bg = 2. Experimental (gree dotted); Neumann (black) impervious condition eq.4.13(a); Dirichlet (blue) drained condition
eq.4.13(b); Convective (green), with the additional parameter h = 10−4, eq.4.13(c) semi-pervious condition.

denoted Test 1 in this article. Then, we validate these parameters on the other tests. The parameters of Test 1 are

identified by the same process than consolidation tests, see section 4.5.

The resulting parameters of Test 1 (12.7% RMSE) are validated on Test 2, 3 and 4, see Fig.4.6. It shows that the calibrated

parameters lose accuracy but remain capable of reproducing the different tests. The change in the indenter diameter Test

2 slightly increases the error (13.5% RMSE). The results degradation is more significant when loading rates change in Test

3 (16.7% RMSE) or for the relaxation Test 4 (18.3% RMSE). Test 4 has been calibrated independently (10.3% RMSE),

see Fig. 4.7, giving a different profile with E almost twice higher, see Table 4.3. The calibrated parameters of Test 1
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give a value of Sl
0 below the prescribed physiological range (< 6.5%), whereas the calibrated Sl

0 of Test 4 is closer to the

physiological range (see Table 4.3).

Figure 4.6: Indentation tests on ex vivo bovine cortex [31]: validation of the calibrated parameters on Test 1. A
Example of the simulation results on Test 1. At 230µm indentation depth, the glial pressure raised to 780Pa and flush out
the liquid phase (i.e. 0Pa of pressure difference plg in this area). Note that the liquid phase is subjected to a pressure pl

of a few hundreds of Pascal at the indenter zone and only 40Pa at the sample boundaries. B Test 1, experimental (green
dotted), numerical (green plain line), RMSE= 12.7%; Test 2, experimental (black dotted), numerical (black plain line),
RMSE= 13.5%; Test 3, experimental (blue dotted), numerical (blue plain line), RMSE= 16.7%; Test 4, experimental
(pink dotted), numerical (pink plain line), RMSE= 18.3%.

4.7 Discussion

The strong time-dependent mechanical behavior of the cortex is generally attributed to both the intrinsic viscoelasticity

of the solid phase and fluid flow-induced poroelasticity but the relative contributions of the two are unclear. Conventional

approaches combine viscoelastic and poroelastic behaviors into a single framework to be able to reproduce experimental

data [89, 115].

In this contribution we propose to implement a two-phase flow poroelastic model of the cortex to capture the consoli-

dation, the relaxation and the sensitivity of a set of selected load rates and investigate the dissipation mechanisms. Two
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Figure 4.7: Indentation tests on ex vivo bovine cortex [31]: calibration of the parameters of Test 4. Experimental
(pink dotted), numerical (pink plain line), RMSE= 10.3%.

sets of experiments are reproduced: the consolidation test of [89] and the unconfined indentation test of [31]. Our results

show that the experimental curves can be reproduced without the need to resort to viscous effects, by adding an additional

fluid phase.

First, we note that we examine in this paper two mechanical tests which are considerably different. For the consolida-

tion test a load as high as 6 Newton is applied on the delicate structure of the cortex, which corresponds to a pressure of

8440Pa. In the indentation test, the load is approximately 0.6 mN (that is 4 orders of magnitude smaller), corresponding

to a 20Pa pressure. The two tests are therefore very dissimilar in the way the sample is loaded, deformed and, possibly,

damaged.

We estimate material parameters associated with the models we develop. We then compare those parameters with

those published in the literature. We consider those parameters through the lens of the PhD thesis of Fanny Morin [170]

(Chapter 6). Within this scope, we focus on rheological parameters extracted from confined/unconfined experiments on

human/animal grey matter.

The stiffness values (Young’s modulus) reported in the literature, computed by considering grey matter as a monolithic

solid, are widely scattered (1.1 to 8 kPa). In the unconfined indentation case, these stiffness values are much higher than

those we obtain (0.6-1.2kPa). This observation is explained by the fact that the stiffness we “measure” consists in both a
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Sample E (Pa) ksint (m2) Sl0 RMSE
Test 1 (C) 605 2.8e−12 0.027 0.127
Test 2 (V) 605 2.8e−12 0.027 0.135
Test 3 (V) 605 2.8e−12 0.027 0.167
Test 4 (V) 605 2.8e−12 0.027 0.183
Test 4 (C) 1100 4.2e−12 0.047 0.099
Shared parameters Sl0 ε ν µl (Pa · s) Al µg (Pa · s) Bg a
(tissue specific) [0.065;0.232] 0.5 0.47 3−3 1 30 1 400

Table 4.3: Parameters for indentation tests on ex vivo bovin cortex. Validation (V) on Test 2, 3 and 4 of the
calibrated (C) parameters of the Test 1. Specific calibration (C) of the Test 4. Seven parameters, ε, ν, µl (Pa · s), Al,
µg (Pa · s), Bg and a (Pa) denoted tissue specific, are common to all samples.

solid component and a fluid component, thereby decreasing the effective stiffness contribution of the solid phase Young’s

modulus. The values we obtain for E in the confined consolidation tests are six times as high as those obtained in the un-

confined indentation case (E = 5.35± 2.12 kPa). This could seem surprising. The possibility of different stiffness between

humain and animal - simian, bovine and porcine - brain have led to contradictory results (see [193] and [207]). We looked

for a possible explanation for this stiffness discrepancy within environmental conditions such as: sample preservation, hy-

dration and temperature. The loss of hydration and temperature have cumulative effects. All other conditions remaining

equal, temperatures of 24◦C and 37◦C will lead to a stiffness 40% lower, but the same variation with dehydration will

lead to a stiffness 5 fold higher (see Forte et al. [87] for a detailed study on this topic). However, according to the ranges

given in [87], the confined consolidation and unconfined indentation tests were made in sufficiently close environmental

conditions to rule out this hypothesis.

We therefore hypothesise that, during confined consolidation, pore locking may take place, leading to the creation of

fluid “pockets” within the structure. This incomplete consolidation results in an effective stiffening of the sample and

thereby in an increase of the apparent Young’s modulus.

Regarding the Poisson’s values, they correspond to the literature consensus with ν = 0.47 in the unconfined case, and

ν = 0.49 in the confined case.

In the confined case, we obtain one order of magnitude smaller permeabilities than in the unconfined case. The intrinsic

permeabilities we evaluate, amended by their respective relative permeabilities, are however within the experimental range

provided in the literature. Such decrease in permeability can be caused by the pore locking phenomenon described above.

Moreover, the consolidation tests were performed within 12 hours, as opposed to 6 hours for the indentation tests. This

time delay could lead to significant changes in the microstructure [120], which also alters the permeability.

The review of Budday et al. [34] pointed out the promising coupling of poro-viscoelasticity, as it takes account of both

the interplay between interstitial fluid and stroma and the time-dependent response of cellular phase. The model proposed

by Franceschini et al. in [89] along with their experiments is an example of this coupling. We show in this article that a
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one-phase flow coupled with a viscoelastic solid, in the reproduced loading scenarii, can be replaced by a two-phase flow

with an elastic solid. The two different dynamic viscosities (µl = 5.5± 2.5 10−3 Pa · s and µc = 32.5± 2.5Pa · s) give two

different characteristic times. They are comparable to the two-terms Prony series proposed in the viscoelastic parameter

identification of human brain tissue of Budday et al. in [32] characterised by τ1 = 0.18 s and τ1 = 63.5 s. Moreover, our

parameters are not dependent on the geometry, as shown in the 4.8. The fact that the tissue characteristics are build upon

experimental findings offers a reliable way for a tissue specific pre-calibration. The sample calibration is only done on three

parameters, which is equivalent, in computational cost, to the classic hyperelastic models (Yeoh [269], Ogden [185]).

Even if we endeavour to build our model on experimental matter, we are aware of its limits. A solid scaffold described

as the sum of the stroma, the vascular network and the ECM is obviously non-linear. We have not included dependency

between permeability and porosity in our model (the interested reader could find a presentation in [165]), whereas in

confined deformation with an incompressibility hypothesis, the main part of the deformation is absorbed by the pores.

Adding this relation would lead to closer values of intrinsic permeability ksint between indentation and consolidation, and

partially suppress the artificial stiffness of consolidation parameters, by increasing the fluids supported stress. We can also

point out that the total stress relationship we used, along with a Biot coefficient equal to 1 is a strong hypothesis. The

incompressibility of the fluids is not to be questioned. Yet, micro-structural changes due to post-mortem experiments or

mechanical damage may increase solid scaffold compressibility. Only three load rates are reproduced in this paper (1µm/s,

5µm/s and 100µm/s), a large panel still remains to explore. Likewise, our model response on various loading scenarii -

tension or shear - or experimental condition - such as temperature dependency - remains open. As a consequence, our

results are only relevant at room temperature under humidity control.

The results in this paper indicate that multi-phase models could be a strong basis for the description of biological tissue

such as the brain, ex vivo and in vivo, as some advanced models can reproduced interplay of vessels and tissue [217, 73].

We hope this contribution will encourage the community to develop new experimental techniques which are compatible

with poro-mechanical models. More specifically, the enforcement of boundary conditions on free surfaces could help the

modeling of different drainage conditions.

Beyond experimental setups, another open challenge lies in the ability of models to be transferred from one observa-

tional/experimental situation to another. For this work to have impact in a clinical setting, methods must be developed

to transfer parameters and models from one set of patients to another. We believe that a quantitative approach to this

would be to develop robust model selection approaches from experimental or clinical data [273].
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4.8 Supporting information

Viscoelastic modeling limitation on consolidation test reproduction

Let us consider two reference models: a one solid-one fluid poroelastic model and a rheological viscoelastic model consti-

tuted by a Kelvin-Voigt chain; and use these two models to simulate a 1D confined compression test. In this test the tissue

is constrained in a cylindrical chamber and compressed at the top surface with a constant pressure P0. The specimen is

fully sealed with the exception of the top and the bottom surface where a porous membrane allows drainage of the inside

fluid during the test. The geometry and boundary conditions of the test are represented in Fig. 4.4A. The simplicity of the

two considered models jointed with the simplicity of the considered test allows to derive the analytical solution for both

modeling approaches (see [253] for the poromechanical model). For the one-fluid one-solid poroelastic model:

pz(z, t) =

P0
4

π

∞X

k=1

(−1)k−1

2k − 1
cos

�
(2k − 1)

π

2

z

L

�
exp

�
(2k − 1)2

π2

4

cvt

h2

� (4.14)

with the consolidation coefficient under the hypothesis of phases incompressibility:

cv =
kM

µ
(4.15)

with M the longitudinal modulus:

M =
E(1− ν)

(1 + ν)(1− 2ν)
(4.16)

E the Young’s modulus and ν the Poisson’s ratio.

For the viscoelastic Kelvin-Voigt chain:

uz(z, t) =
P0z

M

�
1− exp

�
−Et

η

��
(4.17)

We see that the poroelastic model is governed by the parameters E, ν and the ratio k
µ and the viscoelastic model by E,

ν and η. However, the analytical solution of the porous model contains h, the sample height, which strongly influence

the consolidation time. Then, once the parameters of the porous model are calibrated, they will remain relevant when the

height of the sample varies.
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Parameter θ Si(%)
E 0.0426 8.29
ν 0.2384 56.7
ksint −0.0430 8.74
ε −0.0304 3.32
µl 0.0346 8.17
µg 0.0114 3.70
Al 0.0002 1.58
Bg 0.0208 5.80
Sl
0 −0.0256 3.63

Table 4.4: Sobol indices of the first-order local sensitivity analysis.

Variance-based local sensitivity analysis

We performed a variance-based local sensitivity study of the finite element solution on the parameters as follows:

• A first-order analysis, the 9 parameters are disturbed one at a time respectively of ±10%.

• Interaction analysis, the 36 parameters tuples are evaluated simultaneously disturbed.

All the results were interpreted with a polynomial model in order to quantify their weights in the solution variance, referred

to as Sobol indices. The initial guess of the parameters set was: E = 3500Pa, ν = 0.45, k = 10−13 m2, ε = 0.55,

µl = 8 · 10−3 Pa · s, µg = 35Pa · s, Al = 1, Bg = 2 and Sl
0 = 0.012. It gives the base error J0.

First-order analysis

Each parameter is disturbed one at a time respectively of ±10%, giving the corresponding error J̃ . The relative variations

of the error were calculated as follows:

Var =
J̃ − J0
J0

(4.18)

where J0 is the error with the parameters at their initial values. In order to quantify the impact of each parameter, the

following linear model was set:

Var = 1 +
X

i

θiαi (4.19)

where αi is an auxiliary parameter ∈ [−1,+1] representing the perturbations of ±10% of the ith parameter and θi the

slope of the variation.

In a first-order analysis, the influence of the ith parameter is given by the Sobol indices:

Si =
θ2iP
i θ

2
i

(4.20)

The results of the first-order analysis are reported in Table 4.4.
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Interaction analysis

We evaluate the correlation between parameters. The 36 tuples (αi,αj)i>j have been evaluated at ±10%. The corre-

sponding polynomial model becomes:

Var = 1 +
X

i

θiαi +
X

ij,i>j

θijαiαj (4.21)

with the respective Sobol indices:

Si =
θ2iP

i θ
2
i +

P
ij,i>j θ

2
ij

and Sij =
θ2ijP

i θ
2
i +

P
ij,i>j θ

2
ij

(4.22)

The results are reported in Table 4.5.
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Chapter 5
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Abstract

We propose a novel imaging-informed glioblastoma model within a reactive multiphase poromechanical framework. Porome-

chanics offers to model in a monolithic manner both tissue deformation and pressure-driven fluid flows, these phenomena

existing simultaneously in cancer disease. The model also relies on two mechano-biological hypotheses responsible of the

heterogeneity of the GBM: the hypoxia signaling cascade and interaction between extra-cellular matrix and tumor cells.

The model belongs to the category of patient-specific imaging-informed models as it is initialized and calibrated by the

means of patient imaging data. Sensitivity solution on the parameters and on boundary conditions are provided. As this

work is only a first step of the inclusion of poromechanics in imaging-informed glioblastoma models, means of improving

are provided in the discussion.

5.1 Introduction

In global cancer statistics, primary brain tumors have the 21th rank of incidence but reach the 14th rank of mortality

[238]. Glioma represents the large majority of malignant primary brain tumors. The group of diffuse glioma - ’diffuse’

being opposed to ’circumscribed’ - is the one with the worst prognosis. The diagnosis of diffuse glioma was first based on

histological features as infiltrative glioma cells along pre-existing tissue elements, historically known as secondary Scherer’s

structures. The staging of the World Health Organisation (WHO) of diffuse glioma is based on specific and cumulative

histological features: nuclear atypia for stage II, mitotic activity for stage III denoted anaplasic, necrosis and/or microvas-

cular proliferation for stage IV, denoted glioblastoma multiforme (GBM). This study is interested on the WHO highest

grade, grade IV GBM. This stage has the poorest prognosis with a median survival around 15 months, and a 5-year survival

rate at 5.8%, constant since the year 2000 [241]. The update of the WHO classification in 2016 [154], which includes

molecular biomarkers, now differentiates the diffuse gliomas into sub-types. We are specifically interested in the isocitrate

dehydrogenase (IDH) wild-type. In clinical literature, between 16% and 40% of GBM are considered non-operable [168, 79],

because of a functional critical location which impedes the resection, or because of patient comorbidity. Non-operable

cases allow longitudinal data of glioblastoma evolution, on a patient specific basis. Hence, they are of critical interest for

modeling and forecasting processes.

GBM have received a large attention of the modeling community. In 2021, an efficient review of glioblastoma modeling

was made by Falco et al. in [76]. New hypotheses may emerge from in silico studies and treatment personalization may be

facilitated by the exploration in silico of the parameters’ space of the patient. This highly lethal disease and the absence of

improvement of its survival rate made these two challenges particularly urgent. The authors of [76] reviewed 295 articles

published between 2001 and 2020, and defined three categories, continuous, discrete and hybrid. The continuous models

considered the disease as a collection of tissue and the targets of this type of model is the invasion pattern and the
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treatment response at the macroscale (for instance, see [61, 246]). The discrete models are tailored for the description of

intra-cellular phenomena and interaction at the cellular level. They target genetic and immunological properties. Hybrid

modeling tries to retrieve the best of both approaches, by informing the models with multi-scale data, such as histological

staining, genetic markers and clinical imaging (for discrete and hybrid categories, see [67, 130]). Some of these models,

whatever their category, may be initialized and calibrated by clinical imaging data. By this means, they aim to patient-

specific results. This supra-category is termed as imaging-informed model. This modeling framework was first developed

in 2002, and applied to low- and high-grade gliomas, by Swanson et al. in [239], and after in [240, 178, 202]. Since 2013,

with the progress of imaging methods, this framework has been developed by Yankeelov et al. (see [268]), and applied

with clinically-relevant results in various locations such as breast cancer [122] or prostate cancer [151]. imaging-informed

glioblastoma modeling has been extensively used in the last decades, and have led to personalized modeling in tumor

forecasting and treatment response [2, 112, 147], and to the inclusion of tissue anisotropy [10], among other hypotheses.

In 2020, a specific review of imaging-informed glioblastoma modeling was made by Mang et al. in [160].

We propose in this article a novel imaging-informed glioblastoma model within a continuous multiphase poromechanical

framework. Poromechanics offers to model the coupling between tissue deformation and pressure-driven fluid flows, these

phenomena existing simultaneously in cancer disease. Poromechanics is already applied in cancer modeling, in vitro

[216, 247] and in animal models [91]. However, except a proposition of patient-specific imaging-informed modeling in [73]

with only qualitative results, to our knowledge, there is no example of this framework applied to glioblastoma modeling

in a clinically-relevant and patient-specific basis. Additionally to the description of the brain tissue as a porous medium,

our model relies on two mechano-biological hypotheses responsible of the heterogeneity of the GBM: the hypoxia signaling

cascade [173] and interaction between extra-cellular matrix and tumor cells [17]. A subset of the parameters of the model is

initialized with the first time point of the patient imaging data, performed during pre-operative examination. The simulation

outputs are calibrated against the patient’s imaging after 6 cycles of concomitant radiotherapy-temozolomide chemotherapy

(RT-TMZ), performed 63 days after the initial time. Through patient’s segmentation, the quantities evaluated are the

overlapping of the clinical and numerical tumors.

In the article, we briefly present the GBM IDH wild-type and its management, followed by the presentation of the

mathematical model, the patient dataset, and the calibration process of the simulation. The results section gives the

solution sensitivity on parameters variation and error of the model measured against patient imaging. Mathematical

verification, such as solution sensitivity on boundary conditions are provided. As this work is only a first step of the inclusion

of poromechanics in imaging-informed glioblastoma modeling, we discuss the improvements and further propositions for

this inspiring modeling framework.
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5.2 Description of the GBM IDH wild type

Glioma may originate from three sources [276]:

• neural stem cells, embryonic cells located in ventricular and subventricular zones of the brain, which give rise to both

neurons and glial cells.

• oligodendrocyte precursor cells, a subset of glial cells precursor specific to oligodendrocytes.

• astrocyte, for which a specific precursor is not yet identified.

Therefore, the determination of the origin the cellular population, and mutations is this population, that give rise to glioma

remains the open debate [276]. However, already developed GBM have an astrocytic profile. This profile is characterized

by a high heterogeneity both genetic and phenotypic, which creates difficulties both in origin determination and therapeutic

design. Among diffuse glioma, GBM is by far the most common (90%). Its incidence represents the majority all kinds of

glioma and almost the majority of all primary malignant brain tumor. The median age at diagnosis is 65 years and the

incidence is 50% higher for male patients. Except radiation and rare genetic syndromes, there is not validated risk factors.

Since 2005, its standard of care is, if possible, surgical resection followed by a six 1-week cycles of concomitant radiotherapy

and temozolomide chemotherapy [233], denoted RT-TMZ treatment. The TMZ is used as a radio sensitizer, and after the

6 cycles, TMZ is used as maintenance from six to twelve months. Despite improvement of the median survival, now > 15

months, glioblastoma still has a poor prognosis, with a 5-year survival rate at 5.8%, constant since 2000 [241].

The 2016 WHO classification now includes molecular biomarkers, which define GBM subtypes. The first subtype is

defined by the status of isocytrate dehydrogenase (IDH). Non-mutated, the subtype is termed wild-type, other subtypes

are mutated IDH-1 or IDH-2. IDH 1, 2 or 3 are enzymes involved in cell metabolism. Mutation of IDH 1 or 2 lead to the

accumulation of an inhibitor of glioma stem cell differentiation, but also can promote tumor microenvironment. However,

IDH mutants represent 10% of glioblastoma and have a better prognosis, as they are less resistant to chemotherapy and

provoke better immune response [116]. It should be noted that the inevitable recurrence of the GBM will ultimately lead

to a dominant wild-type i.e., non-mutated IDH. For the sake of brevity, GBM IDH wild-type will be thereafter abbrevi-

ated GBMwt. The second subtype is defined by the status of the O6-methylguanine–DNA methyltransferase (MGMT),

methylated or non-methylated. The MGMT gene encodes a DNA-repair protein, therefore a high MGMT activity in cancer

creates a resistant phenotype both on chemo- and radiotherapy. MGMT activity can be silenced by methylation and it

decreases the DNA-repair activity [106]. The methylation of MGMT, termed m-MGMT, represents around 25% of GBM

cases. This marker will influence the patient response to the RT-TMZ treatment, as a m-MGMT profile will be more

sensitive to RT effect [41]. The IDH mutations and the MGMT methylation status are not correlated, both types of

markers can co-exist.
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The staging of GBM is first based on the presence of a necrotic core and/or an abnormal micro-vasculature. These

characteristics indicate that hypoxia management is a key feature of GBM. Barnes et al. show in [17] that hypoxia applied on

GBMwt cells provokes structural changes on the surrounding ECM. The brain ECM has a specific composition. Conversely

to the usual rich fibrillar component such as collagen, brain ECM is almost entirely composed of glycosaminoglycans, a non-

fibrous component which plays the mechanical role of shock-absorber. GBMwt cells subjected to a hypoxic environment

modify the structure of glycosaminoglycans. Hypoxia signaling is made through hypoxia-inducible factor-1α (HIF1α),

which provokes the production by the GBMwt cells of the glycoprotein tenascin-C. The tenascin-C modifies the surrounding

glycosaminoglycans, leading to a cross-linked, stiffer ECM. This ECM stiffening will ultimately lead to an environment

with a higher mechanical stress. Conversely, GBM cells with IDH mutated status have a reduced capacity to produce both

HIF1α and tenascin-C. Therefore, this high stiffness of the tumorous tissue is characteristic of GBMwt.

5.3 Reactive poromechanical modeling of GBM IDH wild-type

The model presented in this section belongs to the category termed as imaging-informed reactive multiphase poromechanics.

Let us describe each part of this category:

• poromechanics: the physical system is considered as a composite continuum composed of a permeable and deformable

solid scaffold in which and through which fluid flows.

• multiphase: solid and fluid compartments are composites. The solid fraction, which could be compared to the

medical definition of the stroma, is made of different and distinct materials (epithelial tissue, ECM - itself composite

-, wall vessels, to name a few). Likewise, the fluid fraction is composed of different phases (interstitial fluid, immune

cells, tumor cells). It should be noted that the blood is not modeled as a circulating fluid in this model.

• reactive: the modeling of living tissue implies the biological interactions of many diffusive chemical agents (oxygen,

cytokines), which can belong to any phase of the system. Their own dynamics are strongly coupled with the

poromechanical system. The model also includes non-diffusive reaction as mechanically-induced phenotype switch

and hypoxic-induced necrosis.

• imaging-informed: in order to simulate patient-specific cases, the initial conditions and the boundary conditions of

the problem are provided by the patient MRI measurements. A subset of the model’s parameters is fixed by these

measurements, another subset is calibrated with them.
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General framework

Phases

s solid

l lymphatic/interstitial fluid

h healthy cells

t tumor cells

Volume fraction

εs solid scaffold: stroma and vascular network

ε porosity

εl lymphatic/interstitial fluid fraction

εh healthy cells volume fraction

εt tumor cells volume fraction

Species

ωbs vascular fraction of solid scaffold

ωnl nutrient fraction of interstitial fluid

ωρt fraction of GBM cells expressing a malignant phenotype

ωNt fraction of necrotic GBM cells

Mass terms and coefficients
i→j

M mass exchange from phase i to phase j

i→j
γ mass exchange rate from phase i to phase j

i→j

ζ dimensionless coefficient from phase i to phase j

ri intra-phase mass exchange of phase i

ζi intra-phase dimensionless coefficient of phase i

Font

Italic scalar quantity s

Bold vectorial quantity v

n > 1 overlines nth order tensorial quantity, e.g., 2nd order ¯̄T

One overline homogenized quantity
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Figure 5.1: Representative elementary volume of the modeling. Phases are in bold font: solid scaffold (grey), liquid
phase (white), healthy cells (blue) tumor cells (green). Species: of the solid scaffold, capillary vessels (red); of the liquid
phase, oxygen (pink); of the tumor cells, necrotic (dark green), malignant (light green).

Let εs, the volume fraction occupied by the solid scaffold and ε, the volume fraction occupied by the fluid phases.

ε+ εs = 1 (5.1)

The vascular network ωbs is considered as a fraction of the solid scaffold, its volume fraction is denoted εsωbs.

Considering the fluid phases (t, tumor, h, healthy and l, fluid) and defining their own saturation degree as Sβ = εβ
�
ε

(with β = t, h, l the index associated to extra-vascular fluids), we obtain:

Sl + St + Sh = 1 (5.2)

Their respective volume fractions are defined by εβ = εSβ .

To facilitate the understanding of the terms of the governing equations, we report the general form the mass conser-

vation equations for a phase and a species provided by the thermodynamically constrained averaging theory (TCAT) [99]
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framework. The spatial form of the mass balance equation for an arbitrary phase reads α

∂ (εαρα)

∂t| {z }
Accumulation rate

+ ∇ ·
�
εαραvα

�
| {z }

Outward of phase flow

−
X

κ∈ℑcα

κ→α

M

| {z }
Interphase mass transport

= 0 (5.3)

where ρα is the density, vα is the local velocity vector,
κ→α

M are the mass exchange terms accounting for transport of mass

at the κα interface from phase κ to phase α, and
P

κ∈ℑcα

is the summation over all the phases sharing interfaces with the

phase α.

An arbitrary species i dispersed within the phase α has to satisfy mass conservation too. The following spatial equation is

derived following TCAT

∂
�
εαραωiα

�

∂t| {z }
Accumulation rate

+∇ ·
�
εαραωiαvα

�

| {z }
Outward of species
advective transport

+∇ ·
�
εαραωiαuiα

�

| {z }
Outward of species
diffusive transport

− εαriα| {z }
Intraphase reactive
exchange of mass

+
X

κ∈ℑcα

iα→iκ

M

| {z }
Interphase mass transport
of the species

= 0 (5.4)

where ωiα identifies the mass fraction of the species i dispersed with the phase α, εαriα is a reaction term that allows to

take into account the reactions between the species i and the other chemical species dispersed in the phase α, and uiα is

the diffusive velocity of the species i.
iα→iκ

M are mass exchange terms accounting for mass transport of species i at the κα

interface from phase α to phase κ.

Governing equations

The solid scaffold being deformable, we use the chain rule to define the material derivative:

Dαfπ

Dt
=

∂fπ

∂t
+∇fπ · vα (5.5)

And apply it to Eq.5.3 and 5.4

We define the mass conservation of phases by using Eq.5.5 to express derivatives with respect to the solid phase εs.

Introducing porosity ε and the saturation degrees of its phases t, h, and l, the mass balance equations of s, t, h and l

phases read respectively:

Ds

Dt
(ρsεs) + ρsεs∇ · vs =

t→s

M (5.6)

Ds

Dt

�
ρtεSt

�
+∇ ·

�
ρtεStvts

�
+ ρtεSt∇ · vs =

l→t

M −
t→s

M (5.7)
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Ds

Dt

�
ρhεSh

�
+∇ ·

�
ρhεShvhs

�
+ ρhεSh∇ · vs = 0 (5.8)

Ds

Dt

�
ρlεSl

�
+∇ ·

�
ρlεSlvls

�
+ ρlεSl∇ · vs = −

l→t

M (5.9)

This system can be resumed as follow:

• tumorous phase takes its mass from interstitial fluid phase
l→t

M

• tumorous phase produce solid (fibrous) components
t→s

M

• healthy cellular phase is considered at the equilibrium

Mass conservation equations of species The only diffusive species considered is the oxygen, dissolved in the interstitial

fluid phase l, its mass fraction denoted ωnl. It motion is governed by advection-diffusion equation. The species is produced

by micro-capillaries of the solid fraction phase ωb, and absorbed by t and h, tumor and healthy cells, its mass balance

reads

ρεl
∂sωnl

∂t
+∇ ·

�
ρεlωnlunl

�
+ εlρvls ·∇ωnl =

b→nl

M −
nl→t

M −
nl→h

M +ωnl
l→t

M (5.10)

The necrotic fraction of tumor cells ωN̄t is a non-diffusive species. We obtain:

Ds

Dt

�
ρtωN̄tεSt

�
+∇ · (ρtωN̄tεStvt̄s) + ρtωN̄tεSt∇ · vs̄ = εStrNt (5.11)

with the constitutive equation of the necrotic growth rate rNt Eq.5.40 to calibrate.

Momentum equations The porous system is modeled as a continuum, under the linear momentum conservation:

∇ · t ¯̄T = 0 (5.12)

Where t
¯̄T is the total Cauchy stress tensor. We assume here that all phases are incompressible. However, the overall

multiphase system is not incompressible, because of the presence of porosity that evolves according to the scaffold defor-

mation. As all phases are incompressible, their densities ρα (with α = s, t, l) are constant and the Biot’s coefficient β = 1.

With these premises, the total Cauchy stress tensor appearing in Eq.5.12 is related to the Biot’s effective stress as follows

t
¯̄E = t

¯̄T + βps¯̄1, (5.13)
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where ps = Slpl + Stph + Stph is denoted the solid pressure, describing the interaction between the fluids and the solid

scaffold.

Internal variables

ECM stiffening One internal variable, the Young’s Modulus of the ECM EECM , is updated every 250 minutes, i.e.

every 10 iterations. This corresponds to a physical quantity that has a slower evolution than the primary unknowns (the

displacement field, the pressures of the fluids and the level of oxygen). In the following equations, T = 250min. The

stiffening of the ECM reads is modeled as follows:

EECM
t+T = EECM

t + (1− EECM
t

Eidh
)H(Et, Emin, Eidh)⟨ωcrit − ωn̄l⟩+ (5.14)

with Emin is fixed at the lower bound of the stiffness measured in the cortex tissue Emin = 1.2kPa and Eidh, the stiffness

of cross-linked ECM, to calibrate. The regularized step function H is used in several constitutive equations and presented

Eq.5.34.

Malignant fraction and RT-TMZ treatment Two other internal variables, the fraction of GBMwt cells expressing a

malignant phenotype ωρt and the administration of the RT-TMZ treatment are updated on a daily basis. ωρt is updated

every 4.5 days, which corresponds to 260 iterations. We note a lack of quantitative information about phenotype switch

in experimental literature. However, we found that at the cell’s scale, phenotype switch can be measured in minutes or

in hours [21]. The only example we found at the macroscale is about lung cancer cells, where the effects of a phenotype

switch is observable after a minimum of 72 hours [176]. In the absence of further information on GBMwt cells, we keep

our range T = 4.5 days. If tumorous area undergoes a high osmotic pressure,i.e. greater than the threshold pidh, and

a chronic hypoxia, during the period T , a fraction of IDH wild-type cells ωρt changes their phenotype. This fraction is

updated as follows:

ωρt
t+T = ωρt

t + ζρ(1− ωρt
t )⟨pt − pidh⟩+⟨ωcrit − ωn̄l⟩+εSt (5.15)

with ζρ the phenotype switch rate, εSt the volume fraction of GBM cells, and ⟨α− β⟩+ = 0 if α < β and 1 else.

The RT-TMZ treatment is administrered by following the standard of care defined in 2005 in [233]: before 1 month

after diagnosis, the patient started 6 weekly cycles: 5 daily doses of 2 Gray radiotherapy (RT) concomitant with a daily

dose of Temozolomide (TMZ). The second part of the standard treatment, 24 weeks of daily TMZ, is not simulated in

this article because there is no patient data at this time point. The patient has a non-methylated MGMT profile, which

is more resistant to the RT-TMZ treatment [41]. The treatment is modeled by a long and a short effect. The long effect

only affects the tumor growth rate:

γ̃t
g = γRTγ

t
g (5.16)
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The short effect provokes the necrosis of the tissues, and preferentially the tumorous ones. In this article, we only model

necrosis of GBMwt cells, with two dependencies. First, the TMZ being transmitted through the vascular network, its effect

is increased accordingly. Second, the density of tumor cells are known to have a more resistant profile [208]. These two

dependencies are modeled by the following equations:

fb = ζkillωbs (5.17)

fb represents the vascular dependency of RT-TMZ. ζkill is the optimal killing rate of cells by RT, ωbs the vascular fraction

of the stroma.

ft = ζkillεSh (5.18)

ft represents the TC density dependency of RT-TMZ. εSh is the fraction of healthy cells.

RT-TMZ short effect on the necrotic fraction ωN̄t is modeled by the following equation, the period T = 1 days, 5 days

per week:

ωN̄t
t+T = ωN̄t

t (1− ωN̄t
t )(fb + Nmgmtft) (5.19)

with Nmgmt, the negative status of the methylation of MGMT.

Constitutive relationships

Stress-strain relationship For the solid scaffold deformation, the chosen closure relationship for the effective stress t
¯̄E

is linear elastic:

t
¯̄E = λtr(ϵ)¯̄1+ 2µϵ (5.20)

with ¯̄1 the identity tensor, ϵ(us) = 1
2 (∇us + (∇us)T ) the linearized strain tensor, and the Lamé constant λ =

Eν

(1 + ν)(1− 2ν)
and µ =

E

2(1 + ν)
.

Generalized Darcy’s law The interaction between fluid phases and the solid scaffold are modeled by a generalized

Darcy’s flow, deduced from the linear momentum conservation of fluid phases. The details of this constitutive relationship

are provided in [220] and [247].

−kαrelk
s
int

µα
∇pα = εSα(vᾱs) α = g, l (5.21)

where ksint is the intrinsic permeability of the solid scaffold, µα, kαrel and pα are respectively the dynamic viscosity, relative

permeability and the pressure of each fluid phase α = l, h, t. The three fluid phases have their own relative permeabilities:

klrel = (Sl)Al khrel = (Sh)Bg ktrel = (St)Bg (5.22)
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with Al and Bg - common to the glial and glioma cells - to be calibrated.

Pressure-saturation relationships The porosity is saturated by three immiscible fluid phases, and each phase having

its own pressure, three capillary pressures pij , i.e. pressure difference between fluid i and fluid j, can be defined

phl = ph − pl pth = pt − ph ptl = pt − pl (5.23)

As in [215], we assume here that IF is the wetting fluid, HC is the intermediate-wetting fluid and TC the non-wetting

one. Only two between the previously defined capillary pressures are independent since

ptl = phl + pth (5.24)

The two capillary pressure-saturation relationships read

Sl = 1−
�
2

π
arctan

�
phl

a

��
(5.25)

St =
2

π
arctan

�
Γ
pth

a

�
(5.26)

where a is a constant parameter depending on ECM microstructure, and Γ is the ratio of HC-IF and TC-HC interfacial

tensions. In the literature, a generic value for an invasive tumor cell line was previously fixed at 6 [216]. Experimental

measurements of surface tension of astrocytes and different glioblastoma cell lines [105, 270] give the ratio between 1.3

and 4.8, a higher ratio characterizing a higher invasiveness.

Malignant cells mobility The fraction of GBMwt cells that expressed a malignant phenotype, ωρt, influences the

dynamic viscosity of the GBM phase, these cells being more mobile. Beforehand, the dynamic viscosity of the GBM phase

is the same than healthy glial cells µh, the influence of the malignant cells fraction follows this equation:

µt = µh(1− ζρtµ ωρt) (5.27)

where ζρtµ is the coefficient representative of the malignant fraction influence, to calibrate.

ECM degradation and permeability

ksint(ω
ρ) = (kmax − ksint0)ω

ρ + ksint0 (5.28)
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where ksint0 is the intrinsic permeability deduced from imaging data and bounded by experimental literature and kmax,

corresponding to the permeability of an ECM fully degraded, to calibrate.

Nutrient diffusion The tumor cell growth, metabolism and necrosis are regulated by a variety of nutrient species and

intracellular signaling. Two pathways are proposed in the models: one considered nutrient, the oxygen, regulating growth,

hypoxia and neo-angiogenesis, and IDH phenotype switch, regulating apoptosis inhibition and cell mobility. For the oxygen

diffusion, the Fick’s law adapted to a porous medium, was adopted to model diffusive flow of oxygen Eq.5.10:

ωn̄lun̄l = −Dnl∇ωn̄l (5.29)

where Dnl the diffusion coefficient for oxygen in the interstitial fluid is defined by the constitutive equation from [215]

Dnl = Dnl
0 (εSl)δ, (5.30)

where Dnl
0 = 2.5 · 10−9 corresponding to the ideal case of oxygen diffusion in pure water, i.e. with εSl = 1, at 37◦ [265].

The exponent δ is equal to 2, to account for the tortuosity of cell-cell interstitium where oxygen diffuse [216].

Tumor cells growth and metabolism Tumor cell growth is related, for its main part, to the exchange allowed by oxygen

between the IF and the living fraction of the tumor. For its smaller part, it is related to the exchange allowed by other

nutrients (e.g. glucose, lipid) in hypoxic situation, between the IF and the positive phenotype IDH fraction of the living

tumor. The total mass exchange from IF to the tumor cell phase is defined as

X

i∈l

i→t

M =
i→t

M
Oxy

+
i→t

M
Fat

(5.31)

i→t

M
Oxy

=
l→t
γ εSt(1− ωN )Hp(p

t)H(ωn̄l) (5.32)

i→t

M
Fat

=
l→t
γ εSt(1− ωN )ζρtA ωρtHp(p

t) (5.33)

where
i→t

M
Oxy

represents the nutrient pathway of TC metabolism and
i→t

M
Fat

the anoxic growth part due to lipid synthesis of

GBMwt malignant cells [8].

l→t
γ is the tumor growth rate parameter, εSt(1− ωN ) is the living fraction of the tumor, ωρt, its positive IDH phenotype

fraction and ζρtA , their apoptosis inhibited fraction.

H and Hp are regularized step functions varying between 0 and 1, with two threshold parameters σ1,σ2, i.e. H =
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H(σ,σ1,σ2). When the variable σ is greater than σ2, H is equal to 1, it decreases progressively when the variable is

between σ1 and σ2 and is equal to zero when the variable is lower than σ1. H represents the growth dependency on

oxygen:

H(ωn̄l,ωcrit,ωenv) =





0 if ωn̄l ≤ ωcrit

1

2
− 1

2
cos

 
π
ωn̄l − ωcrit

ωenv − ωcrit

!
if ωcrit ≤ ωn̄l ≤ ωenv

1 if ωn̄l ≥ ωenv

(5.34)

ωenv, the optimal oxygen mass fraction, is set to 4.2 ∗ 10−6 which corresponds, according to Henry’s law, to 90mmHg, the

usual oxygen mass fraction in arteries (see [188]). ωcrit, the hypoxia threshold, is cell-line dependent, for tumor cells, it

has been set to a very low value: 10−6 (≈ 20mmHg, for common human tissue cells, hypoxic level is defined between 10

and 20mmHg [128]) Function Hp represents the dependency on pressure:

Hp(p
α, pidh, pcrit) =





1 if pα ≤ pidh

r
pcrit − pα

pcrit − pidh
if pidh ≤ pα ≤ pcrit

0 if pα ≥ pcrit

(5.35)

Before phenotype switch, IDH wild-type GBM cells are known to produce an important quantity of stroma [17]. Hence, a

part of the mass growth term related to oxygen metabolism
l→t

M
Oxy

is converted into stroma:

t→s

M =
t→s

ζ
l→t

M
Oxy

(5.36)

As tumor grows, oxygen is taken up from the IF and produce by the vascular fraction of the solid scaffold, so that the sink

and source terms in Eq.5.10 take the following form:

nl→t

M =
nl→t
γ εSt(1− ωN )⟨ωn̄l − ωcrit⟩+Hp(p

t), (5.37)

nl→h

M =
nl→h
γ εSh⟨ωn̄l − ωcrit⟩+Hp(p

h), (5.38)

b→nl

M =
b→nl
γ εsωbs⟨ωenv − ωn̄l⟩+ (5.39)
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with
i→j
γ the correspond mass exchange rate form phase i to phase j, where the term εSt(1− ωN ) is the volume fraction

of living tumor cells, εSh the volume fraction of healthy cells and εsωbs the volume fraction of vascularized stroma.

The necrotic growth rate rNt is defined by:

εStrNt = γNt(1− H̃(ωn̄l))(1− ωN̄t)εSt, (5.40)

where γNt = 0.01 is the necrotic growth rate. The parameters to calibrate are summarized in Table 5.3.

5.4 Patient specific imaging-informed modeling

Patient dataset

The dataset is composed of MRI methods with a resolution of 256×256×200. They are displayed Fig.5.2. The dataset

contains:

• a segmentation, Fig.5.2A, by the Deep Medic convolutional neural network [126], cleaned by authors of this article.

The segmentation gives edema, tumor and necrosis. The segmentation is performed by using the T1 Gadolinium

contrast enhanced (T1-CE) method, Fig.5.2C, and the very long sequence T2 fluid attenuated inversion recovery

(FlAIR) method, Fig.5.2D.

• a registration, Fig.5.2B, by FAST hidden Markov chain [274], which only inform about grey and white matter, as

the tumor tissue is partially misinterpreted as CSF. FAST uses T1-CE method for its registration.

• a diffusion weighted MRI method, termed as apparent diffusion coefficient (ADC) of water, Fig.5.2E.

• a perfusion MRI method, termed as relative cerebral blood volume (rCBV), Fig.5.2F.

This dataset is given at two time points: pre-operative examination and after the 6 cycles of RT-TMZ therapy. 63 days

separates the two time points. The first point is used for initial conditions of the model, the second point for the calibration

of the parameters.

The region of interest (ROI) shown Fig.5.3A is defined in accordance with the surgical practice [224]. The ROI

corresponds to the segmented volume of the contrast-enhanced tumor plus 2 cm margin around this volume, where a GBM

has the greater probability to progress. Nevertheless, this clinical margin does not presume of the size of the computational

domain, shown Fig.5.3B. The influence of the prescribed boundary conditions on the GBM evolution is measured separately

(see Appendix 5.7). The size of the computational domain is defined by a negligible influence of the boundary conditions

on the numerical results.
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Figure 5.2: Patient
imaging dataset. A
Deep Medic segmentation
gives brain mask (white),
edema (dark grey), tumor
(light grey) and necrotic
(black) zones. B FAST
segmentation gives only
grey and white matter
zones, as the tumor tissue
is partially misinterpreted
as CSF (dark grey). C
T1-CE method gives the
density of solid compo-
nents (brighter contrast,
higher density). D FlAIR
method gives the density of
fluid components (brighter
contrast, higher density).
E ADC method gives the
diffusion coefficient of
water (brighter contrast,
higher coefficient). F
r-CVB method gives the
permeability between intra-
and extra-vascular space
(brighter contrast, higher
permeability).

Initial parameters settings

The quantities and methods are summarized Tables in 5.1, 5.2 and 5.3. These tables represent the parameters obtained

by ex vivo mechanical testing, informed by clinical imaging and for the calibration respectively.

Segmentation Tumor segmentation with Deep Medic and brain registration with FAST give two distinct partitions of

the computational domain Ω:

• Deep Medic partition gives ΩCE , the GBM Contrast Enhanced non-necrotic domain, ΩN , the GBM necrotic domain,

ΩE the GBM edema domain and ΩO the outer segmentation domain. The Deep Medic partition is defined by

ΩCE ∪ ΩN ∪ ΩE ∪ ΩO = Ω

• FAST partition gives ΩCSF , the CSF compartment of the patient brain -which cannot be exploited due to tumor

tissue-, ΩG, the grey matter subdomain and ΩW the white matter subdomain. The FAST partition is defined by
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Figure 5.3: Definition of the region of interest (ROI). A ROI defined by the clinical margin (≈ 2 cm around the tumor
zone). B Computational domain defined by boundary conditions (2.27± 0.3 cm around the tumor zone) with a negligible
sensitivity on the tumor evolution, for further details see appendix 5.7.

ΩCSF ∪ ΩG ∪ ΩW = Ω

ADC method gives diffusion coefficient of water and it is inversely correlated to cellularity [268]. For this reason, we

choose to consider the interstitial fluid (IF) saturation Sl proportional to ADC contrast. As there is the presence of an

edema, the maximum contrast ADCmax corresponds to a pathological value of IF pressure. We have set it to pmax = 400Pa

and the minimal value ADCmin, which correspond to the maximum cellularity (e.g., the tumor necrotic zones), at a value

below normal pressure pmin = 40Pa. Then, we obtain the linear function to prescribe the initial conditions for IF pressure:

pl0(x, y, z) =
plmax − plmin

ADCmax − ADCmin
(ADC(x, y, z)− ADCmin) + plmin (5.41)

The tumor quantities are defined over ΩCE ∪ΩN so they need both segmentation and MRI methods to be prescribed. In

[271], histological cuts on 7 patients with GBMwt gives a volume fraction of GBMwt cells of εSt = 0.12± 0.07. With the

porosity estimation in [248], ε = 0.55 ± 0.05, it gives the following range of tumor cells saturation St between 0.24 and

0.115 As base values, we chose the maximum saturation in the necrotic core St
N = 0.24 ∈ ΩN and a value slightly below

average in the contrast-enhanced zone St
CE = 0.165 ∈ ΩCE . The relationship between St and TC pressure difference pth

depends on two parameters a and Γ. With a = 550 and Γ = 6, we obtain pthN = 34Pa and pthCE = 22Pa. These base
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values are tuned by the means of the ADC mapping:

pth0 (x, y, z) =





pthN

�
1− pl0(x, y, z)

plmax

�
in ΩN

pthCE

�
1− pl0(x, y, z)

plmax

�
in ΩCE

(5.42)

As the saturation of healthy glial cells Sh is constrained by Eq.5.2, this saturation is not directly linked by the capillary

pressure phl of glial cells. Nevertheless, the IF saturation Sl is subjected to phl by the Eq.5.25. The initial mapping of

phl with Deep Medic segmentation and ADC method respects the range of physical values deduced from [248]. In edema

zone ΩE , the base value of phlE is fixed at 800Pa, which gives a pathological value of Sl = 0.39. In the rest of the domain

Ω \ ΩE , the base value phlR is fixed at 1.6 kPa, which gives a physiological value of Sl = 0.11.

phl0 (x, y, z) =





phlE

�
1− pl0(x, y, z)

plmax

�
in ΩE

phlR

�
1− pl0(x, y, z)

plmax

�
in Ω \ ΩE

(5.43)

The initial value of phl also sustains the intracranial pressure ps (see Eq.5.13) which is defined all over the domain. With

the initial mapping of phl, we obtain an average intracranial pressure ps of 7.75mmHg, and of 12.5mmHg in the inner core

of the tumor. These values are in balance with clinical measurements [39].

The mapping of the intrinsic permeability of the stroma ksint is performed through FAST registration, as the white matter

tracks has a higher permeability [120], and through the ADC method, because we interpret the zones of accumulation of

fluids as zones with a higher permeability. As the patient data does not contain a diffusion tensor imaging method, ksint

remains a scalar and heterogeneous quantity, but not a vectorial one. The determination of intrinsic permeability of the

brain is a very difficult experimental task, and the wide range of values obtained remains an open debate (see [248] for

details). For ksmin, we choose one order lower value than we found in [248], ksmin = 10−14 m2. For ksmax, we choose the

lower bound of [248], ksmax = 10−13 m2, as the grey and white matter were not distinguished. Where the voxels are labeled

as white matter, we follow the trends of the results of Jamal et al. [120] by prescribing a 15 fold higher value, i.e. the

maximum value of ksint is 1.5 · 10−12 m2.

ksint 0(x, y, z) =





ksmax − ksmin

ADCmax − ADCmin
(ADC(x, y, z)− ADCmin) + ksmin in Ω \ ΩW

15

�
ksmax − ksmin

ADCmax − ADCmin
(ADC(x, y, z)− ADCmin) + ksmin

�
in ΩW

(5.44)
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rCBV method is treated the same way as ADC method. It gives the vascular fraction ωbs of the solid scaffold εs.

The maximum contrast rCBVmax, which corresponds to a neo-vascular network, sets the vascular fraction to ωbs
max. From

early work in angiogenesis, Folkman et al. in [85] estimated the vascularized fraction of a subcutaneous tissue undergoing

angiogenesis to 1.5%, which is 400 fold higher than healthy tissue. However, cortex tissue is already a highly vascularized

tissue, with a volume fraction estimated between 3% and 5% (see Yiming et al. in [139]). We chose to set ωbs
max = 0.075,

50% higher than maximal healthy value, and ωbs
min = 0.003, 10 fold lower than minimal healthy value for poorly vascularized

zones. We obtain for the vascular fraction of the solid scaffold:

ωbs(x, y, z) =
ωbs
max − ωbs

min

rCBVmax − rCBVmin
(rCBV(x, y, z)− rCBVmin) + ωbs

min (5.45)

General mechanical parameters of cortex tissue were prescribed by a previous article by Urcun et al. in [248].

It consisted of the reproduction of two mechanical tests of healthy cortex human and animal: confined compression

(N = 6), i.e. consolidation tests [89] and unconfined compression (N = 6), i.e. indentation tests with several load rates

and diameters (N = 1). The local sensitivity of the parameters were measured, a part of the results were calibrated

and another part validated on external data (N = 3). All the details are provided in [248]. Regarding this article, it

allows reducing the wide range the mechanical parameters of cortex tissue assumed in the literature [262, 226, 127], and

more specifically in the poromechanical literature [230, 120]. Although individual variation could be considered, these

parameters are related to the general mechanical behavior of healthy tissue. They are presented in Table 5.1. These

background parameters will be thereafter considered as fixed.

Partial resolution of the mathematical system Imaging data or mechanical tests do not give information on the initial

state of the oxygen fraction ωn̄l. Physiology literature gives information on the bounds of the tumor growth metabolism in

Eq.5.34. The hypoxia threshold ωcrit, in a brain tumor environment, is estimated to an oxygen fraction between 4.5 · 10−7

and 10−6 [128]. These values correspond, according to Henry’s law, to an oxygen partial pressure between 10mmHg and

22.5mmHg. The clinical measurements in [187] gives the following range [30; 48]mmHg for physiological values in brain

tissue. Therefore, we set the oxygen fraction of healthy brain tissue ωenv to 1.9 · 10−6, which corresponds, according to

Henry’s law, to 42.5mmHg. Nevertheless, between the two bounds defined by ωcrit and ωenv, the fraction of oxygen at

each voxel of the domain is not known. To fix this, the mathematical system is partially solved. The oxygen fraction is

set to 10−6 in ΩCE ∪ΩN and to 1.9 · 10−6 in the remaining part. With these initial conditions, the system is solved with

a very small increment of time (dt = 1 s), as this initial state is very unstable. Since the system becomes steady, i.e. the

variation of the oxygen fraction in one second becomes negligible, the simulation is stopped and the solution of ωn̄l is

conserved as initial condition for this unknown. The computation lasts for 90 seconds of simulated time.

The same situation appears for the displacement field us, as the pre-existing deformation of the organ is not recorded.
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Moreover, one can argue that an original displacement field for an organ has no meaning. As the fluid phases exert

pressure on the stroma, the same process than for ωn̄l is adopted. Since the mechanical steady state is reach between

fluid pressures and stroma displacement, the simulation is stopped and the resulting displacement field us is conserved as

initial solution for this vectorial unknown. The computation lasts for 6 minutes of simulated time, the initial us reaches a

maximum displacement between 50µm and 60µm.

Clinical literature Kitange et al. in [131], showed by in vitro experiments and animal models that MGMT activity greatly

increase the GBM resistance to TMZ treatment, whereas the methylation of MGMT decrease its activity and allows for

a better response. Their statistical analysis of in vitro results showed an increase between 50% and 60% of the surviving

GBM cells fraction with a non-methylated (n-)MGMT marker. Based on these findings, we set the resistant fraction of

n-MGMT marker to 0.5 as initial guess in Eq.5.19.

Symb. Value Unit Meaning Range in literature
ε 0.55± 0.05 [1] Porosity 0.595± 0.165
ν 0.48± 0.01 [1] Poisson’s ratio 0.47± 0.02
ECortex 3.23± 2.8 kPa Young’s Modulus of Cortex

tissue
4.5± 3.5

kCortex 1.5± 1.4 · 10−12 m2 Permeability of Cortex tis-
sue

from 10−17 to 10−13

Sl 0.07± 0.043 [1] IF saturation 0.149± 0.084
µl 5.5± 2.5 · 10−3 Pa·s Dynamic viscosity of IF 0.85± 0.15 · 10−3

Al 1 [1] Exponent of tortuosity for
IF

No expe. data

µh 32.5± 2.5 Pa·s Dynamic viscosity of HC No expe. data
Bh 2 or 1 [1] Exponent of tortuosity for

HC
No expe. data

a 600± 200 Pa Cell-ECM ground interac-
tion

No expe. data

Table 5.1: Model’s parameters estimation by ex vivo mechanical testing [248]. For the sources of the literature
values, see [248].

Type Symb. Unit Method(s) Parameter
Material parameters k̄() m2 ADC, Segment.[274] Permeability mapping

Dnl
0 m2s−1 ADC O2 diffusion coefficient

E() Pa Segment.[126] Young’s Modulus mapping
Initial conditions pl Pa ADC Interstitial fluid pressure

phl Pa ADC, Segment.[126] Healthy cells pressure
pth Pa ADC, Segment.[126] Tumor cells pressure
ωbs [1] rCVB Vascular fraction

Table 5.2: Parameters deduced from MRI methods

136



Type Symb. Value Unit Meaning Source
Poromechanical EIDH 4000 Pa Young’s Modulus of Cross-

linked ECM
pcrit 1530 Pa Critical threshold of mechani-

cal inhibition
Γ 6 [1] Interfacial tension ratio be-

tween HC-IF and TC-HC

Oxygen biology
l→t
γ 2.16 · 10−2 kg/(m3.s) TC growth rate

nl→t
γ 3.5 s−1 TC oxygen consumption rate

nl→h
γ 2.5 · 10−1 s−1 HC oxygen consumption rate

b→nl
γ 1.44 · 10−2 s−1 Capillaries oxygen production

rate
ωcrit 8 · 10−7 kg/m3 Hypoxic threshold oxygen mass

fraction
ECM mechano-
biology

pidh 770 Pa Phenotype switch mechanical
threshold

ζρtA 1 · 10−1 [1] TC apoptosis inhibited fraction
ζρtµ 9 · 10−1 [1] TC dynamic viscosity loss frac-

tion
t→s

ζ 4 · 10−1 [1] Stroma production coefficient
ζρ 6 [1] Phenotype switch coefficient

RT-TMZ treat-
ment

ωbs
TMZ 0.1 [1] Vascular threshold for TMZ ef-

fect
Nmgmt 0.6 [1] Resistant fraction of GBMwt

cells to RT-TMZ treatment

Table 5.3: Model’s parameters to be calibrated, initial values, and sources

In silico reproduction process

Finite element formulation We implemented the above model with Dolfin, the C++ libraries of the FEniCS framework

[7]. We used an incremental formulation, i.e. X̄n+1 = X̄n + δX̄, for the mixed finite element (FE) formulation. We

resolve the system by the means of a fixed-stress staggered scheme: the pressures are solved with a fixed stress tensor,

the stress tensor is solved with the updated pressures, and the loop is subjected to the norm of the solution increment as

convergence criterion (for instance, see [63]). All the codes used in this article can be provided upon request.

Boundary conditions All unknowns are subjected to a homogeneous Dirichlet conditions on the domain boundary. This

is a consequence of the incremental formulation. For each unknown α, we prescribed δXα = 0 on ∂Ω, the boundary of

the domain. In other words, the initial settings of the unknowns remain unchanged at the boundary of the domain during

the simulation. The influence of the boundary distance on the FE solution is studied Appendix 5.7.

Quantities evaluated In a multiphase system, grasp the relevant quantities is not always straightforward, for instance,

the saturation of tumor cells St could be meaningless without the indication of the porosity ε. If we want to delineate a

tumor area, the significance of a high St could be diminished by a small ε. Hence, we adopt the following measure for the
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interpretation of the results: the volume fraction of tumor cells:

VolTC = εSt (5.46)

VolTC can be separate in three relevant quantities, the living tumor cells:

VolLC = εSt(1− ωNt) (5.47)

The malignant tumor cells:

Volmal = εSt(1− ωNt)ωρt (5.48)

The necrotic tumor cells:

Volnec = εStωNt (5.49)

Error measure To measure the quality of the numerical results, we followed the prescription of [22]: the root mean

square error (RMSE) relative to a reference, which is specified accordingly. The RMSE of the numerical quantity ξnum

relative to an experimental reference ξex, evaluated at n points is computed as:

RMSE(ξnum, ξex, n) =

vuut 1

n

nX

k=1

�
ξex(k)− ξnum(k)

ξex(k)

�2

(5.50)

Sensitivity analysis: cost functions and Sobol indices. We performed a local sensitivity analysis to estimate Sobol

sensitivity indices on the patient calibration dataset, to assess the sensitivity of the computational outputs to the input

parameters. First, we designed the cost function Jover, which quantifies the error between the numerical results and the

patient calibration dataset, by measuring the spatial overlapping.

Jover =

P
j | (⊮exp(j)− ⊮num(VolTC j)) |∆jP

i ∆i
j ∈ Ω (5.51)

with

⊮num(VolTC)





0 if VolTC ≤ 0.001

1 else

⊮exp(j)





0 if j /∈ ΩCE ∪ ΩN

1 else

(5.52)

where ∆i is the volume of the ith tetrahedron, where ⊮exp(j) is the characteristic function of the patient segmentation at

the second time point - the calibration dataset -, and ⊮num(VolTC) the characteristic function of the computational GBM

at the same time point.

The 13 parameters at their initial values give J0
over (see Table 5.3). Then, the 13 parameters are perturbed one at a time
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of ±10%. The cost variation V α±10%
over of a parameter α is defined by:

V α±10%
over =

Jα±10%
over − J0

over

J0
over

(5.53)

Then, the points of the variation are linearly interpolated. The influence of the parameter α is deduced from the slope θα

of the linear fit. The first-order Sobol index Sα is calculated as follows:

Sα =
θ2αP
α θ2α

(5.54)

Calibration To minimize Jover, we chose the parameters set αi that gather 90% of the variance, i.e.
P

i Sαi
≥ 0.9 for

the calibration. This parameters set is then calibrated using a classical Newton-Raphson algorithm.

5.5 Results

Local sensitivity analysis

The results of the first order sensitivity analysis are shown Fig.5.4, and the values of the Sobol indices Table 5.4. Two

parameters,
nl→t
γ and

nl→h
γ , have a negligible influence on the solution. The parameter pidh, the pressure threshold that

mechanically induced the malignant phenotype switch of GBMwt cells is largely dominant in comparison to the other

parameters. Finally, only 8 parameters gather 97.5% of the variance: pidh (0.505), ωcrit (0.223),Γ (0.068), pcrit (0.058),

Eidh (0.038), ω
ρt
A (0.028), ζρ (0.028) and

l→t
γ (0.027). This subset of parameters is calibrated, and the others are fixed.

Type Symb. Value Sobol indices
Poromechanical Eidh 4000 0.038

pcrit 1530 0.058
Γ 6 0.068

Oxygen biology
l→t
γ 2.16 · 10−2 0.027

nl→t
γ 4.3 < 10−4

nl→h
γ 2.5 · 10−1 < 10−4

b→nl
γ 1.44 · 10−2 0.006

ωcrit 8 · 10−7 0.223
ECM mechano-biology pidh 770 0.505

ζρtA 2 · 10−1 0.028
ζρtµ 9 · 10−1 0.002
t→s

ζ 4 · 10−1 0.001
ζρ 6 0.028

Table 5.4: Sobol indices of the parameters at their initial values. Jover = 0.581
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Figure 5.4: Sobol indices of the parameters at their initial values. Details of the parameters Table 5.4. 8 parameters
gather 97.5% of the variance: pidh (0.505), ωcrit (0.223),Γ (0.068), pcrit (0.058), Eidh (0.038), ω

ρt
A (0.028), ζρ (0.028) and

l→t
γ (0.027). They constitute the parameters subset to calibrate

Calibration

The 8 parameters were identified with a Newton-Raphson algorithm, only 5 iterations were performed for a duration

of 20 days of computational time, with the following overlapping errors: J0
over = 0.581, J1

over = 0.333, J2
over = 0.270,

J3
over = 0.188, J4

over = 0.185 and J5
over = 0.183. Their values are given in Table 5.5. The 3D results at J5

over are shown

Fig.5.5. At the fifth iteration, the volume of the simulated tumor is of 119.1 cm3, the volume of the patient tumor being

of 122.5 cm3. Then, we obtained a tumor with 2.7% of error in volume and which overlaps 81.7% of the patient tumor.

Symb. Value
pidh 910
ωcrit 7 · 10−7

Γ 4.5
pcrit 1450
Eidh 3730

ζρtA 1.5 · 10−1

ζρA 2.5
l→t
γ 2.6 · 10−2

Table 5.5: Parameters calibration, Jover = 0.183.
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Qualitative results

Mechanical inhibition of tumor growth This phenomenon is well documented in vitro [107, 48, 4] in vivo [28], and

already used in imaging-informed model for breast [122] or prostate [151] cancers and were comprehensively reviewed

by Jain et al. in [119] and more recently by Nia et al. [180]. Even if each cell line has its own conditions (inhibiting

pressure threshold, share stress dependency, phenotype switch window, coupling phenomena with hypoxia), the mechanical

inhibition of tumor growth is now accepted as a shared phenomenon in cancer. Specifically in GBM mechanical growth

inhibition, to our knowledge, we report only one quantitative study of Kalli et al. [125], which estimates for the GBM

A172 cell line an inhibiting threshold ≈ 3.5 kPa. After our calibration of the inhibiting pressure threshold pcrit, we see in

Fig.5.5A3 and C3 that several large zones with no progression in the patient data which undergo, in the corresponding

simulated zones, a pressure at least equal to pcrit. They are termed inhibited zones. However, few zones of progression

in the patient data (see Fig.5.5B3) correspond to a numerical progression despite the inhibiting pressure. These zones

are termed invasive zones. The details on each of these zones is provided in Fig.5.6, where three kinds of zones are

distinguished: inhibited, proliferating and invasive zones. If proliferating zones correspond to a TC growth which is not

impeded by mechanical pressure, invasive zones correspond to TC migration, as the proliferation is impeded by mechanical

pressure. The mechanism of this migration is explained in detail Fig.5.7 and 5.8.

Malignant phenotype in tumor growth and treatment response Several studies [245, 17] suggest that this phenotype

switch is resulting of an increase of internal stress, denoted tensional homeostasis, coupled with an hypoxic environment.

We proposed to model this phenomenon at the macroscale, Fig.5.7 shows the qualitative results of this modeling. At

T0 + 21 days (Fig.5.7A1, B1, C1) before RT-TMZ treatment, the malignant GBMwt cells are almost nonexistent. The

resistance of the malignant fraction ωρt is given by the fixed parameter Nmgmt (see section 5.4, subsection Initial parameters

setting, and Eq.5.19). Therefore, the volume fraction of malignant cells Volmal initially very law ≈ 10−5 is multiply by

50 fold during the 3 first RT-TMZ cycles, and by 10 fold during the 3 latter cycles. Fig.5.8 shows the details of the

consequences of this phenotype switch. When GBMwt cells are under a mechanical pressure at least equal to pidh and in

an hypoxic area sustained long enough (the phenotype switch is updated every 4.5 days), the development of a malignant

zone occurs. Once they have their phenotype switch, GBWwt malignant cells change their properties. Their viscosity

decrease (see Eq.5.27, i.e. they become more mobile and the emission of MMP degrades the ECM and increase the

intrinsic permeability of the solid scaffold (see Eq.5.28). Both phenomena allow the GBWwt malignant cells for a rapid

invasion of the surrounding tissue (see Fig.5.8B, C).

5.6 Discussion

In this study we proposed to model a patient-specific non-operable glioblastoma, which subtype is termed as isocitrate

dehydrogenase wild-type. The disease was first modeled within a porous medium, pre-calibrated for brain tissue in [248] by
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Figure 5.5: Influence of mechanical inhibition of tumor growth. A Sagittal view (along x axis). B Coronal view
(along y axis). C Axial view (along z axis).0 0 3D isosurface VolTC = 0.001 at T0 (purple) and at T0 + 63 days (grey
transparent); isoline of inhibiting pressure pcrit (red). 1, 2, 3 slices centered at x = −0.0180, y = −0.0104, z = 0.0416;
isoline VolTC = 0.001 at T0 (purple). 1 isoline VolTC = 0.001 at T0 + 21 days (black). 2 isoline VolTC = 0.001 at
T0 + 42 days (black) after 3 cycles of RT-TMZ treatment. 3 isoline VolTC = 0.001 at T0 + 63 days (black); isoline of
patient data VolTC = 0.001 at T0 + 63 days (green) after 6 cycles of RT-TMZ treatment. The numerical results show
almost no progression, with the exception of a few zones. These zones correspond to the major progression zones in the
patient data. Detail of the mechanism underlying these numerical progression are given Fig.5.6.

the same authors of this study. We hypothesized that two phenomena drive the malignant evolution of the disease: hypoxia

and cell-ECM signaling. To assess patient-specific measurement, we adopted the imaging-informed framework. The same

clinical imaging dataset (MRI methods and segmentation), at two time points, was used to initialize and calibrate the

parameters. The first point was the pre-operative checkpoint and the second was performed after 6 cycles of concomitant

radio-chemotherapy. A last subset of parameters, which do not belong to brain tissue material properties and can not be

assessed by imaging, was fixed by clinical and experimental literature. After calibration, we obtained a simulated tumor

with a 3.5% error in volume, comparatively to the patient tumor, and which overlaps 81.8% of the patient tumor.

Qualitatively, we showed that the mechanical inhibition of the tumor growth describes well the stable zones of the pa-

tient tumor, and can partially reproduce the progression zones of the patient tumor. We note that the calibrated parameter

pcrit = 1.4 kPa is lower than the only other example, to our knowledge, in the literature, estimated with the GBM cell line

A172 by Kalli et al. in [125], pcrit = 3.5 kPa. We also showed that our modeling of the GBMwt phenotype switch behave

accordingly to the experimental findings. It has been shown that an ECM stiffer than usual brain ECM is correlated with

GBM cells proliferation and migration [245]. The same phenomena are reported under compressive stress and hypoxic
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Figure 5.6: Influence of mechanical inhibition of tumor growth, focus. A Sagittal view (along x axis). B Coronal
view (along y axis). C Axial view (along z axis). Isoline VolTC = 0.001 at T0 (purple). At T0 + 63 days after 6 cycles
of RT-TMZ treatment: isoline VolTC = 0.001 (black); isoline of patient data VolTC = 0.001 (green); isoline of inhibiting
pressure pcrit (red); proliferating zone (black dotted square); invasive zone (red square); inhibited zone (green ellipse).
Almost all inhibited zones correspond to patient data with no growth. Proliferating zones correspond to a TC growth
which is not impeded by mechanical pressure, 2 zones of progression in the patient data correspond to this definition in the
numerical results (one in sagittal view, one in axial view). Invasive zones correspond to TC migration, as the proliferation
is impeded by mechanical pressure, 2 zones of progression in the patient data correspond to this definition in the numerical
results (one in coronal view, one in axial view). This migration is explained in detail Fig.5.7 and 5.8.

environment [17]. ECM stiffness and compressive stress are linked, as in a proliferative environment, a stiffer matrix will

provoke a higher internal stress. An inhibiting pressure threshold and an internal stress, resulting of a stiffened ECM, which

provokes a malignant phenotype switch are not contradictory. They suggest it exists a window of mechanical signaling

where GBM can dramatically evolve. Before the phenotype switch, GBMwt cells produce a stiffer, cross-linked, ECM.

This stiffening, accompanied by the GBMwt proliferation, increases the internal pressure. If the pressure undergone by the

GBMwt reaches the threshold pidh and the level of oxygen is pathologically low (threshold ωcrit), the affected GBMwt cells
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Figure 5.7: Influence of malignant phenotype in tumor growth and treatment response. A Sagittal view (along x
axis). B Coronal view (along y axis). C Axial view (along z axis). 1, 2, 3 slices centered at x = −0.0180, y = −0.0104,
z = 0.0416; volume fraction of malignant GBMwt cells (grey level); isoline of phenotype switch pressure pidh (fuchsia);
isoline of hypoxia threshold ωcrit (cyan). 1 T0 + 21 days; 2 T0 + 42 days after 3 cycles of RT-TMZ treatment; 3 isoline
V olTC = 0.001 (blue); T0 + 63 days after 6 cycles of RT-TMZ treatment. The malignant phenotype switch is dependent
of two concomitant phenomena: a high mechanical pressure inside a hypoxic environment. During the first 3 cycles of
RT-TMZ treatment, Volmal is multiply by 50 fold, during the last 3 cycles Volmal is multiply by 10 fold. The details of the
progression zones are shown Fig.5.8.

change their phenotype. They become much more mobile, which is translated at the macroscale by a reduction of the

dynamic viscosity of three orders and they acquire an anaerobic metabolism pathway, which allow for escaping an hypoxic

environment by metabolising lipids [194].

However, this study apply to only one patient, and a third time point of patient data after the temozolomide mainte-

nance, which was necessary to validate the parameters and calibrate the treatment response, was not available. Therefore,

we only aim to a proposition of modeling of this disease, via porous mechanics and mechano-biology. Two leads are

available to improve this proposition. Firstly, the parameters specific to the patient’s cell line could be pre-calibrated by

exploiting the in vitro results of [125]. A study was already done on encapsulation in alginate of colon carcinoma spheroids,

and the parameters were validated with a multiphase poromechanical model in [247] by the same authors of this study.
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Figure 5.8: Influence of malignant phenotype in tumor growth and treatment response, focus. A Sagittal view
(along x axis). B Coronal view (along y axis). C Axial view (along z axis). At T0 + 63 days after 6 cycles of RT-TMZ
treatment. Volume fraction of malignant GBMwt cells (grey level); isoline of phenotype switch pressure pidh (fuchsia);
isoline of hypoxia threshold ωcrit (cyan); isoline V olTC = 0.001 (blue); proliferating zone (black dotted square); invasive
zone (red square). Proliferating zones correspond to a TC growth which is not impeded by mechanical pressure, 2 zones
of progression in the patient data correspond to this definition in the numerical results (one in sagittal view, one in axial
view). From the point of view of the malignant evolution of the disease, numerical results show that the two mechanisms
required for the phenotype switch (hypoxia and mechanical pressure) have almost no intersection in these zones. However,
the zone of the sagittal view shows a beginning of an intersection. If this intersection is maintained long enough (the
phenotype switch is updated every 4.5 days), it could lead to an invasive progression. Invasive zones correspond to TC
migration, as the proliferation is impeded by mechanical pressure, 2 zones of progression in the patient data correspond to
this definition in the numerical results (one in coronal view, one in axial view). These 2 progression zones in the patient
data show a correlation between malignancy and progression in numerical results. Indeed, both mechanisms required in
the phenotype switch are effective in these zones.

Secondly, the addition of diffusion tensor imaging method, which allows for retrieving the white matter fiber direction,

would grant access to an anisotropic permeability. This imaging method is currently a promising lead for modeling the

heterogeneous progression of glioblastoma [10, 191, 166].
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This study is only a first step of the inclusion of poromechanics in imaging-informed glioblastoma models, we hope the

community will find it inspiring.

Acknowledgments

The results presented in this paper were carried out using the HPC facilities of the University of Luxembourg [251] (see

https://hpc.uni.lu).

5.7 Supporting information: solution’s sensitivity on the ROI size

Dirichlet conditions are prescribed at the ROI boundary:

• No displacement

• Fixed pressure

• Fixed oxygen level

• No necrosis

The sensitivity of these boundary conditions is evaluated on tumor evolution. We compare the capillary pressure of the

tumor phase pth at each voxel of the domains with four margin sizes: 1.52±0.2cm, 1.77±0.3cm, 2.27±0.3cm, 2.45±0.4cm,

denoted margin 1, 2, 3 and 4 respectively. These margins defined 4 computational domains Ωi ∈ [1, 4] respectively. These

domains contain 392 k, 425 k, 465 k and 511 k tetrahedrons respectively. The larger domain Ω4 is used as the reference.

The RMSE, without normalization, is computed as follows:

RMSE(pthi , pth4 , n) =

vuut 1

n

nX

k=1

�
pth4 (k)− pthi (k)

�2
n = Card(Ωi) i ∈ [1, 3] (5.55)

The results of the model are evaluated by the tumor cells volume fraction VolTC and its threshold is VolTC ≥ 10−3. This

value corresponds, via l’Eq.5.26 for St and the range of value for the porosity, to 1.4 ± 0.1Pa. Therefore, we consider

that the RMSE in textPa presented Eq.5.55 above 1.4Pa is not negligible. At day 18, the RMSE between margins 1 and

4 reaches 0.4Pa, the RMSE between margins 2 and 4 reaches 0.17Pa and the RMSE between margins 3 and 4 reaches

0.1Pa. Therefore, we consider that the boundary conditions of the domain Ω3 have a negligible influence on the numerical

solution.
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Figure 5.9: Influence of
the Dirichlet boundary
distance on the tumor
evolution. RMSE be-
tween margins 1 and 4
(black line, circle marker);
RMSE between margins 3
and 4 (green line, triangle
marker). To be acceptable,
the RMSE should remain
below 1.4Pa. At day 18,
the RMSE between margins
1 and 4 reaches 0.4Pa, the
RMSE between margins 2
and 4 reaches 0.17Pa, and
the RMSE between margins
3 and 4 reaches 0.1Pa
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Chapter 6

Perspective and future works

Along this thesis, we transformed a physical model with the aim of clinical applications. We built a robust process

composed of variance-based sensitivity analysis of the parameters, their gradient-based calibration and their validation on

external data, if any. First, the model were validated on in vitro experimental data: the digital twinning of cellular capsule

technology (CCT) [247]. Then, the model was validated on ex vivo experimental data: the reproduction of mechanical

tests on cortex tissue [248], as the ability of the model to reproduce healthy tissue behavior was a prerequisite to model

a pathology. On this robust basis, the next step to the clinical application was to build a pipeline from clinical data to

finite element simulation. This Python pipeline is free and open-source. Then, we had to reach the organ scale for clin-

ical simulation. To do so, the previous finite element codes were converted into C++ language to allow parallel computing.

Additionally to these computational and qualitative concerns, the core of the genuine model has been widely adapted

to our purpose. First, it gained the ability to reproduce both mechanical-driven and hypoxic-driven growth inhibition. The

solid scaffold of the porous model being deformable, it might describe the cell-ECM interplay. Hence, during the research

process, emphasize was put on the stroma mechano-biology. Several consequences of the cell-ECM interplay are now in-

cluded is the model: stroma production, ECM stiffening and mechanical-induced phenotype switch. As we aimed a clinical

application in neurosurgery, the model was adapted to the complexity of brain tissue. General mechanical parameters are

now calibrated for this tissue, which is heterogeneous in several ways: porosity, stiffness and permeability. The disease we

aimed to model with a clinical relevancy was the glioblastoma multiforme isocitrate dehydrogenase wild-type (GBMwt).

The model was adapted to its malignancy: evolution of the production of the glycosaminoglycans - a large part of the brain

ECM -, evolution of the GBMwt cells mobility and of their metabolism under hypoxic environment, and modeling of their

resistance against concomitant radio-chemo-therapy. Nevertheless, two things could greatly improve this modeling without

the necessity of in-depth modifications. Firstly, the CCT experiment could be done on GBMwt cell line (commercial at

least, or patient-specific). A commercial GBMwt cell line A172 were already tested in agarose spheroids in [125]. This kind

of model pre-calibration for patient-specific cases has already been proposed by Hormuth et al. in [111]. The results of
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chapter 3 on colon carcinoma cell line showed an inhibition pressure pcrit 3 fold higher than the one calibrated on GBMwt

cells. As colon cells experience much higher mechanical solicitations than glial cells, these results seem coherent. However,

reproduce this experiment of GBMwt cell line could confirm this hypothesis. Secondly, the addition of the diffusion tensor

imaging (DTI) MRI method would allow for modeling the anisotropic permeability of the brain tissue, particularly for white

matter. This method is already used in the glioblastoma modeling community [10, 191, 166], and within a multiphase

reactive porous medium, it could raise new insights.

Beyond these considerations, the remaining work is vast, as only a few phenomena of GBMwt disease were modeled.

The focus was on the multiscale mechanical interplay, but a large part of the phenomena set is ignored. One of the key

features of GBMwt staging is a proliferative micro-vasculature, which is also a common characteristic of many malignant

cancers. Modeling neo-angiogenesis would require a meticulous interest in the inflammatory process, which could be an-

other consequence of hypoxia in cancer. This modeling would require the description of inflammatory cytokines as tumor

necrosis factor α within this porous system, and also the description of the vascular endothelial growth factor emitted by

the recruited macrophages in the GBMwt microenvironment [194].

From the computational point of view, the challenge of personalized medicine with this framework is still ongoing. If in

vitro and ex vivo validations can help for the calibration of the cell line parameters and of the general mechanical properties,

several governing parameters remain to be identified. A simulation of the disease for 63 days is necessary to obtain the

outputs of the model, and the corresponding computational cost is still high. On a hundred recent cores, these 63 days

are simulated in 4 days. Hence, the calibration of a few parameters take several weeks, which is not compatible with the

clinical tempo. During the last year of the thesis, this computational time was divided by ten: by local mesh refinement, by

decoupling the pressures and the stress tensor, by linearized constitutive relationships, by reducing the number of modeled

phenomena. However, it was not sufficient. The lead of a discontinuous Galerkin formulation was explored, with not sat-

isfying results for the analytical Terzaghi’s problem, but remain open in case of the fixed stress staggered scheme applied

to the patient-specific system. Currently, colleagues test the dynamic modal decomposition method on the in vitro model

presented chapter 3. This could be a way to greatly reduce the computational cost, if applied to the patient-specific system.

If the modeling would contained the necessary inflammatory process and the computational time reduced enough to

fit the clinical needs, the road would still be long. The outputs should be calibrated on several non-operable patients and,

when it is possible, validated twelve months after diagnosis, at the end of the temozolomide maintenance. Reach the next

stage would require the collaboration of several clinical centers. The situation then would be: the same mechanical-based

framework informed with the same MRI methods (ADC, rCVB and DTI) but performed by different operators on different

engines; the same type of segmentation inputs, but classified by different neural networks trained with their own dataset.

If such a model, with these various inputs, can give robust patient-specific outputs, then we could claim that we reach
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personalized medicine, through mechanical-based modeling.
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More than one third glioblastoma WHO IV are still non-operable and the operable ones are almost
hundred percent recurrent. The interplay between extra-cellular matrix and interstitial fluid flux could
reveal of fundamental understanding of the invasion patterns. Poromechanical modelling, coupled with
mechanobiology, is particularly suited to this framework for reproducing structural shaped infiltration.
The physical quantities, the initial and boundary conditions of the model are given by patient specific
multi-modal MRI sets and brain atlases. They are fully translated into the finite element framework of
FEniCS by a pipeline from Nifti format to tetrahedral meshes, thus the model inputs and outputs can be
readily measured and compared in clinic. To monitor the whole invasion process and control the model
dynamics, data sets of non-operable patients are used. Clinical measurements, multicellular spheroids
culture, ex-vivo mechanical tests and in-vivo perfusion are used to tune parameters of the model. The
simulations of the mechanobiology of the tissue are validated on patient-specific scenario.
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[183] J. Nitsche. Über ein variationsprinzip zur lösung von dirichlet-problemen bei verwendung von teilräumen, die keinen
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[217] G. Sciumè. Mechanistic modeling of vascular tumor growth: an extension of biot’s theory to hierarchical bi-

compartment porous medium systems. Acta Mechanica, 232:1445–1478, 2021. doi: https://doi.org/10.1007/

s00707-020-02908-z.
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Titre: Mécano-biologie de la croissance tumorale orientée vers l’application clinique, une approche poromécanique
multiphase réactive

Mots clés: Mécano-biologie, Oncologie, Poromécanique

Résumé: Nous proposons une modélisation du glioblas-
tome isocitrate déhydrogénase type naturel (GBMtn)
bâtie sur les hypothèse suivantes : le tissu cérébral est un
milieu poreux, le couplage des conséquences de l’hypoxie
et des interactions mécaniques entre les cellules tumorales
et la matrice extra-cellulaire est le phénomène gouver-
nant de l’évolution maligne de la maladie. Une revue de
littérature, avec un spectre large, a été faite sur les appli-
cations de la mécanique dans la gestion clinique du can-
cer. Le modèle a d’abord été validé sur des expériences
in vitro d’encapsulation de sphéroides multi-cellulaires.
Ensuite, une collaboration clinique a été initiée avec le

centre de neuro-imagerie de Toulouse, et la cible de la
modélisation a été définie comme étant les cas de GBMtn
non-opérables. Dans ce but, le modèle a été au préalable
adapté aux spécificités de la mécanique du tissu cérébral.
Les caractéristiques de la maladie ont été modélisées : le
cœur nécrotique, la production altérée de matrice extra-
cellulaire, l’émergence d’un phénotype malin et l’invasion.
Les données d’imagerie clinique ont été pré-traitées pour
informer le modèle sur une base spécifique au patient.
Une proposition de modélisation est fournie et évaluée
au regard des données cliniques.

Title: Mechano-biology of tumor growth with the aim of clinical applications, a reactive multiphase poromechanical
approach

Keywords: Mechano-biology, Oncology, Poromechanics

Abstract: We propose the modeling of glioblastoma
isocitrate dehydrogenase wild-type (GBMwt) build on
the following hypotheses: the brain tissue is a porous
medium, the coupling of hypoxia consequences and me-
chanical interplay between extra-cellular matrix and tu-
mor cells is the driver of the malignant evolution of the
disease. In this thesis, a poromechanical model is devel-
oped with the aim of a clinical application in oncology. A
review, with a large scope, is done on mechanical applica-
tions in clinical management of cancer. The model is first
validated on in vitro experimental data of encapsulated

multi-cellular spheroids. Then, a clinical collaboration is
initiated with the Neuro-imaging center of Toulouse, and
the targeted clinical application is the modeling of non-
operable GBMwt. To this end, the model is first adapted
to the specificity of brain tissue mechanics. Characteristic
features of the disease are modeled: necrotic core, modi-
fied extra-cellular matrix production, emerging malignant
phenotype and invasion. Clinical imaging data are pre-
treated to inform the model in a patient specific basis.
A proposition of modeling is provided with an evaluation
against clinical data.


