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Résumé

Il y a plusieurs façons de présenter le sujet du photovoltaïque organique. La plus courante est

de l’insérer dans le contexte de la crise énergétique actuelle où on peut le proposer comme

une des solutions parmi les plus prometteuses pour avoir une source d’énergie alternative

propre et bon marché capable de faciliter la transition énergétique.

Dans un même temps, la recherche sur les matériaux semi-conducteurs organiques pourrait

bien s’inscrire dans un plus large effort scientifique qui vise à accroître nos connaissances

et à affiner notre maîtrise de ces matériaux qui offrent des possibilités incroyables mais qui

sont encore sous exploités.

Dans ce contexte, les développements de méthodes théoriques fiables pour l’étude de la

structure électronique des matériaux ont permis d’arriver à obtenir des prédictions de plus

en plus précises des propriétés moléculaires à petite échelle. Ces propriétés définissent de

mesure substantielle celles à l’échelle macroscopique et sont donc la clé pour pouvoir mieux

exploiter les matériaux organiques.

Grâce à ces capacités de prédiction améliorées, la recherche sur les matériaux fonctionnels

est en train de basculer vers un paradigme fondé sur la possibilité d’intervenir sur la struc-

ture des molécules de synthèse pour obtenir des matériaux innovants dont la fonction a été

choisie par avance. Cela devient finalement possible grâce à l’information microscopique

que les données théoriques et les nouvelles techniques expérimentales d’investigation sont

aujourd’hui en mesure de fournir.

Toutefois, un obstacle très important surgit, qui touche en particulier les matériaux organiques

: l’ampleur de l’espace chimique que ces molécules occupent est telle que des stratégies pour

l’explorer efficacement deviennent absolument nécessaires. La capacité de surmonter cet ob-

stacle pourrait se traduire ainsi dans la possibilité d’adapter nos applications technologiques
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aux conditions et environnements les plus variés. D’innombrables domaines technologiques,

de l’électronique à la médecine, pourraient bénéficier de ce niveau accru de contrôle.

Dans le cas spécifique du photovoltaïque organique, la promesse est celle de délivrer des

matériaux capables d’absorber la lumière dans des conditions et sur des surfaces assez dif-

férentes et de la transformer en électricité avec un rendement élevé.

Pour accomplir cela, il est essentiel de déployer des protocoles numériques qui combinent de

multiples techniques pour simuler et prédire le plus précisément possible le comportement

d’un matériau aux échelles les plus importantes.

Ce travail de thèse se situe dans ce contexte. Un protocole spécifique pour l’étude des matéri-

aux photovoltaïques à l’aide de nombreux outils théoriques est ici conçu. Ces outils sont

assez variés pour permettre de simuler le comportement de ces matériaux déterminé par des

processus qui couvrent un très large intervalle d’échelles, allant de celle moléculaire 10�10

m aux échelles macroscopiques caractéristiques des cellules solaires, 10�5 - 10�4 m.

Il est possible d’identifier des catégories de méthodes à combiner: d’abord, les méthodes de

prédiction de la structure électronique pour étudier les propriétés moléculaires, ensuite des

méthodes de dynamique moléculaire pour modéliser la façon dont de nombreuses molécules

à l’état agrégé s’organisent et définissent la morphologie à plus grande échelle des solides

organiques et enfin, des méthodes stochastiques pour simuler, entre autres, le transport de

porteurs de charge à travers ces morphologies.

La théorie de la fonctionnelle de la densité avec son extension aux perturbations dépendantes

du temps est l’outil de choix pour l’étude des propriétés à l’échelle moléculaire. Parmi ces

propriétés il y en a plusieurs qui sont d’intérêt pour la prédiction de la performance photo-

voltaïque, notamment l’énergie des niveaux électroniques HOMO et LUMO ou le spectre

d’absorption qui est fondamental pour mesurer l’efficacité d’un matériau à collecter la lu-

mière solaire.

La dynamique moléculaire classique se révèle être l’outil le plus adapté pour étudier les

échelles de tailles auxquelles agissent les interactions intermoléculaires qui façonnent la

structure supra-moléculaire. Cette structure joue un rôle primordial car l’environnement

moléculaire jusqu’à 10 nm peut influencer lourdement les propriétés moléculaires. La dy-

namique moléculaire classique est utilisée dans le protocole soit pour la prédiction des struc-
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tures cristallines qu’un certain matériau peut présenter soit pour modéliser la phase désordon-

née. La simulation simultanée de toutes ces structures ordonnées ou désordonnées est essen-

tielle car on les retrouve souvent mélangées dans les morphologies complexes des couches

minces utilisées dans les cellules solaires organiques.

Enfin, pour certaines propriétés qui contrôlent le processus photovoltaïque comme le trans-

port des porteurs de charge à travers ces morphologies complexes, il apparaît nécessaire

de déployer également d’autres méthodes décrivants des processus caractérisés par une dy-

namique stochastique que l’on retrouve souvent chez les matériaux organiques.

Dans le cas particulier de ce travail de thèse on décrit la dynamique des porteurs de charge

à travers les morphologies modélisées comme une succession de transferts entre couples

moléculaires extraits à partir de ces morphologies. Pour accomplir cela, on utilise des prob-

abilités de transfert calculées selon la théorie de Marcus. Ces probabilités dependent de la

propension du porteur de charge à être échangé entre les molécules du couple et aussi du

coût énergétique. Ces quantités sont estimées grâce à des calculs de mécanique quantique.

Une fois le protocole numérique d’investigation défini, l’étape suivante a été de choisir des

systèmes avec un comportement particulier qui pourraient bénéficier d’une analyse suscep-

tible de dévoiler leurs détails microscopiques. Deux systèmes sont ainsi sélectionnés: un

matériau à petite molécule utilisé comme transporteur de trous, i.e. porteurs de charge posi-

tive, dans des cellules solaires dites “bicouches” et une molécule avec propriétés de transport

dites “ambipolaires” dont les couches minces ont été utilisées pour des cellules solaires à

composant unique.

L’application du protocole à la première molécule est détaillée dans le chapitre 3 de cette

thèse. Cette molécule, appelée MDTD, a une petite structure (40 atomes) constituée d’un

bloc électro-donneur, methyl-diphénylamine, et un bloc électro-accepteur, dicyanovinyle, sé-

parés d’un espaceur. Le matériau dérivé montre un comportement optique assez particulier:

le spectre d’absorption subit un changement assez marqué après un traitement thermique à

80 � C. Le spectre final est décalé vers le rouge et il y a un changement de la structure des

maxima. Ce changement confère au matériau une capacité d’absorption améliorée en raison

de la meilleure superposition avec le spectre solaire. Ce comportement suggère une dépen-

dance marquée de l’absorption de l’organisation des molécules dans la couche mince. Le

protocole est donc déployé pour découvrir quelle transition est favorisée par le traitement
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thermique.

La première étape a donc été de modéliser toutes les structures supra-moléculaires possi-

bles pouvant contribuer à la morphologie de la couche mince. On a donc modélisé soit les

structures ordonnées (polymorphes cristallins) de moindre énergie soit la phase désordonnée.

Dans ce cas, les structures cristallines sont particulièrement intéressantes car elles ont un im-

pact plus important sur les propriétés optiques et tout particulièrement sur l’absorption. On

en a identifié deux assez proches en énergie et vraisemblablement présentes en même temps

dans les couches minces objects de l’étude. Ces structures présentent deux organisations

moléculaires différentes. Notamment, la première est caractérisée par un empilement des

molécules pour lequel les axes accepteur-donneur ont toujours la même direction tandis que

l’autre voit ses molécules empilées avec ces mêmes axes ayants des directions opposées. On

appelle le premier motif “empilement cofacial” et le deuxième “empilement head-to-tail”.

Afin de pouvoir utiliser l’information provenant de ces modélisations, on a employé une

méthode capable d’intégrer les données sur l’environnement défini par la phase cristalline

dans des prédictions de spectres effectuées au moyen de calculs de théorie de fonctionnelle

de la densité dans sa formulation pour les potentiels dépendants du temps. Cette méthode ap-

pelée “modified Ewald embedding” intègre l’environnement moléculaire en le simulant avec

une distribution de charges qui reproduit le potentiel électrostatique ressenti par la molécule.

Après avoir calculé les spectres des deux structures cristallines et avoir simulé également

le spectre des configurations désordonnées, on a combiné ces données théoriques avec des

paramètres libres dans un modèle pour ajuster la courbe du spectre expérimental. La con-

naissance de ces paramètres a permis d’extraire une estimation de la concentration relative

des différentes phases cristallines et de la phase désordonnée avant et après le traitement

thermique. Cette analyse a révélé que le traitement thermique favorise la nucléation de nom-

breux grains cristallins avec empilement “head-to-tail” qui rendent la couche mince finale

plus ordonnée. Pourtant la structure cristalline correspondante n’est pas celle de moindre

énergie. Ce fait laisse penser que les conditions que l’on retrouve dans la couche mince sont

telles que la formation et stabilisation de la structure de type “head-to-tail” sont favorisées.

Pour tester la qualité de ces résultats on a utilisé les mêmes valeurs des concentrations rel-

atives obtenues pour estimer la mobilité de trous dans les couches minces macroscopiques.

Les mobilités de trous ont été calculées pour chaque phase en employant la théorie de Marcus
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et les simulations Monte-Carlo cinétique. Ces mobilités ont été ponderées avec les concen-

trations relatives et ont donné une valeur de mobilité compatible avec celle reportée dans les

travaux expérimentaux. Cette dernière analyse a confirmé nos résultats qui se sont révélés en

mesure de décrire avec une précision microscopique la morphologie complexe des couches

minces de MDTD.

Dans le chapitre 4, une autre application du protocole est détaillée. Ici, la deuxième molécule,

appelée DPP-Ful, capable de transporter soit les électrons soit les trous est étudiée. L’architecture

de cette molécule est définie par la liaison covalente d’un fullerene, qui joue le rôle d’accepteur

d’électrons et d’un oligomère composé d’un colorant (dicétopyrrolopyrrole) fonctionnalisé

avec des oligothiophènes et des chaines alkyles greffées à effet solubilisant, qui agit comme

donneur.

Grâce à cette architecture ce matériau est en mesure, après avoir absorbé un photon, de don-

ner lieu à une séparation de charge intramoléculaire, sans besoin d’interagir avec d’autres

molécules environnantes avec des propriétés complémentaires, comme c’est le cas usuelle-

ment dans les cellules organiques à “bicouche”.

Les données expérimentales disponibles sur ce système indiquent la présence des grains

cristallins de taille assez importante qui sont à la base d’un rendement élevé, si rapporté à

l’ensemble des matériaux similaires utilisés dans des cellules solaires à composant unique.

Cette fois, l’application du protocole vise à clarifier les détails microscopiques de la phase

ordonnée vraisemblablement responsable du haut rendement reporté. Comme dans le cas

précédant, le protocole est employé d’abord pour identifier les possibles structures cristallines

à moindre énergie qui sont celles plus facilement peuplées dans les conditions expérimen-

tales. On identifie plusieurs polymorphes possibles avec des énergies proches. Une mod-

élisation est réalisée également pour la phase désordonnée. La propriété d’interêt est la

mobilité des porteurs de charge, cette quantité est alors calculée pour chaque porteur dans

chaque phase modélisée cristalline ou désordonnée. La comparison entre les mobilités cal-

culées avec le protocole et les données expérimentales a permis d’identifier une phase qui a

une mobilité pour les électrons et les trous en accord avec les mobilités mesurées.

Vu la disponibilité des données théoriques pour les autres phases cristallines une analyse

ultérieure a été menée. Les mobilités de toutes ces phases ont été comparées et cela a permis

de révéler des tendances liées aux groupes fonctionnels présents et aussi au type de donneur

Page 8



Contents

et accepteur combinés dans l’architecture moléculaire étudiée.

En conclusion, ces études ont démontré la capacité du protocole développé à fournir une

description microscopique précise, essentielle à la compréhension des mécanismes en jeu

et à l’optimisation successive des matériaux photo-actifs. Ce protocole de calcul mis au

point s’est donc révélé comme un outil très efficace pour aider à l’exploration de cet espace

chimique qui recèle de nombreux matériaux aux propriétés inédites et innovantes.
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Introduction

A large part of the literature on organic photovoltaics frames the topic within the current

energy crisis and offers this branch of materials science as an example of the effort scientists

are making to answer this urgent societal need.

However, it is possible to look at it from a larger and more informative perspective offered by

the field of functional materials. Like many other domains, materials science has immensely

benefitted from the increased availability of computational resources. These new means

have revolutionised the way research is carried out and notably, they have pushed forward

the development of theoretical methods, once relegated to the study of rather simple systems

with limited practical applications.

These new conditions have prompted a shift in the paradigm from an empirical approach

based on an informed trial-and-error methodology to a situation in which a coherent theoret-

ical framework, guiding the interpretation of results, supports the experimental endeavour.

This process has also been encouraged by the continuous refinement of experimental tech-

niques and the development of more sophisticated instruments whose working principles are

based on growingly complex physical phenomena. Data generated thanks to these new tech-

niques require a solid knowledge of the underlying phenomenon for them to be correctly

extracted and interpreted. In addition, as these experimental data become finer in the time

and length resolutions probed, theoretical modelling is required to provide predictions with

comparably high resolution. This exchange results in a cycle where experiments become

more complex thanks to the aid of theoretical modelling while the theoretical framework

expands and fills the remaining gaps.

This is of particular importance in the field of functional materials. Here, the complexity and

diversity of systems under investigation is such that the deployment of theoretical modelling
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is not only convenient but becomes necessary.

To corroborate this point, a few attempts can be cited that have been made to assess the extent

of the chemical space of organic compounds accessible through current synthetic methods.

This space is estimated to be in the range of 1020 – 1024 molecules1;2;3 with many novel

materials waiting to be discovered. Exploring this enormous landscape is extremely diffi-

cult and ineffective when empirical intuition and experimental characterisation are the only

probe.

The apparent necessity of theoretical approaches capable of mapping the chemical space,

according to the most relevant properties4, makes their development one of the most impor-

tant goals in modern day materials science. These approaches also foresee the possibility

of a purpose-driven design5 of functional materials to answer very specific technological

demands.

The main obstacles to this prospect can be traced back to the considerable gap between

the time and length scales theoretical methods are able to explore and the typical scale of

technological applications. This difference reflects the scale separation of the fundamental

building blocks, atoms and molecules, with the human scale, a separation that is necessary

for complexity to emerge.

It is therefore mandatory to combine various levels of theory describing different time and

length ranges to deal with this scale gap. This combination is justified by the difference in

scales at which the many degrees of freedom in a macroscopic system experience their dy-

namics. Fast dynamics happening on small time scales produce an average effect on slower

processes and may be effectively treated as parameters in the description of these last. Thus,

a combination of various methods may indeed provide a reliable modelling of real systems.

This thesis work is set in this context. It deals with the development and the application of a

computational protocol, combining different established levels of theory, able to offer a direct

atomistic picture of the small scales responsible for the functional behaviour. The focus is

on the class of organic materials exploited to harvest solar energy, collectively referred to as

organic photovoltaics6;7;8.

This work is by no means a first but joins the ranks of an important body of research9;10;11;12

on which it builds. It deals with the complex task of bridging the gap between the accurate
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modelling capabilities available at molecular scale and the efficient simulation of macro-

scopic devices. This complexity makes it so that any given protocol will focus on some

particular aspects and will inevitably overlook others. The hope is that, in the future, a new

generation of such protocols will enable scientists to explore more efficiently the chemical

space and to identify energy harvesting materials with enhanced performances.

The specific focus of the protocol presented is on the atomistic mechanisms underlying the

behaviour of photovoltaic systems. The microscopic picture that the protocol aims to provide

has two main objectives. First, to foster a deeper understanding of the theory behind and

second, to offer a microscopic view of the consequences certain synthetic choices have on

important properties like supramolecular order4.

What is beyond the goals of this protocol is instead the description of the processes taking

place at scales much larger than the molecular one. A realm where other emergent mecha-

nisms may exert a significant influence on photovoltaic performance13. The description of

this range of scales will only be attempted through some extrapolations that will be revealed

nonetheless, to be effective in producing numerical predictions in agreement with available

experimental data.

In keeping with these premises, this text will be structured as follows. A first chapter will

introduce in further detail the scientific background and the open issues in photovoltaic re-

search motivating the need for computational protocols. Ample space will be devoted to the

specific properties and functions that photovoltaics materials are required to have. A brief

overview of the current picture will be offered, together with a description of the specific

challenges that have come up in the quest for more efficient solar-harvesting materials.

The second chapter will present the theoretical foundations to the various computational

approaches that constitute the protocol. This presentation will offer the main ideas on which

the methods are based by giving a concise but self-contained explanation.

Two applications of the protocol to relevant systems will be presented in chapter three and

four. The systems investigated were selected on the basis of experimental data indicating

that a microscopic picture was missing and its modelling would offer relevant insight that

could be extended to similar materials. Both systems belong to trending research currents

within the larger field of organic photovoltaics.
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In particular, in chapter three the protocol will be applied to the study of a small-molecule

donor that shows important changes in the absorption spectra linked to the material’s local

morphology. Chapter four will instead be devoted to the study of a molecular donor-acceptor

dyad. In this case, empirical data hint at the emergence of long-range ordering within the

studied devices and the application of the protocol will be shown to yield a plausible atom-

istic picture for the ordered structure likely responsible for the reported device efficiency.
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Chapter 1

Organic Photovoltaics

The designation of “functional materials” has risen in opposition to “structural materials”14

to indicate materials that are used to perform a specific function going beyond mechanical

support. This distinction has come into being as the progressively accumulated knowledge in

chemistry and solid-state physics has been able to inspire uses based on properties associated

with electrical, optical, magnetic or chemical responses.

The materials employed in the field of organic photovoltaics naturally belong to this cate-

gory. Their particular behaviour stems from their semiconductor character. A semiconductor

is a material that can either act as an insulator or a conductor depending on the external con-

ditions determined by the environment. Radiation from a light source is one of the possible

external stimuli that are able to trigger the conducting behaviour. This fact can be exploited

within a device with a specific architecture to convert the power absorbed from radiation to

electrical power.

In order to better understand how photovoltaic materials express this behaviour and how they

can be exploited in the harvesting of solar energy, it is useful to look in more detail at the

general mechanism underpinning the photovoltaic process, as it is understood.

1.1 The photovoltaic process

The prototypical solar device can be described as a layer of a photoactive semiconductor

sandwiched between two electrodes (i.e. metal contacts). A general scheme of the photo-
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Chapter 1. Organic Photovoltaics

voltaic conversion for this device can be given as follows.

The photoactive layer, irradiated by light, absorbs the incoming photons and electronic ex-

cited states are produced called “excitons”. These excitons then can either undergo dissocia-

tion into free charges or decay via radiative or non-radiative pathways, i.e. via the emission

of a photon or via other channels. If conditions within the layer are right, the exciton is

dissociated into an electron and a hole, called a “geminate pair” that are free but still feel a

reciprocal attraction. These charge carriers then experience a general drift-diffusion dynam-

ics and, if they do not recombine, are collected at the electrodes to produce a photocurrent.

According to the type of semiconductor, i.e. inorganic or organic, this general process takes

on different nuances that result in the vastly different performances recorded for solar de-

vices.

An aspect that all semiconductors share is the presence of extended structures where elec-

trons are delocalised. Delocalisation is a fundamental ingredient to semiconducting be-

haviour. In silicon, probably the most renowned inorganic semiconductor, electrons are able

to delocalise over the lattice produced by the assembly of large numbers of silicon atoms. In

this case, delocalisation can be rather extended in space. The interaction between isolated

atoms in the lattice results in a new energy level structure, in which these levels prolifer-

ate and participate to the formation of so-called “energy bands”. These bands represent the

allowed electronic energies within a material.

The band structure is defined by an alternating sequence of allowed energy ranges with for-

bidden ones, called gaps. In the ground state of the lattice, all valence electrons occupy a

band called valence band. The interaction with photons promotes the electrons from an en-

ergy level to another. This promotion can happen between a pair of occupied and unoccupied

energy levels in the same band or between different bands separated by a gap.

The first band above the valence one is called conduction band and the forbidden gap between

these, the band gap, its value is often indicated as Eg. This last is of paramount importance

for the photovoltaic behaviour. Depending on the value of Eg in fact, materials show different

responses to external stimuli such as light and can be consequently classified into insulators,

conductors or semiconductors.

A similar picture holds for the band structure of organic semiconductors but with some im-
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portant differences. In this kind of materials the large number of aggregated molecules retain,

more or less, their isolated geometry and interact with each other via weak Van der Waals

forces. The band diagram resulting from this assembly is more structured and fragmented.

In this case, valence and conduction bands are rather narrow and centred15 around the energy

of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital

(LUMO) of the compound. Delocalisation in this case is ensured by the presence, on the

molecular architecture, of π-conjugation. This peculiar orbital arrangement is realised when

p-type orbitals, not participating in the main bonds between a planar structure of carbon

atoms, combine to form a diffuse electronic orbital extended over the approximately planar

structure.

Typically, organic π-conjugated structures are much less extended in space than inorganic

lattices. Upon absorption, this less pronounced delocalisation results in an excited electron

with a rather local character. In this picture, one could say that only a single molecule

is excited into a higher energy state. In contrast, for an ideal extended lattice, the entire

structure can be thought to be excited when a photon is absorbsed. This difference holds

for most organic materials with mounting experimental evidence suggesting that a different

behaviour emerges in a few systems belonging to well-known molecular families16 that is

associated with a good photovoltaic performance.

The excited electron is bound more tightly to the molecular structure than in the case of an

inorganic lattice and this is due to the weaker intermolecular interactions. This results in

solids with a rather small relative dielectric constant εr ⇠ 2 - 417;18;19 in which the excited

electron “feels” a strong attraction to the positive hole it has left behind upon excitation.

This simple fact has extreme consequences on the performances of organic semiconductors

in solar cells. The generation of strongly bound excitons means that it is more difficult to

separate them and to extract free charges.

To give an idea of the scales, typical binding energies in inorganic materials are in the range

of a few meV while organic materials show binding energies a hundred times larger at the

very least, and often much higher. Empirical evidence suggests energies ranging from 0.1 to

1.4 eV20. If one considers the typical energy of thermal fluctuations at ambient temperature

(300 K), kBT =26 meV, it is straightforward to see that inorganic excitons will readily split

into free carriers thanks to thermal agitation, while organic ones will be more difficult to
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dissociate.

Historically, this is the reason for which research into organic photovoltaics initially stalled21,

after several attempts revealed that the photocurrents typically generated by organic photoac-

tive layers were far below any useful value.

A way to circumvent this problem has been presented by Tang et al. in 198622. The device

described in this seminal work was able to achieve reasonable efficiency thanks to the com-

bination, or junction, of two organic materials. The increased intensity of the photocurrent

is due to the formation of an interface between the two materials that promotes the splitting

of the excitons.
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Figure 1.1 – Illustration depicting all the 4 steps in which the photovoltaic process may be divided.

(1) photon absorption and exciton generation, (2) exciton diffusion and encounter with the interface (3)

exciton dissociation (4) charge collection at the electrodes.

To realise this junction, the two semiconductors must have different electron affinities EA,

that are related to their LUMO levels. The material with the higher EA will eagerly accept an

electron from the other material. For this reason the materials are referred to as acceptor and

donor and may be seen as the organic equivalent of a p-doped or n-doped semiconductor.

Despite not being the first historical example of a junction, Tang’s device was the first show-

ing a power output large enough to justify further research and it is therefore considered a

fundamental milestone in the field.
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Figure 1.2 – Matching of the energy levels at the donor acceptor interface that ensure the dissociation

of the exciton into free charges. This is valid for both planar and bulk heterojunction. Any neighbouring

pair of a donor and an acceptor may realise the exchange according to this scheme.

At the interface, the bound exciton finds the conditions to be separated into free carriers.

These conditions consist primarily in a specific arrangement of the energy levels of the two

materials. If an exciton is generated within the donor, it will be promoted from the narrow

band of the HOMO to the LUMO band. If it diffuses in the proximity of the interface, a

series of rather complex transitions take place between states that are progressively more

delocalised. These transitions are able to lower the Coulomb interaction between hole and

electron and promote dissociation. The process is favourable from an energetic point of view

if the difference between the HOMO level of the first material, EHOMO
donor , and the LUMO of

the second material, ELUMO
acceptor, is lower than the exciton binding energy, as shown in Fig. 1.2.

If this condition is verified then the exchanging pair will find a favourable state in which a

finally free electron occupies the LUMOacceptor while the free hole occupies the HOMOdonor.

In the next sections more details about the junction of two or more materials will be given,

as they are essential to understand the current status and the main challenges in the field.

After dissociation, the dynamics of the free charges is governed by the electric field within

the material. The potential gradient responsible for this field may have different origins

depending on the design. For organic materials, it is usually determined by the choice of

the electrodes. Typically, two metals with high (anode) and low (cathode) work function are

selected. The work function is the energy required to extract one electron from the metallic

solid. High work-function metals have electrons in low-lying energy levels while low work-

function metals have electrons in shallower levels and less energy is required to extract them
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with respect to the former. By sandwiching the semiconductor between them, the tendency

of the system to equilibrate the work functions will generate an in-built field.

This arrangement can be described as a metal-insulator-metal (MIM) junction and will be

discussed in more detail in the next section.

The efficiency of charge collection, associated with carrier dynamics, can be measured

through charge mobility, a quantity that describes how much a material promotes or hampers

the movement of charges.

Often, organic semiconductors report low mobilities for both carriers compared to their in-

organic counterparts, e.g. for amorphous silicon µe = 1 cm2/V · s23, or other materials such

as perovskites, e.g. µe = 25 cm2/V · s15.

In addition, transport of holes and electrons is often unbalanced. In many instances in fact,

electrons are transported more effectively than holes and this results in an accumulation of

electrons at the cathode that affects the potential within the photoactive layer and leads to a

saturation of the photocurrent below the theoretical limit.

The extraction of carriers from the active layer to produce the photocurrent, marks the final

step of the charge collection process. Similarly to dissociation, this process relies on the

matching between the energy levels of the material and that of the electrodes. The most

straightforward matching to adopt is the condition of ohmic contacts where the work func-

tion of the anode is approximately matched with the donor HOMO, while the cathode work

function is matched with the acceptor LUMO.

All these steps, summarised in the scheme of Fig. 1.1, constitute the general microscopic

description of photovoltaic conversion. Each of them contributes to the overall efficiency of

the whole process. An ideal high-performance solar device should work near the combined

optimum between the steps. Approaching this optimum can be done following many routes.

The engineering of specific designs of the organic active layer is a very important one and

will be discussed in the next section.
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1.2 The heterojunction design

The current landscape of solar technologies based on organic semiconductors cannot be fully

appreciated without reviewing the main designs that have been proposed for the mixing of

donor and acceptor materials. As seen before, the mixing is necessary to achieve a sufficient

generation of free carriers by enhancing exciton dissociation.

The most simple design that can be proposed is the bilayer planar heterojunction, already

present in Tang et al.22. As the name suggests, in this basic implementation the active

material is composed of two superimposed layers of donor and acceptor and the interface is

created in the planar region where the two layers meet, as shown in Fig. 1.3, left.

Acceptor

Donor

transparent anode

cathode cathode

transparent anode

D/A blend 
nanointerface

Figure 1.3 – Representations of the most common heterojunction devices for donor and acceptor

blends. The planar heterojunction (left) with layers stacked one upon the other and an ideally planar

interface. The bulk heterojunction (right) with a structured interface diffuse over the whole volume of

the layer.

While the introduction of the interface is successful in promoting exciton dissociation, one

important limitation emerges. To be efficiently separated the excitons created in the organic

layer need to reach the interface. Given their excited character, excitons have a finite life-

time, dependent on the presence of many possible decay pathways. A finite lifetime means

that the exciton can be displaced over a limited range from the absorption site. In molecular

materials, the value of this distance rarely goes above few tens of nanometers24.The obvi-

ous solution is therefore to reduce the thickness of the layers to ensure that the majority of

excitons reach the interface and are split into free carriers.
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However, reducing the thickness of the film has an effect on the efficiency of absorption.

Despite organic materials having relatively large molar extinction coefficients17, i.e. they

tend to absorb a large number of photons per unit length of thickness, a tension emerges

between the maximum exciton diffusion length and absorption so that a compromise between

the two usually results in devices with unsatisfactory performances.

This bilayer design is currently employed in many experimental devices because it is simple

to realise and may serve as a preliminary evaluation of the photovoltaic potential of a given

acceptor-donor pair.

A further sophistication is the bulk heterojunction25;26;27;28, that is also another important

milestone in the historical development of organic solar cells. In bulk heterojunction devices,

donor and acceptor are deposited as films in a single blend. Depending on the interaction

between the two components and the deposition technique, that might imply for example, the

use of solvents, the layer will feature an interface interspersed within the bulk of the active

layer, as shown in Fig. 1.3, right.

An interface structured within the volume, means that the limitation on the thickness can

be overcome without losing most of the excitons. An ideally optimised donor-acceptor bulk

interface ensures that every exciton is generated within the average diffusion length from

the interface and may therefore be split into free carriers. Many of the experimental devices

that today report the largest efficiencies in converting solar light are based on this kind of

heterojuction29.

The main difficulties in the implementation of this particular design concern the instability

of the interface and the limited control that can be exerted over the morphology, that is, at

present, rather limited30;31;32.

A promising strategy to exert a greater control over the dynamics of self-organisation is

the direct engineering of the molecular structure of the blended materials. This process

corresponds precisely to the exploration of the chemical space around a given compound

and may greatly benefit from the application of different theoretical protocols of the same

kind as the one presented in this work.
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1.3 Macroscopic observables and photovoltaic performance

The description of the photovoltaic process given above, focuses on the microscopic picture.

Yet, solar devices operate almost at macroscopic scale and their characterisation involves

measurements on the device performed at this scale.

These measured quantities are the result of the statistical behaviour of charge carriers gener-

ated and collected throughout the process and are necessary to determine the efficiency with

which this process takes place.

Conventionally, solar cells are tested under standardised conditions of temperature, pressure

and illumination33. The spectrum of irradiation is taken to be the Sun spectrum after being

filtered by the atmosphere crossed at around 48.2� of zenith angle, indicated as air mass 1.5

(AM1.5)34.
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Figure 1.4 – Sun spectrum after being filtered by an air mass equivalent to the atmosphere crossed

by rays at 48.2� of zenith angle. Conventionally this condition is referred to as “solar spectrum AM

1.5”.
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The efficiency of a solar cell is usually expressed through a quantity called “power conversion

efficiency”, or PCE, that is evaluated by considering the ratio between the output power Pout

with respect to the power of the incoming radiation, Psolar:

PCE% =
Pout

Psolar
·100 (1.1)

This efficiency is the product of the efficiencies of all the four steps reviewed before. Mi-

croscopic descriptions of the photovoltaic process are able to link this efficiency with the

statistical behaviour of carriers in the active layer.

It is possible to define three fundamental quantities, see plot in Fig. 1.5, evaluating the

behaviour of a solar cell as an element of a circuit:

• Short circuit current density Jsc
⇥

mA/cm2⇤ defined as the photocurrent density gen-

erated, under irradiation, when no external voltage is applied at the electrodes, i.e. in

an ideal condition where anode and cathode are short circuited. In this situation, the

current density results from the extraction of carriers at the electrodes. This quan-

tity directly depends on many molecular quantities like width of the band gap, phase

separation and the magnitude and relative value of mobility for both carriers.

• Open circuit voltage Voc, is defined as the external voltage at which the current output

from the solar device vanishes. In this situation the applied voltage compensates the

internal built-in field. A vanishing internal field implies a missing driving force for the

carriers generated that will only diffuse in the material and accumulate at the electrodes

until an equilibrium is reached with recombination. In the case of ohmic contacts, i.e.

the electrodes match the transport levels of the blend, this quantity depends on the

energy offset of these levels.

• Fill factor FF , this quantity determines the shape of the relation between applied volt-

age V and output current density J, called J-V curve24;35 (see Fig. 1.5) . And can be

related with the two quantities above as follows

FF =
JmaxVmax

JscVoc
(1.2)

where Jmax and Vmax are the output current density and the applied voltage at maximum

power output (max). The fill factor encodes the effect of a lot of processes at different
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length scales within the device affecting the overall performance. Its value depends on

molecular details as well as on the larger-scale morphology of the active layer. It also

provides a measure of how much it is theoretically possible to optimise the cell and

enhance its performance.

Empirical models exist that can establish a direct link between these macroscopic circuital

quantities and microscopic ones like mobility and absorption that may be evaluated through

computational protocols like the one presented in this work. To clarify the relation between

the microscopic picture and these circuital quantities the MIM junction will be presented in

more detail in the next section and the different operating regimes will be described.
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Figure 1.5 – Plot of a typical J-V curve, the green rectangle represents the fill factor FF.

1.4 The MIM model for organic solar cells

The metal-insulator-metal (MIM) model6;24;35 is often used to describe the operating princi-

ple of a cell based on an organic blend. As previously mentioned, the system can be obtained

by sandwiching a material between two metal electrodes. In this specific case, the material

corresponds to the organic junction of donor and acceptor with planar or bulk interface.
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The two metal electrodes are chosen to have different work functions φW. The work function

is associated with the energy of the highest level occupied in an electron system at T = 0 K,

known as Fermi energy EF , the two will be used interchangeably in the following.
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(‘shallow’ electrons)
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organic D/A blend
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Figure 1.6 – Schematic depiction of a MIM junction that best captures the general working principle

of an organic solar cell. The left electrode is the anode while the right electrode is the cathode.

To illustrate the functioning of a MIM junction one may consider a system with a high work-

function electrode on the left and a low work-function metal on the right, see Fig. 1.6. The

two metals are in contact through the organic blend and their work-functions are matched

according to ohmic contacts.

The system at equilibrium requires EF to be constant throughout the semiconductor layer.

This implies the transfer of electrons from the low work-function electrode to the high work-

function one, until EF is constant. This displacement of charges produces a potential differ-

ence inside the material that affects the semiconductor blend. The response of the material is

to compensate this potential by redistributing the available free carriers. An excess of posi-

tive carriers will be accumulated on the left, close to the high work-function metal, while an

excess of electrons will be accumulated on the right.

The final distributions are the result of two competing agents, the potential produced by
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the electrodes and the tendency of the system to maintain a homogeneous concentration of

carriers within the semiconductor layer. It is important to note that the number of available

free carriers in a typical organic blend at ambient temperature is very small but those present

will respond to the electric field according to the mechanism described17.

Starting from this static condition at equilibrium it is useful to consider two external perturba-

tions: irradiation with light and the application of an external bias potential at the electrodes.

The latter also includes the case in which the device is used to produce electricity. By insert-

ing a load in fact, a potential difference is applied to the electrodes with the characteristics

of a forward bias, i.e. the cathode is at an higher potential than the anode.

Thanks to radiation, the semiconductor blend is able to increase its population of free car-

riers by generating excitons that are split at the blend interface. The “pumping” performed

by radiation allows the system to enter an out-of-equilibrium steady state in which the Fermi

energy level of the system splits into two quasi-Fermi levels, one for electrons in the con-

duction band, Ee
F , and the other for holes in the valence band, Eh

F . These correspond to the

LUMOacceptor and HOMOdonor, respectively. The carriers follow a dynamics similar to the

one without illumination and will redistribute according to the internal field produced by the

difference in the work-functions ∆φW.

When the irradiated system is connected to a circuit and a biasing potential is present, it is

possible to distinguish three situations.

When the external bias potential is negative Vbi < 0, a limited current flows through the

circuit due to the fact that there are high injection barriers for electrons on the left (anode)

and holes on the right (cathode).

When the biasing potential is positive but less than the open circuit voltage Voc, 0 < Vbi <

Voc, Vbi and the built-in one are in competition. Within the irradiated layer, the carriers

experience a drift in the direction of the difference between built-in and biasing potential

while a diffusion current flows in the opposite direction.

The biasing potential injects holes on the left and electrons on the right, generating a current

that is opposite to the direction of the built-in field. However under these conditions, the total

photocurrent is still dominated by the built-in field and flows in the opposite direction to the

external potential. This current can be exploited to actually extract power from the device.
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Finally, when the biasing potential overcomes the built-in field V >Voc the sign of the current

is reversed and flows in the direction dictated by the external potential. In this condition the

MIM device is not generating power anymore and it is simply acting as a photoconductor.

So, the existence of the built-in field and the tension between diffusion and drift currents play

a fundamental role in the photovoltaic process and in the emergence of the diode behaviour,

i.e. presence of an energetic barrier Vbuilt-in = ∆φW.

The model does not explicitly mention the molecular quantities object of this study, except

for the molecular orbitals of the blend. However, there is a strong dependence of drift and

diffusion currents and carrier distributions on mobility and absorption properties that are

crucial to achieve large PCEs.

1.5 The current scenario of photovoltaic materials

The sections above should have presented substantial evidence about the many processes

concurring to the photovoltaic behaviour. Indeed, the enhancement of PCE is a multidimen-

sional problem implying the co-optimisation of a number of competing properties.

Often, maximising the efficiency of one step may turn out to be detrimental to another. This

situation is even more dramatic for organic semiconductors. In this regard, the availability

of a large chemical space of possible candidates is good news as it leaves ample room for

improvement.

The current status of the field is the result of at least two decades of intense effort that

has been able to produce experimental devices with capabilities around the threshold for

commercialisation36. Much work remains to be done as the transition from experimental to

commercial technologies is riddled other difficulties lying outside the scientific domain37.

The present picture of the field reveals a series of clear paths that have been laid out to address

some of the issues that, if solved, could greatly advance the technology. To fully present this

picture it is mandatory to provide a brief overview of the major families of materials that

constitute the dominant research currents.

The catalogue of materials that have been studied is incredibly rich. A layered categorisation

of this multitude first distinguishes materials based on their usage as acceptors or donors.
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Among donors, a clear distinction appears between polymers and small molecules while for

acceptors the most important classes turn out to be fullerene derivatives with all the others

grouped into the broad category of non-fullerene acceptors.

In addition to this categorisation, in recent times, a new class has emerged that escapes the

donor/acceptor classification. These materials can be used to overcome the limitations of the

bulk heterojunction design and are at the basis of so-called single material organic solar cells

(SMOSCs).

This section will present these categories with a focus on the general characteristics that may

promote performance enhancement.

Polymer donors

Despite not being among the first materials investigated in organic solar devices21, polymers

have soon monopolised the attention of the community. This is due to a series of important

observations on the excellent conductive properties of doped polyacetylene38;39 and other

seminal works reporting fast electron transfer between fullerenes and polymers in organic

blends40;41. These consequential works lead, respectively, to the 2000 Nobel prize in chem-

istry and to the widespread use of the bulk heterojunction design.

From a theoretical point of view, the conductive behaviour of polymers is not surprising.

Many systems in this category present π-conjugated structures whose geometry allows delo-

calisation over rather extended scales, at least along the backbone.

An archetypical example is polyacetylene (see Fig.1.7) whose alternating structure of single

and double bonds should result in a total delocalisation of outer electrons on the backbone

and confer to the material nearly metallic conductivity42. In reality this situation is not

realised because the interactions between molecular vibrations and electrons localise the

orbitals that extend over few adjacent monomeric units at most.
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Figure 1.7 – Trans polyacetylene monomeric unit with the alternating double-single bond structure in

evidence.

More in general, this limit on delocalisation has turned out to be a substantial bottle-neck for

the performance of polymeric materials. Localised electronic orbitals in fact, translate into

a low lying HOMO level that requires a large energy to be excited. This produces a sensible

widening of the Eg gap.

Among the implications of a large band gap Eg, the most important is the reduced absorption

of solar photons and thus the reduced value of the maximum photocurrent Jsc. Band gaps for

most polymers employed in the literature for photovoltaic conversion are rarely below 1.5

eV43;44 and very often above 2.0 eV45.

Strategies to address the band gap problem in polymers46 rely heavily on the exploration

of the chemical space around the already available compounds via the engineering of the

monomeric unit47.

In particular, two strategies have given fruitful results throughout the years. The first is

based on the synthesis of monomeric units combining electron deficient A and electron rich

D groups in D-A architectures. These changes affect the structure of the energy levels and

favour transitions at lower energy with higher delocalisation.

The second strategy instead, is aimed at the enhancement of backbone planarity. This is

usually attempted by stabilising the quinoid form, generally more planar, over the aromatic

one46. More planar structures have more delocalised orbitals and reduced band gaps48.

These approaches are limited by the implications that the changes in polymer properties like

molar mass, regioregularity and polydispersion have on the self-organisation of the material

whose higher scale morphology may be affected in ways that are detrimental to the over-all

performance.

Another important issue that polymers face is the reproducibility of their performances.
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Power conversion efficiencies for devices employing the same blend and a similar archi-

tecture may be quite different due to the limited control over purity or polydispersion and

other variables associated with the preparation of the blends.

Reproducibility is clearly essential when many mechanisms responsible for the final perfor-

mance are still only partially understood. For this reason, part of the community has shifted

its focus on the study of small-molecule donors in an effort to open a line of research better

suited to support the theoretical effort in advancing the current understanding.

Small-molecule donors

Small-molecular donors have gained momentum since the mid 2000’s49;50;51. They have

been the object of increasing attention because they allow greater chemical control, improved

reproducibility and the direct assessment of structure-property relations52;53.

The family of acenes belongs to this category54;55;56. These materials show large charge

mobilities, so large as to suggest band-like transport for highly ordered thin films16;57. This

feature makes them particularly useful in the effort to understand the dynamics of molecular

self-organisation.

Like polymers, small molecular donors suffer from the band gap problem. Engineering

strategies similar to ones adopted for polymers, like the combination of D and A groups52;58,

have been able to partially address the problem by improving orbital delocalisation and ab-

sorption at the same time.

The small size of these compounds has also introduced the possibility to build more complex

architectures combining D and A groups in different arrangements and of variable nature.

This approach may not be advantageous for monomeric units but works well for standalone

structures. Infact, these attempts have been quite effective in delivering rather large PCEs

around 7%59;60;61 that are important to prove that small molecules can be as effective as

polymers but without some of the drawbacks.
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Acceptors

The classification of acceptor materials follows a different logic. Due to the prevalence of

fullerene based acceptors over the last couple of decades, it is customary to divide acceptor

materials in fullerene and non-fullerene ones. Naturally the second group is rather large and

varied and has experienced a significant boost in the last couple of years62;63;64;65;66.

The convenience of fullerene derivatives is difficult to deny. They are cheap to produce, have

high mobilities and show an isotropic transport given by the pronounced molecular symme-

try32;67;68. The excellent transport properties are enhanced by the tendency of fullerenes to

aggregate thanks to intermolecular π-π interactions between delocalised electronic densities.

However, depending on the type of heterojunction, this last property can either prove benefi-

cial, as in the case of a planar heterojunction, or detrimental to thermodynamic stability as is

the case for bulk heterojunctions. The main shortcoming of fullerenes is associated with their

poor absorption capabilities. Due to their symmetry, many transitions are prohibited. As a

result, absorption in the UV-visible range is characterised by an almost vanishing coefficient,

so much that, for donor:fullerene blends, only the donor is considered as absorbing material.

Fullerenes derivatives are obtained by functionalising the original structure with groups that

increase absorption in the target spectral range. These modifications may also optimise the

LUMO level that is directly linked with the Voc of the device.

As already mentioned, in the last few years the community has become more and more

conscious about the limiting constraints imposed by fullerene acceptors and has progres-

sively moved towards non-fullerene ones that a recent body of work has revealed to be very

promising in boosting conversion efficiency in the current generation of experimental organic

photovoltaic devices.

Materials for single component solar cells

Beyond the binary distinction between acceptors and donors, sits an interesting class of ma-

terials collecting all those molecular architectures that can be used as unique photoactive

components in solar cells. These materials are employed in the production of SMOSCs and

have the potential to play an important role in solving some of the issues affecting OPV.
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The interest in these compounds comes from the necessity to improve on the bulk hetero-

junction design, whose performances are affected by the thermodynamic instability of the

interface and the limited control that is possible to exert over the active-layer nanostruc-

ture32;69;70.

While new techniques and experimental protocols could, in principle, enhance control over

morphology and instability could be dealt with by selecting better materials, the possibility to

go beyond the bulk heterojunction remains extremely appealing. This is because directing the

self-organisation of blends, responsible for the final morphology, is a very complex task71.

At present, the only way to control it is by intervening on the active layer during deposition.

Specific choices like relative percentage of donor and acceptor in the blend, selection of the

solvent, environment at deposition and possible use of additives can be exploited as tools for

greater control32;69;70;72. For what concerns instability on the other hand, little can be done

to inhibit the spontaneous reorganisation of materials after deposition. A notable example

is provided by fullerene-based acceptors whose tendency to aggregate invariably results in

performance drops during the operating life of a device73;74.

Therefore, also in the case of SMOSC materials, acting on the molecular blocks promises

to be the most effective way forward. The design of molecular structures for SMOSCs is

based around the71 introduction of a further chemical constraint between the donor and the

acceptor through a covalent linker, capable of limiting and constraining the self-organisation

of the blend.

Depending on the specific characteristics of the linker, two different strategies have been

undertaken. The first possibility is to select a linker with a flexible structure and a strongly

insulating character. This means that the linker has to be chosen so as to interrupt the π-

conjugated structure between D and A and avoid substantial changes to the properties of the

isolated moieties.

With a linker of this type, donor and acceptor moieties are still free to undergo aggregation to

some extent and a D/A interface is still required to achieve exciton dissociation. According

to this strategy, the covalent linker just acts as a mechanical constraint and is used to freeze

the nanophase separation to produce and maintain the desired morphology. In Fig.1.8, on the

left, a schematic representation of polymeric and oligomeric systems that can be produced

with this approach is presented.
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These architectures have the ability to absorb light into long-lived charge transfer states that

ultimately result in free charges transported along the polymer on the D and A moieties

repeated along the backbone. In the case of polymers, self-organisation should not influence

performance as much as in the case of bulk heterojunctions. Rather, performance is mainly

limited by the capacity of the new structure to generate and maintain free charges, i.e. by its

ability to favour charge separation and avoid recombination.

The other possibility consists in choosing a rigid linker that is shorter and less insulating. In

this way, compounds with a more complex electronic structure are obtained that retain the

crucial properties of the isolated moieties but are able to achieve efficient exciton dissociation

and ensure fast charge transport. Within the larger class of materials based on this design,

it is particularly interesting to focus on the ones including small oligomers as donors. The

vast majority of these architectures have fullerene derivatives as acceptor groups and follow

a D-A or D-A-D design scheme, commonly, they are referred to as “dyads” or “triads”.

Also in this case, performances are limited by the capacity to produce charges but this time,

also morphology at local and higher-scale plays an important role. Based on the packing

properties in fact, charges are displaced with variable efficiency and this has to be considered

in addition to the ability to generate free carries.

However complex, recent works have demonstrated the potential of these materials to reach

quite large PCEs. Double-cable polymers based on flexible insulating linkers have been

reported75;76 with PCE as high as 6.30 %, and block copolymers built from more rigid

linkers not far behind at 5.28 %77;78. Molecular heterojunctions and more in particular

D-A dyads have recently passed the 1 % mark79 and have quickly reached PCEs between

2 %80;81;82;83;84;85;86;87 and 3%88.
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Flexible insulating linker

Constraint on D/A interface

Rigid linker

Molecular heterojunction
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n

double-cable polymer

Polymer
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Figure 1.8 – Schematic representation of the general architecture for SMOSC materials. Depending

on the character of the linker the two moieties may be combined in a single architecture with markedly

different character. On the left, an insulating linker produces assembly of molecules whose phase

separation is mechanically controlled by the linker while most of the other properties of donor and

acceptor moieties are preserved. On the right, the corresponding structures generated from a rigid

linker. Structures are more compact and the isolated properties less preserved. These architectures

should be able to achieve efficient dissociation on the molecule itself and ensure transport over the

morphology. The D/A interface is no longer needed to dissociate the exciton. Red elements indicate

donor blocks while blue ones represent acceptor blocks.

This overview of the most prominent material classes investigated so far for organic so-

lar cells closes this introductory chapter by highlighting the fundamental role of materials

search. This aspect remains the most crucial to fulfil the promise of delivering commercially

viable devices in the near future and certainly explains the extensive research that is being

and has been carried out throughout the community.
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Light to energy conversion processes, as in the case of the photovoltaic process, are multi-

scale processes whose mechanisms crucially depend on length scales ranging from the molec-

ular one at approximately 10�1 nm to the typical device scale at approximately 10�2 mm89;90.

The modelling of these processes has to reflect this multi-scale character and thus requires the

combination of different levels of theory to provide a satisfactory quantitative description91.

Each level describes a different layer in the time scale domain, that builds on information

obtained at lower time and length scales and provides new parameters that inform the level

above. A discussion of all these layers should start with the most fundamental scale and pro-

ceed upwards until all the macroscopic properties that describe the process are appropriately

treated.

The smallest scale of interest is naturally the molecular scale. Molecular geometry and

properties are determined by the electronic structure. Hence, the first layer in the theoretical

treatment of photovoltaic materials modelling is occupied by electronic structure methods92.

Indeed, an accurate description of the electronic distribution within the molecular structure

is the fundamental input to the model and gives access to quantitative predictions of micro-

scopic properties that, despite the intervening scale separation, have profound effects on the

macroscopic behaviour and more specifically on photovoltaic performance93;94.

Within the community focused on the modelling of organic semiconductors, the methods

most commonly employed are certainly density functional theory (DFT)95 based approaches

together with semiempirical methods96;97, a simplified and parameterised version of the

35



Chapter 2. Methods

Hartree-Fock method conceived to decrease the overall computational cost.

In the following, these classes of electronic structure methods will be outlined with particular

focus on the aspects that are most relevant to the specific topic of organic semiconductors

modelling.

2.1 Electronic structure methods for organic materials

Any accurate mathematical description of materials relies on the non-relativistic Schrödinger

equation. The most general form of this equation is therefore the starting point of any elec-

tronic structure method. A molecular system can be conceptually reduced to a set of charged

particles interacting among themselves. The behaviour of this system is described by a

collective wave function governed by an Hamiltonian operator Ĥmany body that contains the

description of the particle interactions. For an isolated system of Nn atomic nuclei and Ne

electrons the many body problem can be expressed as:

Ĥmany body Ψa(q1, . . . ,qNn
; r1, . . . ,rNe

) = EaΨa(q1, . . . ,qNn
; r1, . . . ,rNe

) (2.1)

with qi representing the nuclear coordinates and ri the electronic ones. Here, the time-

independent Schrödinger equation is recast in the form of an eigenvalue problem. The index

a runs over the infinite set of eigenvectors Ψa of the operator Ĥmany body with eigenvalues

Ea. Each Ψa is interpreted as a collective wave function of all particles that describes their

distribution in the ground state when a = 0 or in any excited state of the system for a > 0.

The operator Ĥmany body collects the kinetic terms and all the fundamental interactions V̂(···)

between all entities in the system:

Ĥmany body = K̂e + K̂n +V̂n�n +V̂e�e +V̂n�e

K̂e + K̂n =�
Ne

∑
~

2

2me
∇2

ri
�

Nn

∑
~

2

2Mα
∇2

rα

V̂n�n =
e2

4πε0

Nn

∑
α,β

ZαZβ

|rα � rβ|
(2.2)

V̂e�e =
e2

4πε0

Ne

∑
i, j

1
|ri � r j|

V̂n�e =� e2

4πε0

Nn,Ne

∑
α,i

Zα

|rα � ri|
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The listed terms correspond to the kinetic contributions of electrons and nuclei and their

instantaneous Coulomb interactions.

The general form of Ψa eigenvectors in Eq.2.1 is a function of all nuclear and electronic

degrees of freedom. This means that their knowledge is needed to describe their interactions

and thus the dynamics of the system. This implies an enormous computational cost, often

too large for the theory to be applied to any chemical system worth investigating, be it in

the domain of organic semiconductors or in any other domain that aims to produce quantita-

tive predictions. Simplification schemes are required to lower the complexity and introduce

more manageable mathematical objects that make calculations easier. These schemes are

built around the idea that particle-particle interactions can be approximated at the mean field

level, i.e. each particle interacts with an average particle density describing the others. De-

pending on the particular simplification scheme adopted, many families of electronic struc-

ture methods can be derived. These methods have seen a proliferation in recent years due

to the increased availability of computational resources and their ranks populate the modern

day arsenal of quantum chemists.

2.2 The Born-Oppenheimer approximation

One the most straightforward approximations rests on the often verified assumption that nu-

clear and electron dynamics happen on very different time scales, i.e. nuclei are much slower

than electrons. This is justified by the simple observation that nuclei are orders of magnitude

heavier than electrons. This is the premise underlying the Born-Oppenheimer approxima-

tion98, that offers a framework in which it is possible to decouple the two dynamics within

the many body Schrödinger equation.

In this picture, the electron wave function evolves according to the potential determined by

the nuclei in a fixed configuration, so that one may write:

Ĥe = K̂e +V̂n�e +V̂e�e

ĤeΨe
k(q1, . . . ,qNn|r1, . . . ,rNe

) = Ek(q1, . . . ,qNn
)Ψe

k(q1, . . . ,qNn
|r1, . . . ,rNe

) (2.3)

The dependence on the coordinates of the nuclei is preserved but, thanks to the decoupling,

they enter as a set of external parameters. Despite the considerable improvement, the elec-
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tronic wave function Ψe
k is still a function of all the electronic degrees of freedom. Other

steps are required in order to further lower the number of degrees of freedom and finally

deal with quantities that can be tackled numerically. Electronic structure methods can be

classified according to the character of the approximation introduced at this point.

From the point of view of quantum theory, identical particles are undistinguishable. When

many of them come together, a collective dynamics originates that is appropriately described

according to the collective wave function, already shown in Eqs. 2.3 and 2.1. It makes thus

little sense, in this context, to picture particles as independent objects and even more so to

imagine independent descriptions of their dynamics. Yet, individual particles or at least,

wave functions associated to a single-particle, are infinitely more convenient to describe and

manipulate. For this reason the large majority of electronic structure methods resort to the

description of the full many body wave function as a combination of single-particle wave

functions. However, it is fundamental for any simplification of this kind to be informed, as

much as possible, by the constraints naturally emerging from many body quantum mechan-

ics. The most important of these constraints is the one concerning the fermionic nature of

electrons.

2.3 Hartree-Fock method

A particular ansatz for the many body wave function is based on the idea of factorising the

ground state many body wave function Ψe
k=0 in an antisymmetric combination of single-

particle wave functions. This is at the core of the Hartree-Fock approximation92. This

simplification trades the exact description of dynamical electron correlations for a theoret-

ical simplicity that is almost unrivalled by other electronic structure methods. The loss of

dynamical correlation depends on the description at mean field of the interaction. This de-

scription misses the extent at which electrons truly “keep away” from each other in the

system dynamics.

The central assumption rests on the following relation:
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Ψe
0(r1σ1, . . . ,rNe

σNe
)⇠ ϕ1...Ne

(r1σ1, . . . ,rNe
σNe

) (2.4)

ϕa1...aNe
(r1σ1, . . . ,rNe

σNe
) =

1p
Ne!

2

6

6

6

4

ϕa1(r1σ1) . . . ϕaNe
(r1σ1)

...
...

ϕa1(rNe
σNe

) . . . ϕaNe
(rNe

σNe
)

3

7

7

7

5

where the spin degrees of freedom σ have been written explicitly. By combining the varia-

tional principle with a requirement of orthonormality for each single-particle wave function,

one may derive a set of Ne equations (one per electron) whose solution minimises the energy.

This minimisation is restricted within the functional space of single Slater determinants of

orthonormal single-particle wave functions ϕa:

� ~
2

2me
∇2ϕa(rσ)+

e2

4πε0
∑
σ

Z
d3r0vHF

eff (rσ,r0σ0)ϕa(r
0σ) = εaϕa(rσ) (2.5)

where the effective potential is given as:

vHF
eff (rσ,r0σ0) = δσσ0δ(3)(r� r0)

⇥

vn�e(r)+ vH(r)
⇤

+ vHF
X (rσ,r0σ0)

vH(r) =
Z

d3r0
1

|r� r0|∑
σ0

Ne

∑
j

|ϕ j(r
0σ0)|2

vHF
X (rσ,r0σ0) =� 1

|r� r0|

Ne

∑
j

ϕ j(rσ)ϕ⇤
j(r

0σ0)

The key feature of these equations is that each electron feels the average electron cloud

vH and an exact description of exchange is ensured by the Slater determinant form. This

set of equations is not linear, in particular the kernel term vHF
X (rσ,r0σ0) acts on ϕi through

an integration over r0 introducing a highly non-local interaction accounting for electronic

exchange. As a consequence, the best approximation to the ground state many body wave

function can be obtained through self-consistent iteration99 of the solution that is stopped

once convergence below some threshold is attained.

As already mentioned, the Hartree-Fock approximation offers an exact treatment of elec-

tronic exchange but describes poorly dynamical electron correlation. Strategies to overcome

this shortcoming exist and are based on the idea of building a complete orthonormal basis

for the Ne -particle space by combining the complete single-particle orbital set coming from
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each of the Ne Hartree-Fock equations into Slater determinants. These approaches have lim-

ited applicability due to the fact that in practice, single-particle orbitals need to be in turn

represented as finite combinations of functions called basis set functions97. The size of

this basis set, that also determines the computational cost100, represents a limit to the larger

functional space that can be spanned.

2.4 Semiempirical methods

Despite its convenience, the Hartree-Fock method still implies the calculation of a large

number of two-centre integrals. To give an idea, their number depends on the size of the

basis set, i.e. the set of M functions chosen to construct the larger single-particle orbitals

{ϕi}i=1,...,Ne
= {

M

∑
u

Ciu χu}i=1,...,Ne
of the complete system. The number of integrals grows

as M4. For this reason further simplification schemes have been devised in order to curb the

number of integrals that need to be computed. The simplification is performed by introducing

a number of parameters whose values may be chosen according to the results of higher level

calculations or, more commonly, according to available experimental data. The methods

resulting from the application of these schemes belong to the family of semiempirical meth-

ods96;97 that, despite their approximate nature, remain convenient in many circumstances to

perform preliminary analyses or other kinds of predictions.

Hence, the goal is to reduce the number of Coulomb and exchange integrals between combi-

nations of basis set functions. By expanding a single-particle wave function in the Hartree-

Fock approach over a basis set:

ϕi(r) = ∑
u

Ciνχu (2.6)

and substituting this expression in the Hartree-Fock equations, the general form of exchange

and Coulomb integrals becomes:

huv|sti=
Z

d3r1d3r2 χu(r1)χv(r1)
1

|r1 � r2|
χs(r2)χt(r2) (2.7)

A first simplification scheme is the so-called complete neglect of differential overlap (CNDO)101

and it is based on the following rule:

huv|sti= δuvδsthuu|ssi. (2.8)
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This means that all interactions are neglected except the ones between “partial densities”

χu(r)χu(r) and χs(r)χs(r). These partial densities can be on the same atom (one centre inte-

grals) or on different atoms (two centre integrals). Moreover, these integrals are considered

only for valence electrons while core electrons are collectively described through effective

potentials. The values of these integrals are given through tabulated parameters according

to:

huu|ssi= γAA where γAA is equal to: IPA �EAA (2.9)

if functions s and u are centred on the same atom A

huu|ssi= γAA + γBB

2+ rAB(γAA + γBB)
(2.10)

if functions s and u are centred on different atoms A, B

where IP and EA are the ionisation potential and electron affinity, respectively.

This scheme has notable shortcomings, particularly when applied to spectroscopy. In fact, it

is not able, by construction, to differentiate between singlet and triplet states. To overcome

these shortcomings it is possible to perform less drastic reductions in the number of integrals.

Among the improvements on this scheme one is worth of particular attention because it is

currently widely employed in the study of organic compounds. In particular, it will be used

in chapter 3 and 4 to give estimates of electronic couplings with a good cost-to-accuracy

ratio when modelling charge transfer between pairs of molecules.

The improved scheme is called intermediate neglect of differential overlap (INDO)102. It

rests on the same simplification as the previous scheme but it retains a larger number of

integrals:

huv|sti= δuvδsthuu|ssi only if u and s are centred on different atoms (2.11)

This reduction is applied only to two centre integrals while integrals involving pairs of func-

tions centred on the same atom are retained and their values are approximated according to

a new set of parameters:

Gss = hss|ssi Gpp = hp p|p pi
Gsp = hss|p pi Gpp0 = hp p0|p p0i
Lsp = hs p|s pi

(2.12)
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All these parameters are attributed according to spectroscopic measurements with one widespread

parameterisation being the one by M. Zerner96. The method with this parameterisation is

called Zerner intermediate neglect of differential overlap, or ZINDO method.

2.5 Density functional theory

In the last few decades, theoretical chemistry has seen the rise of DFT as one of its most

prominent computational tools103. Density functional theory approaches are nowadays so

varied and refined that they constitute extremely valuable and versatile tools to direct the

experimental endeavour and complement it with a truly microscopic physical insight.

Density functional theory starts from the many body equation and reformulates the problem

shifting the focus from the many body wave function Ψe
k=0(r1, . . . ,rNe

) to the electronic

density ρ(r). ρ can be obtained from Ψe
k=0 by integrating out all the electronic degrees of

freedom except for one set:

ρ(r) =
Z

d3r2 . . .d
3rNe

Ψe
0(r,r2, . . . ,rNe

) ·Ψe
0
⇤(r,r2, . . . ,rNe

) (2.13)

With this shift of paradigm, the quantum mechanics of many body systems can be recast

in a new form where, instead of solving the Schrödinger equation, an energy functional

dependent on density is minimised with a Lagrange multiplier imposing that the density

integrated over space returns the number of electrons in the system Ne:

δ

δρ(r)



E[ρ]�µ

✓Z
d3r ρ(r)�Ne

◆�

�

�

�

�

�

ρ(r)=ρgs(r)

= 0 (2.14)

The general form of this functional can be given as follows:

E[ρ] =
Z

d3r ρ(r)v(r)+FHK [ρ(r)] (2.15)

The functional in this expression contains a term dependent on the external potential de-

termined by the nuclei and then a term that collects all the possible interactions between

the electrons FHK[ρ(r)]. This term is independent from the external potential and contains

electronic kinetic terms, all correlations and fermionic effects in the set of Ne electrons. It

is important to stress that these expressions represent an exact formulation of quantum me-

chanics with the central quantity being the ground state density ρ(r), that encodes all the

relevant information about the system.
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Density is a much more manageable quantity with respect to the many body function Ψe
0 and,

in principle, it is a physical observable104. The problem of minimising the density functional

however, is far from trivial and all the difficulty intrinsic to the many body Schrödinger

equation is just transferred to the FHK term. Also in this case, further simplifications are

required to produce any meaningful prediction. In a similar fashion to the Hartree-Fock

approach, a particular form of the density can be considered, expressed as a series of one-

electron orbitals according to

ρ(r) =
Ne

∑
i

fa |ϕa|
2 (2.16)

This expression is at the basis of a mapping proposed by Kohn and Sham95;105, between

the original theory and a system of noninteracting particles that share the same ground state

density of the many body system. In this case, a set of Schrödinger-like equations can be

written,



� ∇2
r

2me
+ vH [ρ](r)+ vn�e[ρ](r)+ vxc[ρ](r)

�

ϕa(r) = εaϕa(r) (2.17)

where the kinetic term is that of a noninteracting system of particles and should not be

confused with the exact one acting on the whole many body wave function in the original

formulation. The potential terms vH and vn�e represent, respectively, the classical inter-

action potential between Ne electrons and the interaction between electrons and nuclei in

the Born-Oppenheimer approximation, while vxc is the exchange-correlation potential term

accounting for all the many body effects that characterise the quantum dynamics and are

missing in the previous terms. Despite the mapping into a noninteracting system of particles,

this last formulation of the initial problem is still exact and thus yields the exact ground state

electronic density corresponding to the many body system. The central problem is reduced

in this way to the determination of the exchange-correlation functional.

A priori, an exact form of this functional would provide an exact description of the initial

system. Kohn-Sham equations represent the foundation for a large majority of DFT applica-

tions employed today. As it will be shown further on in the chapter, not knowing the exact

exchange-correlation confers to DFT a remarkable versatility and an ability to capture the
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behaviour of vastly different systems. Despite the search for the exact functional is still ongo-

ing, this unknown term subject to relatively few constraints has allowed the development of

approaches tailored to different classes of physical systems, often able to capture accurately

very specific behaviours106.

2.6 Functionals and their classification

The many functionals developed up to this day107 can be classified in terms of their accuracy

according to a categorisation first proposed by J. Perdew108. This section briefly outlines the

general principles on which this categorisation is based.

The first assumption that is made on the exchange-correlation functional Exc =
Z

dr vxcρ(r)

is that it can be separated into the sum of an exchange part Ex and a correlation part Ec. Start-

ing from this general form, all DFT approaches can be derived by choosing the appropriate

form for Ex/c

In the most simple form the functional is taken to be the integral of a function of the density.

This is called the local (spin) density approximation L(S)DA. The integrated function has a

local character in the sense that it only depends on the density at a specific position in space

r, as follows:

Ec/x =
Z

dr vc/x [ρ(r)] ρ(r) (2.18)

No information is encoded about the local variation of the density. This approximation

can be rather efficient for metals or materials with many, highly delocalised electrons yet

it is rather inefficient for molecules. In molecules in fact, electronic structure reflects the

arrangement of nuclei that may be very different from the regular structures found in many

metals. Variations of the density over small distances are such that the inclusion of higher

order terms in the Taylor expansion can strongly increase the predictive power. This is the

reason behind the introduction of a second generation109 of approximate functionals that are

grouped under the label generalised gradient approximation GGA110 (or meta-GGA) and

includes functionals based on the following, general structure

Ec/x =
Z

dr vc/x
⇥

ρ(r),∇ρ(r),∇2ρ(r)
⇤

ρ(r) (2.19)
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A further important development that is essential to capture the main features of many func-

tionals in use today relies on the inclusion of explicit exchange of Hartree-Fock type. The

basic idea rests on the simple observation that the Slater determinant built with the occu-

pied Kohn-Sham orbitals is the exact solution in the case of the noninteracting system. This

means that when the interaction between different electrons is turned on the true exchange

and correlation functional should contain at least a part of this exchange.

In view of this observation a percentage of Hartree-Fock exchange can be explicitly added to

Ex and new functionals can be constructed. These functionals are called hybrid functionals

and are currently among the ones with the best performances.

Historically, they were the ones whose advent allowed DFT to go below chemical accuracy

in terms of predicted energy and contributed to the spread and generalisation of DFT within

the chemical community107.

The general form of an hybrid functional can be given as follows:

Exc = ELDA
xc +a1

⇣

EHF
x �ELDA

x

⌘

+a2∆EGGA
x +a3∆EGGA

c (2.20)

To hybrids belongs the renowned B3LYP functional111;112 that is one of the most widely

employed today and will be used in the applications of DFT considered in the text.
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Figure 2.1 – Graphical representation of the Jacob’s ladder of chemical accuracy108 adapted from

ref.113. For each rung in the ladder an indication of the accuracy is given according to the heat map

shown. In addition, an example of a DFT approach corresponding to each rung is given.

2.7 Time dependent extension

DFT can be extended to include interactions with time-dependent external potentials114.

This is essential when describing the interaction of molecular systems with external fields

of various nature, with the most relevant being without doubts the electromagnetic field,

at the basis of the description for light-matter interactions. Strictly speaking, Kohn-Sham

orbitals
�

ϕa(r)
 

a=1,...,Ne
should only be interpreted as a mathematical basis useful in real-

ising the mapping between the interacting particle system and the auxiliary noninteracting

one. Nonetheless, in the context of time-dependent DFT, it is possible to exploit the same

mapping between the two systems and relate their responses in the case of a small external

perturbation in the linear regime. To understand how, it is convenient to go back to the initial

formulation of the many body problem in the form of the Schrödinger equation.

If a time-dependent perturbation is applied to the many body system and its intensity is
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small with respect to the internal interactions, it is possible to describe the total variation of

the density operator as

δρ̂(r, t) =
Z ∞

0
dt 0

Z
d3r0

δρ̂(r, t)

δv(r0, t 0)
δv(r0, t 0)⌘

Z ∞

0
dt 0

Z
d3r0χ(r, t|r0, t 0)δv(r0, t 0) (2.21)

that integrates over time and space all density variations produced by variations of the time-

dependent potential. χ is the linear response function of the many body system and can be

also interpreted as the two-point correlation function between two consecutive measurements

of the density operator.

In the interaction picture this reads

χ(r, t|r0, t 0) = i θ(t 0� t) hΨe
0|
⇥

ρ̂(r0, t 0), ρ̂(r, t)
⇤

|Ψe
0i

F. T.
=

t!ω
χ(r,r0,ω)

(2.22)

χ(r,r0,ω) = ∑
k=1

hΨ0|ρ̂(r)|ΨkihΨk|ρ̂(r
0)|Ψ0i

ω� (Ek �E0)+ iη+
+ c.c.

In this expression {Ψk} are the excited states of the many body system, and Ek their energies.

Applying the same procedure to the Kohn-Sham system yields a similar quantity involving

the single-particle orbitals {ϕa}.

χKS(r,r
0,ω) = ∑

a,b

( fa � fb)δσaσb

ϕ⇤
a(r)ϕb(r)ϕ

⇤
b(r

0)ϕa(r
0)

ω� (εb � εa)+ iη+
+ c.c. (2.23)

where the ( fa � fb) is non zero only if a and b are a pair of occupied and unoccupied Kohn-

Sham orbitals from the Kohn-Sham set. The functional derivative is taken, this time, over

the time-dependent potential in the non interacting system vKS.

The two response functions are related by a very important equation that is often referred to

as the central equation95;115 in TD-DFT:

χ(r,r0,ω) = χKS(r,r
0,ω)+

Z
d3r1d3r2 χKS(r,r1,ω)



1
4πε0

e2

|r1 � r2|
+ fxc(r1,r2,ω)

�

χ(r2,r
0,ω)

(2.24)

where fxc is called exchange-correlation kernel and is given by F



δVxc[ρ](r1, t)

δρ(r2, t 0)

�

.

Through a series of steps and substitutions, it is possible to recast this equation into an

eigenvalue problem, obtained by dropping also the time dependence of the time-correlation

kernel, an approximation known as adiabatic local density approximation (ALDA).
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In this form, the poles of the many body response function, coinciding with the many body

excitation energies, are reconstructed by combining energy differences εb � εa between oc-

cupied and unoccupied KS orbitals and the transitions are weighed with transition densities

between these orbitals.

After some non trivial algebra115 , the eigenvalue problem from Eq. 2.24 can be recast in a

matrix form
2

4

A B

B⇤ A⇤

3

5

2

4

Xωk

Yωk

3

5= ωk

2

4

�1 0

0 1

3

5

2

4

Xωk

Yωk

3

5 (2.25)

where entries of A and B submatrices have the form:

Aabcd = δacδbd(εb � εa)+

+
Z

d3r1d3r2 ϕ⇤
a(r1)ϕb(r1)



1
|r1 � r2|

+ fxc(r1,r2,ω)

�

ϕ⇤
c(r2)ϕd(r2) (2.26)

Babcd =
Z

d3r1d3r2 ϕ⇤
a(r1)ϕb(r1)



1
|r1 � r2|

+ fxc(r1,r2,ω)

�

ϕ⇤
c(r2)ϕd(r2)

Solving this matrix equation yields a set of eigenvalues ωk that represent the excitation en-

ergies ωk = Ek �E0 and a set of eigenvectors that express the transition from Ψ0 to Ψk in

terms of “particle-hole transitions” between occupied-unoccupied orbitals of the Kohn-Sham

system. Hence, it is possible to reconstruct the properties of the exact excited states from a

series of transitions between occupied and unoccupied Kohn-Sham orbitals, that reproduce

the true energies and allow an evaluation of transition intensities.

It is straightforward to see, at this point, that such information confers the ability to calculate

key molecular quantities resulting from the action of –weak– external time-dependent fields

perturbing the system, like the absorption spectrum.

2.8 Modelling organic materials with DFT

As already remarked, the accuracy that can be achieved by DFT approaches depends on the

choice of the exchange-correlation functional. This freedom has contributed to the immense

success of DFT that can be tuned according to the system at hand while being able to provide

a good description for a relatively small computational cost.
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In the case of molecular materials, the functional most frequently employed is probably

B3LYP111;116. This functional belongs to the class of global hybrids in which, as dicussed,

the exchange-correlation functional is chosen to carry an explicit fixed contribution of non-

local Hartree-Fock exchange (around 20 %). Despite its convenience, this approach is not

the most versatile and it is important to stress a few drawbacks that, in the case of organic

semiconductors, may lead to inaccurate predictions.

One of the most important shortcomings of DFT to keep in mind when investigating molec-

ular solids is the difficulty of standard exchange-correlation functionals to describe so-called

“weak” interactions that emerge for the intrinsic quantum nature of electronic densities. Dis-

persion interactions between induced dipoles in different molecules or in different structures

on the same molecular architecture are usually poorly described.

A rather straightforward approach to adopt is to explicitly include an empirical correction

on top of DFT calculations. This strategy has proven quite successful in describing disper-

sion interactions with one notable example being the correction proposed by S. Grimme et

al.117;118;119. This correction includes a series of dispersion coefficients and cutoff radii for

pairs of atoms whose values are chosen according to other first principles calculations. The

atomic environment is also taken into account to some degree in the determination of Van

der Waals coefficients.

The particular form of the energy dispersion correction (D3120) applied to the systems stud-

ied in this work to complement the DFT approaches has the following form:

Edisp =�1
2 ∑

i, j
2 atoms

✓

C6i j

r6
i j

f
damp

6 (ri j)+
C8i j

r8
i j

f
damp

8 (ri j)

◆

(2.27)

where

f damp
n (ri j) =

sn

1+6
✓

ri j

sR,n R
i j
0

◆�γ (2.28)

The proliferation of parameters is necessary to allow the possibility of tuning the correc-

tion according to the DFT functional selected and adjusting the functional description of the

potential that the different terms produce. In particular, sR,n and sn are scaling factors de-

pendent on the order n. f
damp

i j is a damping factor to control the weight of the correction

term according to the length-scale and also to define the steepness of the function for small
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distances, through γ. R
i j
0 is the cutoff distance of the interaction between the atom pair i, j

and Cni j are the coefficients specific for the atomic pair.

Another important point concerns the description of the electron distribution. As seen, or-

ganic semiconductors owe much of their properties to the formation of π-conjugated struc-

tures over which electrons can delocalise. This feature of the electronic density can be af-

fected by a well-known problem of DFT that is the electron self-interaction error113;121.

With respect to Hartree-Fock, the approximate description of exchange and correlation through

the xc-functional leads to an incomplete cancellation of Coulomb self-interactions of one-

electron densities. This introduces a spurious repulsive term that results in an overestimation

of electron delocalisation. In the case of organic semiconductors, this means that (1) ener-

gies of the HOMO are usually too high because electrons are destabilised by the residual

self-interaction, (2) π-conjugation is overestimated and (3) charge transfer (CT) transitions,

highly relevant for photovoltaic processes, are usually difficult to describe appropriately.

A way around this is to rely on long range corrected functionals122, capable of performing

a scale-dependent tuning of the Hartree-Fock exchange, and the pure DFT approach. This

tuning is based on the partitioning of the Coulomb operator in two terms governing the short-

range and long-range regimes.

1
r
=

erf(µr)

r
+

1� erf(µr)

r
(2.29)

Within the two scale ranges it is possible to choose different mixtures of semi-local corre-

lation and Hartree-Fock exchange with the Hartree-Fock component being dominant in the

long-range, so that the appropriate
1
r

behaviour can be reproduced. Different procedures

exist to fix the value of the scale parameter µ, with the most common being a fit on a set of

test compounds followed by the assumption of transferability to similar systems.

Caution is also needed in the interpretation of the energy gaps between orbitals coming from

DFT calculations. In molecular systems there are two important energy gaps that provide

fundamental information on the material fitness to photovoltaic applications. The transport

gap ∆Etransp. defined by the difference in ionisation potential IP (i.e. the energy necessary

to extract an electron from the neutral molecule) and electron affinity EA (i.e. the energy

released when an electron is added to the neutral molecule) and the optical gap ∆Eopt.. This
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last is lower than the transport gap by an amount that can be interpreted, in a single-particle

orbital picture, as the binding energy between the excited electron and the hole. This bind-

ing energy is particularly large for organic materials, for which the delocalisation over small

scale π-conjugated structures, translates into Eb in the order of tenths of an eV (often ap-

proaching 1 eV).

These two gaps, in principle, cannot be accessed from data produced by Kohn-Sham DFT

calculations, of which only the HOMO eigenvalue has a physical interpretation, aside from

the incertitude coming from the delocalisation error. However, it has been observed em-

pirically that the predicted HOMO-LUMO gap at B3LYP level often reproduces well the

experimental optical gaps. This suggests that exchange-correlation functionals with the ex-

plicit inclusion of some proportion of non-local Hartree-Fock exchange (B3LYP, 20% HF)

can be used to tune the theoretical HOMO-LUMO gap so as to reproduce either the transport

or the optical gap.

Indeed, it has been shown123 that a non-empirical system-specific tuning procedure can

achieve excellent agreement for many families of compounds when used in combination with

long range corrected functionals that allow the separation between small and large scale, thus

establishing the possibility of a reliable interpretation of DFT eigenvalues for HOMO and

LUMO orbitals in the generalised Kohn-Sham formalism.

On the practical side, this fact provides a theoretical justification to the direct interpretation

of DFT data as it will be presented further on in the text. In addition, it stands as further

proof of the versatility of DFT approaches when a pragmatic stance is preferred.

2.9 Beyond molecular scale: supramolecular organisation

Modelling molecular systems microscopically offers invaluable insight on the macroscopic

behaviour of materials90. However, depending on the particular properties and on the system

under investigation, the molecular environment at different scales has the ability to modulate

the system responses and, sometimes, to deeply affect its large-scale properties.

Due to the vastness of the chemical space occupied by organic semiconductors1;124, the vari-

ety of behaviours and effects is so large that a case-by-case investigation should, in principle,
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be carried out each time, a prospect that often seems overwhelming. Probing macroscopic

properties translates into the simulation of the collective behaviour of a large number of in-

teracting molecules. The simulation should be able to reproduce as accurately as possible

all relevant interactions responsible for the self-organisation of the material. In this way a

realistic description of the details of the supramolecular structure can be provided.

Similarly to what happens for electronic structure methods, it is mandatory to devise strate-

gies able to reduce the computational cost implied by the treatment of all degrees of freedom

participating in the dynamics of aggregated molecules in condensed phase. The dynam-

ics of self-organisation may proceed at very different paces within different materials and

is crucially dependent on the processing conditions. For photovoltaic applications, organic

semiconductors are widely employed in thin films. Manufacturing of these films can be done

via a number of techniques developed throughout the years by experimentalists125;126. These

techniques can be quite varied and imply the use of solvents or particular physical conditions

of pressure and temperature. The final morphology in condensed phase is highly dependent

on the interplay between the interactions driving aggregation and the conditions determined

by the deposition technique. Large polymers with complex monomeric units mainly inter-

acting through “weak” dispersion forces will very likely show a disordered morphology and

local order will appear on relatively small scales. Conversely, small molecules interacting

via relatively large dipole moments will organise more easily and possibly produce larger or-

dered regions. These two opposite behaviours show that, in order to describe appropriately

the morphology in condensed phase, different strategies are required. A strategy focusing

on the two ends of this morphology spectrum between disordered (amorphous) and ordered

(crystalline) phases can be defined.

In the case of ordered morphology, one can exploit the translational symmetry intrinsic to

crystalline media. This symmetry allows a considerable reduction in the number of degrees

of freedom to treat and consequently, the direct use of electronic structure methods to de-

scribe the molecular environment in crystals. However, one important complication emerges.

The knowledge of the crystal motif is required as input and organic materials often exhibit

polymorphism, resulting in macroscopic materials characterised by a number of regions with

potentially different local order emerging from competing crystal structures within the sys-

tem. As it will be discussed later, the prediction of crystal polymorphs has been the focus of
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intense research in recent years but, despite considerable recent advances127;128;129, remains

a highly demanding and complex task129;130;131.

In the case of disordered morphologies, the natural choice for the computational approach is

classical molecular dynamics (MD). MD is a very powerful tool that has greatly benefitted

the field of materials science. It allows a description of the macroscopic properties of the

aggregated phase while taking into account the effect of external thermodynamic variables

like pressure and temperature. Provided that it is properly informed on the molecular details

from higher levels of theory, like DFT, MD simulations can be very accurate and may provide

reliable, quantitative predictions of key properties for many materials. However, the lack of

symmetry often translates in an important limitation on the largest length-scale at which the

condensed phase can be accessed, even if this limitation is strongly system-dependent.

Luckily, most properties relevant to photovoltaic performance are mostly determined by

supramolecular structure at scales accessible through MD simulations132, with a notable

exception being charge carrier mobility that can nonetheless be estimated with sufficient

accuracy89;90 as will be shown in chapters three and four.

This second level of methods employed to probe supramolecular structure in condensed

phase will be presented in the following.

2.9.1 Classical molecular dynamics

Classical molecular dynamics is a computational method that is able to simulate the be-

haviour of many molecules and to describe their interactions in a realistic manner. The

method is based on solving Newton’s equations for a group of atoms under a set constraints.

The treatment of the dynamics is therefore classical and allows a sampling of the configu-

ration space of molecular systems. The effectiveness of MD has been largely demonstrated

by the huge success and its current pervasiveness throughout materials science, chemistry,

biology and physics.

MD takes advantage of the same, large time-scale separation between the dynamics of elec-

trons and nuclei at the basis of the Born-Oppenheimer approximation. Where electronic

structure deals mostly with electrons for fixed nuclei configurations, MD deals with the dy-

namics of nuclear configurations. Electronic degrees of freedom are integrated out and the
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details of electronic structure are encoded into a series of geometrical constraints on the nu-

clear configurations, i.e. molecular geometries. At the same time a set of coarse-grained

parameters emerges governing the interactions between the degrees of freedom left by the

application of the constraints. The form of these constraints is often given on the basis of

reasonable physical assumptions,

U =Ubonded +Unon-bonded (2.30)

Ubonded =Ustretch +Ubends +Utorsions +Uimpropers

Unon-bonded =Uvan der Waals +Uelectrostatic

Bonded interactions model the oscillations around the nuclear equilibrium conformation.

These oscillations are produced by the interaction with neighbouring molecules and favoured

by thermal motion. The functional form of the potentials is chosen to describe these motions

in a way that best reproduces the physics near equilibrium:

Ustretch = ∑
bonds

κb (b�beq)
2 Ubends = ∑

angles
κθ(θ�θeq)

2

Utorsions = ∑
torsions

∑
n

κn

�

1+ cos
�

n(ϕ�ϕeq)
��

Uimpropers = ∑
impropers

κψ(ψ�ψeq)
2

(2.31)

Nonbonded interactions, on the other hand, take care of the residual long range effects of

electronic distribution and nuclear charges. The Van der Waals (or dispersion) term mod-

els interactions produced by the quantum character of the electronic density (e.g. induced

dipoles interactions) while the electrostatic term deals with the effects of nuclear and elec-

tronic charges:

Uvan der Waals = ∑
atom pairs

4εpair



⇣σpair

r

⌘12
�
⇣σpair

r

⌘6
�

Uelectrostatic = ∑
atom pairs

� 1
4πε0

qaqbe2

r
(2.32)

Parameters appearing in Eq.s 2.31, 2.32, κ, σ, ε together with the equilibrium values of

all residual degrees of freedom are the coarse-grained quantities informing MD about the

electronic structure details that should be retained.

The collection of these parameters defines a force field. A large number of force fields have

been developed throughout the years. They differ on the basis of the scheme adopted to

assign values to the parameters, that is often tailored to the foreseen usage, with applications

ranging from biomolecules to liquid crystals.
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In this work in particular, the DREIDING force field133 and a force field derived from the

well-known CHARMM force field, CGenFF134;135 have been used for the description of

organic semiconductors in different contexts.

The philosophy underlying the parameterisation scheme of the DREIDING force field tries

to limit as much as possible the proliferation of atom types. Equilibrium values of all geom-

etry parameters are chosen according to the rules suggested by the hybridisation of bonding

atomic orbitals and interaction coefficients are rather constrained.

Conversely, CGenFF, assigns parameters and equilibrium values of geometrical features with

the aim of maximising the quality of the description to the expense of transferability. The

parameters are many to account for all the possible atomic local environments. More specif-

ically, a large range of chemical groups are parameterised taking into account functional

groups frequently found in organic molecules like heterocyclic structures.

2.9.2 Simulating the amorphous phase

The application of MD to the sampling of amorphous configurations of organic materials is

rather straightforward. A sensible force field is chosen to parameterise the geometry and the

atoms in the compound and a system is built by placing a number of molecules in a simula-

tion volume. The number of molecules determines the computational cost of the procedure

and usually a good balance between affordability and accuracy can be reached with systems

in the order of 103 molecules.

As already pointed out, this number is ridiculously small compared to the typical molecules

in an experimental sample ⇠ NAvogadro, translating in the ability of MD to probe length scale

in the order of 10-100 nm at best against the µm or mm (sometimes up to cm) scale of real-

life systems. This situation may lead to the emergence of artifacts and finite size effects and

can be made worse by the application of periodic boundary conditions. This last consists in

simulating identical copies around the central system at the same time. These copies are used

to replace molecules diffusing out of the simulation box with other molecules entering from

the opposite side. Despite these limitations that may indeed lead to important deviations in

the simulated behaviour, it turns out that, for many macroscopic properties of interest, even

small samples can give an indication of the larger scale behaviour with negligible finite size
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effects.

The schemes adopted to assign initial positions and velocities to molecules make it neces-

sary to perform equilibration runs to avoid the introduction of a bias in the configurations

extracted. In addition, the possibility to simulate external conditions offers a way to better

model the morphology of the system. In the case of disordered morphologies for exam-

ple, preparatory runs at higher temperature and constant pressure are useful in injecting a

sufficient degree of disorder into the system.

After preparation and equilibration have been performed, longer simulations can be run for

data production. By virtue of the the ergodic hypothesis the trajectories resulting from these

simulations offer a sampling of the configuration space from which the morphology can be

investigated and macroscopic properties estimated.

2.9.3 The ordered phase: a combined Monte Carlo and DFT approach

Very often, scant structural information about all the relevant crystal polymorphs (i.e. crys-

tal structures that may coexist in an experimental sample of a given material) of an organic

compound is available from experimental characterisation. Therefore, the modelling of the

ordered phase should consist in a two-step procedure that combines a guess of the possible

crystal structures and a subsequent refinement procedure based on periodic DFT calcula-

tions136. The theory behind periodic calculations consists in a rather straightforward exten-

sion to periodic systems of the methods described above and will not be presented in detail

here.

It is more interesting, instead, to focus on the initial guess of the possible structures. A

structure is determined by the unit cell parameters (sizes and angles) and by the position

and orientation of the molecules in the asymmetric unit. Given the number of degrees of

freedom, the configurational space can be quite large and the problem of finding the most

relevant structures coincides with a search for all the relevant minima of a very complex

multidimensional energy landscape. Many approaches have been proposed to efficiently

solve this problem. Among them Monte Carlo methods stand out for their efficiency and

simplicity.

In general, a Monte Carlo method is any method that exploits randomly generated numbers
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to solve a problem. In this particular situation, a MC method can be applied to perform an

heuristic optimisation procedure and –hopefully– extract all minima with the largest proba-

bility of being populated.

The starting point is to set up an importance sampling of the configuration space. This is

done by generating sequences of configurations (with no dynamical meaning), called Markov

chains137, according to the following rule:

p(Γa,n+1) = p(Γa,n)+∑
⇥

k(Γ f ,Γa)p(Γ f ,n)� k(Γ f ,Γa)p(Γa,n)
⇤

(2.33)

whose interpretation is straightforward: the probability p to populate the configuration Γa

at step n + 1 in the sequence is given by the probability at step n plus the sum over all

the transition contributions from other states to Γa minus the sum over all contributions

accounting for transitions from Γa to another state, Γ f . Assuming equilibrium the following

relation of detailed balance holds

k(Γ f ,Γa)p(Γ f ) = k(Γa,Γ f )p(Γa) (2.34)

The choice of k(Γ f ,Γa) as, first proposed by Metropolis et al.138,

k(Γa,Γ f ) = min
✓

1,
p(Γ f )

p(Γa)

◆

(2.35)

ensures that the sequences will provide a sampling of configurations compatible with the

system energy landscape at equilibrium.

When dealing with molecular systems the relevant probability distribution is the one cor-

responding to Boltzmann statistics, that holds for the canonical ensemble, realised when a

system is in equilibrium with a heat reservoir at temperature T . The probability distribution

can be written as

p(Γa) =
e
�E(Γa)

kBT

∑
Z

Γ2 conf

e
�E(Γ)

kBT

(2.36)

and the choice of rates between configurations becomes

k(Γa,Γ f ) =

8

>

>

<

>

>

:

exp
✓

�E(Γ f )�E(Γa)

kBT

◆

E(Γ f )> E(Γa)

1 E(Γ f ) E(Γa)

(2.37)
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Hence, the algorithm proceeds as follows: starting from an initial configuration a new one

will be proposed according to some criteria that depend on the extraction of a random num-

ber. Then, the decision to accept or reject the configuration will be done according to the

expressions in Eq. 2.37. If the energy is lowered, then the configuration is always accepted,

if the energy is higher a random number xrand is extracted and the decision is taken according

to

if xrand 2


exp
✓

� ∆E

kbT

◆

,1
◆

move is rejected

(2.38)

if xrand 2


0,exp
✓

� ∆E

kbT

◆◆

move is accepted

In the case of the minimisation procedure, temperature can be exploited as an external pa-

rameter with no physical meaning. This is the basis for simulated annealing139, for which

temperature is initially set to a large value to make the acceptance of unfavourable configu-

rations more probable and better explore the configurational space; as the sequence grows,

temperature is lowered so that a more refined sampling of the minima across the landscape

can be obtained.

The prediction of polymorphs follows the procedure similar to the one outlined above.

Molecular geometry from first-principles calculations is given as input and a force field to

estimate the energy of a configuration is chosen, complemented with atomic charges from

higher-level calculations. The input is used to build a set of crystal structures by applying the

transformations of the most probable space groups among organic compounds140;141. Once

the set of possible structures is constructed, for every unit cell, trial moves are proposed by

varying the lattice parameters and reorienting and translating the molecules, kept in a fixed

geometry, in the asymmetric units. The trial move then goes through the acceptance/rejection

step using the force field evaluated energy in the decision step.

This sequence is repeated and at the same time the non-physical temperature is lowered to

refine the sampling of regions corresponding to minima. When simulated annealing is com-

pleted for all structures, they are considered to be optimised (i.e. to constitute a reasonable

sampling of the energy landscape). At this point the final structures are clustered according

to the similarity of their radial distribution functions and only structures with distinct prop-

erties are retained. A final ranking is built by comparing the force field energy estimates and
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their density.

In the end, the procedure outputs the required crystal structures. As detailed above, these

structures can be further refined through periodic DFT and an improved ranking based on

first-principles energy evaluations is established.

A complete picture of the possible ordered morphologies is thus finally drawn that can be

used as input for further analysis. As a last remark, one should note that this procedure

completely neglects the entropic contribution in the ranking of the structures that is instead

given solely in terms of the enthalpic contribution.

2.10 Coupling length scales: charge transport

Among the properties relevant to assess photovoltaic performance, charge transport is of

particular importance and deserves to be treated separately due to its peculiar character. By

definition, charge transport occurs across the typical length scale of the device, thus link-

ing the molecular scale, that dominates in charge carrier transfers, to the carrier trajectory

from generation to collection in the electrode89. This trajectory is usually of the same or-

der of the typical thickness of thin films employed as active layers, in the order of the µm.

The efficiency of the transport process is at the basis of the large performances of inorganic

semiconductors and perovskite solar cells and it is one of the limiting properties for organic

materials. The physical quantity that quantifies this transport efficiency is charge mobil-

ity15, that can be defined as follows

µ =
hvcarrieri
|~Efield|

. (2.39)

In this formula, mobility is given by the ratio between the average velocity of the charge

carrier along its trajectory hvcarrieri over the intensity of the applied electric field between the

electrodes. Here, the dynamics is assumed to be dominated by the drift caused by the applied

electric field so that mobility estimates the efficiency at which transport happens in a given

material per unit of applied field. It is straightforward to see how this quantity can be used

to compare the performances of different materials.

A number of experimental techniques exist that provide direct information on the mobility

of semiconductors, some of them suited, in particular, for organic materials142. Among
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these, one of the most widespread is the measurement of the J-V curve of a pure layer of

organic semiconductor in a particular device arrangement in which only the injection of one

type of carrier is permitted by the arrangement of energy levels between semiconductor and

electrodes. In this arrangement, most materials exhibit a current called ‘space charge limited

current’. When current flows in the device under no irradiation, a lot of carriers, either holes

or electrons, are injected in the layer. The ability of the material to transport the injected

carriers naturally depends on its mobility µ. The SCLC143 method requires the measurement

of the J-V characteristics and a fit. The fit is performed according to the law describing the

saturation current characterising the process, the Mott-Gurney law144 :

J =
9
8

ε0εr µ
V 2

L3 (2.40)

where V is the applied potential, L the thickness of the layer and ε0εr the dielectric permit-

tivity of the organic material. This law is easily understood as a flow of the injected charges

within a capacitor-like layer by noting that the factor µ
V

L
is the velocity of charges while the

other part can be seen as the charge accumulated by a capacitor Q ∝ CV , hence the quadratic

dependence on voltage. The typical voltage applied are in the range between 0.1 to 10 V in

layers 150 to 200 nm thick, yielding external field intensities in the material 105-107 V/m.

A value of 106 V/m has been considered in the applications presented here.

A brief overview of one of the most widespread framework available to describe charge

transfer (i.e. electron transfer) will be given in the following, together with the approach

employed to predict mobility. A deeper knowledge of the theoretical details will clarify how

mobility links together all length scales. This framework will assume prior knowledge about

electronic structure and morphology and will therefore constitute the third and final layer of

the modelling approach to organic materials used within this work.

2.10.1 Marcus theory for charge transfer

Given the quantum nature of electrons, electron transfer is in general a rather complex phe-

nomenon to describe. However, some conditions that hold true for most organic solids, i.e.

limited local order, thermal agitation and localisation of charges, allow the description of

electron transfer in terms of discrete hops between neighbouring molecules35, or molecular

fragments in the case of polymers, across which the electronic density tends to be strongly
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localised. In this picture, it is possible to derive an expression for the rates of exchange for

each molecular site in a given morphology7. The hopping of a charge between two molecules

can be interpreted as a chemical reaction

A�
mol1

+ Amol2 Amol1 + A�
mol2

A series of further assumptions are needed in order to set up the framework in which to derive

the analytic expression for the rates. Together with high temperature and localisation of the

charges on single molecular sites, electron transfer is assumed to be much faster than nuclear

dynamics in the system, so that the Condon approximation can be applied. In addition, it is

assumed that the pair of exchanging molecules has an interaction term that can be treated as

a perturbation of the single molecule Hamiltonian, i.e. the electronic coupling is small.

In this framework, it is possible to identify two major players, the electron involved in the

exchange and the surrounding environment. The latter corresponds to the nuclear config-

urations of the molecules involved in the exchange but also, more generally, to all other

molecules in the system that will feel the effect of the exchange and respond to it. For

simplicity, the surrounding environment can be described through a collective reaction coor-

dinate Q indicating its state. In general, the system is set in a isobaric-isothermal ensemble

so that the relevant thermodynamic potential to follow, in order to describe the transfer reac-

tion, is Gibbs free energy G. For a thermodynamic state, G can be written as the sum of three

contributions G =U +PV �T S. For a process like the one being discussed, the PV and T S

terms will be negligible and only the variation of internal energy between the initial and final

state will be relevant. These states are associated with two energy surfaces with values over

the configuration space of the system. The collective reaction coordinate can be considered

as mono-dimensional for the sake of simplicity, and the initial and final energy surface to be

two parabolas horizontally and vertically shifted between each other. Despite the simplicity,

this model is able to capture the process with reasonable accuracy for most cases of interest

and will lead to the derivation of the rate describing electron transfer.
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Figure 2.2 – Depiction of the energy surfaces responsible for the “hopping” in the non-adiabatic

regime of charge transfer. The interaction between the two states, i.e. the two molecules, is assumed

sufficiently small as to leave the energy surfaces unchanged. Red arrows indicate the oscillations

needed for the transfer between the two equilibrium positions. The transition can only happen at

Qc since the energy cannot change (the energy value is fixed) and the Frank-Condon approximation

imposes that the nuclear configurations are the same (Q value is fixed).

The equilibrium configurations of the two energy surfaces are different in the initial and

final state, namely Q i
eq 6= Q f

eq represent the two equilibrium configurations of the polarisable

environment before and after the exchange, see Fig. 2.2. The two energy surfaces cross

at a point where the reaction coordinate is indicated as Q = Qc. By virtue of the Condon

principle145, the nuclear configuration should be the same for the transition to occur and

moreover, due to energy conservation the transition cannot happen horizontally. Thus it can

only take place at the intersection between the surfaces. The neighbourhood of the minimum

Q i
eq can be populated by the system due to thermal oscillations around its equilibrium point.

It is possible to derive explicitly an estimate for the quantity ∆G that is the energy difference

that should be provided by thermal agitation to reach the point where the surfaces cross. The
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explicit functional forms of the two parabolas under the assumptions above is:

G0(Q) =
k

2
(Q�Q i

eq)
2 +∆G0

G00(Q) =
k

2
(Q�Q f

eq)
2 (2.41)

where ∆G0 = G00(Q f
eq)�G0(Q i

eq)

∆G0 is the energy difference between the minima of the two configurations of the environ-

ment and represents, geometrically, the vertical shift between the two functions. With some

simple algebra one can express the energy difference between the initial minimum and the

crossing as

∆G = G0(Qc)�G0(Q i
eq) =

k

2
(Qc �Q i

eq)
2 +∆G0 �∆G0 =

=
k

2

 

Q i
eq +Q f

eq

2
+

∆G0

k(Q f
eq �Q i

eq)
�Q i

eq

!2

(2.42)

Defining λ =
k

2
(Q i

eq �Q f
eq)

2 the above expression becomes more compact and reads

∆G =
(∆G0 +λ)2

4λ
(2.43)

λ can be interpreted as the excess energy of the system on the initial surface relative to the fi-

nal energy minimum in Q f
eq and is called reorganisation energy. Considering that the nuclear

configuration collectively expressed through Q obeys Boltzmann statistics, the probability to

find Q at Qc is

p(Qc) = exp
✓

� ∆G

kBT

◆

= exp
✓

�(∆G0 +λ)2

4λkBT

◆

(2.44)

At the same time, the rate of the electron transfer is given by Fermi’s golden rule

p(e� exchange) =
2π

~
|J12|

2 (2.45)

Combining the above Eq.s and considering an additional factor dependent on nuclear vi-

brations (Franck-Condon factor)
1p

4πλkBT
the expression for the electron transfer between

mol1 and mol2 can be finally obtained

k12 =
|J12|

2

~

r

π

λkBT
exp
✓

�(∆G0 +λ)2

4λkBT

◆

(2.46)
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The electronic coupling |J12|
2 is the probability for the transition between the two states

associated with the frontier orbitals of the exchanging pair. It is a measure of how likely the

transfer is due to the –weak– interaction between the two molecules, Ĥint. mol1mol2 treated

perturbatively.

At this point, using the amorphous or crystalline morphology predicted it is possible to com-

pute rate lists for the molecules in the simulated morphologies. For amorphous configu-

rations all sites will have, in general, a different environment and the number of rates to

compute will be very large. Ordered configurations, instead, take advantage of the symmet-

ric structure and will thus have a much smaller number of rates that will be repeated over the

periodic lattice15.

The calculation of electronic couplings deserves to be detailed further. The approach dis-

cussed up to this point offers a picture in which carrier dynamics can be modelled as a

sequence of exchanges between molecular pairs with configurations dictated by the mor-

phology. The trajectory of a carrier corresponds to jumps between neighbouring sites for

which polarisation of the surrounding medium – i.e. of the local assembly of molecules – is

assumed to be negligible together with the electrostatic effects associated with the presence

of multiple carriers at the same time.

These conditions are combined with the “frozen orbital” approximation that assumes the

frontier orbitals of the exchanging dimer to emerge only from the interaction of the frontier

orbitals of the single molecules, or monomers. A model can thus be built on a vector space

only spanned by the frontier orbitals {ϕFO
1 , ϕFO

2 } of the molecular sites. The effective

hamiltonian employed reads:

Ĥ = ∑
m

εm â†
mâm + ∑

m6=n

(Jmn â†
mân + Jnm â†

nâm) (2.47)

where m, n run over the sites 1 and 2 in the dimer. The âi and â
†
i operators are destruction

and creation operators for excited states localised over a single site. The energy of the state

associated with each site is εi. Thanks to symmetry, in an ideal crystal lattice all sites are

equivalent and thus all site energies are the same. The Ji j are the electronic couplings that

describe the process of destruction of the carrier at one site and its creation at another, i.e. the

carrier exchange. It is important to remark that this model greatly simplifies the quantities
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involved. Indeed, in a rigorous approach, the electronic coupling should be given by:

J12 = hϕ1|Ĥdimer|ϕ2i (2.48)

where ϕ1 2 are the many-body electronic wavefunctions localised on the single sites. While

here the expression is reduced to:

J12 = hϕFO
1 |Ĥ|ϕFO

2 i (2.49)

where FO stands for “frontier orbital”, LUMO for electron exchange or HOMO for the ex-

change of the hole and thus only involves singly-occupied orbitals obtained from HF, semi-

empirical or DFT calculations. The solution to the system, i.e. energy levels of the dimer, is

provided by this generalised secular equation:

(H�E S)C = 0 (2.50)

that can be recast in the form of secular equation according to a transformation involving

the S (see ref.146) the overlap matrix between ϕFO
1 and ϕFO

2 . The transformation is necessary

in the general case in which hϕFO
1 |ϕFO

2 i 6= 0. When this happens the parameters need to

be corrected to obtain the right values of electronic couplings and site energies146. J12 =

hϕFO
1 |Ĥ|ϕFO

2 i can be evaluated through a projective method, in which the knowledge of dimer

eigenstates is exploited according to:

J12 = hϕFO
1 ∑

ka

|ψka
ihψka

| Ĥ ∑
kb

|ψkb
ihψkb

|ϕFO
2 i (2.51)

This projective formula contains all the information that needs to be provided from quantum-

chemical calculations, in particular:

J12 = ∑
k

γk
1Ekγk

2 (2.52)

where γk
1 , γk

2 are the projection of the initial and final states over the eigenstates of the dimer,

while Ek represents the k-th diagonal entry of the dimer hamiltonian.

Thanks to this last formula it is possible to directly evaluate the transfer integrals. The pro-

cedure adopted for the calculations reported in this thesis work, has been largely based on
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the one reported in ref.146, electronic structure calculations are performed with the semi-

empirical INDO method in the Zerner spectroscopic parameterisation. Three separate calcu-

lations are carried out on the charged site, on the dimer and on the receiving site. The basis

set is kept fixed and the dimer basis set is built as the direct sum of the separate basis sets of

the sites, {χdim}= {χsite 1 �χsite 2}.

Since the basis set are the same the atomic orbitals are identical but shifted over either sites.

The particular choice of the basis set implies that the overlap matrix S corresponds to the

identity matrix and the determination of J12 and ε can be directly done via the projection of

ϕFO
1 and ϕFO

2 on the dimer eigenstates and subsequently the summation of the product of this

projections with weights corresponding to the energy eigenvalues of the dimer to estimate

J12.

2.10.2 Kinetic Monte Carlo

The final step to fully exploit microscopic data from the rates and morphology is to model

the dynamics of the charge carriers within the material. While several methods could be

used to describe accurately this dynamics, it is very convenient to resort once again to Monte

Carlo based methods. This time though, the solution provided by the method will not be

used for the sampling of configurations but for the explicit solution of the dynamics and

the generation of time dependent trajectories. These will then serve to estimate the physical

quantities required to compute mobility (i.e. average transport velocity of a carrier hvi).

In this case, since the quantities of interest are dynamical, kinetic Monte Carlo methods147

are employed. They are based on the idea that typical systems encountered in physical chem-

istry will evolve in a landscape with many competing minima, or rugged energy landscapes,

as typical for crystalline polymorphs, for instance. These minima can be pictured as wells

on the potential energy surface and the dynamics of the system can be clearly distinguished

between a dynamics happening inside the wells and another concerned with the crossing

between these wells.

In many cases the crossing dynamics is more interesting than the dynamics inside the well.

In principle, approaches like MD should be able to produce an accurate description of this

dynamics. However, the typical time step employed is constrained by the requirement that all
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relevant nuclear degrees of freedom have to be described. This usually limits the maximum

time-step at the femtosecond range. If crossing between wells happens on a much larger

time scale, as it is usually the case, a lot of the computational effort will be spent to describe

essentially uninteresting dynamics. The goal of kinetic Monte Carlo is to overcome this

time-scale problem147 and probe the relevant times for the system modelled.

In this view, the problem can be recast in terms of a hopping dynamics between a set of

possible wells, or states, a form that fits the description provided by Marcus theory for charge

transfer. For most systems, the dynamics within the initial state is such that memory of

how the system entered the state can be assumed to be lost. Under this condition escape

probability is a constant. In this approximation, the probability for a system to be found in

the state at time t is given by

pin(t) = exp
�

�kescape t
�

(2.53)

consequently the cumulative probability of having escaped in the time interval (0, t) is given

by

ptot
out(t) = 1� exp

�

�kescape t
�

(2.54)

The derivative over time of this quantity gives the instantaneous escape probability

pout = kescape exp
�

�kescape t
�

(2.55)

which also corresponds to the probability distribution of escaping times.

The most generic process will have a number of possible escape pathways. Taking the system

to be in state i and labelling the other possible states with j one gets a probability distribution

of escape times from i to all states j and an average escape time τ

kescape from i = ∑ki j p j(t) = ki j exp
�

�ki j t
�

τ =
Z ∞

0
dt t ∑ki j exp

�

�∑ki j t
�

(2.56)

At this point, laying out an algorithm to simulate this dynamics is straightforward. The

most convenient scheme can achieve time propagation of one step with the extraction of just

two random numbers. A segment with the total length of kescape from i can be built by taking

the cumulative sum over the ki j rates. The total segment has small domains of variable

Page 67



Chapter 2. Methods

size corresponding to the values of the rates in the units used for the simulation. A first

random number x0rand is drawn from a uniform distribution between 0 and 1. The number is

multiplied by the total escape rate, x0rand ⇥ kescape from i, and depending on which domain of

the segment the value falls in, that pathway will be chosen and the system will be evolved to

that state. Finally, in order to determine the time step of this evolution, which is non uniform

by virtue of the discussion above, another random number x00rand is extracted and transformed

to produce an escape time using the total distribution of escape times for the initial state

tescape =� log
�

x00rand

�

kescape from i

. (2.57)

This algorithm can be employed in the prediction of mobility. Morphologies are considered

as lattices, that might be crystalline or disordered. When a charge is injected, it evolves

according to the hopping dynamics described by Marcus rates, usually in the presence of an

electric field between the electrodes. This electric field will contribute to the dynamics by

entering into the term ∆G0 in Eq. 2.46, together with other contributions, like the differences

in site energies in amorphous configurations.

Each site-to-site carrier transfer is added to the trajectory and the process is repeated until

the simulation time is “large enough” to achieve convergence.

The sequence of charge transfers will define a trajectory that, combined with the geometri-

cal information of morphology allows the evaluation of carrier velocity. It has already been

remarked that the two morphologies will present different problems. Due to the variability

in local environment in amorphous configuration for example, the number of rates needed to

perform the simulation will be very large and the variability will also reflect on the electronic

coupling J12 and rates. Couplings typically decrease exponentially as a function of distance

and the range of variability of rates will mirror the range of local environments. Many tra-

jectories in the amorphous media could consist in carriers trapped within small clusters of

molecules. This situation is made worse by the limited accessible size of this simulated mor-

phologies and the use of periodic boundary conditions that introduce a bias in the modelling

of the amorphous. These problems can be attenuated by considering many configurations ex-

tracted from the MD trajectory and by repeatedly simulating the injection and the dynamics

over the same configuration many times, changing the site on which the charge is injected.

Crystal structures on the other hand, will have a small variability of the rates, but in the
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case of large exchange rate the prevalence of certain processes with low energy barrier will

translate in very small evolutions steps limiting the accessible simulated time.
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Figure 2.3 – Scheme summarising the adopted protocol. Electronic structure methods are employed

to generate accurate information on the orbital energies, geometries and charge distributions of the

molecules, this is the first layer of computational methods employed. The next layer combines the in-

formation coming from the previous one (atomic charges, geometry, ...) to compute the most plausible

packings of molecular assemblies, ordered or disordered, on the basis of electrostatic and dispersion

interactions. This information can be used to refine electronic structure calculations by including details

about the local molecular environment (absorption spectra) and can be also passed to the third layer.

Kinetic Monte Carlo methods are used to extrapolate the information generated in the second layer

and simulate processes happening at larger scales (charge transport). All data from the three layers

can be used to give a general assessment of photovoltaic performance. A preliminary assessment

can be given based on the estimates of relevant quantities: HOMO and LUMO, absorption spectrum,

charge mobility. Quantitative assessment can also be foreseen by using the empirical relations that

have been derived to link these quantities to the circuital quantities characterising a solar device, Jsc,

Voc and FF and ultimately give an estimate of the PCE.
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The case of a small-molecule donor

As a first example of the methodology discussed in the previous chapter, in the following,

the study of an interesting molecular system based on a small-molecule donor is presented.

Together with non-fullerene acceptors62;63, small molecular materials are among the trend-

ing topics in current organic photovoltaics research. The designation of “small-molecule

donor” has emerged in opposition to polymeric donors that, in the early days, were exten-

sively investigated in solar cells devices. The initial predominance of polymeric materials

is also the reason why organic photovoltaic devices are often referred to as “plastic photo-

voltaics”. The remarkable research effort around photovoltaic polymers continues to this day

and has been capable of progressively increase the PCE up to remarkable values between 10

% and 12 %148;149;150. This has been achieved through the refinement of deposition tech-

niques, the amelioration of morphology control and can also be attributed, to a large degree,

to the trial-and-error strategy applied to the engineering of growingly complex monomeric

units151. Despite the remarkable steps forward, the development of polymeric materials is

somewhat emblematic of the woes affecting research in materials science. After an initial

effort devoted to the investigation of novel materials in a variety of device architectures, the

experimental side has somewhat shied away from a thorough rationalisation of the observed

behaviour by the theoretical community. This has resulted in the generalisation of the above

mentioned trial-and-error strategy, deprived of the invaluable input of modelling that is nec-

essary in directing and optimising the research process. The effects of this are particularly

evident in organic semiconductors where the chemical space is incredibly large and its map-
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ping according to the properties relevant for applications, anything but straightforward. In

part, this situation can be motivated by the fact that, in the early days, the status of computa-

tional approaches and the availability of computational resources was much less developed

than now. In addition, polymeric materials represent rather complex systems to study and

the rationalisation of their behaviour poses specific difficulties that are still, at present, not

easy to overcome. This is why the rather crude indications of enhancing π-conjugation and

improving self-organisation properties have always been considered sufficient theoretical in-

puts from molecular theory to guide the search for new materials.

Today, the picture has dramatically changed, especially for what concerns computational

methods and resources. The field has promptly responded as evidenced by the proliferation,

in recent years, of works incorporating theoretical input of increasingly higher resolution.

At the same time, the domain has witnessed the growth of new experimental research lines

more focused on providing data to tackle the open theoretical questions rather than chasing

the uninformed enhancement of device performance.

This is exactly the setting in which small-molecule donors have been first approached. Small

molecules have the advantage of shedding a few layers of complexity with respect to poly-

mers51;58;152;153. For example, polymers often suffer from the reproducibility issue, i.e. it

is difficult to reproduce devices based on the same material and matching already reported

performances, while performances of devices based on small-molecule materials are highly

reproducible52;152;153;154 and also offer the possibility of directly link structure to the relevant

properties, making the identification of “structure-property” relations much simpler.

The material presented in this chapter comes from one of these research lines, based on the

simplification of molecular structures. Moreover, its remarkable behaviour is of particular

interest per se, since it offers a conspicuous example of how supramolecular organisation

and the presence of competing crystal polymorphs are able to affect fundamental properties

like absorption and mobility.

The chapter is structured as follows. First, a presentation of the chemical system under inves-

tigation is given. Particular care is taken to stress the reported experimental behaviour and

the characteristics that the protocol is expected to reproduce and describe microscopically.

An outline of the computational details employed for the modelling follows this section.

After that, the two final sections are devoted to the main results and a brief outline of the
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conclusions that can be drawn from this analysis.

3.1 A small push-pull molecule

The compound is a small push-pull system consisting in a methyl-diphenylamine donor moi-

ety linked to a dicyanovinyl acceptor group through a 2-5-thienyl spacer (MDTD)155;156.

MDTD has been initial synthesised from another molecule, triphenylamine (TPA) already

amply characterised as donor material in literature156;157. The synthesis of MDTD consists

in the substitution of one of the external phenyl rings of TPA (in green in Fig. 3.1), linked to

the nitrogen, with a methyl group. This substitution implies a reduced number of constraints

on the other free phenyl ring and confers greater flexibility to the structure. The modifica-

tion is based on a simplification criterion that has recently yielded some interesting results

and that has produced materials with interesting properties going beyond the original field of

photovoltaics158.

(a) TPA (b) MDTD

Figure 3.1 – Molecular representations of TPA (left) and MDTD (right) with the residues involved in

the substitution depicted in green.

To better understand the implications of this change, in ref.156, a comparison between the

performance of MDTD and TPA is carried out. From this, clear evidence emerges on the

importance of molecular structure in the determination of supramolecular order.

For material characterisation MDTD has been analysed in solid thin film conditions. Thin

films are deposited either by spin-casting or vacuum evaporation and are later tested as donor

layers in standard planar heterojunction solar devices, in combination with fullerenes. Upon
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characterisation, a pronounced modification of the self-organisation of MDTD molecules can

be inferred by comparing the shape of the absorption spectrum before and after performing

a thermal treatment at 80� C156. The thin film spectrum undergoes a change in its shape

characterised by a substantial redshift and a change in the absorption maxima structure,

resulting in a final system with improved light-absorption properties and a better overlap

with the solar spectrum. A behaviour not observed for equivalent TPA thin films. The goal

is therefore to identify the microscopic atomistic details associated to this change in MDTD

thin films through the modelling of the most thermodynamically relevant solid phases, i.e.

that can be populated at ambient conditions, and the prediction of their absorption spectra.

More specifically, on the basis of the results of the modelling, a microscopic description

of the molecular packing responsible for the different optical response is proposed, together

with some hints on the thermodynamic characteristics of the possible mechanism responsible

for this particular phenomenology.

The availability of good quality experimental data for charge mobility has also offered the

possibility to corroborate the proposed explanation by comparing these data with predictions

of mobility based on the microscopic modelling of morphology obtained from the absorption

analysis.

3.2 Computational details

The simulation of the optical properties of a material in thin film conditions, requires to

account for the effects of the molecular environment159 on the electronic structure of sin-

gle molecules. As abundantly discussed in the previous chapter, this requirement can be

met via the application of a methodology able to predict with accuracy the supramolecular

details having the strongest impact on electronic structure. The large majority of the thin

films employed in solar cells active layers show a polycrystalline character where different

regions with varying degree of order are simultaneously present159;160;161. The character of

molecular stacking within these regions plays a major role in determining the efficiency of

the material as active component in organic heterojunction solar cells. Moreover, as already

remarked, if the material making up the thin film has more than one thermodynamically rel-

evant crystal polymorph, distinct crystalline grains, or crystallites, featuring different crystal
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phases may be present. At the same time, in the interfacial gaps between crystallites the

material can be considered essentially amorphous. The strategy that has been presented in

chapter 2, offers a straightforward solution to this problem. For this particular investigation

the focus will be on the identification of the possible crystal packings, representative of the

ordered domains of the thin film but also indicative of the local order that could emerge at

smaller scale within amorphous regions. The explicit simulation of disordered morphologies

has not been carried out due to the availability of theoretical data in the literature162.

A series of software packages implementing the strategy for morphology predictions have

been employed. Polymorph prediction was carried out via the polymorph prediction mod-

ule in Materials Studio. This module takes as input the geometry of the molecule obtained

via a density functional theory (DFT) optimisation. This optimisation has been performed

in Gaussian 16163 at the B3LYP level111;112 of theory in combination with Grimme’s D3

correction to model dispersion forces and Pople’s 6-311G(d,p) basis set118;120. From this

geometry, the module builds a number of possible ordered structures based on the symmetry

transformations of a set of space groups known to be the ones most frequently occurring

among organic molecular crystals140. The structures produced are optimised according to

the simulated annealing procedure outlined in chapter 2 to explore all energy minima. Af-

ter each step, the energy is estimated via the classical DREIDING force field133 modified

to include restricted electrostatic potential (RESP) charges164 obtained at the same level of

theory employed for the geometry optimisation. Following minimisation, the structures are

clustered according to the similarity of their radial distribution functions and an energy rank-

ing is defined, on the basis of the force field. The lowest lying polymorphs are then extracted,

and the ranking is refined through periodic density functional theory calculations. For each

unit cell, geometric and atomic parameters are relaxed at the B3LYP-D3 level of theory in

combination with an all-electron 6-31+G(d,p) basis set, modified for solid-state calculations

performed in CRYSTAL17136 .

The optimised unit cells for the relevant polymorphs are then used as input for the modelling

of the crystal environment via the Ewald method165. According to this method, a supercell is

first built starting from the unit cell. Three concentric regions are identified in the supercell

from the geometric centre. The inner region is described at full quantum-mechanic level,

in the second region molecules in the crystal structure are replaced by the corresponding
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Mulliken charges for each atom in order to approximate the electrostatic potential determined

by the crystal environment. In the third region the same task is carried out by a set of charges

whose values have been fitted so as to reproduce the Madelung potential of the periodic

structure166.

The complete distribution of charges of the second and third region is finally employed in

conjunction with the quantum-chemical details of the first region for a series of vertical time-

dependent density functional theory (TD-DFT) calculations performed in keeping with the

previous geometry optimisation through Gaussian 16 at the same level of theory.

3.3 Main results
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Figure 3.2 – Experimentally measured absorption spectra for the thin film as-cast (left) and for the

thin film after thermal treatment (right).

From the experimental studies in the literature, ref.156, the striking change in the absorption

spectrum observed in thin film condition (see Fig. 3.2) suggests the presence of at least two

crystal polymorphs with markedly different stacking properties that are likely responsible

for the pronounced change in absorption recorded156.

Polymorph prediction has been carried out for the system to identify the crystal structures

possibly involved. The refined energy ranking of polymorphs obtained through the pro-

cedure, indicates the presence of two low-energy structures with a difference in their total

Page 76



Chapter 3. The case of a small-molecule donor

energies per molecule of 6.23 kcal/mol, see Table 3.1. This energy difference is significative,

but it is reasonable to interpret it as an upper estimate of the actual difference in formation

enthalpy of the two bulk structures with uncertainties coming from the systematic error of

the procedure, the level of theory employed167;168 and the possible variations in the energy

landscape specifically associated with the thin film phase169.

The most stable polymorph (from here on, structure 1) belongs to the P1̄ space group. A

comparison with the crystal phase reported experimentally (CCDC 1039019)156, reveals that

they are very close and the procedure has correctly identified the lowest energy structure. For

this reason, in the following analysis, the structure obtained from the full geometry relaxation

via periodic DFT of the experimental structure reported in the crystal information file156 has

been considered.

The second polymorph (from here on, structure 2) identified belongs to the monoclinic P21/c

space group. Molecules in this structure are arranged in pairs with the donor moiety of one

molecule in close proximity to the acceptor moiety of the other (Fig. 3.3). This “head-to-

tail” arrangement minimises dipole-dipole interactions . The main difference between the

two structures lies precisely in the character of the stacking. Structure 1 has an approximate

π-π stacking in which molecules are simply shifted according to the relevant crystal axis,

with the result that π-stacked pairs have molecules in which the axis going from donor to

acceptor group is aligned in the same direction (Fig. 3.3). Structure 2 on the other hand, due

to the larger number of transformations in the space group, allows π-stacked pairs to have

opposing directions of the donor-acceptor axis. So that one molecule is rotated with respect

to the other by 180 degrees around the axis perpendicular to the approximate conjugation

plane of the compound (shown in blue in Fig. 3.3).

Polymorph a b c α β γ Space group density ∆E

structure 1 5.65 7.99 17.00 82.61 84.39 90.25 P1̄ 1.494 0.00

structure 2 6.98 22.80 9.75 90.00 101.26 90.00 P21/c 1.488 6.23

Table 3.1 – Computed cell parameters (a,b, c, Å ,α, β, γ, �), densities (D, g/cm3) and relative energies

per molecule (∆E, kcal/mol) for the two crystal polymorphs (listed according to their relative stabilities,

1 being the most stable).
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Figure 3.3 – Molecular representation of the monomer geometry relaxed in gas phase a, and the

dimers issued from structure 1 and structure 2, b & c. For each geometry the angle between the

plane of the external phenyl ring and the conjugation plane is highlighted. All calculations have been

performed at B3LYP/6-311+G(d,p) level of theory.

The difference in supramolecular organisation between crystal polymorphs may play a huge

role in determining the absorption properties of a material. This is especially true in the case

of MDTD, a push-pull system with a relatively large value of the dipole moment in gas phase

(17.54 D) for which dipole-dipole interactions are major driver of self-organisation170;171.

The fact that electrostatic interactions are so important, also justifies the choice of the Ewald

procedure whose aim is precisely the modelling of the electrostatic molecular environment.

Supramolecular organisation has two main effects on optical properties. The first is as-

sociated with changes in molecular geometry, the second, to the polarisable environment

determined by the surrounding molecules172;173. The geometry effect can be accounted for
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by performing spectral calculations on the molecular geometry found in the optimised unit

cells of structure 1 and 2, i.e. by considering the molecular geometry in crystal phase. The

second effect on the other hand, will be modelled via the Ewald embedding method. It is

associated with the electrostatic environment and it is therefore dependent on aggregation

details. Moreover, since the main difference between the two polymorphs lies in molecular

stacking, it is reasonable to consider the molecular pair, the dimer, as the unit most relevant

to the prediction of optical response.

Figure 3.4 – Predicted absorption spectra for a monomer in gas phase relaxed geometry in vac-

uum and in dichloromethane, b dimer with geometry extracted from structure 1 in vacuum and

dichloromethane, c dimer with geometry extracted from structure 2 in vacuum and dichloromethane.

d shows the comparison between the two dimers in vacuum. All calculations have been performed

at B3LYP/6-311+G(d,p) level of theory, solvent when included is treated according to the polarisable

continuum model (PCM)174. Spectra are normalised according to their maximum value.

Fig. 3.4 displays the predicted absorption spectra for the monomer in gas phase geometry
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System Transition I Transition II

gas phase dichloromethane gas phase dichloromethane

λ E f λ E f λ E f λ E f

dimer 1 456 2.71 1.63 511.5 2.42 1.50 355 3.70 0.33 346 3.58 0.50

HOMO-1 to LUMO 58 % HOMO-1 to LUMO 40% HOMO-2 to LUMO+1 54% HOMO-3 to LUMO 48%

HOMO to LUMO+1 41% HOMO-1 to LUMO+1 34% HOMO-3 to LUMO 15% HOMO-2 to LUMO+1 40%

HOMO to LUMO+1 28% HOMO-3 to LUMO+1 30%

DCT = 5.93 Å DCT = 6.26 Å DCT = 2.14 Å DCT = 4.06 Å

dimer 2 560 2.21 0.95 574 2.17 1.30 383 3.24 0.86 384 3.23 0.70

HOMO-1 to LUMO 70% HOMO-1 to LUMO 74% HOMO to LUMO+2 54 % HOMO-3 to LUMO+1 72%

HOMO to LUMO+1 28% HOMO to LUMO+1 22% HOMO-3 to LUMO+1 30 % HOMO to LUMO+2 12%

HOMO-2 to LUMO 12 % HOMO-2 to LUMO 10%

monomer 485 2.56 0.93 542 2.29 1.05 344 3.60 0.43 359 3.45 0.42

HOMO to LUMO 98% HOMO to LUMO 98% HOMO-1 to LUMO 82 % HOMO-1 to LUMO 89%

HOMO to LUMO+1 17 % HOMO to LUMO+1 6%

DCT = 6.70 Å DCT = 6.75 Å DCT = 3.67 Å DCT = 5.33 Å

Table 3.2 – Data on the main transitions for gas phase and in solution (dichloromethane), predicted

from spectral calculations at B3LYP/6-311+G(d,p) level of theory. For each transition the wavelength

λ in nm, energy E in eV and oscillator strength f is reported. In addition, a list of the transitions

between Kohn-Sham orbitals with the largest contribution is given together with the DCT -index for all

non-symmetrical structures (monomer and dimer 1).

and for the two dimers extracted from crystal structure 1 and 2. In Table 3.2, numerical data

for the same transitions highlighted in the plots are presented. These transitions have the

strongest oscillator strengths among all the predicted transitions. The other transitions falling

in the relevant energy range will be considered in the following step of the investigation

but will not be discussed in detail as the optical behaviour can be clearly deduced from

the analysis of the main ones. Panel a shows the comparison of the monomer spectrum

in gas phase and in presence of a polarisable medium, dichloromethane (εr = 8.99). The

spectrum is redshifted while its shape is only slightly affected. The redshift is more important

for transition I (HOMO to LUMO), shifted by 0.27 eV and less pronounced for the high-

energy peak corresponding to transition II, 0.15 eV. Panels b and c show the combined effect

of dimerisation in the two different crystal structures and allow a comparison between the

effects of geometry alone (gas phase spectra) and geometry in combination with a polarisable

medium. The dimer from structure 1 has a gas phase spectrum blue-shifted with respect to
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the monomer. This is due to the parallel stacking of monomers in the pair resulting in an

interaction term of molecular dipoles which increases the energy. The relative brightness

of transitions is mostly unchanged by the presence of the solvent that gives, much like in

the monomer’s case, a redshift with respect to the gas phase spectrum with similar values

(transition I, 0.29 eV, transition II, 0.12 eV). On the other hand, the behaviour of dimer

2 is significantly different. With respect to the monomer, the main transitions change in

character and relative brightness. This time this effect can be attributed to the antiparallel

stacking of molecular dipoles resulting in an interaction term lowering the overall energy.

The interaction between the two molecules in the dimer is dominant and the dimer is less

influenced by its environment. This is evident from the spectrum in dichloromethane that

only experiences a negligible redshift in the low-energy peak (0.04 eV) and a change in the

relative brightness of the main peaks (transition I, from 0.95 to 1.30, transition II, 0.86 to

0.70).

To better understand the reasons behind the different behaviours it is useful to analyse the

geometrical features of the systems available in Fig. 3.3. In gas phase, the geometry of the

monomer is approximately planar for the molecular moiety extending from the linked phenyl

of the donor group to the acceptor group. In order to quantify the degree of planarity, the

plane of the phenyl ring has been considered as approximate conjugation plane (shaded blue

plane in Fig. 3.3). The average distance from this plane of all atoms except for the outer

phenyl ring is 0.29 Å while the angle between the same plane and the plane (Fig. 3.3 in

shaded red) of the outer phenyl ring is 70.18�.

In dimer 1 these parameters become 0.11 Å and 68.83� respectively, indicating that molecules

in structure 1 become more planar due to intermolecular interactions. Dimer 2 on the other

hand shows a degree of planarity similar to the gas phase monomer, with the average distance

from the approximate conjugation plane being 0.31 Å but with a large change in the angle

between the planes, which becomes 56.33�.

The data on the transitions offer additional insight. The main transitions of the monomer

clearly show that the most relevant processes involve the transfer of the electronic den-

sity from the methyl-diphenylamine donor to the dicyanovinyl acceptor. Both transitions

manifest a pronounced charge transfer character that has been quantified through the DCT

index175. This index has a value of 6.70 Å for transition I and 3.67 Å for transition II.
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The distance between the centres of mass of the donor and acceptor groups in the molecule

(monomer in gas phase) is 10.74 Å. This means that for transition I the charge-transfer

character is rather pronounced. These same considerations can be translated without much

change to dimer 1. Despite the geometric changes induced by crystal phase 1 in the tilting

angle of the outer phenyl and the effect on planarity, the two main transitions are very simi-

lar and limited to one of the molecules in the dimer. Indeed, the two systems show a similar

susceptibility to the presence of a polarisable medium that favours charge-transfer transitions

by lowering the overall energy.

Dimer 2 on the other hand, presents a much different response. Due to the different packing,

the transitions involve the whole dimer. Transition I corresponds to the transfer of charge

from the donor groups to the acceptor groups, occurring symmetrically on both molecules.

In this transition, the smaller angle between the planes of the two phenyl rings allows a

greater delocalisation of electron density on the outer free phenyl. The change in the angle, -

13.84� with respect to the isolated molecule in gas phase, suggests that the inclination of this

phenyl ring plays a role in modulating the energy of the transitions by partially modulating

the conjugated structure. This fact, together with the favourable interaction of molecular

dipoles, contributes to the observed change in the spectrum and also yields a system more

tightly bound and less influenced by changes in the electrostatic environment. An indication

of this is also given by the change in dipole magnitudes for the three structures. The final

dipole of dimer 1 is 23.25 D implying a very limited compensation of single molecular

dipoles, in contrast with dimer 2 where the overall dipole moment of 0.0029 D. The two

dimers have similar distances between the molecules 3.62 Å for dimer 1 and 3.74 Å for

dimer 2, computed as distances between the planes of the two structural phenyl rings of the

monomers. The packings are comparably efficient as indicated by the densities 1.494 g/cm3

for structure 1 and 1.488 g/cm3 for structure 2.

After this preliminary assessment of the role played by the environment on absorption prop-

erties, the actual embedding has been implemented to provide a refined modelling of the

crystal medium for both structures. The resulting spectra are reported in Fig. 3.5, while

data on the transitions can be found in Table 3.3. Dimer 1 experiences a redshift similar

to the one observed in dichloromethane for transition I, 0.27 eV while the redshift in the

high-energy transition is more important, reaching a value of 0.31 eV. These values indicate
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that molecules in this stacking are rather sensitive to their environment and an accurate mod-

elling of it is absolutely necessary. The situation is similar for dimer 2 but for the opposite

reason: in crystal structure 2 the dimers stacked in head-to-tail configuration form strongly

interacting pairs, due to the antiparallel dipoles, this means that the electrostatic influence

of the medium is less important. Indeed, one could picture this medium as a repeated motif

of similar dimeric units with a small dipole moment and thus negligible overall polarisabil-

ity. Corroborating this result, the charge distribution output from the Ewald procedure for

structure 2 yields a spectrum that is very similar to the one in gas phase.

Figure 3.5 – Predicted absorption spectra for a dimer 1 in the geometry found in crystal structure 1,

b dimer 2 in the geometry found in crystal structure 2, both computed in vacuum and in the presence

of the embedding charges. Transition with largest oscillator strengths are indicated with a vertical bar.

All spectra are normalised.

The modelling of the crystal phase spectra for structure 1 & 2 and the availability of the

experimental thin film absorption spectra before and after thermal treatment has prompted

a further investigation aimed at estimating the approximate proportion of each crystal poly-

morph contributing to the experimental absorption signals. This has been done to validate

the hypothesis that a conversion between the two structures, or rather an asymmetrical distri-

bution of the two in the morphology of the thin films after thermal treatment, may be behind

the change in the reported absorption signal.

The first step has consisted in performing a fit on the post-thermal treatment absorption

spectrum to identify the main transitions responsible for the shape of the final signal. Several
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System Transition I Transition II

gas phase crystal phase gas phase crystal phase

λ E f λ E f λ E f λ E f

dimer 1 456 2.71 1.63 509 2.44 1.74 355 3.70 0.33 366 3.39 0.36

HOMO-1 to LUMO 58 % HOMO-1 to LUMO 56% HOMO-2 to LUMO+1 54% HOMO-3 to LUMO 58%

HOMO to LUMO+1 41% HOMO to LUMO 36% HOMO-3 to LUMO 15% HOMO-2 to LUMO+1 28%

dimer 2 560 2.21 0.95 564 2.19 0.94 383 3.24 0.86 383 3.24 0.85

HOMO-1 to LUMO 70% HOMO-1 to LUMO 64% HOMO to LUMO+2 54 % HOMO-3 to LUMO+1 66%

HOMO to LUMO+1 28% HOMO to LUMO 28% HOMO-3 to LUMO+1 30 % HOMO-2 to LUMO 20%

Table 3.3 – Data on the main transitions for gas phase and crystal phase predicted from spectral

calculations at B3LYP/6-311+G(d,p) level of theory. The transitions are marked with vertical bars in

Figure 3.5, for each, wavelength λ in nm, energy E in eV and oscillator strength f are reported. The

proportion of Kohn-Sham orbitals transitions contributing to the main ones is also reported.

combinations of gaussians and lorentzians functions were tested, the best fit was obtained

with a combination of three gaussian peaks, according to the following:

f free
fit (~ω) = N a

p
ca e�ca·(~ω�ta)

2
+N b

p
cb e�cb·(~ω�tb)

2
+N c

p
cc e�cc·(~ω�tc)

2
(3.1)

Relevant data on the fit are reported in Table 3.4. The region between 1.6 to 3.0 eV (roughly

from 410 nm to 775 nm) has been chosen due to the largest value of normalised absorption. It

is reasonable to assume that the spectrum after thermal treatment is characterised by different

crystalline grains and regions with a more amorphous character. If the two polymorphs have

a small relative free-energy difference (within 1-2 kcal/mol176) the grains will present the

molecular packing of either structure 1 or 2.
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Dataset R2 Relative strength HWHM Energy

N a,b,c HWHMa,b,c ea,b,c

Free fit on sp. after thermal treatment 99.05 %

0.69 0.14 2.03

0.68 0.17 2.49

1.00 0.13 2.27

R2 Concentration HWHM Shift

N 1,2,am HWHM1,2,am e1,2,am

Constrained fit on sp. after thermal treatment 99.35 %

0.257 0.17 -0.03

0.381 0.17 -0.20

0.362 0.17 -0.14

R2 Concentration HWHM Shift

N 1,2,am HWHM1,2,am e1,2,am

Constrained fit on sp. before thermal treatment 99.91 %

0.368 0.21 0.19

0.011 0.21 -0.30

0.621 0.21 0.03

Table 3.4 – Parameters from the fits performed on the available experimental spectra. The original

absorption signal from ref.156 is normalised, for this reason, relative strengths obtained from the free

fit are reported with the largest value normalised to one. For the free fit the R-squared (percentage

of the variability in the data explained by the model) is reported as goodness-of-fit measure along

with the parameters of the peaks: strength, half-width at half-maximum (HWHM) in eV and energy of

the transition in eV. Data for the constrained fits (on as-cast and post-thermal treatment spectra) are

presented on the relative concentration of each component (amorphous, structure 1 and structure 2)

normalised to 1, together with the energy shifts e of the predicted spectra (see model in Eq. 3.1), the

overall broadening of transitions (HWHM) and the R-squared.

The three peaks identified from the fit, can be attributed to the contributions of the three

possible morphologies coexisting in the thin film. The peak at 2.03 eV is compatible with

the low-energy transition predicted for structure 2 (2.19 eV), the second at 2.49 eV can be

attributed to the absorption of structure 1 (2.44 eV) while the peak at 2.27 eV is likely linked

to the amorphous phase. The amorphous spectrum can be approximated by the monomer’s

spectrum in dichloromethane with the brightest transition at 2.29 eV. The relative heights

of the peaks are the product of the absolute strength of the transition (i.e. the oscillator

strength) times a factor proportional to the relative abundance of each component in the thin
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film. Theoretical values of oscillator strengths are available from the predicted absorption

spectrum, so the necessary step to extract quantitative information on relative abundance of

the various components is to perform a constrained fit on the final spectrum which includes

the estimated parameters available from the theoretical prediction.

The constrained fit is performed applying the following model:

f constr.
fit (~ω) =N 1

p
c
�

f11 · e
�c·(~ω�t11�e1)

2
+ f12 · e

�c·(~ω�t12�e1)
2
+ f13 · e

�c·(~ω�t13�e1)
2�
+

N 2
p

c
�

f21 · e
�c·(~ω�t21�e2)

2
+ f22 · e

�c·(~ω�t22�e2)
2
+ f23 · e

�c·(~ω�t23�e2)
2�
+

(3.2)

N am
p

c
�

fam · e�c·(~ω�tam�eam)
2�

where the position of the peaks and the oscillator strengths are taken from the simulated

spectra for the involved structures. All predicted transitions with energy inside the fitting

interval, i.e. between 1.6 and 3.0 eV, and having a non-vanishing oscillator strength are

included in the fit with a gaussian broadening. Data on the associated excited states are

available in Table 3.3.

To build the fitting model a broadening c common to all transitions, an independent concen-

tration Ni as well as an energy shift ei on the position of each spectra (all peaks in a single

spectrum are assumed to be correlated) have been considered, yielding a final model with 7

free parameters.

The choice of a single broadening parameter for all peaks is justified by the fact that all

components are expected to be affected similarly by the conditions in the thin film, vibra-

tional contributions are assumed negligible. Values for the best fit are presented in Table 3.4.

An analysis of the best-fit parameters offers valuable information about the system. After

thermal treatment, the morphology of the thin film seems to be equally distributed between

the different components with a prevalence of structure 2 (38.1%) and the amorphous phase

(36.2%) over structure 1 (25.7%). This fact is a strong indication that the emergence of

structure 2 as main component is a plausible explanation for the observed spectral change.

Other important information is that all the predicted spectra are redshifted with respect to

the experimental signal. The agreement is worse with structure 2 spectrum and the one used

to model the amorphous phase (i.e. monomer in dichloromethane). In this case, the shift is

rather pronounced for structure 2 spectrum while it is within the expected B3LYP error177
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for the other component. Prediction of structure 2 spectrum is most likely to be affected by

errors since it is lacking any experimental input.

To collect further proof that the formation of many structure 2 crystallites in the final thin film

is indeed responsible for the changes in the spectrum, another fit with the same model as in

Eq.3.2 has been performed on the experimental absorption signal before thermal treatment.

The fit confirms this hypothesis by indicating a prevalence of amorphous phase and structure

1, respectively 62.1% and 36.8%, while structure 2 only contributes as the 1.1% of the initial

thin film morphology.

The comparison between before and after thermal treatment populations suggests that most

structure 2 crystallites form starting from the amorphous regions, which decreases from

62.1% to 36.2%, while the interconversion between the two forms is limited (only 11%).

These data suggest that the thin film conditions have an effect on the free energy landscape

such that the barrier to access the minimum corresponding to structure 2 is lower than the one

corresponding to structure 1 which is nonetheless dominant in bulk conditions156. To better

understand why this is the case, dimer geometries relaxed in dichloromethane with similar

character to the ones found in the crystal polymorphs 1 and 2, i.e. “co-facial” and “head-

to-tail”, were considered and their energy difference with respect to the single monomer

in dichloromethane was derived. The choice of dichloromethane geometries was done to

model the conditions of the amorphous phase in keeping with the assumption adopted before

to model amorphous absorption. The desire to model the amorphous phase was motivated

by the observation, from previous results, that a large part of the new structure 2 crystallites

should nucleate from this phase.

Results suggest that dimers in the head-to-tail configuration have an energy gain of -6.54

kcal/mol while dimers stacked in a way similar to dimer 1 result in a slightly lower energy

gain of -6.00 kcal/mol. Because of this difference the formation of “head-to-tail” dimers

appears to be 2.15 times more probable than the other configuration.

Based on these considerations one could speculate that structure 1 has a more favourable

packing from the energetic point of view yet has a smaller probability of nucleation because

a larger assembly of monomers than the dimer is needed in order to stabilise the structure.
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Figure 3.6 – Plots of all the performed fits to the available experimental signals (black solid lines).

Panel a reports the free fit and also shows the single components identified, numerical values can be

found in Table 3.4. Panels b & c show the plots of the constrained fits mixing the predicted transitions

between 1.8 and 3.0 eV for all components (structure 1, 2 and amorphous). Fitted curves are reported

in golden colour and, when necessary, extrapolated beyond the fitting range.
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Figure 3.7 – Normalised experimental absorption signals taken from ref.156. Panel a&b report the

spectra for the reference compound triphenylamine from which MDTD is derived. TPA and MDTD

performances are compared in ref.156. As already remarked, the similarity between the solution and

thin film spectra suggests a low degree of crystallinity of TPA thin films. Panel c&d show the spectra for

MDTD in solution and in thin film conditions before thermal treatment (used in the second constrained

fit). All reported spectra are transformed in absorbance vs energy (eV) to appropriately visualise the

broadening.

Fig. 3.6 shows all plots for the fits performed on the experimental signals before and after

thermal treatment.

To further validate the observations from the absorption signals, carrier mobility in the thin

film has also been predicted. According to ref.156, alongside the improved absorption proper-

ties, due to the change in the spectrum, an increase in charge transport efficiency with respect
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to the TPA compound from which MDTD is derived is also observed. In particular, hole mo-

bility increases from 1.0 ·10�5cm2/V ·s of the reference compound to 5.0 ·10�4cm2/V ·s of

MDTD thin film after thermal treatment156. Although similar data on reference compound

thin films are not available, theoretical results indicate that the increase is likely due to a

larger degree of crystallinity of MDTD thin films, which is 63.8% in the films after thermal

treatment. Indeed, from experimental ref.156, solution and thin film spectra of the reference

compound appear to be very similar, suggesting a low degree of crystallinity for TPA thin

films. The same is true for the solution and the thin film spectra before thermal treatment

of MDTD available in Fig. 3.7. Results for the mobility according to kinetic Monte Carlo

simulations of Marcus-like transport are reported in Table 3.5.

Component µx µy µz µavg kmax
i j

structure 1 2.98 ·10�3 7.78 ·10�7 0.00 1.80 ·10�3 2.6 ·1014

structure 2 9.55 ·10�4 0.00 1.60 ·10�4 4.25 ·10�5 4.6 ·1014

amorphous - - - 3.30 ·10�11 -

Table 3.5 – Hole mobility estimates in cm2/V · s along the x, y and z carteisan axes and the average

value. In the last column the value of the largest Marcus exchange rate between two neighbuoring

molecules for each crystal structure is reported in 1/s. **Amorphous mobility has been taken from

ref.162.

The two MDTD polymorphs show different transport behaviours that naturally, can be at-

tributed to the differences in their molecular packings. To make the comparison easier, mo-

bilities along a common set of cartesian axes are reported. Both structures have their largest

value of mobility along x.
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Figure 3.8 – Representations of a 2⇥2⇥2 supercell of structure 1. Panel a shows the bc crystal plane

with the two molecules transformed according to the space group elements in red and blue. Panel b

shows the stacking of this structure in the a direction, that corresponds to x. Panel c features the group

of neighbours considered for hole transport when the carrier is localised on the blue molecule.

Structure 1 presents an anisotropic mobility with a large value along the dominant axis,

while in the other directions transport is severely hampered or vanishes. As already pointed

out, structure 1 belongs to the P1̄ space group. The two molecules in the unit cell form

a motif in the bc crystal plane that is then stacked in the a direction, which corresponds

to the cartesian x axis (Fig.3.8). This last direction is the one with the largest exchange.

Hole transport is favoured by the increased planarity of MDTD molecules which fosters

strong π-π interactions yielding an efficient stacking responsible for large transfer integrals

and hence transfer rates. The dimer with the largest transfer integral is the same dimer in

Fig.3.3b, considered for optical response. Indeed, in the stacking direction mobility reaches
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a value of µx
h = 1.26 · 10�4cm2/V · s. In the other directions geometrical factors severely

hamper electronic coupling and hence mobility, notably the edge-to-edge configuration of

neighbouring pairs and their relative distance.

z
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xx

z

y

a b

c

Figure 3.9 – Representations of a 2⇥2⇥2 supercell of structure 1. Panel a shows the bc crystal

plane with the four molecules transformed according to the space group elements in red, blue, cyan

and orange. Panel b shows the stacking of the structure formed across bc in the a direction, that

corresponds to x. Panel c features the group of neighbours considered for hole transport when the

carrier is localised on the orange molecule.

Structure 2 belongs to space group P21/c . The four molecules in the unit cell form two

herringbone structures in the yz-plane. The herringbone backbones can be identified as the

outer phenyl rings of the donor group aligned in the z direction. The structures (orange&red

and cyan&blue) are repeated along y, as shown in Fig. 3.9, and have opposite orientations
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along z, i.e. donor-acceptor axes have opposite orientations and present a small offset in

the x direction. The larger structure made up of the two planes is then stacked along x.

Molecules belonging to different herringbones, i.e. cyan&red or blue&orange, form the

head-to-tail dimers considered for the optical response that is also the pair with the largest

transfer integral and exchange rate (see Fig. 3.9). This is further highlighted by the value

of the mobility along x, for which a mobility of 9.55 ·10�4cm2/V · s is reported, the largest

among all directions.

For what concerns the amorphous phase, MDTD hole mobility is, as expected, several orders

of magnitude lower (3.30 ·10�11cm2/V · s) as already reported in a previous work162. From

these results it is possible to attempt an extrapolation of the hole mobility for the macroscopic

thin film using a weighted average for all the three solid phases identified: polymorph 1,

2 and the amorphous one. The weights employed are the relative concentrations of each

phase coming from the constrained fit to the thin film spectrum after thermal treatment, as

illustrated above.

µfinal
thin film = pstr 0 ⇥µstr 0 + pstr 1 ⇥µstr 1 + pam ⇥µam = (3.3)

= 0.257⇥1.8 ·10�3 +0.381⇥5.6 ·10�4 +0.362⇥3.3 ·10�11 = 6.75 ·10�4cm2/V · s

(3.4)

The estimate is 1.35 times larger than the measured value, given the extent of the extrapola-

tion and the many approximations involved, these estimates may be said to be in reasonable

agreement with the experimental mobility and provide further evidence that the emergence

of domains with a packing in agreement with structure 2 is a plausible explanation for the

changes in the behaviour of the thin films.

3.4 Conclusions

The results of this theoretical investigation strongly suggests that the formation of crystal-

lites with molecular packing close to the one found in structure 2 is the source of the change

in absorption properties. Structure 2 appears more easily accessible starting from the amor-

phous phase, indicating that in thin film conditions this structure has a lower kinetic barrier
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height possibly due to dipole-dipole interactions. Contrary to the initial hypothesis, the in-

terconversion between the two structures is rather limited. Structure 1, observed to be the

dominant form in bulk conditions156, is more difficult to populate with respect to structure 2

in the conditions of the experimental study.

MDTD offers an example of an organic semiconductor that, due to its large dipole moment,

undergoes dramatic changes in its self-assembly mechanism depending on the external con-

ditions.

Although, in the particular case of MDTD the analysis is rather straightforward because

the material experiences a particularly pronounced change in absorption, it can be expected

that the same procedure, might likewise extract crucial information on morphology for other

molecules for which electrostatic interactions are dominant, notably molecules with a push-

pull character featuring an intramolecular architecture of type D-π-A.

Control over electrostatic interactions via molecular level engineering, i.e. choice of func-

tional groups in the D and A moieties, could, in turn, result in a greater control over supramolec-

ular organisation and, ultimately, over morphology. This improved mastery in directing the

self-assembly of these systems would stand as a considerable step forward to achieve a more

complete control over the performance of functional materials in the domain of energy har-

vesting and far beyond.
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A donor-acceptor dyad test-case

After having studied MDTD as an example of a small-molecule donor, in this chapter, an-

other theoretical investigation is presented on a compound issued from another trending topic

in organic photovoltaics: single photoactive materials.

Devices based on single materials do not need D-A blends in their photoactive layers to

generate photocurrents with exploitable intensity. In fact, analogously to what happens in in-

organic semiconductors, they are able, alone, to ensure the production of free charge carriers

with a reasonable efficiency.

The idea is not new; indeed, among the first organic solar devices conceived, it is possible

to find many employing a single organic layer that were quickly discarded due to their poor

performances after the advent of the planar heterojunction design22.

These initial poor performances can be traced back to one of the most characterising aspects

of the physics of organic solar cells. The localisation of electrons in organic systems is

constrained to the molecular structure and the relative dielectric constant for these materials

is 2-3 times smaller than that of silicon.

These conditions result in the pair of the excited electron and the hole, called exciton, to

be strongly bound (EB ⇠500 meV)16;178. As a consequence, thermal energy at ambient

conditions is not enough to free a sufficient number of charge carriers.

Solving the problem of exciton dissociation is at the basis of the heterojunction design. Com-

bining two materials with different electron affinities (i.e. a donor and an acceptor) results in

an interface where excitons can be split and converted into a photocurrent. As remarked in
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the introduction, planar heterojunctions are not able to solve all the problems, since another

strong constraint is associated with the ability of excitons to reach the interface between the

two materials. Excitons tend to be relatively short lived with average mean free paths before

recombination that rarely go beyond 30 nm24;178;179. This means that there is a constraint on

the thickness of the photoactive layer and this negatively impacts its absorption properties.

To overcome this further limitation, different strategies have been tested and one of the most

efficient has been the combination of the two blended materials in new active layer mor-

phologies. The result has been the conception of the so-called bulk heterojunction180;181

for which an interface interspersed within the bulk of the active layer is produced. Ideally,

within these new bulk conditions, all excitons generated within the volume are never too far

from the interface and most of them can be split.

The efficiency of bulk heterojunctions ultimately depends on the properties of the phase

separation between donor and acceptor. The optimised bulk interface that may arise from

certain deposition techniques is usually not thermodynamically stable and tends to degrade

over time74;182. This degradation naturally affects photovoltaic performance and severely

shortens device lifetime.

The recent renewed interest71;77;86;183;184 in photoactive organic materials capable, alone, of

ensuring excitonic separation, stems from the limited success at interface stabilisation and

from the considerable advances in the theoretical understanding of the dissociation process.

As seen in the previous chapter, the trend of small-molecule donors arose to meet the de-

mands of a community eager to rationalise the behaviour of organic materials through the

study of chemical systems less complex than photoactive polymers. On the other hand, the

design of small-molecule donors also comes from the realisation that the covalent linkage

of moieties with different electronic affinities leads to the tuning of the relevant material

properties. Electron-donating and electron-accepting groups in the same molecule foster the

appearance of charge transfer transitions upon photon absorption. These transitions are of-

ten associated with better absorbing character and less bound excitons that are easier to split.

This process is more complicated than inorganic materials since it involves steps determined

by the complex electronic structure originating from the molecular architecture185.

The concept carried a little further and applied to bulk heterojunctions has allowed the emer-
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gence of molecular designs combining a known donor and a known acceptor with a link

that is able to prevent excessive coupling (i.e. donor and acceptor properties are mostly

retained). The link generates compounds capable of even more pronounced photoinduced

charge transfer transitions leading to charge carrier separation on the molecule itself.

Hence, a new generation of compounds marks the return of single material organic solar

cells (SMOSCs) on the forefront of organic photovoltaics research decades after the first

underwhelming attempts. This new generation also carries another strong legacy from the

intervening years. Molecules chosen to build these new molecular heterojunctions186 are

often found within a large database that has been compiled for donors and acceptors alike.

Many of these materials in fact, carry one or more fullerene moieties in combination with

a small oligomer or another type of donor71. Commonly, structures with these properties

are referred to as dyads. Dyads are not new in the landscape of molecular chemistry but the

specific application in photovoltaics is rather recent71. So that data on photoelectric prop-

erties for many dyads is often available but a thorough characterisation of supramolecular

organisation and its effects on important properties is lacking.

The investigation proposed in this chapter aims at partially filling this gap. At least for what

concerns the information about length scales associated to the local molecular environment.

To this end methods from chapter 2 are again applied to this chemical system with the goal of

probing the character of self-organisation and its influence on mobility using direct atomistic

detail. The structure of the chapter consists in an introduction on the compound, followed by

a section on the computational methods where particular care is devoted to the description

of how methods of chapter 2 have been complemented to obtain mobility. Computational

details are duly followed by the description of the main results and a closing section sum-

marising the main findings.

4.1 The DPP-Ful donor-acceptor dyad

The dyad object of this study is obtained via the covalent bonding of a N-methyl [60]-

fulleropyrrolidine (Ful), playing the role of acceptor, with a π-conjugated monodisperse

oligomer, in this case a dithiafulvalene (DTF)-functionalized diketopyrrolopyrrole (DPP)

acting as donor87 (see Fig. 4.1).
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Experimentally87, the two moieties were selected on the basis of the performances of the

separated molecules reported in the literature187, rather than through the application of more

rigorous purpose-oriented design rules. Fulleropyrrolidine was chosen because fullerene

derivatives still dominate the category of acceptor materials, although recently more and

more effort has been put into the development of non-fullerene acceptors (NFA)64;65;66. The

donor moiety instead, was chosen to compensate the poor absorption typical of fullerenes

and on the basis of certain features thought to promote processability and good molecu-

lar packing, essential to transport efficiency188;189;190. In this work, the focus is precisely

on transport dynamics of DPP-Ful with the aim of identifying the electronic and structural

features of the dyad that are most relevant to enhance power conversion efficiency.

Figure 4.1 – Chemical structure of DPP-Ful with [60]-fulleropyrrolidine (Ful) acceptor moiety in blue

and the diathiafulvalene-functionalised diketopyrrolopyrrole (DPP) donor moiety in red.

4.2 Computational details

The modelling of DPP-Ful poses specific challenges due to its nature of ambipolar conduc-

tor191. Carriers of both signs can be transported independently over morphologies whose

microscopic details are not entirely known90;159. As already discussed, from a theoretical

point of view this requires the simulation of both ordered and disordered morphologies and to

model transport in both conditions. The first mandatory steps consist in the gas phase calcula-

tions on the isolated molecule. These calculations have been performed at density functional
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theory (DFT) level applying the B3LYP functional in conjunction with the triple-ζ Pople’s

basis set (6-311G(d,p))111;112. Dispersion interactions have been accounted for through the

Grimme’s empirical potential (D3)118;120. All optimisations have been performed at the

same level of theory via the Gaussian09 package192.

Similarly to the system investigated before, the identification of the thermodynamically most

relevant crystal structures has been performed via the polymorph predictor module of Mate-

rials Studio193. The prediction of crystal structures is carried out by arranging the packing

motifs within a given space group and then by simultaneously optimising molecular packing

inside the cell together with the unit cell parameters, exploiting the Monte Carlo procedure

outlined in chapter 2. These steps were carried out using the DREIDING force field133,

largely employed for molecular crystal prediction9. The search has been limited to the most

probable space groups reported for similar organic compounds i.e. P212121, P21/c, P1̄,

P21, C2/c and Pna21 according to a series extensive studies140. A number of independent

searches have been performed until no new low-energy structures, “significantly different”

from those already obtained, were found. The resulting structures were clustered and ranked

according to their energy and density and those with the highest rank were selected.

This ranking was then refined on the basis of to the results of full periodic DFT geometry op-

timisations of the unit cell parameters and atomic positions performed via CRYSTAL17136.

The same exchange correlation functional, B3LYP-D3, was used together with an optimised

basis set, tailored to describe the electronic density in condensed organic materials.

Amorphous configurations were extracted following an MD based protocol. Disordered con-

figurations for a system of 500 molecules were obtained by taking 150 uncorrelated snap-

shots from a MD trajectory. The initial conditions were chosen as to accurately reproduce

the disordered morphology. DPP-Ful molecules were initially placed at random positions in

a cubic cell 270 Å wide. This configuration was evolved through a simulation in the NPT

ensemble at high temperature T=800 K and P=1 atm until the volume of the cell reached

convergence. Another NPT simulation was then performed at lower temperature, T=300 K.

The system was further evolved through a third NPT simulation for data production. All

equilibrations are terminated at convergence of the volume. The data production run outputs

a 30 ns long trajectory. Simulations have been carried out via the NAMD2.12 package194 in

combination with CGenFF134;135 and RESP164 charges extracted from one of the above gas
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phase DFT calculations. Van der Waals cut-off is set at 12 Å and electrostatic interactions

were treated according to the particle mesh Ewald method.

Charge dynamics was simulated, for both crystalline and amorphous phases, using the non-

adiabatic high-temperature limit of the semiclassical Marcus charge transfer theory195, of

which an overview is given in chapter 2. In the case of DPP-Ful, the approximation is

justified by the fact that charge carriers in organic materials are mostly localised on single

molecules that weakly interact with their neighbours24;35;142;196.

It can be useful to remind that in Eq. 2.46, the main parameters encoding microscopic

information, are the reorganisation energy λ, a molecular level property evaluating the energy

cost of exchanging a charge carrier, and the transfer integral Ji j, that is computed for each

pair of exchanging molecules and quantifies the propensity of the carrier to be transferred

mediated by the interaction Hamiltonian of the pair.

In the framework of Marcus theory conditions the coupling Ji j should be “small” compared

to λ so that the interaction term between molecules in the exchanging pair can be treated

perturbatively146. Calculations described in the following approximate reorganisation by

neglecting the contribution due to the change in polarisation of the surrounding environment

given by the exchange. Only intramolecular geometry reorganisation is considered according

to the so-called “four-point method”197;198:

λ(h/e) = E
h,e
nC +E

h,e
nC �E

h,e
cC �E

h,e
nN (4.1)

where the subscripts indicate molecular state (c or n, charged or neutral) and molecular

geometry (C or N, charged optimised or neutral optimised). For the sake of coherence,

the same DFT approach, B3LYP-D3, has been used for the calculations of reorganisation

energies. The electronic couplings, also called transfer integrals, are computed treating the

exchanging pair as an isolated dimer under the assumption that its orbitals arise just from the

interaction of monomer frontier orbitals – HOMO for hole transport and LUMO for electron

transport – φ
H/L
i and φ

H/L
j

199:

Ji j = hφH/L
i |Ĥ int

dimer|φ
H/L
j i (4.2)

All the orbitals needed to estimate the electronic coupling are obtained through the semiem-

pirical ZINDO method96, which has been proven to provide rather accurate estimates146.
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Rates are evaluated for all pairs specified in this list. The final step to estimate mobility is to

perform kinetic Monte Carlo simulations using the computed rate constants. As explained

in chapter 2, see Eq. 2.39, mobility is given by the ratio of hvi, the average velocity in the

direction of the electric field~Efield and the magnitude of the latter. Since the molecule carries

both a DPP electron donor moiety and a fullerene electron acceptor group and the two act

as separate transport channels, the two distinct conducting moieties have been defined in

order to simulate the charge-separated (CS) state. The separation of the two moieties is

performed according to the localisation of the HOMO and LUMO orbitals (see Fig. 4.2).

The separation is carried out by cutting the bond between the pyrrolidine in the fullerene

moiety and the proximal thiophene ring, as sketched in Fig. 4.1. The bonds at the cut

are saturated with hydrogen atoms and the computational procedure to simulate transport is

applied to the morphologies of the separated moieties.

Figure 4.2 – Isosurface (values +/-0.005) representation of frontier orbitals. (left, HOMO; right,

LUMO).

4.3 Main results

It the previous section, it has been largely stressed that Marcus rates depend critically on

two parameters (see Eq.2.46) associated with molecular electronic properties and that these

parameters need to be complemented with a description of the bulk structural properties

(i.e. crystal structure packing or amorphous packing) of the materials that inform the model

about the morphology. Their prediction is essential in producing a reliable simulation of

charge transport performance.

Bulk properties are linked to morphology in condensed phase that is the result of the self-
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organisation of large numbers of molecules (i.e. the result of their intermolecular interac-

tions). The prediction of solid phase packings, either crystalline or amorphous, remains to

this day quite challenging127;128;129;130;176. This is especially true for relatively large organic

compounds like dyads that, with many degrees of freedom, have a higher chance of showing

polymorphism200;201.

The main difficulty lies in the heavy computational cost of an accurate treatment of inter-

molecular interactions that require a high-level description of the electronic structure includ-

ing dispersion forces, a key driver for aggregation in molecular solids200;202.

As seen before in this investigation, crystal packings are guessed via a not-so-demanding

computational procedure, that employs a classical force field for energy evaluation coupled

with a Monte Carlo simulated annealing203. The output is a set of the most thermodynamic

viable crystal polymorphs whose ranking is refined through higher level calculations. This

procedure still overlooks contributions to the ranking, like the entropic contribution, that

might change it significantly176;203.

Nonetheless, the hope is that a comparison between properties estimated for these simulated

packings and the available experimental data may lead to the identification of the molecular

packing behind the experimental observation. This is of course very relevant since it pro-

vides direct knowledge of microscopic details that either boost or inhibit transport efficiency

of charge carriers. Moreover, the availability of crystal morphologies not directly accessible

in the experiments due to their unfavourable thermodynamic rank, allows a comparison be-

tween them. Starting from this, a more general picture can be drawn that provides evidence

essential in defining a set of synthetic principles to be followed in the design of dyads with

enhanced performance.

4.3.1 Isolated molecules and crystalline polymorphs

A first step has been the characterisation of molecular properties relevant to charge trans-

fer in gas phase. Previous works71;87 have largely stressed how, in dyads, properties of the

isolated donor and acceptor moieties should be retained in order to ensure optimal transport

of the charge carriers in the final architecture. This means that they should remain suffi-

ciently decoupled in terms of their respective electronic structure. A qualitative indication of
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Data from λmax Oscillator strength EHOMO ELUMO ∆Egap

B3LYP-D3/6-311G(d,p) calc. 622 (1.99 eV) 0.9 -4.88 -3.83 1.05

Experimental 653 (1.89 eV) - -4.95 -3.23 1.72

Table 4.1 – Comparison between the results of the theoretical calculation and the available experi-

mental data from87. λmax is reported in nm, the energies in eV.

this decoupling is given by the localisation of the frontier orbitals of the molecule reported

in Fig.4.2, whose energies are reported in Table 4.1. In this case, the strong localisation

of the frontier orbitals in different parts of the molecule is clear evidence that the moieties

are kept largely independent by the linker and can efficiently produce a charge-separated

state15;185.Indeed, the HOMO is highly localised on the donor moiety, DPP, while the prob-

ability amplitude of the LUMO is markedly centred on the Ful moiety.

This effect can be traced back to some structural features of the dyad. In particular, the pos-

sibility of weak interactions of the fullerene with the closest aliphatic chain reduces the pla-

narity of the thiophene rings linking the fullerene moiety to the diketopyrrolopyrrole group.

As a consequence, π-conjugation is constrained to the remaining part of the donor moiety,

producing a certain degree of insulation between the two parts, as can be seen in Fig. 4.2.

This effect is further modulated by the interactions proper to each polymorph packing where

it is generally amplified.

Starting from the gas phase data, reorganisation energies were also estimated according to

Eq. 4.1. The ambipolar character of the molecule implies that both anionic and cationic

states should be investigated. Despite the moieties being virtually independent in terms of

transport after charge separation, the response of the whole structure to the presence of a

carrier has been considered. Computed values for the hole (λ(h) = 361 meV) are compatible

with those reported for other diketopyrrolopyrrole derivatives, λ(h)⇠ 300–400 meV204;205.

At the same time, the energy cost for the exchange of an electron (λ(e) = 212 meV) is

larger than but still compatible with the reported reorganisation energies for similar fullerene

derivatives, λ(e) ⇠130–150 meV for PCBM206. This agreement may be read as further

evidence of the efficient decoupling of the moieties.

In general, polymorphs of the same compound can exhibit dramatically different transport
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properties. Thin films employed as active layers usually have a pronounced polycrystalline

character, so that it could be expected that different crystal domains, with distinct orienta-

tions and possibly packing, will coexist with less ordered regions159. In order to provide a

reasonable description of the structures present in DPP-Ful thin films, the 5 lowest energy

crystal packings obtained have been predicted and analysed .

Polymorph a b c dh
i j de

i j Space group density ∆E

structure 0 16.75 9.63 53.95 3.4 3.1 P212121 1.381 0.00

structure 1 19.26 18.97 22.80 4.9 2.6 P212121 1.441 1.5

structure 2 18.97 31.92 13.65 3.45 3.2 Pna21 1.454 7.2

structure 3 12.85 40.54 15.77 4.3 3.4 P212121 1.463 7.7

structure 4 9.68 31.63 32.71 3.5 3.0 P212121 1.200 20.7

Table 4.2 – Computed cell parameters (a, b, c, Å ), shortest distance between donor (dh
i j, Å) and

acceptor groups (de
i j, Å), densities (D, g/cm3) and relative stabilities (∆E, kcal/mol) for the five different

crystalline polymorphs. All reported values refer to polymorphs fully optimised at the B3LYP-D3/opt.

basis level. All space groups are orthorombic so all unit cell angles are 90�.

In Table 4.2 unit cell data for the crystals identified after full geometry optimization at the

DFT level is reported. The structures belong to the P212121 symmetry group (structure 0 –i.e.

the most stable–, 1, 3, 4) and Pna21(structure 2). At this level, all the extracted polymorphs

are within a range of about 20 kcal/mol from the most stable structure, taken as reference.

DFT energy differences between the polymorphs considered are rather pronounced. Based

on these values in fact, the probability to populate any of the structures beyond polymorph

1 is absolutely negligible. Nonetheless, one has to consider that in actual thin films several

polymorphs could co-exist due to the experimental conditions of deposition, which could

favour the nucleation of a particular structure over another and achieve stability thanks to

large kinetic barriers. At the same time, an incertitude of about 3 kcal/mol in the stabilities

should be expected due to the level of theory167;168. As a consequence, all these polymorphs

will be discussed in some details, starting from their structural features.

Ambipolar conduction means that, for the dyad, the most desirable packing should arise from

a balance between donor and acceptor competing arrangements. The quantity responsible
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for the differences in transport efficiency is the magnitude of the transfer integrals, Ji j. This

magnitude is a function of the orbital overlap between the two moieties involved in the charge

transfer. The relative distance between exchanging moieties, di j, is the most natural index

in term of structure, but other, more complex, geometrical features controlling the integrals

also emerge, as it will be shown. Among these important quantities are the angle between

approximate conjugation planes of donor moieties and their relative shift. A detailed analysis

of the polymorphs obtained can give more precise examples of these geometric features in the

particular case of DPP-Ful, but results can easily be generalised since many characteristics

are common to other dyads and, more in general, to photovoltaic materials.
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c
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3.4 Å
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Figure 4.3 – Structural features of the most stable polymorph 0 obtained after a full DFT optimisa-

tion: the shortest distance between fullerene pairs and the distribution of acceptor moieties (top), the

shortest distance between DPP pair and a view of the herringbone structures in the ac-plane (bottom).

The optimised structure of the most stable polymorph (0), belongs to the orthorhombic

P212121 space group and features four molecules in the asymmetric unit. In the supercell

these molecules are arranged according to a double herringbone in the ac-plane of the crys-

tal, as shown in Fig. 4.3. These two herringbones are identical but have opposite orientation,

i.e. along the positive and negative directions of crystal axis a. The minimum approach
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distance for donor moiety dimers is di j = 3.4 Å and is achieved for consecutive molecules

belonging to the same herringbone (Fig. 4.3 lower-left). Layers are then stacked along b,

where fullerenes form columns acting as conducting channels for electrons. The distance

between fullerenes pairs in consecutive stacking planes is of 3.1 Å (10.3 Å centre-to-centre).

The closest contacts are achieved in the stacking direction for fullerenes, as well as in the

orthogonal plane (bc) for DPP molecules.

Current experimental characterisations of DPP-Ful offer limited information about the molec-

ular details of packing, this is precisely the reason behind this computational study. However,

it is important to test the agreement between the limited structural data available and the sim-

ulated data. Structural data from ref.87 can be extracted from an X-ray diffraction (XRD)

pattern. Direct comparison with this pattern has shown that polymorph 0, also offers the best

over-all agreement with the experimental data despite an inconsistency with the highest peak

in the low-angle region. The predicted patterns for all polymorphs investigated before and

after B3LYP-D3 optimisation are available in Fig. 4.4. It is also interesting to notice that the

most stable polymorph is not the one with the highest density (see Table 4.2) suggesting that

dispersion-driven interactions between DPP-moieties are able to confer a higher stability and

that these moieties play a key role in stabilising the packing from a thermodynamic point of

view.
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Figure 4.4 – XRD patterns for all the considered polymorphs. The two superimposed spectra have

been obtained from the force-field structure (FF) and the B3LYP-D3 refinement.
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3.45 Å

b

c

a

Figure 4.5 – Structural features of the polymorph 1 obtained after a full DFT optimisation: the shortest

distance between DPP pairs moieties with the largest orbital overlap for the structure (bottom) and a

view of the crystal motif along the bc-plane (left).

The optimised motif of the next most stable packing, polymorph 1, features a structure in

which fullerenes are distributed in a regular lattice in the bc-plane, with the space in between

occupied by a close-knitted donor moiety matrix (Fig. 4.5, right). Similar planes are then

stacked in the a direction where the closest approach between fullerenes belonging to stacked

planes is achieved with a distance of di j= 2.9 Å allowing rather large values of Ji j.

The donor structure across the planes is composed of a network of DPP moieties with their

backbones arranged almost perpendicularly so that no π-stacking is observed for DPP moi-

eties in close proximity (see Fig.4.5, left). The packing is rather efficient and confers to the

polymorph a density of 1.443 g/cm3. The closest approach distance between DPP pairs is

rather large, di j = 4.9 Å, and does not allow efficient transport of holes within the bc-plane

nor across planes, along direction a.
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3.4 Å

b

a

c

Figure 4.6 – Structural features of the polymorph 2 obtained after a full DFT optimization: the shortest

distance between for a DPP pair (left) and a view of the bc-plane (right).

The crystal motif of polymorph 2 presents one of the most efficient packings in the set. In

the a direction fullerene moieties are arranged again in separated columns that constitute the

backbone of two repeated herringbone structures in the ab-plane (Fig. 4.6, right). The min-

imum distance between a pair of DPP moieties is realised between molecules belonging to

neighbouring herringbone structures along c, with a value of di j of 3.45 Å. The approximate

conjugation planes of the pair at the point of closest approach are almost parallel and conse-

quently the orbital overlap is large. DPP pairs in the other directions have reduced contact

due to the hindrance of lateral aliphatic chains that keeps them distanced. Fullerene moieties

in the backbone of the herringbone structures and stacked along a realise in this direction the

minimum approach distance di j of 3.2 Å.
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ba

c

4.3 Å

Figure 4.7 – Structural features of the polymorph 3 obtained after a full DFT optimisation: the shortest

distance between for a DPP pair (left) and a view of the bc-plane (right).

Polymorph 3 once again displays a motif composed by two herringbone structures, evident in

the bc-plane that are then stacked along crystal axis a. In this case the two rows of molecules

making up each distinct herringbone structures are more intertwined (see Figure 4.7) with re-

spect to other similar structures in the other polymorphs. In this configuration, fullerenes are

packed close to another fullerene belonging to a neighbouring herringbone structure. These

pairs are then stacked along a, where column-like stacking appears again. All elements in

the column reach a minimum distance of 3.4 Å, ensuring rather large values for transfer inte-

grals. The fact that rows belonging to the same herringbone motif are very intertwined in the

bc-plane means that donor moieties remain more distant to accommodate for the fullerenes

so that DPP moieties cannot reach efficient packing. The minimum distance in the bc-plane

is around 4.3 Å and the approach configuration is edge-on, that is detrimental to transfer effi-

ciency. In the stacking direction a, the hindrance of the aliphatic chains brings the minimum

approach distance at over 9 Å, making transport along this direction completely inefficient.
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b

a
c

4.9 Å

Figure 4.8 – Structural features of the polymorph 4 obtained after a full DFT optimisation: the shortest

distance between for a DPP pair (left) and a view of the bc-plane (right).

The structure of polymorph 4 is characterised by two herringbone motifs wedged into each

other in the bc-plane and then stacked along a, as shown in Fig. 4.8. In this herringbone

structure the closest approach for DPP moieties is realised between elements of different

herringbone motifs (Fig. 4.8). This minimum distance is di j = 3.5 Å but the approach is edge-

on, i.e. the approximate conjugation planes of the DPP backbones are almost perpendicular

to each other. This arrangement lowers considerably the orbital overlap. The stacking along

the direction a of the motif in the bc-plane results in the formation of fullerene columns or

channels similar to what already observed for polymorph 1, see Fig. 4.5. The minimum

approach distance for acceptor moieties in this direction is 3.0 Å, a value small enough to

allow large rates of electron transfer between fullerenes. Polymorphs 2 and 3 boast the

largest densities in the set with 1.454 and 1.463 g/cm3 respectively.

As mentioned, the analysis of the localised structures provides valuable insight about the

main features boosting or hampering transport at supramolecular level. In addition, relating

packing to transport efficiency through the assessment of carrier mobilities may help identify

and possibly generalise the main mechanisms at play. The results for the predicted carrier

mobilities for all DFT structures are reported in Tables 4.3 and 4.4.
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Polymorph dh
i j |Jh

i j| kh
i j µ

avg
h de

i j |Je
i j| kh

i j µavg
e

structure 0 3.4 4.11 ·10�3 2.04 ·1011 2.81 ·10�4 3.1 2.71 ·10�3 3.34 ·1011 2.88 ·10�4

structure 1 4.9 2.06 ·10�3 4.38 ·109 1.44 ·10�7 2.6 1.68 ·10�2 1.35 ·1012 9.12 ·10�3

structure 2 3.45 1.65 ·10�2 4.18 ·1011 1.64 ·10�1 3.2 2.57 ·10�2 2.15 ·1012 1.25 ·10�1

structure 3 4.3 4.64 ·10�3 1.91 ·1010 1.32 ·10�6 3.4 2.13 ·10�2 2.45 ·1012 7.74 ·10�1

structure 4 3.5 3.56 ·10�4 1.32 ·108 1.12 ·10�10 3.0 2.76 ·10�2 4.93 ·1012 9.12 ·10�6

amorphous - 2.50 ·10�3 8.38 ·1011 2.29 ·10�6 - 3.02 ·10�3 7.03 ·1011 2.32 ·10�9

Table 4.3 – Data on hole transport and electron transport di j in Å, Ji j in eV, ki j in s�1, µ in cm2/V · s.

All reported values are obtained using B3LYP-D3 optimised structures.

The most stable polymorph (0) is also the one with performances in better agreement with

experimental values87 for both electrons and holes. Transport takes place mainly along the

a-direction for holes while transport across different planes, i.e. along c, is strongly sup-

pressed. In the ac-plane the configuration of the closest exchanging pair allows a rather

large coupling element, Ji j = 4.11 ·10�3 eV, yielding a Marcus rate of 2.04 ·1011 s�1. This

rather large orbital overlap is ensured by the proximity of the conjugated backbone of one

exchanging moiety to the diketopyrrolopyrrole unit of the second. The overall mobility along

a reaches µa(h) = 4.86 ·10�4cm2/V ·s, with the herringbone structures acting as main trans-

port channels. Along crystal axis c on the same plane transport is significantly less efficient

due to a smaller coupling between DPP moieties belonging to different herringbone struc-

tures, Ji j = 4.11 · 10�4 eV giving µc(h) = 2.84 · 10�7cm2/V · s. In the stacking direction,

corresponding to crystal axis b, the hole mobility is very low µb(h) = 4.8 · 10�11cm2/V · s.

Conversely, along this direction, i.e. along the fullerene channels, the largest value for elec-

tron mobility is observed µb(e) = 4.99 · 10�4cm2/V · s, while being negligible in the other

directions. As remarked above, this packing is not the most dense, yet its structure is able to

maximise dispersion interactions by allowing a pronounced interdigitation of DPP moieties

that ultimately yields the largest stability.

Comparison with the experimental data, µexp(e)= 1.1·10�4cm2/V ·s, µexp(h)= 1.3 ·10�4cm2/V ·

s , reveals that mobility predictions produced according to the protocol µavg(e) = 2.88 ·

10�4cm2/V · s,µavg(h) = 2.81 · 10�4cm2/V · s are able to reproduce the behaviour of the

material experimentally observed. Estimates for both charge carriers are roughly 2.8 times

larger than experimental mobilities but the order of magnitude and the relative values be-
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tween holes and electrons are compatible with the observations87. This difference in the

absolute values is to be expected given the fact that the procedure employed is not able to

probe morphologies at all relevant scales but relies on an extrapolation procedure. In the

intervening length scales up to the µm scale, many effects are to be expected in a real-life

device that can lower the value of mobility with respect to an ideal periodic structure. It is

however important to stress that the estimate presented here is still accurate enough to give

an idea of the possible macroscopic performance and offers, despite these approximations,

a solid way to link the performance of the macroscopic device to interesting microscopic

details with atomistic resolution. A typical real-life device operates in a range of scales

which goes from the thin film thickness (100 nm) to the cm scale. This means that charges

are required to be transported over large distances and other effects (e.g. electrodes, inter-

faces, higher-scale morphology of the active layer) that lie outside the range of the treatment

presented here may affect the overall transport efficiency.

It remains interesting to analyse the details of transport also for the other polymorphs. For

example, polymorph 1 exhibits a much more unbalanced transport behaviour. Electron trans-

port is more efficient than polymorph 0 given the closer packing in the a direction, and again

only takes place along this axis. The minimum distance between two fullerenes belonging

to different bc-planes is only 2.6 Å. This allows a large transfer integral, Ji j = 1.68 · 10�2

eV and a large exchange rate giving a mobility of µa(e) = 1.58 ·10�2cm2/V · s. Despite the

proximity of DPP moieties in the close-knitted donor structure, the backbones in the closest

exchanging pair cross almost orthogonally, resulting in a limited overlap of orbitals and low

transport efficiency across the bc-plane with mobilities µb(h) = 1.28 · 10�7cm2/V · s and

µc(h) = 8.18 ·10�8cm2/V · s, several orders of magnitude lower than the electronic one.

The crystal motif of polymorph 2 is the one in the set able to reach the best compromise

between the packings of the two moieties and shows very large transport efficiencies for both

carriers (µa(e) = 2.16 ·10�1cm2/V · s and µc(h) = 2.84 ·10�1cm2/V · s). Optimal transport

occurs in orthogonal directions for holes and electrons, respectively along c and a. This

means that electrons move preferentially along the fullerene channels that are aligned along

a, while holes move preferentially within the plane so perpendicularly to the direction of the

herringbone structures (see Fig. 4.6).

Polymorph 3 instead, offers an example of another limiting case. Fullerenes are optimally
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packed and can transport electrons efficiently, reaching very large mobilities compared to the

standard of organic photovoltaics materials, the predicted value is as large as 1.34 cm2/V · s

in the a direction, while in the other two directions transport is absolutely negligible. Donor

moieties on the other hand have reduced orbital overlap, with the largest value of the transfer

integral being Ji j = 4.64 ·10�3 eV and largest hole mobilities in the order of 10�6cm2/V · s.

Polymorph 4 structure displays low transport efficiencies for both carriers. While also in

this case the stacking along a gives rise to channels of fullerenes for electron transport, the

larger distance compared to polymorph 1 and the configuration of the pairs with the closest

approach translate in a smaller electron mobility, µa(e) = 1.58 · 10�5cm2/V · s along the

direction of the fullerene stacking that is negligible in the other orthogonal directions. DPP

pairs in closest proximity have a shortest distance of 3.5 Å which is comparable to the one

found in polymorph 0 but the particular configuration of the exchanging pair makes the

orbital overlap sensibly smaller (Ji j = 3.56 · 10�4 eV) and results in very small mobilities

along all directions, the largest being µc(h) = 6.88 ·10�11cm2/V · s.

Polymorph µa(e) µb(e) µc(e) µa(h) µb(h) µc(h)

structure 0 1.00 ·10�6 4.99 ·10�4 1.17 ·10�11 4.86 ·10�4 4.80 ·10�11 2.84 ·10�7

structure 1 1.58 ·10�2 7.56 ·10�11 1.46 ·10�10 1.98 ·10�7 1.28 ·10�7 8.18 ·10�8

structure 2 2.16 ·10�1 2.15 ·10�11 1.11 ·10�4 3.80 ·10�7 7.04 ·10�10 2.84 ·10�1

structure 3 1.34 ·100 8.90 ·10�13 1.64 ·10�9 8.47 ·10�10 9.09 ·10�10 2.28 ·10�6

structure 4 1.58 ·10�5 3.08 ·10�11 4.51 ·10�11 5.68 ·10�11 1.72 ·10�10 6.88 ·10�11

Table 4.4 – Electron and hole mobilities along all crystal axes a, b and c for the polymorphs discussed.

All reported values are in cm2/V · s and are obtained using the B3LYP-D3 optimised structures.

The comparison carried out offers an overview of the consistently different behaviours that

polymorphs of a same (complex) molecule can have and more in general of the fundamental

role played by supramolecular organisation. Nonetheless, the main goal remains to prove the

effectiveness of computational approaches in complementing and interpreting experimental

data. Indeed, from the present analysis, DPP-Ful reveals a dominant crystalline form that

is thermodynamically favoured over the others. This is consistent with data reported in the

experimental reference87, suggesting the presence of “long-range ordering” in photoactive

layers made with this material. These results suggest that the computational approach im-
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plemented is able to effectively link the general microscopic features of the crystal form

observed in experiments providing a direct picture of the molecular packing responsible for

the large reported efficiency of DPP-Ful-based devices.

4.3.2 Amorphous phase

After the description of the most probable crystal structures that serve as indicators of the

possible local order emerging in thin films, the analysis of the amorphous phase is in or-

der. Amorphous configurations remain interesting for two main reasons. First, amorphous

regions may coexist with more ordered ones and contribute to the overall performance of

the device. Second, completely amorphous films are generally more convenient to produce

compared to polycrystalline or crystalline ones207. As already remarked, the opposite is true

in simulations, where the amorphous phase is more challenging to model compared to the

ordered one. In fact, the absence of long-range order makes it formally inaccurate to apply

PBC. This requires the production of a significant number of configurations with relatively

large amounts of molecules in order to have reliable estimates of the structural effects affect-

ing the mobility (no border effects). Following the approach described in the computational

details, configurations of 500 molecules in cells whose linear size is roughly 106 Å after

convergence of the volume were produced.

For all sufficiently close molecular pairs the transfer integrals and the associated rates were

computed. Naturally, this step of the calculation is more expensive in this case. In ordered

phases periodicity limits the number of possible pair configurations and only a small set

of rates repeated over the lattice is sufficient. Mobility estimates were computed for every

configuration extracted. Disordered systems are to a good extent isotropic, so different di-

rections of the applied electric field can be considered in order to collect some statistics on

mobility, results are reported in Table 4.3. Amorphous mobilities show a marked difference

between the two charge carriers. The reason can be deduced from the analysis of the pair

distribution functions g(r) for acceptor and donor moieties. The pair distribution function is

defined according to the following:

g(r) =
N(r)

4πr2ρideal
(4.3)

Where N(r) is the number of molecules with distance r from a given molecule and the de-
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nominator is the linear density of an ideal gas with the same total density ρideal of the cell.

Peaks and throughs of the distribution indicate deviations with respect to the ideal gas be-

haviour. They reveal how the geometry and chemical character of the material may introduce

some degree of order at supramolecular scale. g(r) has been calculated for both moieties

separately. For each moiety a point is chosen from which to compute distances according

to their respective characteristics. Fullerene moieties are symmetric enough for the centroid

to be a sensible choice while diketopyrrolopyrrole moieties have a more complex geometry.

For this reason, the relevant point selected is the centre of charge of the donor moiety in its

positively charged state. Pair distribution functions for both moieties are reported in the plot

in Fig. 4.9.

Complementing the discussion of Fig. 4.9 with data for the amorphous phase reported in

Table 4.3 gives us useful insight in the behaviour of DPP-Ful in disordered morphologies.

The first peak at around 7.5 Å in Fig. 4.9 is an indication that fullerenes tend to attract

each other and form small clusters with a rather efficient packing and high exchange rates

reaching 1011 s�1. The depletion zone following this first peak is a sign that the donor moi-

eties attached to the fullerenes have more hindrance and require a certain volume around the

cluster to be accommodated. This more or less regular alternation of clusters and regions

occupied by donor moieties causes the amorphous material to have a poor performance in

terms of electron transport as electrons are very unlikely to be able to move across neigh-

bouring clusters and hence remain trapped. The difficulty of donor moieties in assembling

due to the hindrance of aliphatic chains and their linear geometry results instead in a more

favourable morphology for hole transport. The structure is sufficiently intertwined and ho-

mogeneous to achieve non-negligible transport performances. Electronic couplings between

neighbouring molecules have an average magnitude of 10�3 eV (see Table 4.3) and the ho-

mogeneous structures allows an average transport rate of 1011 s�1. These structural fea-

tures are reflected in the values of mobilities. Thanks to conformational disorder, holes can

achieve mobilities of µam(h) = 2.29 · 10�6cm2/V · s on DPP moieties, a value significantly

larger than the estimated mobilities for polymorphs 1, 3 and 4 (see Table 4.3). Conversely,

due to the relative ease with which fullerene moieties are able to assemble, clusters severely

affect the electron transport efficiency of the amorphous medium with a very low value of

µ(e) = 2.32 · 10�9cm2/V · s, not comparable with any of the crystal polymorphs studied
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exhibiting, on average, far larger mobilities for electrons.
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Figure 4.9 – Radial pair distribution functions for the donor (red) and acceptor (blue) moieties of

DPP-Ful.

4.4 Conclusions

This investigation has allowed a molecular-level characterisation of the packing that may

likely be responsible for the transport properties of DPP-Ful active layers reported in ref.87.

The comparison of transport efficiencies for both carriers in the different polymorphs ex-

tracted enabled the definition of some general features that might be well applicable to other

dyads and hence prove useful in directing future experimental work. For example, func-

tionalisation with aliphatic chains to donor moieties has been shown to improve solubility

and processability of the material187;188;189;190 but it also makes more difficult for DPP moi-

eties to achieve efficient packing. Despite the possibility for these chains to promote order

at ambient temperature due to steric hindrance, the analysis of the predicted structures sug-

gests that they introduce stringent constraints to the packing of donor moieties, considerably

hindering the π-π stacking and hence transfer efficiencies between molecules.

At the same time, their presence on the diketopyrrolopyrrole unit seems to promote the inter-
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action with the fullerene moiety so as to enhance the relative insulation of donor and accep-

tor moieties by diminishing the π conjugation of the linker. Clearly, these effects might be

overestimated by the method used and in particular by the description of dispersion forces.

However, even assuming a substantial geometric change of aliphatic chains in the experi-

mental crystal structure their effect could remain important. Indeed, a modulation of their

length may very well lead to dyads with better stacking properties of donor moieties while

maintaining good stability of the crystal structure at ambient temperature and good solu-

bility. In addition, it has been found that in general fullerene moieties and donor moieties

do compete for optimal packing. This means that not all stable polymorphs have the same

efficiency in transporting holes or electrons unless an equilibrium is reached against these

mechanisms. This fact results crucially in a highly directional carrier transport that is not,

in general, a desirable feature for polycrystalline thin films, with many randomly oriented

ordered regions coexisting between which carriers should be able to cross as swiftly as possi-

ble. Moreover, holes and electrons in packings exhibiting high transport efficiencies tend to

be optimally conducted in directions orthogonal to each other. This is possibly due to the fact

that fullerenes are rather large molecules and, when stacked in columns determine orthogo-

nal planes with considerable spacing between them. Competing clustering of fullerene and

donor moieties emerges also in the amorphous phase, an indication that the typical hurdles

linked to fullerene-derivatives in bulk heterojunction blends are also transferred to molecular

heterojunctions. A number of these features can be extrapolated to a substantial degree to

the larger class of organic photovoltaics dyads. This demonstrates the validity of approaches

able to predict molecular level properties and more importantly, to complement it with in-

formation about packing at the supramolecular level. The latter task remains one of the most

delicate steps, in an ideal implementation an appropriate description including disorder and

effects of morphologies at higher scales, through some models at larger scale, would allow

more realistic predictions, fundamental in providing an even more accurate prediction of

photovoltaic performance.
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It is difficult to underestimate the role that computational protocols for materials discovery

are expected to play in the coming years10;129;208;209.

At present, the development of in silico protocols is at an early stage. Their use is still limited

to complementing the experimental endeavour rather than fully driving the search for new

compounds in the chemical space12. In order to get there, it is necessary to perform an

intermediate step in which the microscopic mechanisms governing the behaviour of organic

semiconductors are revealed. This is the context in which the current work has been set.

The protocol employed here is the combination of different methods aimed at the evaluation

of microscopic properties known to be predictive of photovoltaic efficiency. These methods

were developed to investigate time and length scales that are often below the typical ones

concerned with photovoltaic behaviour. Hence, the purpose of this work has been to ex-

trapolate the description of the system provided by these methods at scales larger than the

molecular one while retaining every relevant microscopic detail.

The absorption behaviour of a small-molecule donor has been investigated in chapter 3. The

simulation of the effects of the aggregated phase has allowed the identification of the solid

state structures responsible for the reported absorption spectrum. The protocol has success-

fully identified the role of self-organisation driven by dipolar interactions and has revealed

the presence of geometric features impacting the electronic structure that are very sensitive

to the environment. The microscopic picture reconstructed has been able to describe the

effects of the thermal treatment on the emergence of crystalline domains within the thin
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film. It has also clarified the manner in which different polymorphs compete within the solid

phase. Thanks to the emergence of some highly dominant variables governing the described

behaviour, it has been quite straightforward to extrapolate these findings to other molecu-

lar systems sharing the same characteristics. In addition, the evaluation of charge transport

properties has also served to elucidate how variable crystalline order impacts free carrier mo-

bilities and how the simultaneous presence of different structures affects the overall transport

efficiency.

Part of the same protocol has been applied to simulate the behaviour of the DPP-Ful dyad

in chapter 4. This material has been reported to reach a PCE of 2.2% in some experimen-

tal SMOSCs87. For DPP-Ful, the focus has been shifted on the relation between charge

transport and solid state packing. The goal has been to investigate the implications of poly-

morphism, a common aspect in organic solids131, on charge transport for active layers char-

acterised by the coexistence of multiple solid phase structures. Once again, the protocol

has been able to identify the most plausible microscopic picture associated with the ob-

served behaviour. The computational analysis has revealed general effects associated with

the presence of common functional groups. The interplay between molecular structure and

dispersion interactions, playing a key role in organic molecular assemblies, has been uncov-

ered. A competition between the packing mechanisms of D and A moieties has also emerged

that could be expected to be present in many other dyads with A moieties based on fullerene

derivatives.

The studies presented have proven the predictive power of the protocol based on the appli-

cation of fundamental methods, even when they are extrapolated at scales larger than the

molecular one. Being a part of this early-stage effort in development, both examples have

relied heavily on experimental observations. The protocol has successfully expanded the

comprehension of the behaviour of the systems analysed and the simulated data have pro-

vided a microscopic view that has allowed the explanation of the different observations under

a unified molecular picture.

These promising results will naturally prompt additional studies to assess the performance of

the same protocol on a larger set of systems that capture more fully the variety of conditions

relevant to organic photovoltaics. For instance, studies on the supramolecular organisation

at D/A interfaces could greatly aid the optimisation of heterojunctions. The same should
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be true for the interfaces between photoactive materials and the electrodes, or between the

buffer layers that are often present in organic solar devices.

In conclusion, research in organic semiconductors will benefit from the development of pro-

tocols210 similar to the one employed in this work. These protocols are essential to tackle

the complex phenomena211 produced by the collective behaviour of molecules, emerging in

organic solids. This effort is fundamental to the development of organic technologies that

are currently being investigated as possible answers to many global challenges such as the

optimisation of energy production and storage12;37. For what concerns organic solar cells,

this optimisation coincides with the synthesis of materials with large PCEs that are easier

and cheaper to fabricate212 to meet the increasing energy demand across the globe. The

deployment of these computational tools to look for better performing organic photovoltaic

compounds would also generate new data enabling a deeper understanding213 of the theory

behind this class of functional materials. Through an iterative process, this could lead to re-

fine the theoretical framework and ultimately to an automated identification of photovoltaic

candidates leading to a new generation of organic solar cells representing a more versatile

and effective alternative to silicon technologies.
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MOTS CLÉS

photovoltaïque organique, chimie théorique, chimie physique, théorie de la fonctionnelle de la densité

RÉSUMÉ

Il y a plusieurs façons de présenter le sujet du photovoltaïque organique. La plus courante est de le présenter dans le contexte de la
crise énergétique actuelle et de le proposer comme une des solutions parmi les plus prometteuses pour fournir des sources d’énergie
alternatives propres et bonne marché pour faciliter la transition écologique
Dans un même temps, la recherche sur les matériaux semi-conducteurs organiques pourrait bien être inscrit dans un plus large effort
scientifique qui vise à accroître nos connaissances et à affiner notre maîtrise des matériaux encore faiblement exploités.
Dans ce contexte, le développement des méthodes théoriques fiables pour l’étude de la structure électronique des matériaux, permet
aujourd’hui la description et la prédiction de plus en plus précise des propriétés moléculaires à petit échelle qui jouent un rôle très
important sur les propriétés macroscopiques des matériaux organiques, d’interêt pour pouvoir les améliorer et les exploiter.
La recherche au sujet des matériaux performants est alors en train de basculer vers un paradigme qui voit la possibilité concrète
d’intervenir sur la structure des molécules de synthèse pour obtenir des matériaux innovants dont la fonction a été choisie en avance.
Cet objectif est possible grâce à l’information microscopique que les données théoriques et les nouvelles techniques expérimentales
d’investigation, sont à l’heure actuelle, en mesure de fournir.
Toutefois, un obstacle très important surgit, qui touche en particulière les matériaux organiques: l’ampleur de l’espace chimique que ces
molécules occupent est tel que des stratégies pour l’explorer efficacement deviennent absolument nécessaires.
La capacité de surmonter cet obstacle pourrait se traduire, dans l’avenir, dans la possibilité de rendre nos applications technologiques
adaptées aux conditions et environnements les plus variés. D’innombrables domaines technologiques, de l’électronique à la médecine,
pourraient bénéficier de ce niveau de contrôle.
Dans le cas spécifique du photovoltaïque organique, la promesse est de délivrer des matériaux capables d’absorber la lumière dans des
conditions et sur des surfaces assez différentes et de pouvoir la transformer en électricité avec haut rendement.
Pour accomplir cela, il est essentiel de déployer des protocoles numériques qui combinent des techniques connues pour simuler et
prédire le plus précisément possible le comportement d’un matériau aux échelles les plus influentes. Ce travail de thèse se situe dans
ce contexte. Un protocole spécifique a été conçu pour l’étude des matériaux photovoltaïques à l’aide de la théorie de la fonctionnelle de
la densité, de la dynamique moléculaire et des méthodes Monte-Carlo.
Pour simuler le rendement photovoltaïque d’un matériau plusieurs propriétés sont étudiées, notamment celles concernant l’interaction
avec la lumière, comme l’absorption ou le transport de charge. Afin de pouvoir produire des simulations suffisamment proches de la
réalité, beaucoup d’efforts sont réalisés pour modéliser l’organisation moléculaire à ces échelles de taille qui peuvent influencer plus
lourdement les propriétés macroscopiques.
Ici, deux systèmes sont étudiés. Dans le chapitre trois, un matériau donneur pour lequel il a été observé un comportement en absorption
assez particulier et puis, dans le chapitre quatre, un assemblage moléculaire, dit dyade, qui combine une molécule de donneur et une
d’accepteur dans une architecture moléculaire adaptée pour la construction des cellules photovoltaïques dites à composant unique.
Ces études nous ont fourni une description microscopique précise, essentielle à la compréhension des mécanismes en jeu et à l’opti-
misation successive de matériaux photo-actifs. Le protocole de calcul mis au point s’est donc révélé comme un outil très efficace pour
aider à l’exploration de cet espace chimique qui recèle de nombreux matériaux aux propriétés inédites et innovantes.

ABSTRACT

In much of the literature about organic photovoltaics, the topic is framed within the current landscape of energy production and the
research on these materials is cited as a possible solution to the energy crisis looming ahead.
Despite being the most frequent, this is by no means the only perspective that can be offered. Indeed, the same research may also
be set within the larger perspective offered by the field of functional materials. These materials are usually exploited for their particular
responses to electrical, magnetic and chemical stimuli and are at the basis of many technologies fundamental to our society.
The prominent position of functional materials in modern science is due to the emergence of novel technological needs that such mate-
rials have been able to satisfy thanks to their peculiar properties. These properties have been rationalised and mastered by expanding
the theoretical description of the underlying physical mechanisms.
This theoretical body, combined with the growth and diffusion of computational capabilities has fostered a change in the scientific
paradigm underpinning the research effort. More and more, the predictive power of numerical approaches is exploited to lead the way in
the exploration of the immense chemical space. The ultimate promise is to achieve the purpose-driven design of compounds thanks to
which the molecular structure can be engineered before the actual synthesis to meet the demands dictated by a specific application.
To fulfil this role, computational approaches need to be able to simulate the solid state properties at the most relevant time and length
scales. If this can be accomplished then a reliable prediction of the performance can be achieved.
The current work deals with the development and application of one such protocol, for the particular case of organic photovoltaic semi-
conductors. Given the specific application, the properties targeted are light absorption and charge transport. Particular effort is put in the
simulation of local morphologies at scales above the molecular one to describe supramolecular organisation with sufficient resolution.
In this thesis, the protocol is applied to two molecular systems employed in solar devices. Both systems have been selected on the basis
of data suggesting that a detailed microscopic description of their behaviour could be highly informative about the aspects responsible
for their photovoltaic performance. In particular, chapter 3 details the investigation of a small-molecule donor that has been shown in the
literature to have a remarkable behaviour in absorption. While chapter 4 reports the study of a donor-acceptor dyad used as active layer
in single-component solar devices with relatively high conversion efficiency.
In both cases, the computational protocol has proven capable of providing a detailed microscopic description of the systems. The picture
drawn has allowed to clarify the plausible mechanisms behind the observations and to rationalise these behaviours in a broader and
more general theoretical framework.

KEYWORDS

theoretical chemistry, density functional theory, molecular dynamics, physical chemistry, organic photovol-
taics, organic solar cells
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