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Chapter 1 Context and Objective

1.1 Problematics in LPBF Processing

Additive manufacturing (AM), which is also known as 3D printing, becomes very important in
industry, and is applied in various fields, because of significant advantages, such as material savings,
customization and fast production for complex parts without additional cost [1]. There are
essentially two classes of AM manufacturing methods, which are direct metal deposition (powder or
wire) and powder bed fusion (PBF). Laser powder bed fusion (LPBF, or Selective laser melting
SLM, or laser beam melting LBM) is one of the mostly used PBF methods. As illustrated in Fig. 1- 1,
in SLM process, one or several lasers are used to melt and solidify the surface of a powder bed to
form solid tracks according to selective laser trajectories. Then the base plate goes downwards and a
new fresh powder layer is spread by a roller. The laser scans again to form a new solid layer added
to the part under construction. This process is repeated to complete the final part. The direction Z
along which the base plate moves will be called the building direction while (X, Y) defines the
transverse plane.

Fig. 1- 1 Schematic representation of LPBF process [2]

AM processes consist of rapid and successive fusion and solidification, developing thermal
gradients in the vicinity of the fusion zone and at the scale of the part being built. The important
thermal gradients generate thermal stresses possibly inducing hot cracks, which are consistently
found to propagate in an intergranular mode from microscopic point of view [3], as shown in Fig.
2(a). From a macroscopic point of view, residual stress is also associated with distortions:
deflections of the thin sections of constructed parts, or of support structures, may be significant and



2

have an impact on dimensional accuracy. When residual stress exceeds the tensile strength of the
printing material or substrate, defects, such as cracking in the part (shown in Fig. 2(b)), could occur
[4]. In addition, delamination may also occur, leading to cracks between layers (Fig. 2(c)) [5].
Delamination may happen as a result of the insufficient melting (lack of fusion) between successive
layers, or between successive tracks in a layer. Some cracks may be repaired through post-
processing , but delamination does have access to this reparability.

Fig. 1- 2 (a) Hot crack in Ni-based AM material along the build direction [3] (b) Cracks in as-built M2 HSS material by AM [4]
(c) Delamination in electron beam additive manufacturing of a stainless steel [5]

Considering AM processing, a huge group of parameters is needed to be optimized to avoid
those defects, which is composed of but not limited to laser power, layer thickness, scanning speed,
pre-heating… For small pieces of work piece, engineers can take the trial-and-error method in
workshop to find the optimized processing parameters. However, on big pieces of part, the
laboratory work will be time-and-finance costly. One alternative way is to take simulations of the
processing.

So far there are many studies on the simulation of the AM process, with the aim to predict the
thermo-mechanical response from simulation [6,7]. Generally speaking there are two kinds of
simulations. The first one focuses on the “mesoscopic” scale, which considers only one or several
track(s) of the scanning [8,9,10,11,12,13], and this mesoscopic approach focuses on the mechanisms
of heat transfer, energy consumption, local defects such as pores, intergranular hot cracking etc.
Another one is the “macroscopic” approach, which aims at predicting the defects such as residual
stress, distortion [14,15,16,17,18]. Some work in Cemef is shown in Fig. 1- 3, where:

 Chen et al. [11] developed a simulation for LPBF process for alumina. In their work, a level-
set based thermo-hydrodynamic model has been developed in the "mesoscopic" scale, using
a continuum approach for the powder bed. The melt pool profile, track shape and
temperature mapping as well as local stress can be predicted, the result of which enlightens
the possibility of the application for the metal alloys. See Fig. 1- 3 (a).
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Fig. 1- 3 (a): Temperature field at 9 ms of the third pass for an alternate scanning for mesoscopic model [11], and (b):
temperature field of the as-simulated turbine part in the macroscopic scale [16]

 Zhang et al. [16] have developed a part scale simulation. In their work, they also use the
level set function to track the interface between the constructed part and the non-exposed
powder, and the interface between the powder bed and gas zone. Dynamic adaptive local re-
meshing is employed. The approach is able to simulate parts with complex geometry. See
Fig. 1- 3 (b).

In fact, in order to construct the numerical simulation of the processing, three essential bricks
are fundamental, which are:

 The development of new and sophisticated numerical simulation packages for multi-pass
material and energy deposition [19]

 The development of criteria being able to predict the occurrence of defects, given local
thermomechanical and microstructural features provided by the afore-mentioned numerical
simulation [20], and

 The characterization of metal mechanical behavior on a large temperature range, especially
at very high temperature, up to fusion. Such constitutive equations are critical inputs to the
thermo-mechanical solvers of numerical simulation codes [21]

In all the three bricks, the mechanical constitutive model is a must. Considering the AM process,
the selected constitutive model should possess the following features.

1.2 Features of the Objective Rheological Law

1.2.1 Wide Temperature Range

As previously stated in last section, the powder is melted during the AM process, then the melt
pool is cooled down to certain temperature. During that heat routine, the material undergoes a severe
heating up and cooling down, in quite a wide temperature range [22,23]. In this range, the material
will present different states. When the temperature is higher than the liquidus the material is in total
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liquid status, with partial vaporization; when temperature is within the liquidus and the solidus the
material is in the mushy state; when the temperature is lower than the solidus, the material is in the
solid state. It is easy to see that for the microscopic approach and hot cracking, focus is on very high
temperature, while for predicting the defects associated with thermal cycling and for formation of
residual stress, focus is on a law covering a wide temperature range.

1.2.2 Low Strain Range during the Solidification Period in AM Process

In AM process, thermal, elastic and (visco)plastic deformation will happen. One can see that the
thermal strain is quite limited [24,25]. The elastic and viscoplastic strains are also found not big
from researches by Panwisawas C. and Yamada J. [26,27] when they considered solidification in
laser welding, which is close to the solidification in AM process. Even though it is difficult to
measure the plastic strain during solidification, it is possible to estimate the strain threshold for
cracking during the solidification by controlled tensile weldability test [28] or Trans-Varestraint
testing [29]. By whatever method, the strain can be deemed lower than 5%.

1.2.3 Varying Strain Rates

The strain rate during the AM process is also difficult to measure, but one can check the thermal
strain rate by cooling (or heating rate) to estimate the strain rate. In the liquid, mushy and solid
states the cooling rate is different given the same scanning strategy [30,31], while cooling rate at
solid state is the lowest among the three states. The typical cooling rate after solidification in AM
process is found lower than around 1x103°C∙s-1[30,32]. Considering the thermal expansion
coefficient of IN718 of value at ~15x10-6°C-1 [93~97], the maximum thermal strain rate can be found
around 0.015s-1. Thus, during the AM process the maximum strain rate can be estimated lower than
this value under condition of no external constraint on velocity. As cooling down continues, the
strain rate will also decrease. In one word, the strain rate is low and varying in the solid state.

1.2.4 Applicable to Cyclic Stress Condition

In AM process the material undergoes repeated heating and cooling [30]. The local material
undergoes compressive stress when the melt pool is around it while heating up, and it suffers tensile
stress when the energy source moves away following cooling down [33]. This effect can introduce
residual stress [34], and the cyclic tensile-compressive load will also introduce back stress, which is
linked with kinematic hardening.

1.2.5 Elastic-viscoplastic

Viscoplastic behavior is adopted for most of ductile metals when deformation happens from
moderate to high temperature [35]. For IN718, strain rate dependence is also found, whatever
wrought condition or as-built condition from AM [36,37,38]. In AM process, the material is heated
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and cooled down repeatedly, in which the strain rate varies. However, elastic-plastic models are
widely adopted in the literature so far, probably for simplicity reason [11~18].

1.2.6 Transverse Isotropy

In AM process within each layer, certain scanning strategy is used [39]. Generally speaking, a
rotation angle is selected between two layers to avoid anisotropy in three directions. However, there
is crystal preferred orientation. For FCC structured alloy IN718 the orientation is <001> along
building direction to form the columnar microstructure [23,40, 41]. The rotation between layers and
the crystal preferred orientation brings the access to transverse isotropy, whose symmetric axis
along the building direction. The Young’s modulus along the building direction is then found close
to the Young’s modulus of a single crystal along the <001> direction for IN718. whose value
Young’s modulus along the building direction is the smallest [42,43,44]. But for the initial yield
strength, some researchers found the value in the transverse direction is higher [43,44,45], while
some found the one along building direction is higher [42] after post heat treatments.

1.2.7 As-Built Condition

In order to predict potential defects during the AM process, the constitutive law is supposed to
work at the material state of being-manufactured. However, there is no access to such a state to test.
Thus, the as-built condition will be used because it is closest to the being-manufactured state with
accessibility.

In order to identify a rheological law with those 7 features, experimental tests, simulation tools
and optimization trials are necessary. All the three parts constitute the basic frame of this work. In
this work, LPBF samples with various building directions (provided by Safran) are tested on a
home-developed machine. The elasticity model is isotropy based with adapted factor corresponding
to the building directions. The viscoplastic model is anisotropic with an associated law based on the
Hill48 criterion. The studied temperature range is from 800°C to 1100°C.

1.3 Structure of the Manuscript

In the present chapter, the problematic in AM process and the expected features of the
rheological law.

In Chapter 2, the experimental device is introduced, together with the routine for the tests.

In Chapter 3, the numerical implementation is detailed, including the way to link experimental
data to boundary conditions in numerical work.

In Chapter 4, the optimization with von Mises hypothesis on the as-built samples is presented,
accompanied with expressions of cost function.
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In Chapter 5, anisotropy of the as-built samples is studied on the hypothesis of Hill48, with
more complicated cost function.

In Chapter 6, an overall conclusion of this work is collected, and expects are also given, and
finally

In Appendices, lots of tips are given. Some of them are equally important as in the main text,
but for the sake of a concise manuscript structure they are organized in the last part.

1.4 Appeals

Safran is developing parts and components fabricated by AM process. In 2017 this company
published its power unit: a turbine nozzle of nickel-based material [46]. During the AM process,
distortion is simulated [47], and a reasonable constitutive model is preferable from side of enterprise.

China Scholarship Council (CSC) is an organization offering funds for Chinese to study abroad
and foreigners to study in China. It was searching a research position in the domain of
characterization of rheological law by inverse method. The two appeals produced this project.
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Chapter 2 Experimental Part

Résumé

Une machine développée à la maison pour tester le comportement thermomécanique est
brièvement présentée. Les manières de concevoir la géométrie de l'éprouvette, de contrôler la
température et la vitesse de l'objectif sont indiquées. Une caméra infrarouge est utilisée pour
mesurer le champ de température, et la technique DIC est adoptée pour enregistrer le champ de
déplacement à température élevée (avec une méthode sans contact dans la littérature). Une
procédure expérimentale typique est donnée, suivie de la démonstration d'un test expérimental.

Chapter Introduction

The objective of this project is to optimize the parameters of rheological models of metal at high
temperature during deformation, thus it can be easily inferred that temperature, displacement field
and load are essential data to be precisely measured. In addition, there are some difficulties to
overcome during the tests, such as how to maintain the temperature at a required value at a selected
position, how to calibrate the measured temperature field, and how to measure the displacement
field in intense thermal radiation conditions.

In order to overcome those difficulties a lot of preparation was done, partly by the technical
support team of the lab. They are to determine the sample shape via simulation, to control
temperature via Proportional–Integral–Derivative (PID) algorithm with certain feedback signal
(thermocouple or bichromatic pyrometer), to measure displacement field in wide temperature range
with different lighting methods… All these items will be mainly discussed in the present chapter,
while some details will be embedded in appendices. At the end of the chapter, a typical testing
processing will be given.

2.1 Description of Home-developed Machine

All tests were carried out with a machine developed in the laboratory and named Dedimet
(abbreviation for "déformation et dilatation des métaux", in French). Dedimet, see Fig. 2- 1, is based
on an Adamel electromechanical 30kN tensile test machine housing, with addition of a chamber
with selectable atmosphere (air, nitrogen, argon), the pressure of which can be reduced to a few
mbar at the lowest by using a dry scroll vacuum pump (Leybold SCROLLVAC SC5D). The
mechanical solicitation of the material sample results from the vertical motion of the lower beam of
the machine with a controlled velocity (minimum 0.011mm·s-1).
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Inside the chamber is the force sensor (HBM – 1-U10M/25kN) which is connected to the fixed
upper beam of the machine. Other measuring instruments are located outside the chamber and
proceed through two lateral windows allowing an optical access to the mounted sample. On one side
are installed a bichromatic infra-red (IR) pyrometer (Marathon series MR1STM, Thermalert®, USA)
providing temperature spot measurement with a diameter approaching the width of the specimen,
and a bichromatic IR camera (Q-Pyrocam, IMS-Chips, Germany) providing a field measurement
covering the whole working zone. These two measures are operated through a sapphire window
which is transparent to IR radiation. On the other side are installed two high-speed cameras (Point
Grey Research Inc, Canada) providing – through a standard glass window – field images of the
working zone to serve as raw data for displacement field measurement by DIC analysis (VIC-3D
system, by Correlated Solutions Inc, USA).

Fig. 2- 1 Dedimet profile: a) Outside of Dedimet and, b) Inside of chamber on Dedimet

Table 1 presents the basic parameters of the Dedimet machine.
Table 1 Hardware capacities of Dedimet machine

Items Ranges Remarks

Vacuum 1 – 10mbar 1 at RT, 10 at 1200°C

Heating source 400A, 3.8kW Direct current

Bichromatic IR camera 600 to 1900°C 640×480 pixels
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Bichromatic Pyrometer 620 to 1400°C

Servo motor ≥0.011mm·s-1 Transformed beam velocity

Force sensor up to 25kN

Note: RT short for room temperature

2.2 Specimen Design

The sample geometry was designed by simulation via an electrical-thermal solver in commercial
FEM software FORGE® which was originally developed in Cemef. The governing equations for
resistive heating are introduced first, followed by the design objective and optimization result.

2.2.1 Reminder on Resistive Heating: Governing Equations

The electrical current density vector � can be written as:

� = ��� =− ���� (2- 1)

where �� is the electrical conductivity with unit S∙m-1, � is the electric field with unit V∙m-1, and �
is the electric potential with unit V. The interaction between circulating electrons and atoms results
in heat dissipation. The dissipated power per volume �� is:

�� = � ∙ � = ��� ∙ � = �� � 2 = �� �� 2 (2- 2)

The Fourier’s law for heat conduction is expressed as:

� =− ���� (2- 3)

where � is the local heat flux density with unit of W∙m-2, �� is the thermal conductivity of the
material with unit of W∙m-1∙K-1. The change of internal energy per unit volume, �� is proportional
to the change of the temperature:

�� = ����� (2- 4)

where �� is the heat capacity at constant pressure with unit of J∙K-1∙kg-1. Using the principle of
conservation of electrical charge to the eq. 2- 1, and conservation law of energy in which Joule
effect behaves as the internal heat source:
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� ∙ ���� = 0

���
��
��
− � ∙ ���� = �� �� 2

(2- 5)

Eq. 2- 5 indicates that volumetric heat source (�� �� 2 ) affects the local temperature, through
the heat capacity �� and heat diffusion.

The two conservation equations above are submitted to boundary conditions.

The electrical boundary conditions include all exchanges between air and surface of the sample
where the electric flux is zero, in this case ���� = �. For the exchange between the samples and the
tools, a Neumann condition is imposed on the surface which is in contact with the cathode. In
addition, a Dirichlet condition is imposed on the other side, on the surface in contact with the anode.
These conditions can be expressed as follows:

���� ∙ � = −� ∙ � = ���� �� ���ℎ���

� = 0 �� �����
(2- 6)

where � is the outward unit normal vector. The first limit condition corresponds to the application of
an electric current density ����. The value of ���� can be automatically regulated by a control loop in
PID.

The heat flux � (W∙m-2) emitted from any point of the surface is expressed by:

� =− ����·� (2- 7)

where � is the outward unit normal vector. It can be decomposed in two parts: convection and gray
body radiation:

� =− ����·� = ℎ� � − ���� + �����(�4 − ����4) (2- 8)

where ℎ� is the convective heat transfer coefficient with unit of W∙m-2∙K-1, �� is the relative
emissivity, ��� is the Stefan-Boltzmann constant (equal to 5.67×10-8W∙m-2∙K-4), ���� is the
environment temperature with unit of �.

2.2.2 Sample Shape and Geometry Optimization

Generally speaking, there are two widely used shapes for tensile tests, which are the round bar
specimen (the preferred default shape) and the flat parallelepipedal specimen (also called “dog-
bone” shape). Theoretically, either shape can be selected. However, considering the to-be-measured
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information, we would rather choose the flat form, because in this case an IR camera can be easily
adjusted so that its axis is normally facing the sample surface, which makes the temperature field
measurement more reliable. Besides, the thickness of the flat sample is small, which makes a
hypothesis of uniform temperature along the thickness reasonable. And the displacement field of a
flat sample is prone to be measured.

Once the basic shape of the sample is decided, it is necessary to optimize its geometry. The
geometry of the sample concerns with the machine space limitations, fixtures and electric contact,
and especially the temperature field. Due to resistive heating, the temperature field shows a
maximum in the central part of the specimen. A compromise should be found then between two
objectives that seem paradoxical:

• Firstly, the temperature in the regions close to the end of the specimen and the grip system
should be moderate, in order to minimize the heat transmitted to the machine by diffusion
through the mechanical chain, and especially minimize the temperature of the grips during
tests and protect the force sensor from high temperature.

• Secondly, it would be desirable to have a central zone with a rather uniform temperature,
close to the maximum. In other words, a central plateau-like profile would be better than a
marked peak. As this hottest part of the specimen will act as a weak mechanical link, this
central plateau-like profile would avoid an excessive strain concentration that would lead to
a severe and early necking during loading.

Consequently, a good design should consist of a flat specimen that would be more massive
when approaching the two ends. By increasing the transverse section, the electric resistance is
decreased, so the temperature decreases associated with the Joule effect. That should help meet the
temperature requirement. Also, without special consideration for fabrication by additive
manufacturing, we should keep in mind the issue of the global machining of the specimen, which
should remain easy. In total, a design like the one illustrated in Fig. 2- 2 (a) should be appropriate.

The sample is 140mm long in total and is divided into three parts: the heads, the shoulders and
the working zone. The working zone has a length of 60mm and a width of 8mm, the shoulders have
a length of 20mm and a width of 12mm, and the heads are 20mm long and 20mm wide. The width is
designed like this so that the sample can be exactly put in the fixture with little clearance as shown
in Fig. 2- 2 (b), and the reinforced width of 12mm also reduces the electrical resistance within this
shoulder domain. As regards the design optimization with respect to the temperature profile, that
was studied by Y. ZHANG [48] prior to the beginning of the present work, using numerical
simulation, as reported hereafter.
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Fig. 2- 2 (a): Geometry of the sample with name of 4-4-2, (b): Isolation and fixture mechanism

In order to meet the requirements, three sample designs were selected, with almost the same
geometry: the dimensions indicated in black in Fig. 2- 2 (a) remain, but the red ones, i.e., the
thickness of the different regions, are different. From ends to middle, there are three sets of
thickness, i.e., 4-4-2, 4-2-2 and 2-2-2. Then FORGE® equipped with thermal-electrical solver was
used to solve concurrently the electrical and the thermal problem, in order to simulate the evolution
of the temperature map in the specimen during heating and stay at high temperature. The following
conditions were considered:

• Material: In718
• Sample shapes: 4-4-2, 4-2-2 and 2-2-2
• Heating route: 25 to 1200°C linearly within 50s; maintain at 1200°C for 40s
• Temperature control point: center point of the samples
• Initial temperature: tools (grip system): 25°C, specimen 25°C
• Ambient temperature 25°C
• Convective-radiative heat transfer between the specimen surface and ambient environment
• Sliding contact between the specimen and the tools

Fig. 2- 3 shows the results at the end of heating (a: at 50s) and at the end of simulation (b: 90s).
The 4-4-2 geometry meets the objective, with an end temperature relatively low, and a central part
with a kind of plateau. As expected, the 2-2-2 type suffers from high temperatures at the ends, due to
a two weak thickness in these regions. The 4-2-2 type appears as a good candidate, with a longer
central plateau than the 4-4-2. However, it was finally chosen to favor the geometry minimizing
temperature at ends. So, finally the 4-4-2 type was retained as the sample geometry. There is a little
difference between the geometry in Fig. 2- 2 (a) and the one in the reference [48] at the chamfer
position, which was optimized during this work.
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It should be mentioned that there is a slight asymmetry at the two heads, which is induced by the
different potential gradients of the two heads, ��. The value of �� is zero in the anode head as
indicated by the boundary condition (Eq. 2- 6).

Fig. 2- 3 Axial temperature profile in samples of different thickness, (a) at 50s, and (b) at 90s

2.3 Temperature Signal, Control and Calibration

Three types of temperature signal can be accessed on Dedimet machine, which are provided by
either a welded thermocouple for a point, the bichromatic pyrometer for a narrow field, or the
bichromatic infrared camera for a full field. One of the three signals can be used for the temperature
control by PID algorithm, and PID parameters should be carefully selected for a robust control.

2.3.1 Temperature Signals/Measurements

Depending on the technique, temperature signal from a certain technique is the electrical
potential or a photocurrent, and it should be transformed to temperature value in unit of Kelvin or
Celsius for measurement. The different techniques are presented and commented in the following
three sections.

2.3.1.1 Thermocouple

Two types of thermocouples can be used in the machine, which are K type or R/S type.

 K type. Positive wire: chromel (Ni90wt%-Cr10%), negative wire: alumel (Ni95wt%, Mn2%,
Al2%, Si1%). The measuring range is -270 to 1260°C with precision of ±2.2°C or ±0.75%
(whichever is greater) [49]. Maximum continuous temperature measurement should not
exceed 1100°C.

 R and S types are made of Pt-Rh13wt%/Pt, and Pt-Rh10wt%/Pt, respectively. The
measuring range is -50 to 1480°C with precision of ±1.5°C or ±0.25% (whichever is greater).
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Their resistance to oxidation is better than for K type. Their cost is significantly higher
(~2500 times of K type).

The thermocouples should be welded onto the sample surface to precisely measure the
temperature of the sample. From test to test, the welded part of the thermocouple should be removed
to make sure the measurement is reliable. Thus, the thermocouples presently used in our work are K
type, essentially for economic reasons, as they are much cheaper.

K type thermocouples are welded onto test samples by electric discharge method before
mounted on the machine. This operation is quite delicate, because of the very thin diameter of the
wires (about 0.3mm). Thermocouple works on the thermoelectric effect, and it can be immediately
imagined that when the thermocouple is welded on the sample which is heated by Joule effect, the
electrical potential on the sample caused by the imposed current could have an influence on the
measurement of the thermocouple. Thus, thermocouple response by imposing an instant current into
the sample must be checked before the test. Appendix A. 1 presents how a thermocouple should be
welded.

2.3.1.2 Bichromatic Pyrometer

A bichromatic pyrometer (BP) uses two wave lengths of infrared light (this is why it is called
“bichromatic”) to offer a non-contact measurement of temperature. Let us have a short review of
how a BP works. First, according to Planck’s law, the spectral radiance of the black body, for a
wavelength � and at temperature T, is defined by:

��0 � = 2ℎ��2

�5
1

�
ℎ��
����−1

(2- 9)

This quantity is the flux of emitted power per unit surface (W·m-2), per wavelength interval (m-

1), and per unit of solid angle (sr-1): its unit is W·m-3·sr-1. ℎ� is the Planck’s constant, � is the light
speed, and �� is the Boltzmann’s constant. From the literature, ℎ� is 6.626×10-34kg·m2·s-1 or J·s, ��
is 1.381×10-23kg·m2·s-2·K-1 or J·K-1.

When ℎ�� ≫ ���� ,
1

�
ℎ��
����−1

→ �−
ℎ��
���� . This approximation holds as soon as � ≪ ℎ��

���
. Eq. 2- 9

then becomes:

��0 � = 2ℎ��2

�5
�−

ℎ��
���� (2- 10)

This approximation is called Wien approximation. Typical wavelength of infrared camera is in
range of about 0.75μm and 14μm, and for bichromatic objective short wave length in range of 0.75
and 1.1μm is widely used[50,51,52]. For the temperature range of 600 and 1400°C and wavelength
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range of 0.75 and 1.1μm, the minimum value of �
ℎ��
���� is bigger than 2490, which is much bigger than

1.

If now we consider a real body (non-black), characterized by its spectral emissivity �� = �(�) ,
the expression of its spectral radiance is now:

�� � = ��
2ℎ��2

�5
�−

ℎ��
���� (2- 11)

For a given installation of the BP with respect to the specimen, the energy received by the
phototube, which is changed to the electrical energy, is proportional to this spectral radiance. Thus,
given two selected wave lengths �1 and �2 at any temperature �:

��1 � = ��1
2ℎ��2

�15
�−

ℎ��
���1� (2- 12)

��2 � = ��2
2ℎ��2

�2
5 �−

ℎ��
���2� (2- 13)

Taking the ratio of the left and right members of the two expressions, separately, we get:

��1 �
��2 �
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(2- 14)

Taking the logarithm form, we will finally get:

� = ℎ��(�1−�2)
���1�2

1

ln
��1 �

��2 �

��2
��1

�1
�2

5 (2- 15)

It is then possible to deduce the temperature directly from the ratio of the radiances (and
therefore from the ratio of energetic quantities directly proportional to them), provided that the
emissivity ratio

��2
��1

is known. Using different but close wavelengths, it is generally admitted [53] that

this ratio can be taken as the unity (hypothesis of same spectral emissivity for the two wavelengths
used). As a matter of fact, the approximation of the emissivity ratio to unity may also motivate or
justify possible calibration or correction procedures. Anyway, this explains why temperature
measurement by BP is not emissivity-dependent (Notice: the expression of Eq. 2- 15 is based on
only unit surface and unit solid angle for a simplified explanation. In reality radiances of two
wavelength bands are used rather than just two exact wavelengths, see [52]). This is a clear
advantage of this technique, as quite often the emissivity is not precisely known. Note that this is the
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case for our application, especially because samples undergo some surface oxidation during testing
at high temperature, which may change their emissivity during testing.

Dedimet is equipped with a BP (Thermalert® Marathon series MR1STM) working from 630 to
1400°C with two near infrared wavelengths taken in the intervals 0.75 – 1.1μm and 0.95 – 1.1μm
[50]. The BP is mounted outside the chamber, facing one of the wide faces of the sample through a
sapphire glass window, whose transmission is over 80% for wavelengths between 0.3 and 5μm.

Fig. 2- 4 (a) Field of view of the BP compared with sample configuration, and (b) Electrical circuit for transforming electrical
current signal to voltage signal of B.P.

Based on the overall spatial setup of the Dedimet machine, the “best” or the “minimum” field of
BP view is still larger than the width of the sample, as shown by the circle in Fig. 2- 4 (a). A
pyrometer with single color cannot measure the temperature in this case because it needs to detect
the average radiation value within the whole field of view. However, with the merits of
measurement of bichromatic pyrometer, we can still measure the temperature of the sample even if
the measurement area is not filled by the target objective [,52,50].

The output of a pointwise BP is a current which is linearly dependent on the temperature of the
sample. Given unchanged emissivity ratio of the two wavelength bands, the output current is linear
to the temperature. There is an electrical resistance connected in series in the circuit, as shown in Fig.
2- 4 (b), where the phototube can be deemed as the electrical current source, and the electrical
potential will be also linearly linked to the temperature, so that it can be used as control signal.
Certain coefficients should be identified then, to convert the potential to temperature, and their
values can be different, according to the target material, surface aspect, view angle… The
calibration procedure can be found in Appendix A. 8.1
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2.3.1.3 Bichromatic Infrared Camera

The IMS-HDRC®-Q-PyroCam bichromatic IR camera was used, and this camera can officially
measure temperature from 600 to 1900°C (in fact from about 750°C the measurement becomes
precise based on the default factory system calibration based on our test), and it can also use visible
light as signal for positioning. The visible light signal is used to link pixels with millimeters, see
Appendix A. 9. This camera has a vision field of 640×480 pixels resolution. Each pixel can be
deemed as a tiny BP. Accordingly, no emissivity knowledge is required.

The temperature values from the camera are arranged in a numerical array shaped as […,
(pixel_ID, T_value), …] which can be accessed by an interface of dynamic-link library. However,
this development potential remains untouched during this research work.

Provided some calibration is done adequately (see just hereafter in Section 2.3.3) the infrared
camera gives access to the surface temperature field. In the present context of thin samples, it can be
shown (see details in Appendix A. 6) that the temperature difference between the central core and
the surface is quite limited. It can be estimated to of 3 to 4°C at 1000°C. Hence, as the field of view
of our IR field measurement covers the whole surface of the working zone, it offers a good
knowledge of the overall temperature distribution in the volume of the sample possibly affected by
deformation.

2.3.2 Temperature Control

2.3.2.1 PID and Parameter Selection

The sample is heated up by Joule effect, thus it is very convenient to control the temperature by
adjusting the imposed electrical current. The PID algorithm preset in Labview is expressed by [54]:

� � = ��� � + �� 0
� � � ��� + ��

��(�)
��

(2- 16)

where � � is the current to be imposed in the sample at instant �, namely the control output, � � =
����(�) − ����(�) is the temperature bias between the set (objective) temperature ����(�) and the
measured temperature ����(�) , and ��, �� ��� �� are the associated constants for proportional,
integral and derivative terms, respectively, to be adjusted in the PID algorithm. The derivative
response is sensitive to the noise of the signal. One considers this derivative part when the system
undergoes rapid control loop. If the control loop rate is too small (at which case the noise becomes
relevant), the derivative response could lead the control system to an unstable state [55]. In our case,
even though during heating-up period the temperature rate is big, the temperature remains almost
constant at the control point all through the loading-relaxation period of the test. In other words, the
temperature at the control point has an increasing speed of zero, thus, there is no need to consider
the derivative part of the PID algorithm because what we do care is the load-relaxation period.
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Before studying a new alloy, or rather a new alloy family, or/and a new sample geometry, an
appropriate set of PID parameters should be found so that the temperature can be precisely and
robustly controlled. A good set of PID parameters should have the following characteristics: when
the control input signal ����(�) by feedback sensor deviates from the set value ����(�), the control
output signal � � should be adjusted so that the deviation can be reduced quickly, but without
generating an opposite deviation (overshoot or undershoot).

In this project there are at least two successive loading-relaxation sequences in each experiment
(refer to section 2.6). It can be inferred that when the loading is taken, the sample becomes
thinner in its central part, making in this region the electrical resistance per length larger. The Joule
heat source will tend to increase if the electrical intensity is maintained, resulting in a temperature
increase in the central position. Therefore, we need to find a set of PID parameters to ensure that the
temperature is always close to the set value whatever the deformation of the sample.

Fig. 2- 5 shows the temperature response during loading and relaxation. It shows that the
parameters are appropriate.

Fig. 2- 5 PID temperature control during three successive loading and relaxation sequences. Two sets of PID parameters are
tested: (a) �� = �. ��, �� = �. �, and (b) �� = �, �� = ���. Red curves present the force evolution, blue curves show the

temperature difference with respect to the set value (here 900°C).

For (a) �� = 0.45, and �� = 6.7, it can be observed that during loading the temperature tends to
increase, and during relaxation the temperature tends to decrease. Such trends are expected from the
explanations given above regarding the variation of the local resistance in the central region. The
control algorithm only limits the deviation, but it does not really succeed to maintain it around zero.
It is to be noted however that the amplitude of the two phenomena is similar, with an error reaching
here ~1.8°C.

For (b) �� = 1 , and �� = 100 , the temperature is adjusted in a more dynamic way thanks to
higher �� and �� parameter values. During loading-relaxation step the temperature bias is restrained
smaller than 0.6°C. This set of parameters appears to be better than the previous one.
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2.3.2.2 Selection of Signal for Temperature Control

From the above introduction of the various techniques, the following conclusion can be drawn
regarding temperature control; that is the choice of the signal to be provided to the control procedure
responsible for respecting a certain thermal history �(�):

• From room temperature to about 1150°C, K type thermocouple is used.
• When testing temperature is higher than 1150°C, or when K type thermocouple cannot

be used (when temperature is higher than 940°C for Ti alloy, for example [56]) BP
should be used.

Whatever the contact way (TC) or non-contact way (BP) is chosen, only one signal channel will
be used for temperature control. At each moment, the temperature of the sample at a selected
position will be controlled either by thermocouple signal or by BP signal. In our case, the central
position, which shows the highest temperature, is selected as the control position. In case of
thermocouple control, it will be welded, on the small lateral surface at mid-height of the work zone.
In case of BP control, the BP target zone will be initially centered on the wide face of the sample at
mid-height. Note that the BP remains fixed, but during a test the target zone will slightly deviate
from the current mid-height location. This is not a problem, considering the small displacements and
the reasonable uniformity of the temperature profile close to the center.

2.3.3 Calibration of Temperature Field from IR Camera

The as-received temperature field should be calibrated. The assumption is adopted that the
temperature measured by K type thermocouple is the reference one. The main idea of the calibration
is that temperature values at selected positions extracted from the infrared camera record should
become close to the values at the equivalent positions measured by thermocouples. The calibration
method is based on a least square smoothing and is detailed below.

Five testing positions were selected along the wide face of the working zone of the specimen,
with a 10mm interval along length direction between them, as shown in Fig. 2- 6 (a). Thermocouples,
labeled K1 (top) to K5 (bottom), were welded at these positions. K3 at the central position was
selected as the PID control signal for heating the specimen by Joule effect. Heating was processed
by successive increasing temperatures: each time a new aimed temperature was reached, a control
plateau was respected to wait for the establishment of a steady state regime in the sample, as
illustrated in Fig. 2- 6 (c). The measured temperature provided by each of the five thermocouples
was then recorded at mid time of the plateau. Concurrently, the temperature field was also recorded
by the bichromatic IR camera on the opposite wide side of the sample. As shown in Fig. 2- 6 (b),
five square zones of 9×9 pixels (~1.7mm2) were selected in the temperature field. They are labeled
R1 to R5 and have their centers in the same positions as the thermocouples. For comparison purpose,
the output IR value was the average value in each square. The comparison was done on a
temperature range from 800°C to 1200°C, with 25°C increments, because the IR camera is suited for
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temperature higher than 750°C (see Section 2.3.1.3), and the maximum measuring temperature of K
type thermocouples is about 1200°C, for a short duration.

Fig. 2- 6 Setup for temperature comparison: a) Positions where thermocouples were welded, b) Square zones where averaged
data were extracted from IR bichromatic field measurement, and c) Temperature evolution at thermocouples.

It can be seen in Fig. 2- 6 (c) that – as often in Dedimet tests – the parabolic-like temperature
profile somewhat deviates toward the top half of the specimen, showing a maximum temperature
above the mid-height of the working zone: temperatures at K2 and K3 are almost identical, higher
than K4, with K1 higher than K5. It is worth noticing that this calibration is taken under air pressure
of 1 bar, which introduces convection making the highest temperature position not at the central
position of K3, but upper than it. This is also the reason for which K2 and K3 values are so close,
and K1 is higher than K5.

Fig. 2- 7 shows the plot of ��� (IR measure) vs ��� (TC measure) for the five positions, and on
the entire temperature range. The following observations can be achieved:

 ��� is systematically higher than ���. The line labeled R(i) is the line with slope equal to one,
indicating an ideal correspondence between IR and TC measures. For each temperature level
the value measured by thermocouple is lower than that by IR camera.

 The overall trend of the plot between ��� and ��� is a straight-line shape, which indicates a
linear relation.
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Fig. 2- 7 Comparison between IR measurement and thermocouple measurement for each of the five testing locations.

With a linear relation assumption, given ��� , the thermocouple measure ��� can be approached
by the following linear expression:

�� = � ∙ ��� + � (2- 17)

Parameters � and � can be identified by minimizing the following argument, with a least squares
approach:

arg��� � = �=1
5

�=1
� ���,�−���

�,�

���
�,�

2
�� (2- 18)

where � stands for the sampling position, and � indicates the measured temperature level.

This optimization problem can be easily solved and returns the following values:

� = 0.939

� = 1.8ᵒC

Considering the measuring precision of thermocouple, it can be even simplified as

� = 0.939
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� = 0

With this simplification for each real test, it is possible to calibrate the temperature with
temperature at only one position, and the � parameters in all tests are close to 0.93.

2.4 Displacement Measurement

There are basically two kinds of methods to measure the displacement field, which are
interferometric and non-interferometric techniques [57]. Digital image correlation (DIC) belongs to
the non-interferometric category. In this section the DIC background is firstly introduced, and then
the way to measure the displacement field by DIC in this project is presented.

2.4.1 Introduction to DIC measurement

A brief introduction of DIC-2D is given here [58]. Let’s remind first that the basic idea of the
DIC method is to track the displacement of local material patches at the surface of the specimen.
Such speckle is attached on material surface by gridded-paper adhesion or paint spray or other
methods. When light (usually exterior light) illuminates this speckle, contrast is returned in
reflection light, which is mostly expressed by grey level. In other words, any point in the speckle has
coordinates in the DIC reference frame and a gray value at its position. This provides to record a
series of gray value field that evolves with time. The DIC algorithm is working on these grey fields.

Fig. 2- 8 gives a schematic diagram explaining how DIC works. Initially a reference point ��� is
selected in a tiny zone of Ω� , and any other point in this Ω� is assigned as ��� . For convenience, the
Ω� called subset is selected as a (2� + 1) ∙ (2� + 1) square, where � is an integer, and ��� is
assigned at the center position of this subset. After deformation, the reference point goes to ���+1 ,
and ��� goes to ���+1, i.e.:

���+1 = ��� +�� (2- 19)
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���+1 = ��� + ��

(2- 20)

Fig. 2- 8 Schematic diagram of DIC theory

where �� = ���, ��� . Take the first order derivative of Eq. 2- 19 (could be second order or even
higher based on requirement):

����+1 = � + ∇�� ���� (2- 21)

The ����+1 and ���� correspond to the vectors from ���+1 to ���+1 (���+1 ) and ��� to ��� (��� ),
respectively, i.e.:
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Re-organize this equation to get:
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(2- 23)
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So the guessed coordinates ���+1, ���+1 of any point �� at time step � + 1 can be expressed by 4
known coordinates (���, ���, ��� , ���) at time step � , together with 6 unknowns � =

���, ���,
����
���

, ����
���

,
����
���

,
����
���

�
.

With Eq. 2- 23 a deformed zone Ω�+1 can be guessed. Any point ��� in Ω� has a grey value
�(���, ���), i.e. the grey value distribution on Ω�: given the coordinates (���, ���) the grey value �(���, ���)
is known from DIC camera records. Correspondingly the point ���+1(���+1, ���+1) in the guessed Ω�+1

has a grey value �(���+1, ���+1) from DIC records, i.e. the grey value distribution on the guessed Ω�+1.
Based on the primary hypothesis of DIC:

• Throughout the entire measurement the relative grey value of each point on the surface of the
sample varies little in order to trace it.

• The point dispersion in the speckle is random so that each reference zone is unique.

A correlation function can be defined. It has a lot of possible expressions, and one of them (for
example) is the zero-mean normalized sum of squared differences (ZNSSD), as follows:
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where �� = 1
(2�+1)2 ��

�=−�
��
�=+�
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�=+� �(���, ���)�� is the average grey value in the Ω� ; �� =
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��
t=+� �(���, ��t)�� is the average grey value in the Ω�+1 . By minimization of � � we

can finally find �, in which we can obtain the displacement and deformation information. That is the
mathematical background of DIC. With the help of DIC we can measure the displacement field. It is
at once inferred that the local velocity field can be calculated as long as the displacement field is
obtained. It must be mentioned that there are also others ways to calculate the displacement field and
deformation field, which is quite beyond the objective of introduction here.Generally speaking,
when a 2D displacement is measured, in order to decrease the measuring error, it is necessary to
make sure that the sensor (CMOS or CCD matrix) plane is parallel to the plane of the sample
surface, which is quite difficult to meet [59]. In our project two cameras are used, which allows
measuring the displacement in 3D. Thus, it is possible to measure the 2D displacement even in
presence of a certain non-parallelism between planes.

2.4.2 Camera positioning

The positioning/support of the two DIC cameras is integrated to the Dedimet machine, as shown
in Fig. 2- 1 (a). They are attached to the door in such a way that when the chamber is closed, the two
cameras are adequately positioned with respect to the door window and the sample. As shown in Fig.
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2- 9, the central normal line of the sample (red center line) and the two DIC camera axes (blue center
lines) are in the same plane, and the longitudinal direction of the sample is in that plane too. By this
setup, the reference frame transformation can be simplified, which will be further explained in 3.6.1
of Chapter 3. The sampling frequency of the DIC cameras can vary (from 100 to 0.01Hz), among
which 10 Hz is used.

Fig. 2- 9 Spatial positioning of IR and DIC cameras

2.4.3 High Temperature DIC

It is expected to measure the displacement field of the sample in a large temperature range, from
room temperature to ~1200°C. This is important regarding the choice of the speckle material and of
the deposition technique. At temperature lower than 600°C, commercial high temperature spray
paints can be used to prepare the speckle, while for higher temperatures, the paint will deteriorate
soon. Thus, the use of a solution of special ceramic powder should be preferred to prepare the
speckle. “Pyro-Paint 634-AL Alumina Based Refractory Coating” is adopted as the ceramic paint,
which is applied on the sand-blasted sample surface to finally get the white dots of the speckle.
Details to prepare the speckle are given in Appendix A. 2.

Aside of the paint, the lighting system requires attention too. The speckle used for DIC is in
form of paint dots on grey sample surface, thus it is necessary to select the right light source so that
the contrast between dots and sample surface be strong enough. According to Planck’s law, from
room temperature to about 700°C, the heat radiation emitted by the sample surface is mainly
situated in the infra-red spectrum. It is not in the visible light domain, thus DIC cameras can see the
speckle clearly with additional white light source, i.e., bright dots and dark sample surface.
Conversely, when the temperature is higher than 700°C the sample starts to emit in the visible light
spectrum (in addition to the IR). Consequently, the contrast between the paint dots and sample
surface becomes weak. A popular solution in this case consists in using an additional blue lighting,
provided by LED matrix, and band-pass filters of the same wavelength. The sample surface reflects
the blue light, and at the same time emits the thermal radiation (partly in the visible spectrum, and
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mainly in the infra-red spectrum). The band-pass filters positioned in front of the cameras permit the
blue light only to go through, blocking the thermal radiation. This preserves a good speckle contrast
in the images recorded by the cameras.

The blue lighting with band-pass strategy sounds a good solution if the light emitted from the
sample does not have a main spectrum length around the value of the band-pass filter [57,60,61,62].
However, the fact is that this strategy no longer works well based on the apparatus in our project
when the temperature is higher than 900°C. Then an alternative strategy to measure the displacement
field is selected, which is based on the light emitted from the sample itself (self-emitting strategy).

When the sample of IN718 is heated to a temperature range of 750 ~ 1200°C, the emitted
thermal radiation includes visible light, which is strong enough to be used as the lighting source. In
this case, the speckle composed of ceramic paint behaves like a thermal barrier, which blocks – or at
least significantly reduces – visible emission at paint dots. Thus, places not painted emit more
visible light and appear clearer than painted dots. There are three key points to correctly use this
self-emitting method:

 The size of the deposited dots must be carefully controlled. Ceramic dots should not be too
small, otherwise the speckle loses contrast at high temperature. At the same time, they
should not be too big: a too sparse speckle cannot provide “just right” information [63]. This
is the first compromise. However, at a higher temperature level, our experimental feed-back
is that bigger dots are to be preferred. The typical dot diameters produced during the present
study vary between 70 and 600μm. Refer to Appendix A. 3 for more detail.

 The light emitted by the sample itself is not as strong as that from an external (blue) light
source. Given fixed short exposure time, large diaphragm aperture is necessary to reach a
correct exposure. However, as the sample deforms during the test, its surface slightly departs
from the focal point. Therefore, a good balance must be found: the aperture must not be too
large, in order to get enough depth of field. This is the second compromise.

 Calibration of the DIC system is done after testing (contrary to the conventional sequence:
calibration before test). This is because the camera, although well focused on target (the
wide face of the specimen) at room temperature, will lose focus at high temperature.
Therefore, for a precise record of speckle motion, the focus must be done at testing
temperature: after a test is finished, calibration is done on the condition that the cameras
should maintain their lens positions. Only the aperture is decreased, and exposure time is
increased. One can see that the DIC system has a little change between calibration and
testing, but only the aperture and exposure time, not the most important lens position. This is
the third compromise. More explanation for this post-calibration is given in Appendix A. 4.

2.4.4 Atmosphere during Displacement Measurement

In the literature it is known that when there is gas convection, the measurement is influenced, or
even impossible due to thermal plumes along the specimen surface [64,65]. In this project, the
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sample being heated up to 1100°C, there is no doubt that this issue must be solved. Imposing a
strong wind blasting or a vacuum are two possible solutions. The vacuum was preferred, as surface
temperature is more stable, by fully avoiding gas flow. This is why it is chosen to operate testing
under vacuum condition (~10mbar) in a chamber. Although this vacuum is not high enough to avoid
oxidation (~1x10-3mbar needed [66,67]) and convection, it can strongly reduce the adverse effects.

2.4.5 DIC Measuring Condition Summary

Summary of the displacement field measurement is given in Table 2.
Table 2 Displacement measurement summary covering RT to 1200°C

T range RT to 600°C 600 to 900°C 800 to 1200°C

Lighting
method

Blue LED (430nm) +
Band pass filter (430nm)

Blue LED (430nm) +
Band pass filter (430nm)

Self-emitting

Atmosphere Vacuum (~10mbar) Vacuum (~10mbar) Vacuum (~10mbar)

Speckle and
application

“Jelt” high temperature
paint, white dots + black
background, spraying

“Pyro-Paint 634-AL”
ceramic paint, white
dots, brush spattering

“Pyro-Paint 634-AL”
ceramic paint, white
dots, brush spattering

Field effect Bright speckle in dark
background

Bright speckle in dark
background

Dark speckle in bright
background

It can be seen that there is conjunction or overlap of the temperature ranges, which makes it
possible to measure the displacement field for all the temperature range. The typical field effect
aforementioned is shown in Fig. 2- 10.

• Fig. 2- 10 DIC image field effect for test (a): from room temperature to 900°C with blue light and band-pass filter,
and (b): self-emitting method from 800 to 1200°C
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2.5 Testing Preparation

Some sample preparations must be done to ensure precise measurements. The main steps are in
the following sequence: geometry refinement, surface refinement, geometry measurement, speckle
preparation, and finally thermocouple welding and testing. They are introduced in the following
paragraphs.

2.5.1 Geometry Refinement

Fig. 2- 11 Typical sample, as received from Safran. The specimen is in its rough state, after LPBF processing, and separation
by Electrical discharge machining (EDM) from the build plateau.

As shown in Fig. 2- 11, samples in their rough state post LPBF manufacturing have a geometry
which is not suited for mounting on Dedimet. This is due to the specificity of LPBF processing. For
certain orientations of the sample geometry with respect to the build direction, the LPBF
manufacturing requires some additional portions to the initial design or some additional thin
supporting structures. This can be seen in the right part of Fig. 2- 11, where such an appendice was
cut, affecting the geometry of the end of the specimen. Depending on the selected orientation, these
extra appendices may affect the ends of the specimen but also the working zone. All these extra of
the as-EDM separated sample were removed via an electrical rotary cutter with water as the cutting
fluid.

Besides, the Dedimet mechanical tests being uni-axial tests – at least at the scale of the
specimen, and regarding the applied boundary conditions – it is thus expected that the centers of the
four fillets be at the vertices of a rectangle, and the fillets have the same radius, see Fig. 2- 12 (a).
This is quite important because those four fillet regions are the places for load transmission, from
the ceramic pins of the machine to the sample: a geometrical defect would create a deviation with
respect to a supposed uniaxial testing. As shown in Fig. 2- 12 (b), as-built AM samples suffer from
dimensional inaccuracies, particularly in these regions. Additional machining was then done at
Cemef to meet the pre-described requirement.
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Fig. 2- 12 Nominal position of the four fillets with a unique radius, and b) a detailed view showing the inaccurate shape in the
as-built state.

2.5.2 Surface Pre-treatment

The second step comes once the sample geometry is well adjusted. Step 2 consists in modifying
the surface status by sand blasting. Fig. 2- 13 shows the different surface states of the sample with
and without sand blasting. This step is necessary for different reasons.

 A first objective is to smooth the surface, in order to uniformize emissivity, and so to
increase the robustness of following IR temperature measurement. Indeed, local surface
irregularities may cause stronger emissivity at abrupt positions, and the precision of the
temperature measurement would be reduced [68,69].

 The second motivation relates to the speckle quality. Sand blasting activates the sample
surface, in order that the paint to be applied on the sample has a strong adherence. Besides,
when the sample is in the as-received state, since the surface roughness is big, there is strong
wetting which makes the speckle preparation difficult. And when the roughness is aligned
with a direction, a series of light bands can be observed when the sample is heated and emits
light, as seen in Fig. 2- 14.

 Finally, a strong roughness induces precision error when we measure the geometry.

One could wonder about the influence of potential residual stress introduced by sandblasting. It
should be noted here that the fabrication process such as LPBF may also generate residual stress,
which is introduced firstly by laser processing, and then by machining and support removal. It can
be thought, however, that all residual stress could be ignored. This is because of Joule heating and
maintaining at high temperature before testing which should promote stress release by annealing
effect. More details are given in Section 5.5.1.
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Fig. 2- 13 Surface state of sample. (a): as received, and (b): after sandblasting

Fig. 2- 14 Light bands (wrinkles) when the as-received sample is heated with Joule effect (Image treated so that the light bands
can be seen more obviously)

2.5.3 Geometry Measurement

The geometry of each sample is measured after sand blasting, because the sand blasting reduces
the size of the sample. Three positions within the zone of interest (namely the central portion) are
measured for the width and thickness and then an average value is considered. Besides, even though
the surface roughness has been reduced after sand blasting, it still makes sense to take surface
roughness into consideration, but only at the error analysis step. Details about the geometrical
contribution to error analysis can be found in Appendix A. 16.1.1.

2.5.4 Preparation of Speckle

After the sample is sand blasted, the speckle preparation should be done. The application of the
paint should be done in a short delay in order to obtain good adherence between the paint and the
sample since the sand-blast procedure is in fact a step of activation, as is used in most surface
treatment procedure. Then a solution of Pyro-Paint 634-AL-P Powder and Pyro-Paint 634-AL-L
Liquid is applied on the sample surface to obtain randomly dispersed points which cover the whole
60mm working zone. Fig. 2- 15 shows one of the samples with prepared speckle.
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Fig. 2- 15 Sample with speckle prepared by brush spattering

2.5.5 Thermo-couple Welding and Testing

Three thermocouples are generally welded in the working zone. Two of them are welded at the
central position, one at each side of the lateral surfaces, and the last is welded at about 15 mm off
the center in upper or lower direction at the lateral surface. Within the two central-welded
thermocouples, the first one is used for monitoring the temperature and its signal is used in the PID
algorithm to control the temperature, the other one is for insurance in case the first one falls during
the test. As for the last one, it is used for recording temperature change at a position which is not the
control point. The first two thermocouples at the central position are mandatory, and the last one is
optional for a controlled test.

2.6 Illustration of an Experimental Test

After preparation, samples are mounted on Dedimet machine. A test is carried out in the
following steps:

(1) Load the sample, connect the thermocouples to control channels of Dedimet, close the door
of the chamber and start the pump.

(2) Set the testing routine (temperature, loading velocity and duration, etc.) and control
parameters (PID parameters, control signal, etc.).

(3) Start the test (i.e., heating up with free thermal expansion) when the vacuum is lower than
1mbar.

(4) When temperature is stable, focus DIC cameras, IR camera and BP. Typically the duration
between the end of heating up and the start of the first loading is 180s. The heating up itself
takes also 180s.

(5) Start DIC recording at about 10s before the start of the first loading (1st velocity imposition).

(6) Start IR recording the moment step (5) is taken (synchronizing is later done manually).
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(7) Wait till the end of the test, when Joule effect and loading/relaxation will be stopped
automatically.

(8) Remove the sample when it is cooled down (~20min after the test).

(9) Calibrate DIC system with a calibration grid provided by the VIC-3D solution company.

(10) Take an image of the DIC calibration grid via IR camera with visible light.

Note that the two last steps are particularly important. Step 9 ensures that the calibration of the
DIC system is performed based on the as-focused camera setup (also read Step 4 above, also refer to
Section 2.4.3 of this chapter). Step 10 provides the necessary information to transform the length
unit from pixel to millimeter, see Appendix A. 9.

Fig. 2- 16 Temperature and force records during a test operated at 800°C. Blue dashed curve: temperature, red solid curve:
force.

Fig. 2- 16 presents a typical test record, in terms of temperature (red dashed line) and force (blue
solid line). In the first 180 seconds the sample is heated to the desired temperature (in this case
800°C), then it is maintained at this temperature for 180s so that the temperature profile is stable.
During this first 360s, dilatation effects are compensated by an automatic control (PID type) of the
beam movement in order that the force applied to the specimen be zero. In other words, during the
heating the sample can expand freely. This results in slight force oscillations that can be seen during
this period. Then three cycles of loading-relaxation are imposed to the sample with different beam
velocities and durations, while the temperature at the control point is maintained at 800°C
unchanged (PID controlled).
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Fig. 2- 17 Illustration of DIC measurement at the beginning of the first load step. (a) Initial surface as visualized by VIC-3D
with a series of user-defined virtual Lagrangian sensors for the capture of displacement vs time for specific material points; (b)

the horizontal ranks of sensors (U and L) have superimposed displacement component along loading direction.

During a test the two DIC cameras capture a series of images, which are later analyzed by VIC-
3D software, so that a displacement field is returned, with the components of the displacement being
expressed in the length and width directions of the sample. They can be then visualized. As shown
in Fig. 2- 17 (a) numerical Lagrangian sensors can be defined to output the displacement information
for selected material points, having selected positions in the initial state at reference instant (360s in
w.r.t. Fig. 2- 16). In this figure a sensor matrix (7×9) is selected. The 7 sensors of the lower line
(group labelled L) and the 7 sensors of the upper line (labelled U) are strictly selected so that they
are in line in each of the two groups. The central sensors in these two groups are also aligned along
the axial (vertical) symmetry line in the middle of the wide face of the specimen. After analysis by
VIC-3D, the displacement components along the sample direction of the sensors of group L and U
are extracted in Fig. 2- 17 (b). It is worth noticing that the displacement components along the
loading direction of the sensors in the upper group (U: P29-P35) are almost the same, and similarly
in the lower group (L: P85-P91). That proves that the deformation of the sample concentrates in its
central zone, which constitutes a weak zone due to its maximum temperature. However, it can be
seen that, even though the upper group of sensors is located on the side of the fixed end of the
specimen, the recorded displacement there is not null. This is due to the fact that the upper part of
the specimen (above the U sensor group) deforms a little anyway. This may be also due to a certain
insufficient rigidity of the machine, or at least of the mechanical assembly linking the sample to the
machine. The information recorded at these two groups of sensors will be used later to define the
boundary conditions applied to the so-called “zone of interest” (ZOI) in the numerical simulation of
the tests (see section 3.6.2.1 in Chapter 3). Indeed, defining a ZOI in between the two groups of
sensors, it can be seen from Fig. 2- 17 (b) that the total elongation in z direction of the ZOI is the
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difference between the two sets of 7 curves. It is interesting to note that this total elongation is
continuously growing, even during the relaxation steps.

2.7 Chapter Summary

In this chapter the global setup of the machine Dedimet has been first introduced. Sample type
selection, control conditions and response measurement have been briefly described too. Based on
that, the definition of the geometry of the specimen, and its preparation prior testing (surface state,
speckle deposition, thermocouple welding) have been presented. Finally, some elements regarding
DIC and IR measurement and calibration have been reported and discussed. An illustrative example
of the different records performed upon testing at high temperature has been shown.

In the next chapter, we will explain how this experimental information will be used when
proceeding to identification of constitutive parameters. There is no doubt that a good mastering of
testing control and instrumentation accuracy is a key point for success.
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Chapter 3 Numerical Implementation

Résumé

Dans un premier temps, un modèle de comportement élastique-viscoplastique (EVP) de type loi
associé est détaillé. Dans ce modèle, l'élasticité isotrope et la viscoplasticité anisotrope (basée sur
Hill48) sont combinées, intégrées à l’écrouissage isotrope et à l’écrouissage cinématique. La
dépendance à la température est considérée dans les paramètres du model constitutif.

Ensuite, le package numérique par la méthode des éléments finies est construit pour simuler la
partie la plus chaude au milieu de l'échantillon sous chauffage par effet joule.. Pendant la simulation,
le champ de température expérimental est imposé dans le maillage, et la vitesse extraite du champ de
déplacement expérimental est imposée comme condition aux limites dans la simulation.

Enfin, la transformation des informations expérimentales vers le maillage est détaillée, suivie de
la preuve de l'efficacité par la simulation numérique.

Chapter Introduction

In the previous chapter the experimental method related to the characterization of mechanical
behavior at high temperature has been explained. The data acquisition of the three physical
quantities (load, displacement field and temperature field) has been described. These data will be
later used for identifying the behavior-law-related parameters by use of an inverse finite element
method. Before presenting the identification process, the present chapter deals with the so-called
direct simulations of the tests. Generally speaking, two direct simulation strategies can be envisaged:

The first strategy consists in simulating the global electrical-thermal-mechanical problem, as
stated in the prior works of C. Pradille [70] or C. Zhang [71] in Cemef. The simulation is conducted
on the overall sample. In that case three kinds of solvers are needed, i.e., the electrical solver, the
thermal solver and the mechanical solver, possibly coupled to solve this complex problem. It can be
seen in the references that a lot of boundary conditions are required regarding the various solvers,
especially the knowledge of heat and electrical contact resistances. Besides, plenty of physical
parameters such as electrical conductivity, thermal conductivity and specific heat capacity are also
unavoidably required for the simulation, including their temperature dependence. Besides, more
solvers mean more time consuming because they are not running in parallel but in sequence
sometimes. However, there are also some strong points in such a global strategy. For example, it can
provide a good probe into the complex problem.
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The second strategy, on the contrary, is called the local strategy. As the name suggests, this
strategy simulates only a portion of the tested sample, not all of it. Thus, there will be more
convenience compared with the global strategy. For example, if the IR camera can only measure
partially the sample, for a global strategy this non-full-field measurement is a problem but for a local
strategy it can work. Moreover, the local strategy simulates only a part of the sample, which
indicates that CPU time will be less too. The drawback of the local strategy is that sometimes it is
difficult to extract the boundary conditions from experiment to simulation.

Given the strong and weak points of the two possible candidates, the local strategy is selected.
The drive of such a choice lies in:

 Indifference with respect to a poor knowledge of certain physical parameters of the
material (as aforementioned that are difficult to measure), and

 Reduction of computation time in view of further identification algorithm.

With the selected local simulation strategy as introduced above, the FEM frame for direct
simulations in the inverse method will be introduced.in this chapter. Especially, a candidate
anisotropic Thermo-elasto-viscoplastic constitutive model for the characterization will be presented.
The interaction between experimental method and direct simulation concerning reference frame
transformation will be also presented.

3.1 Brief Introduction of the FEM Frame

The CimLib library is a C++ numerical parallel computation platform developed in-house in
Cemef. This library allows developing a wide variety of applications in numerical modeling of
material processing and its environment. CimLib offers different three-dimensional finite element
solvers for aerodynamics, liquid flow, turbulence, solid mechanics, heat, and mass transport...
Mechanical solvers are based on a mixed velocity-pressure formulation, with linear tetrahedral finite
elements. In all cases, there are 4 unknowns per node: 3 velocity components, and the pressure.

For solid mechanics, the tetrahedral element is enriched with a “bubble” function to avoid
locking (additional internal degrees of freedom that can be eliminated locally, prior to global
resolution for nodal velocity and pressure). The P1+/P1 mini-element initially proposed by Arnold
et al [72] and Fortin [73] is taken in Cimlib.

For fluid flow it is stabilized by SUPG-PSPG formulation. For the computation of momentum
conservation equation, a Variational MultiScale (VMS) method is chosen. This method was initially
proposed by Tezduyar et al. [74,75]. The SUPG-PSPG solver in CimLib consists of a stabilized P1
formulation and results from developments conducted by Gouttebroze [76,77] and Hachem et al.
[78,79].
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CimLib also contains procedures for error estimation, and automatic adaptive remeshing, which
are especially designed for such tetrahedral elements [80]. The idea is to deduce a metric tensor at
each node according to the edge length distribution tensor.

3.2 Governing Equations

The modeling of solid mechanics consists in coupling the conservation equations of momentum
and mass [81,82]. Starting from the strain rate relation:

∇ ∙ � = ���� = ���� �� + ���� �ℎ + ���� �� (3- 1)

where � is the velocity field, �� is the strain rate tensor, �� �� is the elastic strain rate tensor, �� �ℎ is the
thermal strain rate tensor (noticing that the trace of the viscoplastic strain rate tensor is always zero,
i.e. ������ ≡ 0).

Isotropic Hook’s law is given as:
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where � is the Young’s modulus, � is the Poisson’s ratio. One can easily find the following relation:

����� = 1−2�
�

�� � (3- 3)

where ��� is the elastic strain tensor, � is the stress tensor. Calculate the time derivative to get:
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+ 1

��
2
���
��
�� (3- 4)

where � is the pressure equal to ( − 1
3
)���, � is the time and �� =

�
3 1−2�

is the bulk elastic modulus.

The thermal strain rate is given by:

�� �ℎ = ���� � (3- 5)
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where � is the unit tensor, �� is the linear thermal expansion coefficient, and �� is the temperature
rate. Immediately the isotropic thermal strain rate tensor has the following relation:

���� �ℎ = 3���� (3- 6)

Injecting Eqs. 3- 4 and 3- 6 into Eq. 3- 1, and considering the force equilibrium (in the present case
of small working piece, the inertia effect and mass force are ignored), one can get the following
governing equations:

� ∙ � = � ⋯ (a)

� ∙ � + ��
��
− 1

��
2
���
��

��
��
− 3���� = 0 ⋯ (�)

(3- 7)

The stress tensor, �, can be decomposed into two parts. The first one is deviatoric stress tensor (�)
and the second one is related to the pressure field by:

� = � − �� (3- 8)

The boundary conditions are:

� = ���� on Γ�

� ∙ �� = ���� on Γ
(3- 9)

Eq. 3- 7 (1), which is mainly governed by the constitutive law describing the relation between
stress and strain, will be introduced in section 3.3 in this chapter.

3.3 Thermo-Elastic-viscoplastic (TEVP) Constitutive Model

3.3.1 General Formulation of an Anisotropic Elastic-viscoplastic Behavior Law

The objective of this subsection is to determine the nature of a candidate Thermo-Elasto-
viscoplastic (TEVP) constitutive model for Dedimet identification purpose. More precisely, the
objective is to describe the expression of the viscoplastic strain rate, ���� , and especially the
temperature dependence. Moreover, the anisotropy, isotropic hardening and kinematic hardening
aspects are also treated here.

The general formulation is derived from the one developed by Chaboche [83], in the framework
of generalized standard materials under small deformation.



46

First, an additive partition of the total strain rate into elastic, plastic and thermal parts is assumed,
i.e.

�� = �� �� + �� �� + �� �ℎ (3- 10)

where �� is the overall strain rate calculated by: �� = 1
2
�� + �� � .

The free energy per unit of mass, ψ, is defined as [84]:

�� = �����
�������

+ 1
3
��: � + ℎ �� � ���� ���

�������

(3- 11)

with ��� the elastic free energy, � the internal variable for plastic deformation, � the tensor of
internal variables for kinematic hardening, and � a material parameter.

By definition of the associated variables, it can be deduced that:

� = � ��
����

= � ����

����
⋯ (a)

� = − ��
��

⋯ (b)
(3- 12)

where � is the specific entropy. The thermodynamic forces (stresses, actually) corresponding to �
and � are, respectively the back stress tensor � and the increase in the size of the elastic domain in
isotropic hardening:

� = � ��
��

= 2
3
�� ⋯ (�)

� = � ��
��

= �ℎ(�)
��

⋯ (�)
(3- 13)

In order to define additional laws for the dissipative phenomena, the following power-law type
dissipation potential is considered:

Ω = �
�+1

��(�−�)−(��+�)
�

�+1
(3- 14)

The material parameters � and � = 1 � are the viscoplastic consistency and the strain-rate
sensitivity index, respectively. �� is a function defining the equivalent stress. Assuming an
anisotropic material obeying the criterion of Hill48 [85], the expression of ��(�) can be defined as
the following:
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�� = � ��� − ��� 2 + � ��� − ��� 2 +� ��� − σ�� 2 + 2����2 + 2����2 + 2����2(3- 15 )

where the capital letters X, Y and Z are adopted for the subscript of the stress tensor to define stress
component in orthotropic directions of the material frame, i.e., the anisotropy reference frame. The
additional laws can then be expressed as:

�� �� = �Ω
��

⋯ (�)

�� = − �Ω
��

⋯ (�)
(3- 16)

After calculation, we get:

�� = ��(�−�)−(��+�)
�

1
� (3- 17)

where the Macaulay brackets “ ∙ " is used with the meaning of:

� =
0 �� x < 0

� �� � ≥ 0
(3- 18)

so that the �� continues only in the non-elastic domain. Note that we have also, from Eq. 3- 14:

�Ω
���
= ��(�−�)−(��+�)

�
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The expressions of the evolution laws defining �� and �� can be defined by the derivation of the
extended dissipation potential:

Ω��� = �
�+1

�� �−� − ��+� +3γ
4��:�−

�
3��:�

�

�+1

(3- 20)

Note that because of Eq. 3- 13 a, the sum of the two additional terms (3γ
4�
�: � − �

3
��: �) in Ω��� is

always null, so that Ω��� = Ω. It can be shown that the evolution law for � is:

�� =− �Ω���

��
= �� �� − 3�

2�
��� (3- 21)

where � is an additional material parameter. From that, and considering that � = 2
3
��, we obtain:
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�� = 2�
3
���� − ���� (3- 22)

Unless specific notice, tensors will be hereafter noted using Voigt's notation:
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In case of the anisotropic quadratic criterion of Hill48, it can be shown that:

�� = �����(�) = ��T� �� (3- 25)

where � is a 6×6 symmetric matrix:

� =

� + � −� −� 0 0 0

−� � + � −� 0 0 0

−� −� � + � 0 0 0
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(3- 26)

Note that the isotropic von Mises criterion is retrieved by choosing: � = � = � = 1 2 and � =
� = � = 3 2.

In presence of kinematic hardening, we have

�� = �����(� − �) = ��T� �� (3- 27)
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where �� is Voigt's notation of tensor � = � − �, which is the difference between the deviatoric stress
tensor � and the back stress tensor � (which is a deviator according to Eq. 3- 22.).

Using the expression of the potential of Eq. 3- 14, the viscoplastic flow rule can be written as
follows:

�� �� = �Ω
��
= �Ω

���
���
��
= �Ω

���
���
��

��
��

(3- 28)

From Eq. 3- 14, we have:

�Ω
���
= ��(�−�)−(��+�)

�

1
� (3- 29)

and, from Eq. 3- 27

���
���
= 1

��
��� (3- 30)

Let's denote� the matrix linking the deviator to the stress tensor in Voigt notation:

�� = ��� ⟶� = ∂��
∂��

(3- 31)

� = 1
3

2 −1 −1 0 0 0

−1 2 −1 0 0 0

−1 −1 2 0 0 0

0 0 0 3 0 0

0 0 0 0 3 0

0 0 0 0 0 3

(3- 32)

The viscoplastic flow rule, Eq. 3- 28, writes, for any component � = 1,2, . . , 6 in Voigt notation:

����� =
�Ω
���

���
���

���
���

= �Ω
���

1
��
�������� =

1
��
�Ω
���
(�T)������� (3- 33)

The matrix� being symmetric, this leads to:

��� �� = 1
��

��(�−�)−(��+�)
�

1
����� (3- 34)
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It can be noticed that�� = �, so that:

��� �� = 1
��

��(�−�)−(��+�)
�

1
���� = ��

��
��� (3- 35)

with �� = �����(� − �) = ��T� ��.

From that expression of the viscoplastic flow rule, the generalized strain rate in the von Mises
sense, ��� = ( 2 3 )����: ����, can be calculated. In Voigt notation,

��� = ��� ��T���� �� (3- 36)

with � being defined as:

� = 1
3

2 0 0 0 0 0

0 2 0 0 0 0

0 0 2 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

(3- 37)

We get, by injecting Eq. 3- 35 into Eq. 3- 36:

���2 = �� 2

��2
(� ��)T�� �� = �� 2

��2
��T�T�� �� (3- 38)

As ���� ≠ � , we notice that in general, in presence of an anisotropic plastic criterion, ��� ≠ �� .
Conversely, for an isotropic von Mises criterion, it can be checked that ��T�T�� �� = ��2 , so that we
can write � = ��.

Finally, we have – in condition of elastic-viscoplastic flow – the following scalar relation
linking ��, �, and �� can be gotten from Eqs. 3- 17 and 3- 27:

�� = ����� � − � = �� + � � + ���� (3- 39)
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3.3.2 Temperature Effect on Viscoplastic Strain Rate Hardening

The temperature dependency is generally introduced, first, by an Arrhenius law affecting the
viscoplastic consistency. Thus, Eq. 3- 17 can be extended to:

�� = ��(�−�)−(��+�)
�

1
�exp − ���

���
(3- 40)

where ��� denotes the activation energy of phenomena governing viscoplastic flow, and �� is the
gas constant. Hence we have:

� = ��(� − �) − (�� + �) = ����exp
����
���

(3- 41)

where � denotes the plastic yield function. Introducing a reference temperature ���� to Eq. 3- 41 we
can get:

� = ��(� − �) − (�� + �) = �������exp
����
���

− ����
������

(3- 42)

where ���� is the consistency at the reference temperature ����.

3.3.3 Temperature Effect on Initial Yield Stress and Isotropic Strain Hardening

Temperature also affects the initial yield stress, and stress hardening. Before discussing this in
detail, it is necessary to present the possible expression of the strain hardening function �. For that,
we can start from the classical equation of the KME model suggested by Kocks, Mecking and Estrin
[86,87]. Denoting �� the dislocation density, its evolution is modelled by the following differential
equation:

���
��

= ��� �1 �� − �2�� (3- 43)

where � is the Taylor factor, �1 is a constant associated with strain hardening by dislocation glide,
and �2 a variable characterizing the softening effect associated with dynamic recovery by
dislocation climb. The following alternative form is often used, although it can be derived from the
equation above only if �� is a constant, or if �2 is assumed independent of �� :

���
��

= � �1 �� − �2�� = ℎ �� − ��� (3- 44)
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In order to establish a candidate expression of the strain hardening function �(�) , the Taylor
expression of the yield stress of a polycrystal is considered [88]:

�� = ����� �� (3- 45)

where �� denotes the stress threshold (�� = �� + �(�)), � a material constant, � the elastic shear
modulus, and �� the module of the Bürgers vector. It is then possible to justify – through some
calculations (partially done in Blaizot et al [89]) – the following form of the strain hardening
function, composed of two terms, a first one expressing strain-hardening, and a second one
expressing the moderating effect of dynamic recovery.

�(�) = ��� + �� 1 − exp ( − ��) (3- 46)

where � is the strength coefficient, � is the strain hardening exponent, �� is the saturation value of
dynamic recovery. Introducing the temperature dependence from moderate to high temperature, one
could suggest introducing additional Arrhenius-type terms:

�� = ��,���exp
��
���

− ��
������

⋯ (�)

� = ����exp
��
���

− ��
������

⋯ (�)

�� = ��,���exp
��
���

− ��
������

⋯ (�)

(3- 47)

where �� and �� are activation energies characteristic of dislocation glide and climb phenomena
(index � and � , respectively), ��0 , �0 and ��0 are the reference value of �� , � , and �� at the
reference temperature �0 , respectively. Altogether, the expression of the generalized stress, as a
function of plastic strain, strain rate and temperature, becomes:

�� = ��,���exp
��
���

− ��
������� � ������ �����

��(�)

+ ����exp
��
���

− ��
������

�� + ��,���exp
��
���

− ��
������

1 − exp −��
� � ������������������� ������������������

�(�,�)� � ��������������������������� ��������������������������
��(�,�)

+ ����exp
����
���

− ����
������

���
� � ������� ������

����������(�� ,�)

(3- 48)

A simpler model consists in considering only two, or even one, “averaged” activation energy(ies),
using then one of the two following expressions:
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�� = ��,��� +������ +��,��� 1 − exp ( − ���) exp �1
���

− �1
������

+ ����exp
�2
���

− �2
������

���(3- 49)

�� = ��,��� +������ + ��,��� 1 − exp  −�� + ������� exp ��
���

− ��
������

(3- 50)

Finally, the model is governed by the following equations, in Voigt notation:

��� = ��� �� + ��� �� + ��� �ℎ ⋯ (�)

��� �� = ���(�)��� ⋯ (�)

��� �� = 1
��

��(�−�)− ��(T)+�(�,�)
�(�)

1
���� ⋯ (�)

��� �ℎ = ���� �� ⋯ (�)

(3- 51)

with ���(�) in Eq. 3- 51(b) the matrix of elastic compliance depending on temperature, and �� in Eq.
3- 51 (d) the vector form of the unity tensor:

��� = 1
�

1 −� −� 0 0 0

−� 1 −� 0 0 0

−� −� 1 0 0 0

0 0 0 2(1 + �) 0 0

0 0 0 0 2(1 + �) 0

0 0 0 0 0 2(1 + �)

, �� =

1

1

1

0

0

0

(3- 52)

The relation of Eq. 3- 51 (d) can be obtained from Eqs.3- 5 and 3- 6.

3.3.4 Effect of Static Recovery

Static recovery may affect the dislocation density at high temperature, in addition to the
viscoplastic deformation. A decrease of this density may occur when dislocations annihilate each
other by different phenomena, among which dislocations climb. This decrease affects in turn the
plastic yield stress, according to Eq. 3- 45.

In the literature [90,91,92], different models have been proposed for static recovery. Most of
them use the following general equation:

���
��

=− �� �� − � � (3- 53)
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where � and � are constant coefficients characteristic of the considered material, while coefficient
�� depends on temperature. A combination of a threshold temperature and an Arrhenius activation
law can be proposed:

�� =
�� ������

exp ��
��������

− ��
��

�� � ≥ ������

0 �� � < ������

(3- 54)

where ������ is the minimum temperature to active the static recovery. Eqs. 3- 53 and 3- 54 are
intended for stress threshold. For the simplification of numerical implementation, the assumption
that static recovery affects �� (rather than �� = �� + � ) is taken. Referring to Eq 3- 45, we write
�� = � ��, which allows expressing a time differential equation for ��:

���
��

= � �
��
( ��) (3- 55)

Using Eq. 3- 53, we get:

�σ�
��

=− ���2

2σ�

σ�2

�2
− β

ο
(3- 56)

Taking for instance the simplest model ���
��

=− ��� that is 3- 53 with �� = � , � = 0 , and
� = 1,we obtain:

�σ�
��

=− �
2
��(�) (3- 57)

which is an exponential decay of �� with time, depending on temperature.

Hence, the proposed solution strategy for TEVP is the following:

- Updating of �� with temperature.

- Updating of �� with time (static recovery, Eq. 3- 56 based on Eqs. 3- 54 and 3- 55).

- Resolution of Eqs. 3- 51 for �� .
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3.4 Incremental Resolution in the Context of a Velocity-Pressure
Formulation

3.4.1 Decomposition in Deviatoric and Spherical Parts

3.4.1.1 Deviatoric part

The deviatoric part can be expressed as follows:

��� = ��� �� + ��� �� ⋯ (�)

��� �� = ������ ⋯ (�)

��� �� = 1
��

��− ��+� �
�

1
�
��� ⋯ (�)

(3- 58)

where ��� = ���� is the deviatoric part of the strain rate tensor in Voigt notation. Note that in the
second equation, ��� �� = ���� �� = ������� = ������� = ������ . It can be checked that for any ij tensor
component we have �� ���� = ( 1 2� )�� �� , with � Lamé’s second parameter (also known as elastic shear
modulus � = � (2(1+�)). In the third equation we have ��� �� = ��� ��, which can also be expressed as:

��� �� = κ�
σ�
��� (3- 59)

3.4.1.2 Spherical part

The spherical part can be expressed using the elastic compression module � = � (3 1−2� ) ,
and the hydrostatic pressure � = −(tr�) 3. Using Voigt notation, the trace operator is defined by:

tr�� = �� ⋅ ��� = ��T��� (3- 60)

Hence, we have:

��T��� = ��T��� �� + ��T��� �ℎ ⋯ (�)

��T��� �� = 1−2�
�

��T��� =−
1
�
�� ⋯ (�)

��T��� �ℎ = 3���� ⋯ (�)

(3- 61)
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3.4.2 Time Discretization

Regarding time discretization, it is assumed that the variation of the elastic parameters over the
time increment can be neglected. The coefficients � and � can be either calculated as ��+∆� =
� ��+∆� or as �� = � �� . Having solved the heat transfer problem before the mechanical problem
on the time increment, values of � and � are taken at time � + ∆�. A similar approximation is done
for matrix � containing the anisotropy coefficients.

For the spherical part, the following scheme is used on the time increment:

∇ ⋅ � = ��T��� =−
1
�
��+∆�−��

∆�
+ 3��

��+∆�−��

∆�
(3- 62)

In the velocity-pressure formulation, the expression involved in the weak form is thus:

∇ ⋅ � + 1
�
��+∆�−��

∆�
− 3��

��+∆�−��

∆�
= 0 (3- 63)

For the deviatoric part, we have, still in Voigt notation:

��� = ��� −1 ��� − ��
��
� �� (3- 64)

The equation is then time discretized by:

1
∆�

���+∆� − ��� = ��� −1 ��� − ��
���+∆�

����+∆� (3- 65)

The inverse of the elastic compliance tensor is defined by:

��� = ��� −1 =

2� + �� �� �� 0 0 0

�� 2� + �� �� 0 0 0

�� �� 2� + �� 0 0 0

0 0 0 � 0 0

0 0 0 0 � 0

0 0 0 0 0 �

(3- 66)

with �� the Lamé’s first parameter: �� = �� ((1+�)(1−2�)). Note that when this elasticity tensor
��� is applied to a deviatoric tensor, the �� components are neutralized. In other words, we have
������ = ����� with:
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�� =

2� 0 0 0 0 0

0 2� 0 0 0 0

0 0 2� 0 0 0

0 0 0 � 0 0

0 0 0 0 � 0

0 0 0 0 0 �

(3- 67)

This allows writing:

1
∆�

���+∆� − ��� = �� ��� − ��
���+∆�

����+∆� (3- 68)

or:

���+∆� = ∆��� ��� − ��
���+∆�

����+∆� + ��� (3- 69)

in which ��� + ∆������ can be deemed as an elastic predictor (�����,�+∆�) of the deviatoric stress tensor
at time � + ∆�:

���+∆� = ��� + ∆������� � ��� ��
�����,�+∆�

− ∆���
���+∆�

������+∆� (3- 70)

Regarding now the time discretization of the back stress evolution law, Eq. 3- 22, we define the
following matrix ��:

�� =
1
3

2� 0 0 0 0 0

0 2� 0 0 0 0

0 0 2� 0 0 0

0 0 0 � 0 0

0 0 0 0 � 0

0 0 0 0 0 �

(3- 71)

Eq. 3- 22 in Voigt notation is time-discretized as:

1
∆�

���+∆� − ��� = ����� �� − ������+∆� (3- 72)

so that,
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���+∆� = 1
1+∆����

��� + ∆�������� (3- 73)

Injecting Eq. 3- 59 into 3- 73, we get:

���+∆� = 1
1+∆����

��� + ∆���
κ�
σ�
����+Δ� (3- 74)

Injecting Eq. 3- 70 and Eq. 3- 74 into the right hand side of ���+Δ� = ���+Δ� − ���+Δ�, we get:

���+Δ� = �−1 ��� + Δ������� � ��� ��
�����,�+∆�

− ���

1+∆����
(3- 75)

where

� = � + ∆���
���+∆�

�� +
��

1+∆����
� (3- 76)

The final scalar equation to be solved is expressed as:

Υ(�� �+Δ�) ≡ �� ���+∆�� � �� �
���� 1

− �� ���+Δt, � ��+Δ� , �� �+Δ�� � ������� ������
���� 2

= 0 (3- 77)

The first part is the definition of equivalent stress of Eq. 3- 27 with ���+Δ� expressed by Eq 3- 75,
and the second part is expressed by the rheological law such as Eq. 3- 49. Solving this Υ �� �+Δ� = 0
equation to get the value of scalar �� realized by Newton method is not detailed here. Once the value
of �� is obtained, ���+Δ�, ���+∆�, ���+∆� and �����,�+∆� by Eqs. 3- 75, 3- 74, 3- 69 and 3- 59, respectively.

3.5 Steps of Building a Direct Simulation

The way to build a local simulation corresponding to an experimental Dedimet test is shown in
Fig. 3- 1. The field of view relation in Fig. 3- 1 (a) is always kept for each Dedimet test, i.e., the DIC
field of view is contained in the wider field of view of the IR camera. After the Dedimet test has
been performed, a zone of interest (ZOI) is selected at the central part of the tested sample, and that
is based on the DIC result. Then a mesh is created based on the size of this ZOI, as shown in Fig.
3- 1 (b). The mechanical boundary conditions to be applied to the ZOI are extracted from the
experimental displacement field (by DIC) and imposed to the corresponding boundaries. The
measured temperature field is directly imposed to the mesh in simulation.

The steps mentioned above are detailed in the following.
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Fig. 3- 1 flow chart of local strategy to build numerical simulation from an experiment (the ZOI with speckle is a little wider
than the mesh because of the DIC camera projection)

3.5.1 Select a ZOI

Selection of a ZOI is based on both temperature field and displacement field, and it is shown in
Fig. 3- 2. In Fig. 3- 2 (a) the temperature profile (averaged value within the two vertical lines) along
the tensile direction is shown (for more detail of the temperature profile, see Section 3.6.3.1). One
can see that only at the central portion the valid temperature profile is measured due to the
measuring range of IR camera, and this portion is defined by the upper and lower T limits and
considered as the usable field. Then, based on the self-emitting method for the displacement field,
only the speckle at the central portion of the sample can be recorded, thus a limit for displacement
field is constrained by the upper and lower DIC limits, as shown in Fig. 3- 2 (b). Obviously, the
intersection of the two limits is considered as the ZOI domain, only in which a ZOI can be selected.
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Fig. 3- 2 Way to select a ZOI of the case of 800°C level (a): T field by IR camera and extracted T profile along vertical (testing)
direction, (b): the ZOI domain defined by the intersection of T limit and DIC limit

There are various choices to select a ZOI, as shown in Fig. 3- 2 (b), but only one way is “the
best”, which is corresponding to the “ZOI3” case. In this case, the length of ZOI covers a great part
of the ZOI domain, and that will make the ends of the ZOI have relative lower temperature than the
center of ZOI. As the ZOI will deform during the tensile test, the lower boundary of ZOI goes
downwards too. Thus, the lower boundary of ZOI should have an offset from lower boundary of
ZOI domain. Generally, this offset is close to the total elongation of the whole sample.

One thing interesting is that in this 800°C case the usable T field is smaller than that of
displacement field, but this is not always true at other temperature levels. As a consequence of
increasing range of usable T field as well as the evaluating range of usable DIC field when T
increases, the length of ZOI domain also increases, which makes it possible to define a ZOI of
longer length. This phenomenon is shown later in Fig. 4- 2 in next chapter.

3.5.2 Create a Mesh

A mesh is then created based on the selected ZOI. It contains two steps, which are calculating
the mesh configuration, and optimizing the mesh.

3.5.2.1 Create a Mesh Configuration

The mesh is set up based on the middle part (or working zone) of the tested samples and the
mesh geometry size is different for each of the experimental test. The mesh geometry is selected in
the following way:
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Firstly, measure the geometry (the thickness �0 and width �0, repectively) of the samples before
experimental test at room temperature ( �0 ). For different samples the geometries are different
because of the manufacturing bias.

Secondly, select the ZOI in the DIC result which is taken at high temperature, and measure the
length along the tensile direction at the reference moment, i.e. the moment when the first loading
velocity starts to be imposed on Dedimet machine. Thus, the start length ( �� ) imbeds the thermal
dilation at tested temperature.

Thirdly, calculate the thickness and width at tested temperature at the start moment, via:

�� = �0 +�0 ∙ �� − �0 ∙ ��

�� = �0 + �0 ∙ �� − �0 ∙ ��
(3- 78)

where �� is the thermal expansion coefficient (TEC). Noticing that along the length direction of the
mesh there is a temperature profile of parabola shape, and the maximum to the minimum value
could be ~60K when the controlled temperature at the central position is 1273K, for example.
During the creation of the mesh this temperature difference is not considered, and only the nominal
central temperature is used for calculating the thermal expansion for all the positions of the selected
zone. The ‘reasonable’ TEC used in this project is the averaged value from different sources as
shown in Fig. 3- 3 [93~97].

Fig. 3- 3 Thermal expansion coefficient (TEC, �� )) from different sources, where Special Metal [94], VDM Methal [93],
Agazhanav [96] and Carpenter [95].
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Finally, based on the �� , �� and �� , a cuboid is created which follows the coordinate system as
shown in Fig. 3- 4 (a). The upper middle position is the mesh origin, the width direction is �, and the
thickness direction is �. All the � coordinates are equal or greater than 0, and all the � coordinates
are equal or smaller than 0.

3.5.2.2 Optimize the Mesh Size

The ZOI parallelepipedic domain of dimensions ��, ��, and �� is meshed with finite elements in
order to solve the mechanical problem for times greater than �� . A non-structured mesh made of
linear tetrahedral elements is automatically generated by means of procedures included in the home
developed library CimLib [98]. In section 3.5.2.1 only the overall geometry of the mesh is
considered. In view of further optimization, it is important to define the mesh in order to get a good
compromise between accuracy and computational cost. The question then is how to minimize the
number of nodes while preserving a good accuracy. From sensitivity tests, it was concluded that a
good solution consists in having three layers of elements in the 2 mm thickness of the specimen (that
is a mesh size of about 0.7 mm in each direction), as shown in Fig. 3- 4 when information of
deformation and load is considered. For domains with typical dimensions 2×8×33mm, the number
of nodes is about 4200 (ZOI mesh in Fig. 3- 4 (a) 3 iso). When comes to calculation time
consumption, 5 cores of CPU were used for the 4 types of mesh, and the parallel calculation time is
(3 iso) 1217s, (2 iso) 376s, (1 iso) 56s, and (1 ani) 31s. From Fig. 3- 4 (b) it can be inferred to use 1
ani type mesh to conduct the simulation when only force is considered.

Fig. 3- 4 Optimization of mesh size. (a) along thickness direction 3, 2, 1 layers of isotropic elements, 1 layer of anisotropic
elements, with a Lagrange sensor of green rounds attached at � = -15mm, (b): ��� from sensor for all 4 types of mesh, and (c):
��� from sensor for all 4 types of mesh
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3.5.3 Temporally Simulation Sequence

After initiation, the temporally simulation sequence (an incremental type algorithm) starts.

3.5.3.1 Incremental Time Step

The simulation instants for calculating the time step for the incremental type algorithm are
extracted from the DIC results. The moment at which the first imposing of velocity in the
experimental test is set as 0 in the time series of simulation.

As is stated before, the DIC records have a frequency of about 10Hz, which gives the temporal
increment of about 100ms. Because of the writing delay of the results of DIC software or some other
reasons, the real sampling time interval is not strictly 100ms, and it is in fact some values such as
98ms, 101.5ms… The sampling interval is anyway quite close to each other and it is also short
enough for the incremental solver in this project. Thus, the DIC record instants are directly used in
the simulation, and no interpolation is used.

3.5.3.2 Updating �(�) and Corresponding Parameters

The T(z) profile is firstly updated by imposing data from experiment. And then material
parameters (material density, thermal conductivity, and thermal expansion coefficient) are
automatically calculated as functions of the local nodal temperature. This updating can be chosen off
when needed, for example, during the optimization the T updating is selected off, first because the
temperature variations are fairly low during a test, and second because of the risk of generating
instabilities in the simulation, due to possible inaccuracies in IR field imaging. A typical
temperature variation is given in Appendix A. 5.

3.5.3.3 Mechanical Resolution and Boundary Conditions

Eq. 3- 51 coupled with material constitutive law is solved by finite element method, particularly
with a P1+/P1 formulation [99], in which the instability with simple P1 formulation for both
velocity and pressure can be overcome with additional degree of freedom introduced by bubble
function in velocity field. This is implemented in Cimlib. As the stress-strain relation is nonlinear,
the search for the equilibrium state of the whole system uses the Newton-Raphson iteration. The
stress-strain relation is determined by one of the constitutive laws detailed in the previous section
when calculating the contribution of each element into the residual vector and the stiffness matrix at
each iteration. As mentioned at the end of Section 3.4, in the case of TEVP constitutive law, this
needs a local resolution of a nonlinear scalar equation with Newton-Raphson iteration to find the
unknown κ� .

The Dirichlet boundary condition is applied in the mechanical solver based on the experimental
data, i.e. � = ���� �� Γ���, where Γ��� are the upper and lower faces of the ZOI selected in each
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test. More details of boundary conditions are given in section 3.6.2. For surfaces other than Γ��� ,
free.

3.5.4 Outputs from Calculation

Two kinds of information are output.

The first type covers the fields of the interesting quantities for checking, such as the equivalent
stress, the equivalent strain, the stress tensor, the displacement, the velocity, the strain tensor,
Lankford coefficient...

The second type is the sensors of Lagrange type attached at different positions of the mesh
(which are corresponding to those sensors in DIC results). Those sensors record the strain
components of ��� and ��� during the simulation as a function of time.

The global force along the loading direction (�� ) as a function of time is also calculated by
expression �� = �

� �� ∙ ��,��� , where �� is the area of the ��ℎ elemental section which is cut by a plane
perpendicular to � direction, ��,�� is the �� stress component of the ��ℎ element, and � is the total
elements that are cut by the plane. The value of �� is also embedded in the Lagrange sensors of the
second type of output. It is the information from sensors that are used for optimization in the next
chapter.

3.6 Imposing Experimental Data to Simulation

In this section the detailed method to transfer the experimental data to simulation is introduced,
including the reference frame (RF) transformation, and preparation of data for simulation.

3.6.1 Reference Frame Transformation

The IR camera and the DIC cameras have different RFs. And for the simulation it has another
reference frame. Thus, it is quite necessary to link the three reference frames, in other words, to
transform the experimental data from experimental reference frames to simulation reference frame.
When the reference frame transformation is done, the temperature projection and the velocity
boundary condition can be easily achieved. It is necessary to mention that the IR camera and the
DIC cameras are fixed in space in one test, but from test to test they could be adjusted or moved.
Thus, the transformation between reference frames should be defined for each test.

3.6.1.1 Set up ����� from �����

The relation between field of view of DIC cameras and ZOI is again referred in
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Fig. 3- 1 (a), after calibration, the DIC reference frame (����� ) is created automatically by the
software VIC-3D. ����� has its length unit is millimeter. The coordinate data of displacement field
expressed in ����� can be reached at any sampling instant from DIC results, which contains time,
displacement field and Hencky strain tensor.

Fig. 3- 5 presents how a simulation reference frame (����� ) is created by the results in ����� .
Fig. 3- 5 (a) shows the field of view relation of DIC and the ZOI. It can be seen in Fig. 3- 5 (b) that
only a portion of the DIC result is used, i.e., the ZOI. The upper middle of ZOI is selected as the
origin for ����� . For each test, the ZOI is unique, so the origin of ����� for each experiment is
individually selected, which is set at the reference instant (the instant to impose the first loading) of
DIC results. The simulation reference frame is then selected uniquely as that of the experimental one
as shown in Fig. 3- 5 (c). Thus, it can be said that the experiment and the simulation have unique
reference frame (i.e. ����� ≡ �����). In the following only ����� will be used.

Fig. 3- 5 (a): Selected ZOI contained in field of view of DIC, (b) Origin of ����� set at upper middle of ZOI, and (c) ����� as a
copy of �����
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Fig. 3- 6 ����� extracted from �����at sampling instant: (a) � = �, and (b) � > �

The DIC result at the reference instant (� = � in experimental time series, which is also � = 0 in
simulation time series) is shown in Fig. 3- 6 (a). The RF with blue solid lines is the ����� . The
origin of ����� is somewhere and it does not really concern. Among all the sampling instants the
one at which the first loading starts to be imposed to machine is selected as the reference instant (at
which both the deformation and displacement are set as zero), and all the following mathematical
treatment is done with respect to this reference instant.

In the DIC result window a ZOI (shown in green mask in Fig. 3- 6 (a)) is selected (by defining a
point matrix) on the sample at the reference instant. Then in the DIC result window, a point �0� ���
whose coordinate vector is �0� ��� is selected as the origin for the ����� , and this point is set as the
�0� ��� (The superscript indicates the time, and subscript indicates the point ID). In our case we
allocate the �0� ��� at the middle of the upper boundary of the ZOI, so that the ����� set up in Fig.
3- 6 (a) could be the same as shown in Fig. 3- 5.

Now coordinates of any material point � at any sampling instant � in ����� (��� ��� ) can be
written in ����� (��t ���) as:

��t ��� = �1 ��t ��� − �0s ��� (3- 79)

where

�1 =
0 1 0
0 0 −1
−1 0 0

(3- 80)
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The spatial relation at t > s is shown in Fig. 3- 6 (b). Since ��� ��� can be any point, the
projection from DIC to simulation is done based on equation Eq. 3- 79. Now the displacement
transformation from experimental to simulation is done.

3.6.1.2 Projection of Temperature Field from ���� to �����

The raw temperature data obtained from IR camera are stored in the form that at any sampling
instant � (unit: s), the temperature of any material point �� is a function of its coordinates (length
unit: mm) in the IR camera reference frame (����), i.e.

� ��� = � ���|�� (3- 81)

where ��� means the material point � at sampling instant �, and ���|�� stands for the coordinates of the
point �� at this instant � in ����

The projection is based on the fact that for any material point � at sampling instant � (noted as
���), its temperature value should be the same in different RFs, i.e.:

� ��� = � ��� ��� = � ��� �� (3- 82)

The main idea for the temperature transformation is to find the corresponding coordinates in
different RFs for the same material point. For the temperature field transformation, two hypotheses
are hold:

 Deformation of the sample at the two faces is the same when small deformation happens.
 Transverse temperature gradient along thickness direction (y direction in ����� can be

ignored.

In fact before conducting the following part of transformation, the length unit in ����� has been
converted from pixels to millimeter (refer to Appendix A. 9), and an image rotation is also taken so
that the image of IR camera looks as if it were taken from the unique side of DIC cameras, as shown
in Fig. 3- 7.
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Fig. 3- 7 (a) view of temperature field after rotation, (b) image taken from the side of DIC camera

In Fig. 3- 7 the yellow olives are used to indicate the orientation of the images. Two wires can
be seen, and they are used for locating the reference point position, which will be used later.

Now ���� is put into Fig. 3- 6 (b) to get Fig. 3- 8. Though the ���� is in fact a 2D reference
frame, still a 3D case is considered, whose third component will be finally attributed as zero. The
three RFs, their spatial relation at sampling instant � > � is shown in Fig. 3- 8:

Fig. 3- 8 spatial relation between �����, ����� and ���� at any sampling instant � > �
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A fast fact will easily be found that for any point � at sampling instant �, i.e. ���

����
�

��
��� ��

������������������� = ����
�

���
��� ������������������������� (3- 83)

where �����
��

is the reference point which is found by selecting the central position of the section
line between the two welding points of the wires, i.e. the marking points. That induces:

��� �� − �����
��

= �2 ��� ��� − �����
���

(3- 84)

where

�2 =
0 1 0
−1 0 0
0 0 1

(3- 85)

Since the �����
��
is hard to be tracked in real time, a good solution is to link this moving point

with DIC information based on the first hypothesis, i.e.

����
�

��
����
�

��
���������������������� = ����

�
���

����
�

���
������������������������� (3- 86)

If we take the coordinates into consideration, we will have:

�����
��
− �����

��
= �2 ����

�
���

− ����
�

���
(3- 87)

i.e.

�����
��
= �2 �����

���
− �����

���
+ �����

��
(3- 88)

Injecting Eq. 3- 88 into Eq. 3- 84, we get:

��� �� = �2 ��� ��� − ����s
���

+ ����s
��

(3- 89)

i.e.

��� ��� = �2−1 ��� �� − ����s
��

+ ����s
���

(3- 90)Inject Eq. 3- 90 into Eq.

3- 79, we get:
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��� ��� = �3 ��� �� − ����
�

��
+ �1 ����

�
���

− �0� ��� (3- 91)

where

�3 = �1�2−1 =
1 0 0
0 0 −1
0 1 0

(3- 92)

Therefore, for any point ��� �� , we can extract its coordinate in ���� , then we can find its
corresponding coordinates in ����� by Eq. 3- 91. Based on the above-mentioned relation of Eq.
3- 82: the temperature value of ��� ��� is the same as that of ��� �� , or we say we project the points
and their temperature values from ���� to �����.

Now the two projections are done.

The cameras mentioned in the following 2 sections are adjusted by level tool so that there axis
are simply in ~90° rotation. However, it is impossible to set them in perfect alignment. The error
cause by the deviation of alignment is given in Appendix A. 16.1.3.

3.6.2 Boundary Conditions

There are two kinds of boundary conditions. The first type is to impose the velocity extracted
from the experiment, and in fact only one component of the velocity vector is used. The other kind
of boundary condition is used to avoid the rigid movement caused by oscillation in the simulation.

3.6.2.1 Boundary Condition for Imposing Loading Information

It is necessary to refer Fig. 2- 17 here. One can see that based on the method of selecting a ZOI
in section 3.5.1, quite a good uniformity of the � component of velocity through a transverse section
(that is more precisely, the uniformity through a rank of DIC sensors) is observed. This would
introduce quite naturally the idea of averaging those (very slightly) different velocities in order to
form a unique boundary condition that is applied to all nodes located in the upper face (or in the
lower face) of the ZOI boundary, i.e. the faces ABFE and DCGH in Fig. 3- 9. The boundary
condition that we use is the velocity component along the loading direction, i.e. the ��� at sampling
instant �. This velocity component is obtained by the following expression:

��� =
���−���−∆t

∆t
(3- 93)

Although the boundary condition of velocity component can be simply extracted via Eq. 3- 93, it
is not a good choice to use the ��� from the DIC data directly, because the random error of DIC
recording will generate strong oscillation of velocity values. Thus, the displacement data (��� ) must
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be fitted before using. The way to fit the displacement data consists of a so-called “master-slave”
fitting, and is detailed in Appendix A. 7.

Fig. 3- 9 ZOI and its coordinate system in simulation, where x width, y thickness, and z length or tensile direction

3.6.2.2 Boundary Conditions to Avoid Rigid Movement

Again as shown in Fig. 3- 9, for nodes on edges �� and �� , velocity component along �
direction is imposed as 0. For nodes on edges �� and ��, velocity component along � direction is
imposed as 0 . Thus, the rigid movement is avoided by imposing artificial constraints that do not
modify the physical problem.

3.6.3 Pretreatment and Imposing of Temperature Field

Before reference frame transformation, an additional pretreatment of temperature field is carried
out to smooth the data measured from IR camera. The treated data of temperature is then stored in a
text format file, and used for imposing the � field in simulation.

3.6.3.1 Pretreatment of T Field before RF Transformation

Fig. 3- 10(a) is taken from one experiment at nominal 1000°C for the explanation. Firstly, select
the upper and lower horizontal lines to define the useful length of T field along � direction, as
mentioned in section 3.53.5.1. Secondly, select the left and right vertical lines to remove the
pixels at the ends whose data is abnormal because of edge effect. Thirdly, the raw averaged values
(�����), the standard deviation (∆�) along � direction within the vertical lines are calculated for each
increment of � . Fourthly, a polynomial fitting of 6 order is used to smooth ����� , and the fitted
values are marked as ��������. Finally, for each increment of �, the values of �����, ��������,����� − ∆�,
����� + ∆� are plotted in Fig. 3- 10(b).
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Fig. 3- 10 (a) Typical temperature profile obtained by Q-pyro cam at nominal temperature 1000°C after calibration, with
vertical and horizontal boundaries for data treatment, and (b) averaged temperature (with) standard deviation within vertical
boundaries for all y values within horizontal boundaries

From calculation it is found that all along the � direction, the ���(∆�) is smaller than 16°C.
When looking at the variation of ��, one can see that it goes across more than 150°C, which is much
bigger than the ∆�. Besides, from Appendix A. 6 one can see that the temperature variation through
the thickness of the sample is also quite small compared with the variation along the loading
direction. Based on those, it is reasonable to consider a �������� profile which depends only on the
vertical direction, which simplifies the simulation too.

In fact, for all tests, a fitting order of 4 ~ 6 is used for calculating the ��������.

3.6.3.2 Temperature Field Storage and Imposing

Because the sampling frequency of the temperature field by IR camera (~ every 3s) is much
longer than the incremental time step (~ 0.1s) identical with that of DIC, when storing the T data, a
linear interpolation is used based on DIC time series: in each time step the information is arranged in
the format of (� , �(�)) in a text file, where � is the coordinate vector in the simulation reference
frame. Then during T imposing, for each of the mesh nodes, if it’s close enough (close enough
means the distance of the mesh node and material point is smaller than a pre-set value) to one or
more material points in the text file at a given sampling instant, the average temperature of the
corresponding material point(s) is considered as the temperature value of the mesh node. We can
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select 1 to 3 component dependence of vector � to impose the T field, and for present work only the
� direction, i.e. the loading direction is considered to simplify the work. Now the temperature
imposing is done.

3.7 Self-Consistence of the Local Simulation Strategy

The local strategy should be ZOI independent. In other words, when different ZOIs are selected,
the calculated values should be the same or quite close to each other, and that is called “self-
consistence”.

Fig. 3- 11 Proof of self-consistence on the 800°C test. (a) positions of different selected pairs of sensor lines serving for the
definition of boundaries; (b) calculated temperature evolution at the central sensor (red dot in figure (a)), (c) calculated force
evolution, and (d) calculated ��� component at the central sensor.

As illustrated in Fig. 3- 11, there are multiple choices for the definition of the ZOI: for instance,
it can be defined in between the sensor lines A and D, or in between B and C. As a consequence, it
is necessary to check that the optimization is not "ZOI-dependent". To proceed to this verification,
four different ZOI of different lengths are considered: between A and C (AC), A and D (AD), B and
C (BC), B and D (BD). All simulation parameters are the same, except mesh geometries, mechanical
boundary conditions (i.e., imposed velocities), and initial temperature distribution (but note that
these distributions are deduced from a unique profile � � provided by IR imaging). In Fig. 3- 11 c,
it is observed that the calculated load response does not depend on the ZOI definition. This result is
definitely expected. More interestingly, it is observed that at a central fixed sensor (the red dot in Fig.
3- 11 a), both the calculated temperature evolution and the calculated deformation evolution are
quasi-identical, whatever the ZOI. This demonstrates that the proposed local simulation method is
self-consistent (in other words ZOI-independent). This ensures that the parameter identification will
not depend on the choice of the ZOI, provided that its limit be reasonably far enough from the very
central region of the specimen.
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3.8 Chapter Summary

In this chapter the FEM frame of Cimlib is concisely introduced. The Thermo-elasto-
viscoplastic constitutive law is given, which is then used in the direct simulation. The way to
organize the direct simulation is introduced, together with the self-consistence proving the validity
of the local strategy. The boundary conditions constraining direct simulation are then given during
the reference frame transformation.

With all the above preparation of direct simulation, it is ready to do the optimization in the next
chapter, where the simulation result is used as input for the optimization.
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Chapter 4 Optimization for Identification of
Constitutive Parameters

Résumé

Dans les deux derniers chapitres, les enregistrements de force sont obtenus à la fois des tests
expérimentaux et des simulations correspondantes, et ils sont utilisés pour construire une fonction de
coût qui est détaillée dans ce chapitre. Différents candidats de fonction de coût sont vérifiés avant de
démarrer l'optimisation en minimisant la fonction de coût. L'optimisation est réalisée sur la base de
l'algorithme EGO intégré à MOOPI, une plateforme d'optimisation développée à domicile. Les
paramètres optimisés sont ensuite adoptés dans la simulation pour produire des informations de
force qui sont comparées à celles expérimentales correspondantes. On constate que la force
expérimentale et la force simulée correspondent bien. Enfin, un test avec des températures variables
sous chargement et relaxation est effectué pour vérifier si les paramètres optimisés peuvent bien
fonctionner dans des cas compliqués.

Chapter Introduction

After the introduction of experimental and simulation in the previous chapters, optimization will
be given in this chapter in the view of determining the constitutive parameters of a selected behavior
law. Firstly the optimization strategy is introduced, followed by introduction of optimization
platform MOOPI together with way to build a cost function and the candidates for the cost function.
Then optimization result will be presented and analysis of the convergence and parameter coupling
effect will be probed. Finally, a verification test is given based on the optimized parameters.

Vertical build sample, i.e. the sample built along the loading direction (i.e. the O1 in Chapter 5)
is used in this chapter. The parameters of Hill48 are so selected that the yield criterion is the same as
von Mises. No kinematic hardening is considered in this chapter. The meshes of 1 ani were used for
the optimization, and meshes of 2 iso were used to calculate the data used in discussion with optimized
parameters (refer to Fig. 3- 4) in this chapter.

4.1 Optimization Strategy

A global introduction of the optimization strategy can be seen in Fig. 4- 1. The experimental
plan consists of mechanical tests performed at different nominal temperature levels: 800, 900, 1000
and 1100 °C. Nominal beam velocity v.s. time is the second characteristic of such tests. During each
test, the time recorded information consists of the force, the surface displacement field, the surface
temperature distribution. As explained above, from this information, and for each test, a ZOI and its
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finite element mesh are defined. A steady initial temperature distribution and time-varying
mechanical boundary conditions are determined. The elastic-viscoplastic behavior model defined in
Eq. 3- 49 is considered, and vector � containing the initial values of the set of parameters is to be
identified. This allows simulating, as explained in Section 3.4, each of the tests. Then a cost function
�� (also called objective function or loss function) can be defined and calculated, expressing the
difference between measured and calculated quantities. A minimization procedure is then started:
the � values are iteratively modified in order to converge towards a minimal value for ��. While the
cost function value does not meet a predefined stop criterion (a certain small value) the iterative
optimization process generates new parameter vector values, and automatically triggers a new series
of simulations of the different tests.

Optimization flow of all steps presented in Fig. 4- 1 is called inverse method (for more
information of inverse method, refer to book by Buljak [100]).

Fig. 4- 1 Global view of optimization strategy for automatic identification of constitutive parameters

4.2 Introduction of MOOPI

The inverse method is carried out on a home-developted optimization platform MOOPI
(MOdular software for Optimization and Parameters Identification) [101]. MOOPI was designed to
resolve non-linear optimization problems, the algorithms for which can be grouped into derivative-
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based and derivative-free ones [102]. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) [103] and
the efficient global optimization (EGO) [104] integrated in MOOPI are the widely used two. The
BFGS method demands the calculation of the Hessian matrix, and for a FEM based non-linear
minimization problem this is really costly. Besides, the BFGS method is prone to find a local
minimum, not necessarily a global minimum. On the contrary, EGO avoids those drawbacks, at least
theoretically. The EGO method is suitable for black-box minimization problem. It takes a surrogate
model (in MOOPI, kriging is selected) to generate the �� response surface on the identification
domain of � . The response surface is updated with new estimates of � . As the number of �
estimations increases, the minimum position of the response surface will be revealed. Although the
calculation of expected improvement (EI) in EGO is also a heavy processing [105], comparing with
the time-costing by FEM processing, calculation of EI in EGO becomes rather acceptable. Thus, the
EGO method is selected as the optimization method in the present study.

4.3 Building a Cost Function

4.3.1 Interpolate the Simulation Data

The time series in the laboratory tests could be different from those in the simulation. A
reasonable way to overcome this is to consider the time series in laboratory experiment as the master
one, and project this laboratory time series to the simulation results to get the corresponding data. In
this work linear relation is used for the projection.

4.3.2 Temporal Weights

In the laboratory time series, the interval between any two points could be different. The point
adjacent to big intervals has a bigger temporal weight compared with the point adjacent to small
intervals. Thus, temporal weights can be defined as follows. For any sampling instants ��−1 , �� , and
��+1 (� = 0,1,2, …, � − 1), the time duration assigned to �� is calculated as:

∆�� =

1
2
�1 − �0 , �� � = 0

1
2
�� − ��−1 + 1

2
��+1 − �� = 1

2
��+1 − ��−1 , �� 1 ≤ � ≤ � − 2

1
2
�n−1 − ��−2 , �� � = � − 1

(4- 1)

Then the weight of each sampling instant � is defined as:

�� =
∆��
∆���

(4- 2)
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And in the ��ℎ laboratory test, this equation is re-assigned as:

��,� =
∆��,�

�=0
��−1∆��,��

(4- 3)

where �� is the total sampling instants in the ��ℎ laboratory test, and ���,�� = 1 is met.

4.3.3 Candidates for Cost Function

The most used cost functions are mean absolute error (MAE), mean squared error (MSE), root
mean square error (RMSE), mean absolute percentage error (MAPE) and root mean squared
logarithmic error (RMSLE) [106,107]. It should be beard in mind that no cost function is perfect for
all the problems, and one should chose the “right one” based on the problem that he studies. In the
following, the normalized mean absolute error (NMAE), MAPE, and the normalized mean absolute
logarithmic error (NMALE) are tested for this project, whose expressions are given in Eq. 4- 4. Only
force information is used in building the cost function.
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���+1) ��,��
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(4- 4)

where � is the test index (� tests in total). In test � , there are �� sampling instants for force
measurement, whose temporal weight are denoted as ��,� with � varying from 0 to �� − 1 .
Accordingly, ��,�

��� and ��,���� are the measured and calculated force values (in fact the absolute value
of the force component along the loading direction) at time ��,� , respectively. And coefficients ��

allow a possible weighting procedure between the different tests (in this project �� = 1 is always
met).

The “mean” of each formulation is expressed by temporal weight ��,� , and “normalization” is
expressed by the Σ part at denominator in NMAE and NMALE. In fact, in MAPE there is also
normalization, which is contained in the percentage error itself. The normalization is whatever
important, because in tests at various temperature levels the magnitudes of load are quite different.
Besides, no “Squared” cost function such as RMSE is adopted, because in EGO method no
differentiation of cost function is calculated and thus, there is no need to consider the
differentiability of the cost function.
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In the following optimization results for each of the three cost functions will be presented.

4.4 Database and Settings of Optimization

4.4.1 Database of Optimization

The temperature field initially projected onto the mesh of the ZOI is shown in Fig. 4- 2, for the
four tests. As previously shown in Fig. 3- 6, all nodes of the mesh are assigned with a negative �
coordinate value during the reference frame transformation, the top of each ZOI being at � = 0. The
effective length of each ZOI is indicated just below them in the figure. At 800°C the selected ZOI
length is much shorter than the others because at this tested temperature level the lower values of the
temperature profile reach the lower bound of the use domain of the IR camera (Refer to Section
3.5.1).

In the present study, elastic parameters are not identified. The Poisson coefficient is assumed as
constant, equal to 0.3. The variation of the Young modulus with temperature is taken from literature
[108] and the data are multiplied by 0.82 as a compensation of reduction caused by orientation of
columnar microstructure of additive manufactured material [44], where the value 0.82 was
determined by optimization during the starting several seconds of all the tests. Detailed calculation
of Young’s module along given direction is given in Appendix A. 12.

Fig. 4- 2 Measured temperature as a function of z at the beginning of the first loading step, for the 4 tests.
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Fig. 4- 3 introduces the four different tests performed at different nominal temperatures. All tests
consist of a sequence of three load and relaxation steps, except the test at 900°C, which has only two
steps, as shown by the dashed lines in Fig. 4- 3. Altogether, this allows identifying the constitutive
equation on a series of 11 load and relaxation combinations at different temperatures. Load steps are
performed at imposed constant beam velocity, indicated by the red dashed lines on the figure. Beam
velocity varies from 0.01 to 0.05mm∙s-1. Assuming that the deformation affects principally the
central hottest region with a quasi-uniform temperature, and estimating its length to be 20 mm, this
yields a nominal strain rate varying from 0.5 to 2.5 x10-3s-1. Relaxation steps, during which the beam
velocity is maintained null (zero displacement), have different durations, from 15 to 60s. The blue
solid curves in Fig. 4- 3 show the measured evolution of the force. It can be seen that the response of
the material clearly expresses elasto-viscoplasticity, at all temperature levels. The decrease of the
force (so the stress) after load, when deformation stops, is progressive, expressing viscous effects.
Also, despite the rather short relaxation steps, stress relaxation appears as only partial, revealing a
non-zero stress threshold.

Fig. 4- 3 Summary of the experimental plan consisting of load and relaxation steps at different temperatures (a): 800°C, (b):
900°C, (c):1000°C and (d) 1100°C. The four charts show the imposed beam velocity vs time (in red dashed segments), and the
measured load response vs time (blue solid curves).

Thanks to the temperature profile as shown in Fig. 4- 2 and the velocity imposed on the ends of
the sample as shown in Fig. 4- 3, the lengths of selected ZOIs evolve with time too, which is given
in Fig. 4- 4. The lengths of ZOI at time � (����� ) is calculated by:

����� = �������� − �������� (4- 5)
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where �� is the averaged displacement component along loading direction of the grouped points that
define the upper and lower boundaries of ZOI, as shown in Fig. 2- 17 (a) and Fig. 3- 1(b). It can be
seen that the length of ZOI continues to increase, whenever at loading or relaxation period. In
Section 3.6.2.1 the experimental velocities at upper and lower boundaries of ZOI are imposed into
the corresponding meshes, which in turn become the evolution of length of ZOI. In other words, one
can consider the evolution of length of ZOI as the boundary conditions. (This is also one tip for
operating the master-slave fitting in Appendix A. 7, and see also Section 3.6.2.1)

Fig. 4- 4 Evolution of experimental ZOI lengths with time in the test of (a): 800°C, (b): 900°C, (c): 1000°C and (d): 1100°C

4.4.2 Settings of Optimization

The rheological law for characterization is reduced from Eq. 3- 49 (see Appendix A. 13), and it
is

�� = ��,��� +��,��� 1 − exp ( − ���) exp �1
���

− �1
������� � ��������������� ��������������

�s

+ ����exp
�2
���

− �2
������

ε���
� � ������� ������

�����������

(4- 6)

The search intervals for all the parameters are given in Table 3, with ���� assigned with 1073K.
Those boundary settings are used in all the optimizations of the three cost functions. The other
settings are (for reason of choosing such initial parameters, refer to reference [101]):
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Kriging exploitation type: expected improvement (EI)

Kriging calibration type: Likelihood

Kriging parameters: Theta

Initial database: 128 (= 27)

Maximum database: 500
Table 3 Boundary values of the parameters for the optimizations and optimized values on various cost functions

Parameter (Unit)
Boundaries Optimized Values

Minimum Maximum MAPE NMAE NMALE

��,��� (MPa) 60 160 92 94 148

��,��� (MPa) 63 103 102 102 66

� 171 571 570 322 241

�1 kJ∙mol-1 140 180 150 163 153

���� (MPa) 677 1595 1365 1112 1430

� 0.15 0.35 0.277 0.252 0.303

�2 kJ∙mol-1 56 96 83 77 71

���(��) ─ ─ 0.284 0.0404 0.00785

4.5 Optimization Results

4.5.1 Choice of the Final Cost Function

After 500 hundred calculations, the optimized parameters were found by MOOPI, and the
values are given in Table 3. The final cost function values given in Table 3 by different expressions
are not comparable. Then, based on the optimized parameters for each cost function, the simulated
force and experimental force are plotted in Fig. 4- 5. One can see that for all the 3 sets of parameters,
the differences between experimental and simulated force are not so apparent. Based on the above
two aspects of non-ability (i.e. cannot be selected by comparing the cost function values, and cannot
be selected by the difference between experimental and simulated forces), a reasonable way to find
the better choice for the cost function is to use the percentage of cost function. The final cost
function value is the sum of the expressions after �� (included) in Eq. 4- 4, where �� is assigned as
0.25. So the expressions take percentages in the final cost function, and these values are given in Fig.
4- 5 under each curve for each cost function.
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Fig. 4- 5 Force comparison between experiments and simulation with optimized parameters on cost function of (a): MAPE, (b)
NMAE and (c): NMALE. The cost function percentage of each test is indicated under corresponding curve. The sum of �� in
each column is 100%,

Now, immediately and visually we are able to tell that the appearance of MAPE and the
percentages are not “compatible” when we look at the 900°C and 1100°C tests. This is because in
MAPE expression, it is very sensitive to local values, especially at the starting period. Looking at
the illustration given in Fig. 4- 6 for instance, one can see that for the first experimental data point at
the sampling point close to 0, the MAPE expressed by Eq. 4- 4 will generate a very big value, even
though the overall simulated curve and experimental curve match well. That is the reason that in Fig.
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4- 5 (a), the 900 and 1100°C contribute strange percentage in cost function. Thus, MAPE is not a
good choice in this project because in each test the experimental force increases from 0, which could
introduce abnormal values at the starting period.

Fig. 4- 6 Explanation why MAPE could generate strange values

Then, no obvious advantage can be found based on this figure for the NMAE and NMALE, but
the NMAE has a clearer meaning, which is the relative difference of the areas under the
experimental curve and the simulated curve.

Based on the above, the NMAE is chosen as the cost function for this work.

4.5.2 Optimization Result with NMAE

The optimization with cost function NMAE is composed of three trials, as listed in Table 4.
Trial 2 started with the optimized values found in Trial 1 as initial values, and with a modified
relative wider identification domain, which is approximately centered on initial values. Trial 3 uses
the same boundaries as Trial 2, but without assigned initial values.
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Table 4 Initial, and boundary values of the parameters for 3 trials

Parameter
(Unit)

Trial 1 Trial 2 Trial 3

Min. Max. Opti. Ini. Min. Max. Opti. Min. Max. Opti.

��,��� (MPa) 50 110 110 110 50 170 107 50 170 76

��,��� (MPa) 30 100 83 83 53 113 83 53 113 113

� 20 500 371 371 70 670 367 70 670 359

�1 (kJ∙mol-1) 140 220 157 157 120 220 157 120 220 155

���� (MPa) 640 1364 1118 1118 659 1640 1118 659 1640 1537

� 0.1 0.35 0.256 0.256 0.1 0.4 0.252 0.1 0.4 0.285

�2 (kJ∙mol-1) 40 110 76 76 46 106 77 46 106 82

min(��) 0.0384 0.0382 0.0438

Initial: ini., Minimum: Min., Maximum: Max., Optimum: Opti.

The evolution of the minimum cost function value, min �� , along successive direct simulations,
is shown in Fig. 4- 7, for the three trials. As the minimum value of the cost function is not
systematically decreased at each direct simulation, only characteristic points are indicated on the
curves: points at which min �� is effectively decreased. In between them, direct simulations may
contribute to the improvement of the response surface, without necessarily decreasing min �� . In
Trial 2, min (��) value starts to converge with the end value of Trial 1, and finally ends with a
smaller value than in Trial 1, thanks to the pre-optimized initial values and the modified
identification domain. In Trial 3, min �� converges fast, but does not reach a value as low as in
Trial 1. This is because of a wider identification domain. This reveals a kind of correlation between
some parameters.
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Fig. 4- 7 Decrease of��� �� with the number of direct simulations performed in each of the 3 trials

4.5.3 Optimized Parameters and Correlation

4.5.3.1 �� and ��

It can be noticed first that the final values of the two activation energies �1 and �2 are quite
different. �1 is found to be twice as big as �2 . From Eq. 4- 6, the temperature sensibility of the
overstress (����������� ) contribution to the equivalent stress (��) is smaller than that of the threshold
stress ( �� ) contribution due to �1 ≈ 2�2 . The ����������� and �� contribution together with
temperature dependency is given in Fig. 4- 8, whose values are extracted from numerical sensors at
the central portions of meshes at surfaces. At higher temperature levels the overstress becomes the
main part of �� . Then, let us remind here, referring to Eqs. 3- 47 and 4- 6 that it has been assumed
that dislocation glide and climb have a similar activation energy: �1 , and that the second one, �2 ,
characterizes viscoplastic deformation: �2 = ���� . From the identified values, we get: �� = �� =
�1 = 157kJ∙mol-1, and ��� = �2 � = 77/0.252 ≈ 305kJ∙mol-1. The value of ��� found in this work
is close to those values of effective activation energy in range of 249 to 310kJ∙mol-1 for creep
behavior [109,110].
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Fig. 4- 8 �� (blue dotted line), �� − �� (i.e. overstress, blue dashed line) and �� (blue dash-dotted line), and �� (red solid line)
from numerical sensors at the mesh surfaces (corresponding center positions at the sample surfaces) in simulation at (a):
800°C, (b) 900°C, (c) 1000°C, and (d)1100°C. These simulations were based on optimized parameters of Trial 2 with
temperature field updating.

4.5.3.2 Correlation of ��,���, ��,��� and �

A focus on the expression of the hardening function, ��,��� 1 − exp ( − ���) , shows that it is
extremely sensitive to � parameter. In the present case, the three identification trials converge to
high values of � , always greater than 350. The consequence is that only one percent of plastic
deformation is enough to almost saturate this hardening function: 1 − exp −350 × 0.01 = 0.96,
and taking � = 367, a 99% saturation is reached at �� = 0.013. As the tests (from 800 to 1100°C) are
performed for plastic strain up to 0.037, 0.053, 0.055 and 0.045, the hardening function is found
saturated on a large part of the experimental data base, which is shown in Fig. 4- 8. This may cause a
tight correlation between the initial yield stress, ��,��� , and the exponential hardening term, ��,��� .
Indeed, for any plastic strain exceeding the saturation value 0.013, the threshold stress has the
following expression:

��(�, ��) ≈ ��,��� + ��,��� exp �1
���

− �1
������

(4- 7)
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Thus, it can be understood that different pairs ��,���, ��,��� having the same sum can not be
discriminated. As a matter of fact, it is worth noticing that the sum ��,��� + ��,��� takes similar
values in Trial 1, Trial 2, and Trial 3: 193, 190, and 189MPa, respectively. The only possibility for
discrimination between such pairs relies on contributions to the cost function provided by the part of
the force curves obtained for small plastic deformation (i.e. less than 0.013). Note that this may only
provide from the first loading of each test. A deconvolution technique – which has not been tested in
the present work, due to a lack of time – would consist in affecting an extra weight in the cost
function to the beginning of the first load curve of each test.

4.5.3.3 Correlation of ���� and�

Uncoupling these two values requires an extended strain rate range. Table 5 gives the values of
the product �������� obtained for different strain rates ��� with ���� and � values identified in Trial 2
and Trial 3.

Table 5 Analysis of the correlation between parameters ���� and�

Generalized
strain rate ��� (s-1)

Value of product ��������

with parameters
identified in Trial 1

with parameters
identified in Trial 2

with parameters
identified in Trial 3

10-5 58.7 61.4 57.8

10-4 105.8 109.8 111.4

10-3 190.8 196.1 214.7

10-2 344.0 350.3 413.8

Note that for the first three lower strain rates, the product values differ by less than 10% for the
three pairs of ���� and � values. Decorrelation would be more clearly obtained at higher values of ���
(e.g. 10-2), for which the product values are less close. This is especially true since this maximum
difference is obtained for the high strain rate, which is hardly obtained during the characterization
tests. This is illustrated in Fig. 4- 9 where the evolution of the �� component of the strain rate ����, as
measured by DIC, is plotted (blue dot curves). The ���� component is actually close to ��� in this quasi-
uniaxial configuration, and is extracted at the geometrically central point of the sample surface. Note
that this point is not the hottest position, but quite close to it. It is observed that the strain rate is
found in between a maximum of 2x10-3s-1 during loading, and a minimum of 1.5x10-5s-1 during
relaxation. Longer relaxation steps would give access to lower strain rates, but at a cost of much
longer tests, which is problematic regarding surface oxidation of the specimen. An alternative to get
low strain rates would consist in proceeding with loading steps at a much slower beam motion, but
this cannot be easily controlled on the present Dedimet machine. Nevertheless, it is important to
note that the experimental space on which the constitutive equation is identified covers this
amplitude: from 1.5x10-5 to 2x10-3s-1, which is fully relevant for further use of the behavior law in
the context of numerical simulation of LPBF additive manufacturing.
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Fig. 4- 9 Evolution of beam velocity (red solid lines) and of the experimental strain rate component ���� as measured by DIC at
the center of the specimen surface (blue dots) for tests at (a) 800°C, (b) 900°C, (c) 1000°C, and (d)1100°C.

Despite the preceding remarks, it seems reasonable to consider that the obtained
min (��) = 0.03815 in Trial 2, is associated with a sound parameter set. In the next section, the
obtained results are presented and discussed.

4.5.4 Final Results

The parameters from Trial 2 are taken to run the simulations for the 4 temperature levels with
temperature update. Fig. 4- 10 shows the comparison between calculated and measured load curves.

On this chart that encompasses the 4 tests thanks to a unique force scale, it can be seen that the
different load and relaxation steps are very well predicted, for various loading velocities and over a
300°C temperature range, from 800 to 1100°C. What is especially striking is the almost perfect
agreement upon relaxation steps. This reveals a very good modeling of the viscoplastic parameters,
but also their balance with respect to the predefined elastic ones, as it is well known that the slope at
relaxation start is governed by the so-called relaxation time, in other words the ratio of the apparent
viscosity to the Young modulus. Relaxation at longer times is equally very well described, which
means that the modeling of the yield stress (the elastic limit plus the hardening function) is also very
accurate, as it is known that the stress asymptotically converges to this yield stress. What’s more, in
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the simulation no kinematic hardening is used, and this good agreement of force indicates that the
kinematic hardening is not necessary for the simulation of the behavior.

Fig. 4- 10 Load comparison between experiments and corresponding simulations with optimized parameters.

The only imperfection can be found during loading steps. This is probably due to the expression
of the hardening function which could be improved. However, only minor differences can be
observed with respect to the experimental measurements.

These results can be compared with respect to the literature. One can see that the yield strength
of IN718 decreases rapidly after 650°C [95,111]. The as-built sample is expected to have a structure
close to as-cast or as-solutioned. And it is found that the 0.2% offset yield strength (�0.2�) at 650°C
under non-aged condition is at a level of about 350MPa [112,113], thus smaller �0.2� is expected at
higher temperature of 800°C within short testing duration. In the 800°C simulation, when the
equivalent strain reaches 0.2%, the corresponding stress component of ��� is 284MPa, which is
equal to �� and contains initial yield strength, dynamic hardening and overstress contribution, is
reasonable based on the temperature and the material temper state.

Besides, with a value of � = 367 , it can be proofed that at about 1.3% deformation the stress
reaches 99% of the hardening capacity. This fast saturation is found close to some research work
carried out at similar temperature and strain rates [114,115,116].
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Fig. 4- 11 Field comparison of (a): displacement component ��� , (b): deformation component ��� and (c): deformation
component ���, between experiment and simulation of test at 1000°C

What’s more, the displacement and deformation information by experiments and simulations is
shown in Fig. 4- 11. Even though the parameters in the constitutive model were determined by
optimizing a cost function built only by force information, the simulated deformation field and the
measured experimental ones are quite comparable, which is evidence that the constitutive model is
well selected and characterized

4.6 Testing of Characterized Rheological Law

Throughout the previous sections in this chapter, all the parameters are optimized based on
temperature fields which do not evolve with time. It is desirable to check if these parameters work
well for a test with evolving temperature field.

4.6.1 Verifying Test Design

From Fig. 4- 2 one can see that for temperature domain between 900 and 1100°C, the ZOI can
be selected with the same length, but for 800°C this length is quite shorter. As a compromised
choice, the temperature range of 925 ~ 1130°C is selected.

From a test on Dedimet machine, the cooling rate is higher than 19°C∙s-1 based on the setting as
aforementioned in Chapter 2, and the heating rate can maintain a constant value of 6°C∙s-1 from
room temperature to 1200°C. A verifying test is designed as given in Table 6.
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Table 6 Temperature and velocity routines in the verifying test

Time in exp (s) Time in sim (s) T (°C) � (mm∙s-1)

0 ─ 20 free

180 ─ 1130 free

360 0 1130 free/0.05

385 25 975 0.05/0

405 45 925 0/0.025

435 75 1025 0.025/0

471 111 1130 0

The verifying test composes of four sections: loadings of different velocities with evolution of
temperature at different rates.

4.6.2 Experimental and Simulation Results

The temperature evolution measured at the center of the wide sample surface by IR camera
since �� = 360s in the experiment (i.e. from t = 0 in simulation) is shown in Fig. 4- 12 (a). It can be
seen kept very close to the objective temperature routine. The experimental and simulated forces are
shown in Fig. 4- 12 (b). From the figure we can make the following observations in the 4-time
sections:

1st loading (0 ~ 25s): the force increases with time as deformation increases. Since about 7s, the
force evolution is slowed down since the plastic deformation occurs (refer to the red solid curve in
Fig. 4- 12 (b)), and the curve has a convex trend due to the descending temperature. During this
second phase in loading 1, the simulation tends to overestimate the force.

1st relaxation (25 ~ 45s): at start of relaxation, the force goes down rapidly because of the
viscoplasticity with decreasing strain rate. But at a certain moment - well captured by simulation –
that the force increases again due to the descending temperature, which indicates an increase of the
stress threshold.

2nd loading (45 ~ 75s): for the staring several seconds the force increases fast thanks to the
increasing strain rate, which is again well captured by the simulation. Then, at a certain moment
(~50s), again well captured by the simulation that the force goes down as a result of increasing
temperature. But once again, the rate of decrease of the force is overestimated by the simulation, and
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2nd relaxation (75 ~ 111s): the load decreases continuously, and the force seems to converge to a
very low level, which is expected, because the stress threshold at a temperature higher than 1100°C
is expected very low.

Fig. 4- 12 Comparison of (a): measured T by IR camera and set value, (b) measured force and calculated force

The calculated force is systematically higher than the experimental one between ~5 and 75s.
This bias is partially caused by the temperature measurement error, (which was further caused by IR
camera calibration, see Appendix A. 16.1.2): the bigger gap between ��� and ���� is, the more bias
between experimental and simulated force is found. The NMAE value is 0.245, which is too big
compared with the result (0.03815) mentioned at end of Section 4.5.3.3. Aside of the constitutive
model selection and the determined parameters, the temperature measurement is the biggest issue
that affects the force comparison. After a manual calculation, it is found that if the ��� is increased
by 3.18% (i.e. 29 to 36°C, which is in the uncertainty in the error analysis in Appendix A. 16.1.2),
the cost function is strongly reduced to 0.0485, and the new comparison of force between
experiment and simulation based on the adjusted temperature is given in Fig. 4- 13. From this result
it is clear that on the one hand, the trend determined by Eq. 4- 6 and the determined parameters is
quite such as expected, which means the parameters were well determined; on the other hand, the
precision of the experimental work is quite important for determining the parameters of the
constitutive model. That is also a reason that 100°C was selected as interval for different
temperature level tests. Refer to Appendix A. 16.1.2 for more about the error during temperature
measurement.
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Fig. 4- 13 Force comparison with adjusted temperature.

4.7 Chapter Summary

Optimization based on a local strategy is successfully operated on MOOPI, with selected cost
function of NMAE. Thanks to the EGO algorithm, the parameters are determined by minimizing the
NMAE. The parameters are found close to the values by others’ work. Although the parameters are
optimized by minimizing a cost function built merely by force, the deformation fields from
calculation by the optimized parameters are quite close to the experimental ones, which indicate the
rheological law is properly selected and characterized. From the analysis of the correlation of
parameters, it is found that the sensitivity analysis of parameters in a rheological law is quite
important before determination.
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Chapter 5 Probe into Anisotropy

Résumé

Les éprouvettes préparées par le procédé LPBF ont différentes orientations, et ces orientations
entraînent en anisotropie. Dans ce chapitre, deux stratégies (directe et inverse) pour identifier les
paramètres de Hill48 sont introduites. La stratégie directe ne fonctionne pas bien. Lorsqu'elle passe à
la stratégie inverse, une fonction de coût développée composée de trois éléments, c'est-à-dire la
force, la déformation et le coefficient de Lankford, est étudiée. On constate qu'en modifiant les poids
des trois éléments, les résultats d'optimisation présentent des variations évidentes. Compte tenu de
tous les facteurs, nous avons les résultats d'optimisation finaux, dans lesquels les paramètres liés à
l'anisotropie et ceux liés au modèle constitutif sont obtenus via la méthode d'optimisation alternée.
L'anisotropie se trouve évoluer avec la température, et la raison possible de l'évolution est analysée à
la fin de ce chapitre.

Chapter Introduction

In Chapter 4 the optimization was carried out on the vertical built sample, i.e. O1 in Fig. 5- 1. In
this chapter all the 5 groups of samples of various orientations are studied.
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Fig. 5- 1 Orientations of the LPBF processed samples mentioned in Table 7. Chapter 4 is based on O1.

The orientations are selected on the possibility of LPBF processing. The main difference is the
angle between the building direction (in red arrow with upper-case Z) and the tensile direction of the
sample (in black with lower-case z). The reference frame of the colorful upper-case is defined as the
��� , where � indicates the material, and the black lower-case is defined as the ����� , where ���
indicates the experimental reference frame (Cf Section 3.6.1.1).

With the same optimization method as stated in Chapter 4, 4 additional groups of samples built
with different orientations were also tested, and the optimized results based on the von Mises
hypothesis are as follows in Table 7 (Noticing, the ���� = 800°C is used throughout this chapter).
The comparison between optimized force and simulated force within each orientation is given in
Appendix A. 10. Because the optimizations were done within each orientation, it is thus reasonable
to consider that the optimum optimization results on Hill’s condition crossing orientations cannot go
beyond those inside-orientation optimizations.
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Table 7 Optimized parameters based on von Mises hypothesis

Parameter
(Unit) Orientation1 Orientation2 Orientation3 Orientation4 Orientation5

��,��� (MPa) 107 126 82 77 80

��,��� (MPa) 83 109 50 94 110

� 367 342 116 489 275

�1 (kJ∙mol-1) 157 140 145 175 166

���� (MPa) 1118 1406 1126 1221 1237

� 0.252 0.338 0.223 0.260 0.257

�2 (kJ∙mol-1) 77 61 71 60 82

From Table 7 one can get the following information:

 The values of�, ����, �1, and �2 are rather close in all orientations
 The values of (��,��� + ��,���) are quite different in different orientations
 The value of � seems to vary a lot, but it cannot be well identified (Cf Section 4.5.3.2).

It is interesting to find that there is surely anisotropy in this material prepared by LPBF
processing, which is revealed by the values of (��,��� + ��,���) . This difference is expected to be
explained by adjusting the Hill’s parameters (�, �, �, �,�,�), which define the anisotropy.

In this chapter, the way to determine the Hill’s parameters is introduced. It consists of direct and
inverse strategies. In the direct strategy, only the Lankford method (i.e. deformation information) is
used to identify the Hill’s parameters. In the inverse strategy, both force and deformation are used
during the identification of the Hill’s parameters. Then, the possible reason for the evolution of
anisotropy is analyzed. (In this chapter, ��� and �� are used instead of �� and � in the sake of
convenience)

5.1 Orientation of the Material

The grain orientations of the as-built samples were examined by EBSD, and the typical
orientation 1 and 5 are given in Fig. 5- 2, where the surfaces in shadow are the ones examined. The
EBSD maps were taken on the centers of the indicated shadowed surfaces. Notice that the � − �
coordinate systems marked in this figure are intended for indicating the EBSD map orientations.
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Fig. 5- 2 Grain orientations of the as-built sample of (a): O1 and (b): O5

From the above figure, two observations can be found:

 There is a preference tied orientation of grains, which is along the local temperature
gradient, and

 The structure presents a transverse symmetry whose axis is along the building direction.

In other words, the material is expected to behave in a transverse isotropy mode around the
build direction. The following work is based on this transverse isotropy assumption.

5.2 Two Strategies to Calculate Hill48 Parameters

Basically there are two strategies to calculate the Hill48 parameters, which are the direct
strategy and the inverse strategy. In the following sections these two strategies will be introduced.

5.2.1 Direct Strategy

In the direct strategy, two sub-routines are available, which are the Lankford coefficient method
(� method) and the yield stress method (σ method). In � method the relations between � value and
Hill’s parameters are found, similarly in the σ method. They are given in the following sections.

5.2.1.1 �Method

Supposing the unit vector of � axis, � axis (i.e. the scanning directions) and the � axis (i.e.
building direction) of material reference frame (��� ) are expressed as �� = �1, �1, �1 � , �� =
�2, �2, �2 � and �� = �3, �3, �3 � in ����� (≡ ����� ) of ��� , then we consider the matrix � ,
composed as:
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� = �� �� ��

�−1 = �T = �� �� �� �
(5- 1)

For any vector �, the following relation is met:

� ��� = �� ���

� ��� = �T� ��� = �−1� ���

(5- 2)

The theoretical viscoplastic Lankford coefficient defined by the plastic strain rate in ����� is
defined as:

��ℎ��,�� = ����
��

����
�� (5- 3)

where ����
�� and ����

�� are the strain rate component in width direction and thickness direction,
respectively. See Fig. 5- 1 for checking the �����.

To express ��ℎ��,�� , a constitutive model (EVP) based on Hill48 criterion can be directly used
when the testing reference frame and material reference frame are in coincidence. When they are not
in this condition, a linear transformation should be done, as shown in Eq. 5- 4.

� ���
�−�� ����
� ������ � ���

Hill48
� ��� �� �� ���

����� ����−�

� �������� ���� ��� → ��ℎ��,�� = ����
��

����
�� (5- 4)

The stress tensor in ����� should be transformed into ���, and in ��� the strain rate is calculated,
and finally this strain rate is transformed back to ����� to calculate Lankford coefficient. In ����� ,
the stress tensor can be considered as uniaxial along � direction, at least for small deformation
before necking develops:

� ��� =

0 0 0

0 0 0

0 0 ���

(5- 5)

After calculation we obtain:

� ��� = �−1� ���� = ���

�12 �1�2 �1�3
�2�1 �22 �2�3
�3�1 �3�2 �32

(5- 6)
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The plasticity criterion is written as:

� � = �� − �0 (5- 7)

where, taking Hill48 as the criterion, the equivalent stress �� may be defined as (quite generally, not
taking into account the transverse isotropy yet):

�� = � ��� − ��� 2 + � ��� − ��� 2 +� ��� − ��� 2 + 2����2 + 2����2 + 2����2 (5- 8)

There are 7 parameters in this expression, i.e. the �, �, �, �,�,� and �0 . During an elastic-
viscoplastic deformation, we calculate the visco-plastic strain rate tensor as (Cf Section 3.3.1):

�� �� ��� = ��
�� ���

= ��
���

���
�� ���

= �������� ���

= ���
��

� ��� − ���
+�(��� − ���)

���� ����

����
� ��� − ���
+�(��� − ���)

����

���� ����
� ��� − ���
+� ��� − ���

(5- 9)

where ��� is the anisotropic equivalent strain rate (not explicitly detailed here), see Eqs. 3- 48 and 4- 6.
Injecting Eq. 5- 6 into Eq. 5- 9, we further get:

���� ��� =
���
��
���

� �12 − �32
+�(�12 − �22)

��1�2 ��1�3

��2�1
� �22 − �32
+�(�22 − �12)

��2�3

��3�1 ��3�2
� �32 − �22
+� �32 − �12

= ���
��
���� (5- 10)

Then with:

�� �� ��� = ��� �� ����−� = ���
��
���� (5- 11)

with � = ���−�

The theoretical viscoplastic Lankford coefficient of Eq. 5- 3 can be expressed by components of
B as:
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��ℎ��,�� = ����
��

����
�� =

���
���

(5- 12)

where:

�xx = �2
2 − �3

2 �22 − �32 � + �1
2 − �3

2 �12 − �32 � + �1
2 − �2

2 �12 − �22 �

+2�3�2�2�3� + 2�1�3�1�3�+ 2�1�2�1�2�
(5- 13)

�yy = �22 −�32 �22 − �32 � + �12 −�32 �12 − �32 � + �12 −�22 �12 − �22 �

+2�2�2�3�3� + 2�3�1�3�1�+2�2�1�2�1�
(5- 14)

Consider now transverse isotropy around the building direction (� axis), we have the following
relations:

� = �

� = �

� + 2� = �

(5- 15)

The first two equations are quite obvious. The demonstration of � + 2� = � is given in
Appendix A. 14. So the final expression of the Lankford Coefficient only dependents on �, � and �.
We write it in the form:

��ℎ��,�� = ��ℎ��,��(�, �, �, ��, ��, ��) (5- 16)

One can prove that with the relation of Eq. 5- 15, ��ℎ��,�� in Eq. 5- 16 is no longer �� and ��
dependent, i.e.:

��ℎ��,�� = ��ℎ��,��(�, �, �, ��) (5- 17)

Based on the expression of Eq. 5- 17, given the orientation of �� , the ��ℎ��,�� in this orientation
���
�ℎ��,�� can be calculated. In this project the orientation number is bigger than the unknown (i.e. �,
� and �) number, so the method of least squares is taken. For any test � with ��,�, define argument:

����: = � ���,�
�ℎ��,�� − ���,�

��� 2
� = �

��,��
��,yy

− ���,�
���

2
� (5- 18)
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where ���,�
��� is the Lankford coefficient that measured during the experimental test. The Eq. 5- 18 can

be resolved by minimization, which will result in a homogeneous equation set. So the final relation
of the F, H and L will be in the form of:

�

�

�

=

�

ℎ

1

� (5- 19)

where � and ℎ are the solutions gotten from the homogeneous equation set from Eq. 5- 18.

5.2.1.2 σ Method

Let’s have a look at the yield point of any test:

� � = �� − �0 = 0 (5- 20)

i.e.

��2 = �02 (5- 21)

Thus for any test � with orientation ��, if the uniaxial tensile test returns the yield stress as ���,�
���,

the ��2 can be expressed as:

��2� = � �22 − �32 2 + � �32 − �12 2 +� �12 − �22 2

+2� �2�3 2 + 2�(�1�3)2 + 2�(�1�2)2 ���,�
���2

(5- 22)

Define an argument of least square to minimize:

���� : = � ���
2��� − �02

2
� (5- 23)

With constrain of transverse isotropy by Eqs. 5- 15, resolve this minimization problem of Eq.
5- 23, finally one can get the solution in the following form:

� = �� ∙ �02

� = �ℎ ∙ �02

� = �� ∙ �02

(5- 24)
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where �� , �ℎ , and �� .are definitive values, and �02 is an unknown which can be any positive value.
One can assign � = 1.5 to calculate all the values of �, � and �0.

5.2.2 Inverse Strategy

In the direct strategy, the Hill’s parameters are determined by analytical method, and they are
then used as input in the simulations. One problem is that the model is not perfect, and the Hill’s
parameters calculated by the � method could result in bad simulation output for force, and vice versa
[117]. Thus, the inverse strategy is brought up as follows.

From Eqs. in 5- 19 and 5- 24 one can see that only two independent parameters are found when
� is fixed (in our project, � = 1.5 is always used hereafter). Immediately it can be seen that one can
cast the Hill’s parameters in the following relations:

� = � = ��

� = ℎ�

� = � + 2� = (� + 2ℎ)�

� = � = 1.5

(5- 25)

Then, the parameter vector � for optimization aforementioned in Section 4.2 is extended with
new components � and ℎ. By minimizing the cost function, the anisotropy parameters � and ℎ can
be found.

5.3 On Direct Strategy

Firstly, the Hill’s parameters are calculated by � method, and then the calculated values are
applied as preset ones in FEM simulation to run the optimization for the characterization of the
rheological law and then check the force response.

5.3.1 Determination of Hill’s Parameters at 1100°C by �Method

In previous section two ways are introduced to calculate the Hill’s parameters directly. From Fig.
4- 10 in last chapter one can immediately see that the initial yield strength is hard to measure. Thus,
the � method is the only way for the determination of Hill’s parameters directly for our work at high
temperature. But one can use the � method at room temperature as in reference when the initial yield
strength can be easily found [117].
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Based on the orientation as shown in Fig. 5- 1, one can calculate the theoretical viscoplastic
Lankford coefficients (��ℎ��.��), which are given in the third column in Table 8. As s comparison, the
averaged experimental Lankford coefficients (����� ) are also given in this table, while the way to
calculate this ����� is detailed in Appendix A. 11.
Table 8 Averaged experimental Lankford coefficients at various temperature levels v.s. theoretical viscoplastic Lankford
coefficient expressions for the 5 orientations (refer to A. 11 for detail)

Orientation
�����

��ℎ��.��

800°C 900°C 1000°C 1100°C

O1 1.28 1.44 0.89 0.95 1

O2 1.22 1.16 1.2 1.17 −0.6875� + 0.0625� − 0.125�
−0.9330� − 0.0670�

O3 1.55 1.27 0.81 0.67 �
�

O4 0.65 0.89 1.11 1.29 �
�

O5 1.81 1.36 0.75 0.71 −0.75� − 0.25�
−0.0625� + 0.1875� − 0.375�

From Table 8 it can be observed the following information:

 For O3 and O4, the product ��3
�ℎ��,�� ∙ ��4

�ℎ��,�� ≡ 1 , and for all temperature levels, the
product ���3

��� ∙ ���4
��� is found close to 1.

 For O1, the ��1
�ℎ��,�� ≡ 1, which is only observed in experiment at 1100°C level.

 For O3, O4 and O5, there is an obvious temperature dependence, while this dependence
is not so obvious in O2, and in O1 it is not so “regular”.

Noticing that the experimental results at 1100°C are in consistence of theoretical analysis, the
instant and probably the only choice to use this direct strategy focus on this T level, because the
other cases are quite far away from the theoretical value when we look at O1 (in which

��ℎ��.�� ≡ 1 ≈ 0.95 = �����).

By Eqs. 5- 15 and 5- 18, letting ���,�
��� = ����,�

��� , together with information from Table 8, the
independent relations between Hill’s parameters are:
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� = 0.217�

� = 0.285�

� = 1.5

(5- 26)

The next step is to use those Hill’s parameters as preset values to optimize the rheological law
by inverse method.

As stated in section 4.4.1, an adjustment of Young’s module is adopted for the direct simulation
during the identification because of the orientations of the samples. In this chapter, the Young’s
modulus in each orientation is also adjusted, while the method and values are given in Appendix A.
12. One can see that the elasticity behaves in a close-to transverse isotropic condition from the
appendix.

5.3.2 Characterization of Rheological Law on Preset Hill’s Parameters

Based on the calculated Hill’s parameters in the last section, one optimization of the parameters
of the rheological law based on all 5 orientations and 1100°C level is carried out with the boundaries
shown in Table 9. It is worth noticing that the boundary for each parameter in Table 9 covers the
range of the corresponding optimized parameter at individual case shown in Table 7. The
optimization is based on force only.

Table 9 Boundaries of parameters and optimized values based on preset Hill’s parameters at 1100°C

Parameter
(Unit)

Boundaries

Minimum Maximum Optimized

��,��� (MPa) 60 130 67

��,��� (MPa) 45 130 58

� 100 500 395

�1 (kJ∙mol-1) 140 180 163

���� (MPa) 765 1469 1195

� 0.18 0.35 0.245

�2 (kJ∙mol-1) 55 85 85

With the optimized parameters, the simulated and experimental force information is given in Fig.
5- 3. It is interesting to find that with the preset Hill’s parameters, the 5 calculated � coefficients are
quite close to the experimental ones, but unluckily the 5 force evolutions are quite far away from
“satisfactory”. Based on the transverse isotropy, O3 and O4 are supposed to have the similar force
response, and this is found in Fig. 5- 3: one can see that simulated force in either O3 or O4 is much
farther away than the other 3 orientations. And another judgement is when compared with the
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corresponding force information in Fig. 7- 19, the difference is obvious. This indicates that the
optimization routine with pre-set Hills parameters is not a good choice.

From the literature it is seen that this kind of disharmony between force and deformation can be
resolved by introducing the non-associated law [117,118,119]. However, in our work the non-
associated law is not considered (because of lack of time).

Fig. 5- 3 Force comparison between experimental and simulated values for the 5 orientations at T level of 1100°C with pre-set
Hill’s parameters

Because Hill’s parameters are not easily determined by force based on σ method, and the values
calculated by Lankford coefficient method do not work well for force, it is reasonable to shift to the
inverse strategy.

5.4 On Inverse Strategy

Firstly an alternated optimization method is introduced, and then optimization of the parameters
containing rheological law and Hill48 criterion is given.

5.4.1 Alternated Optimization Method

In our optimization work the parameters are organized in vector � , and MOOPI will update
these parameter values in the parameter space. There are 7 parameters in the rheological law (see
Table 7), and 2 additional ones in Hill48 (i.e. � and ℎ in Eq. 5- 25), so in total 9 parameters. As is
known from the EGO algorithm, the initial database is supposed to have parameter points equal or
greater than 2�, where � is the parameter number, or the dimension of the parameter space. It is now
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seen that for each experiment, at least 512 direct simulations are needed for initialization. Given 20
experiments in total, the direct simulation will be a very, very heavy task.

In order to avoid this heavy initialization, an alternated optimization method is applied based on
the EGO algorithm. In this alternated optimization, the parameters to be optimized are grouped into
2 or more sub-groups. In our project two sub-groups are selected, so � is divided into �1 and �2 ,
and the dimension of �1 and �2 should be close so that the initialization size can be efficiently
reduced. �1� = �, ℎ, ��,���,��,���, � and �2� = ����, �, �1, �2 are chosen, because �1 can be
deemed as parameters controlling anisotropy and strain hardening, and �2 deemed as the ones
controlling viscoplasticity and thermal softening. The way to conduct this alternated optimization is
as follows:

 Step 1, optimize the parameters of �1 with pre-set reasonable �2
 Step 2, optimize the parameters of �2 with pre-set �1 gotten from Step 1
 Step 3, optimize the parameters of �1 with pre-set �2 gotten from Step 2
 Step 4, optimize the parameters of �2 with pre-set �1 gotten from Step 3
 And going on…

For each of the steps, the boundaries for the parameters should be adjusted. After several steps,
the optical values of � by �1 and �2 are obtained.

5.4.2 Cost Function by Both Force and Deformation

The notation in this section has no relation with Hill’s criterion.

As previously shown in Eq. 4- 4 (a), only force was used in building the cost function. Here a
cost function composed both force and deformation is introduced based on NMAE, given in Eq.
5- 27.

�� = �=0
�−1�� ∙ �� ∙ �� + �� ∙ ��� (5- 27)

where:

 � is the total test number, and each test having an identity number � (� = 0,1, …, � − 1), and
an assigned weight �� . The test weights are such that �=0

�−1��� ≡ 1. (Notice that the sum of
unity is not mandatory, but the ratios between ��)

 For each laboratory test �, the load information in the ��ℎ test has a weight ��, and the overall
deformation information in the ��ℎ test has a weight �� . In this project their relation is: �� +
�� ≡ 1.

The expressions of �� and �� are given in Eq. 5- 28.



113

�� = �=0
��−1 ��,�

���−��,�
��� ∙��,��

�=0
��−1 ��,�

��� ∙��,��
⋯ (�)

�� = 1
2

�=0
��−1 ����,�

���−����,�
��� ∙��,��

�=0
��−1 ����,�

��� ∙��,��
+

�=0
��−1 ����,�

���−����,�
��� ∙��,��

�=0
��−1 ����,�

��� ∙��,��
⋯ (�)

(5- 28)

where ��,�
��� and ��,���� are the force value at ��ℎ sampling instant in ��ℎ test from experiment and

simulation, respectively, �� is the total sampling instants in the ��ℎ test, ����,�
��� and ����,�

��� are

deformation component information from the sensor selected at the sample center at the ��ℎ

sampling instant in the ��ℎ test from experiment, and , ����,���� and ����,���� are from the projected sensor
in the corresponding simulations. The temporal weight ��,� with the same expression as in Eq. 4- 3 is
used. In the ��ℎ test, the load is global information; see Eq. 5- 28 (a). But the deformation
information has two experimentally measured components ( ��� and ��� ), and they are of equal
importance. That is why there is ½ in right part of Eq. 5- 28 (b).

The cost function parameters are � = 20, �� = 0.05, �� = �� = 0.5, i.e. the experiments are
equally considered, and the deformation and the force within each test have the same weight.

5.4.3 On Inverse Strategy at All Temperature Levels and All Orientations

From Table 8, if the method of least squares is whatever used to calculate the values of � and ℎ
at each temperature level on O2~O5, one can get Fig. 5- 4.



114

Fig. 5- 4 Evolution of � and � calculated from least square method by �����.�� and ����� from Table 8

It can be seen that � and ℎ generally decrease with T. A linear relation or quadratic relation can
be used for describing this temperature dependence when considering all the 4 temperature levels.
From the side of simplification, linear relation is preferred. Then, considering the crossing of � and
ℎ at ������ (at about 950°C), a relation of � and ℎ as function of temperature in unit of K (because of
the FEM unit system) is given as:

ℎ = ℎ0 + ℎ1� ⋯ (�)

� = ℎ0 + ℎ1������ + �1(� − ������) ⋯ (�)
(5- 29)

So the � depends on �1 and ������, and ℎ depends on ℎ0 and ℎ1. It is obvious that 0 > ℎ1 > �1, and
the parameter array � is extended to 11 components.

� = ������, �1, ℎ0, ℎ1, ��0, ��0, �, �, �, �1, �2 � (5- 30)

� is re-grouped into new sub-vectors � = �3 + �4, i.e.:

� →

�3 = ������, �1, ℎ0, ℎ1, ��,���, ��,���
�

�4 = �, ����, �, �1, �2
�

� = 1.5

(5- 31)
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This time parameter � is put into vector �4 from �2 , because the � value is supposed to be in
range of (100, 500), where the saturation is fast, thus it has weak influence on anisotropy. The
alternated optimization is used to optimized �3 and �4.

5.4.4 Optimization Results

In the previous section a crossing relation of � and ℎ is defined. Based on this preset constraint
on � and ℎ , with the cost function of Eq. 5- 27, the parameters of � obtained via the alternated
optimization given in Table 10
Table 10 Characterized constitutive parameters by minimizing a cost function composed of both force and deformation under
transverse anisotropy condition by alternated optimization strategy (underlined parameters are the optimized ones in each
column)

Parameters Step 1 on �3 Step 2 on �4 Step 3 on �3 Step 4 on �4

�3

������ (K) 1243 1243 1243 1243

�1 -0.0004651 -0.0004651 -0.0005067 -0.0005067

ℎ0 0.6648 0.6648 0.6248 0.6248

ℎ1 -0.0003119 -0.0003119 -0.0002860 -0.0002860

��,��� (MPa) 64 64 67 67

��,��� (MPa) 91 91 84 84

�4

� 418 362 362 399

���� (MPa) 1673 1771 1771 1626

� 0.2819 0.2844 0.2844 0.2757

�1 (kJ∙mol-1) 157.0 151.0 151.0 150.0

�2 (kJ∙mol-1) 84.8 90.5 90.5 90.7

min (��) 0.10606 0.10488 0.10416 0.10407

From Table 10 it can be seen that ������ is unchanged in Step 3 compared with Step 1, because it
reaches the maximum boundary. It was observed, but not reported here, that ������ go to higher
temperatures, so that � values are always bigger than ℎ values, i.e. no cross of � and ℎ within the
studied temperature range. In order to avoid this loss-of-control, the maximum boundary of ������
was fixed at 1243K.

The Lankford coefficients in all simulations based on parameters in Table 10 are given in Table
11. Most of the averaged Lankford coefficients from experiments and simulations are close to each
other except the ones underlined.
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Table 11 Averaged simulated Lankford coefficient ( ����� ) from simulations with optimized values in Table 10 at all
temperature levels, and the averaged experimental Lankford coefficient (�����).

800°C 900°C 1000°C 1100°C

����� ����� ����� ����� ����� ����� ����� �����

O1 1.28 0.98 1.44 1.02 0.89 0.98 0.95 1.01

O2 1.22 0.93 1.16 1.05 1.20 1.19 1.17 1.26

O3 1.55 1.07 1.27 1.10 0.81 0.98 0.67 0.87

O4 0.65 0.88 0.89 0.91 1.11 1.05 1.29 1.12

O5 1.81 0.89 1.36 0.90 0.75 0.74 0.71 0.62

The reason that the ������ tends to go to higher temperatures can be explained by the
“deformation direction”, which is linked to Lankford coefficient. As shown in Fig. 5- 5, the
expressions of corresponding deformation components are preset as given in Eq. 5- 32. One can
easily calculate that the area between curves ���− and ���0 , and area between curves ���+ and ���0 are the
same, similarly for the curves of ���− , ���0 and ���+ . However, if the averaged Lankford coefficients are
calculated, one can see that the difference is quite surprising:��−− = 0.96 , ��00 = 0.67 , and ��++ =
0.49 . The first sign exponent indicates which ��� is used, and the second sign exponent indicates
which ��� is used. This example indicates that the deformation-related part in the cost function as
expressed in Eq. 5- 27 is not adequate to identify anisotropy.

���+ = +0.000110�

���0 = +0.000100�

���− = +0.000090�

���+ = −0.000036�

���0 = −0.000040�

���− = −0.000044�

(5- 32)

On the other side, if only Lankford coefficient is considered, a similar problem can be
encountered. One can calculate ��−+ = 0.67, and ��+− = 0.67, while there is a significant difference
between the deformation components, as shown in Fig. 5- 5.
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Fig. 5- 5 Explanation for direction of deformation difference

Based on the discussion above, it appears natural to introduce a cost function which can avoid
those drawbacks. In fact, just an additional part is added in the previous Eq. 5- 27 to get Eq. 5- 33.
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In the new cost function, the “deformation direction” is considered in the �� part, which is
named as “variant Lankford coefficient” hereafter (not in the conventional expression of Lankford
coefficient). In the following optimization, weights of �� = 0.05 remains, while ��, �� and �� will be
adjusted to check their influence on optimization results.

5.4.5 Influence of Cost Function Components

From Eq. 5- 33 one can choose the relative weight of force, of deformation error and of “variant
Lankford coefficient”. Several trials are given in Table 13 to show the influence of the cost function
components. The values of �4 are fixed as: ���� = 1771MPa, � = 0.2844, �1 = 151.0kJ∙mol-1, �2 =
90.5kJ∙mol-1, and � = 362, which are the results of Step 2 in Table 10. The boundaries of the
parameters of �3 are given in Table 12

Table 12 Parameter boundaries of �� for Table 13

minimum maximum

������ (K) 1073 1373

�1 -10-3 -4x10-4

ℎ0 0.42475 1

ℎ1 -3.9x10-4 -10-4

��,��� (MPa) 59 79

��,��� (MPa) 75 95

From Table 13 it is found that:

 when the weight of “variant Lankford coefficient” increases, the ������ trends to go
towards 1240K, i.e. 967°C (Trials 1~5);

 when the none of �� or �� is zero, the ������ is within 1241 and 1281K (Trials 2~5);
 when only force is considered in the cost function, the ������ trends to go to the

maximum of the temperature range, which makes the � and � almost not crossed (Trial
1);

 when no “variant Lankford coefficient” is considered, i.e. �� = 0 (Trials 1, 5 and Table
10), the slope of � has smaller magnitude compared with the considered cases (Trials
2~4);

 when force is considered but “variant Lankford coefficient” is not considered (Trial 1
and Table 10), the � decreases with temperature fast, with big starting ℎ0, and

 the sum of ��,��� and ��,��� is around 150MPa, and ��,��� is a little smaller than ��,���
(Table 12 and Table 13).
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Table 13 Influence of weights of the cost function components

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5

Parameters

�� = 1 �� = 0.50 �� = 0 �� = 0 �� = 0

�� = 0 �� = 0.25 �� = 0.5 �� = 1 �� = 0

�� = 0 �� = 0.25 �� = 0.5 �� = 0 �� = 1

�3

������ (K) 1352 1280 1260 1241 1281

�1 -4.850x10-4 -8.167x10-4 -9.586x10-4 -9.476x10-4 -6.658x10-4

ℎ0 0.6331 0.4313 0.4327 0.4490 0.4334

ℎ1 2.964x10-4 -1.402 x10-4 -1.254x10-4 -1.202x10-4 -1.415x10-4

��,��� (MPa) 67 75 62 64 63

��,��� (MPa) 92 76 94 81 82

5.4.6 Final Optimized Parameters

To make final decision, ������=1241K is selected based on Trial 4 in Table 13, and then ��=0.5,
��= 0, and ��= 0.5 is taken. Again the alternated optimization method is adopted, and the results are
given in Table 14.

Then, those parameters in Table 14 are used in the simulations, and the simulated force and
deformation components are plotted in the same figure with the counterpart information from
corresponding experiment, in Fig. 5- 6 ~ Fig. 5- 9. The curves entitled with “Ulti” are the forces
from Fig. 7- 19, which are obtained by optimization within individual orientation. The curves
entitled with “Hill” are from the simulations using parameters in Table 14. When comparing the
force curves of “Ulti” and “Hill” one can see the matching is not bad.
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Table 14 Final optimized parameters of ��, and ��, where ������ in �� is preset, and the underlined parameters are the
optimized ones in each column

Parameters Step 1 on �3 Step 2 on �4 Step 3 on �3 Step 4 on �4

�3

������ (K) 1241 1241 1241 1241

�1 -0.00058702 -0.00058702 -0.00057687 -0.00057687

ℎ0 0.68217 0.68217 0.66229 0.66229

ℎ1 -0.00032791 -0.00032791 -0.00031620 -0.00031620

��,��� (MPa) 79 79 75 75

��,��� (MPa) 76 76 84 84

�4

� 362.6 477.1 477.1 515.5

���� (MPa) 1771 2120 2120 2249

� 0.28443 0.30647 0.30647 0.31604

�1 (kJ∙mol-1) 151.0 143.4 143.4 136.1

�2 (kJ∙mol-1) 90.5 95.5 95.5 96.8

min (��) 0.10312 0.10265 0.10213 0.10200
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Fig. 5- 6 Experimental force v.s. simulated force, experimental deformation v.s. simulation deformation for all the 5
orientations at temperature level 800°C
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Fig. 5- 7 Experimental force v.s. simulated force, experimental deformation v.s. simulation deformation for all the 5
orientations at temperature level 900°C
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Fig. 5- 8 Experimental force v.s. simulated force, experimental deformation v.s. simulation deformation for all the 5
orientations at temperature level 1000°C
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Fig. 5- 9 Experimental force v.s. simulated force, experimental deformation v.s. simulation deformation for all the 5
orientations at temperature level 1100°C
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5.5 Exploration of the Source of the Anisotropy Evolution

In the last section, a description of the temperature dependence of the anisotropy coefficients
has been studied on the as-built samples by inverse analysis. This conducted to an acceptable
modelling of the anisotropic behavior of the material, with a reasonable agreement with the
measurements.

However, the origin and the physical phenomena governing this dependency to temperature are
not understood yet. From view of the LPBF process, residual stress and back stress may be
introduced. And during the test for characterization, the microstructure may evolve. All those factors
can contribute to the evolution of anisotropy. They will be analyzed hereafter in the hope of
explaining source of the anisotropy evolution.

5.5.1 Residual Stress

Residual stress is introduced or modified mainly during three steps: during manufacturing of
LPBF, during removal of the supporting of the as-built samples, and during sand blasting before test.
Those determine the stress state of Dedimet samples before their test processing, i.e. the initial stress
state. That “initial” stress state is then non-uniform. The reason that it may impact the anisotropy
response of samples at different temperature is because the stress state will evolve during Dedimet
tests: evolution during heating and temperature maintaining before loading.

The evolution of residual stress due to heat exposure can be estimated by Zener-Wert-Avrami
relation [120,121], as:

��,�
��

�������� = exp − ���exp − ∆���
���

�
���

(5- 34)

where �������� is the residual stress at the start of stress releasing by heating, ��� and ��� are two
material constants, ∆��� is the activation enthalpy for the relaxation process, �� is the Boltzmann’s
constant, � is the exposure temperature in unit of K, � is the exposure duration under �, and ��,��� is
the residual stress after exposure to heat at � and a duration � . From literature [121], ��� ≈
3.633x1010s-1, ∆��� ≈ 332.88kJ∙mol-1, and ��� ≈ 0.77.

For any Dedimet test the thermal routine contains (180s’) heating and (180s’) maintaining
before loading, and there are 4 temperature levels for each orientation. An instant reflection is to
check if the 360s’ thermal routine is enough to remove residual stress from theoretical calculation
based on Eq. 5- 34. As a solid complementation, Dedimet tests on anneal solution treated samples
should be also run to check the impact of residual stress on tensile strengths.

The analysis of this section is carried on samples of O5 in Fig. 5- 1.
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5.5.1.1 Residual Stress Removal during Heating with Free Expansion

As aforementioned in Section 2.6, the Dedimet samples undergo 360s heating without force
constraint. It is thus necessary to check if this duration of heating could remove part or all of the
residual stress. The calculation result at the temperature control point of the 4 temperature levels of
O5 is given in Fig. 5- 10, calculated based on Eq. 5- 34.

Fig. 5- 10 residual stress ratio evolution (red curve) with time under experimental temperature routine for the experimental
tests at (a): 800°C, (b): 900°C, (c): 1000°C and (d): 1100°C. The green triangle indicates when the first loading is imposed
(after 360s).

From Fig. 5- 10 it can be seen that only the 1100°C test shows a full release of the potential
residual stress at the 360s, i.e. the instant at which the first loading is imposed. Thus, it is necessary
to check if a solution treatment has an influence on the tensile tests.

5.5.1.2 Tensile Tests on Samples with/without Solution Treatment

With Eq. 5- 34, one can calculate that when � is selected as 982°C and after an exposure of
30min, the residual stress will be only 0.014% of the initial state. Thus, solution treatment at 982°C
for 30 min is selected as the routine for residual stress releasing treatment, which is also found in
experimental literature [122]. The solution treatment (ST) aforementioned is used to release the
residual stress. The heat-treated samples were air cooled down to room temperature. Then, at as-
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built samples and the solution treated samples undergo the same testing routine to check the force
responses. The experimental results are shown in Fig. 5- 11.

Fig. 5- 11 Nominal stress component ��� on the as-built and solution treated samples, where the tensile tests are taken at (a)
800°C, (b): 900°C and (c): 1000°C

From Fig. 5- 11 one can see that for the test at 800°C, the sample with ST has a higher force
response compared with the sample without ST. For tests at 900 and 1000°C, the ST does not have
an obvious influence on the force responses.

One possible reason could be that the residual stress no longer has strong influence on the force
response at 900°C and over. The residual stress in the as LPBFed sample is not zero in O5,
according to an XRD measurement. At room temperature, the residual stress component of ��� is
around 80MPa at the surface in one or two decades of micrometers. One can find that when there is
such a residual stress distribution, the tensile test will return a smaller force response, which is
explained hereafter through the following simple model as shown in Fig. 5- 12.

Consider a material whose Young’s modulus and initial yield stress are �0 and σ�, respectively,
under linear elastic and bilinear strain hardening elasto-plastic behavior. When the material free of
residual stress goes into plasticity domain, the slope of � − � curve will become smaller, and it is
marked as �1 (�0 > �1 > 0). The strain at the yield stress is thus σ� �0, as shown in Fig. 5- 12 (a).

Now consider a system with residual stress, as shown in Fig. 5- 12 (b). It is supposed that the
outer two bars are in tensile condition, and the inner two bars are in compressive condition, and with
force balance one can find the sum of the elastic strain should be zero. For simplification, the
magnitude of the residual strain is assumed to be σ� (2�0), and immediately the inner stress within
each bar can be calculated as σ� 2, and they are marked in the figure in balanced state. With Hook’s
law, the initial lengths of the bars free of stress can be calculated given the system length at this
moment �0 as �����0 under charged residual stress:

����
�� = 2�0

2�0+σ�
�����0

���
�� = 2�0

2�0−σ�
�����0

(5- 35)
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where ����
�� and ���

�� are the initial lengths of the outer bars and inner bars when free of stress,
respectively.

Fig. 5- 12 Explanation why with residual stress the apparent yield stress is lower

Then, start to stretch the system. When the system goes into one critical state, i.e. the outer two
tensile bars are at the yield point, as shown in Fig. 5- 12 (c), relations can be found as Eq. 5- 36:

�����1 =
σ�
�0

�����1 =
2�0+2σ�
2�0+σ�

�����0

����1 =
−σ�2

�0 2�0+σ�

�����1 =
σ�

2�0+σ�

(5- 36)

where �����1 and ����1 are the strains of the outer and inner bars at moment �1, respectively. It should be
mentioned that the reference of local strains is related to the stress-free state, while the reference of
the system is related to t0. At this stage, the system stress is found to be:

�����1 = 1
4
2�0�����1 + 2�0����1 = σ��0

2�0+σ�
(5- 37)

Checking Hook’s law for the system, one can find:

���� =
�����1

�����1 = �0 (5- 38)
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That is to say, as long as all the material is in elastic domain, the Hook’s law for the system still
works.

Now, continue stretching the system as shown in Fig. 5- 12 (d), until it comes at the expected
“yield strain”, i.e.

�����2 = σ�
�0

(5- 39)

It can be calculated based on Eq. 5- 35 that:

�����2 = 1 +
σ�
�0

�����0

�����2 =
3�0σ�+σ�2

2�02

����2 =
�0σ�−σ�2

2�02

(5- 40)

At this moment, the outer bar in the stage of plastic evolution (with hardening modulus �1 ) under

total strain 3�0σ�+σ�2

2�02
> σ�

�0
, while the internal bars are still in the elastic domain (�0σ�−σ�

2

2�02
< �0σ�

2�02
=

σ�
2�0

< σ�
�0
).

Now the system stress will be:

�����2 = 1
4
2 σ� + �����2 −

σ�
�0

�1 + 2����2�0

= 3
4
σ� +

�1
4�0

σ� +
�1−�0
4�02

σ�2 < σ�

(5- 41)

Obviously, the apparent stress at the “expected yield strain”, i.e. the system stress is smaller when
there is residual stress. That is the explanation of Fig. 5- 11 (a) from view of mechanical behavior,
that the residual stress released sample behaves stronger than the one with residual stress.

The evolution of the potential residual stress is not taken into account in this work, while its
influence is inherited in the optimized rheological parameters.

5.5.2 Back Stress

As aforementioned in Section 1.2.4, during the AM process there is cyclic heating, thus cyclic
stress is introduced. In the vicinity of the melt pool the material is in plastic state. No doubt that the
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cyclic stress could introduce back stress in the material. The following simulation can show that
when there is back stress, the Lankford coefficient will change.

The parameters of rheological law are directly taken from Table 14, as shown in the first column
in Table 15, with ���� = 1073K (800°C). The Hill48 parameters expressed in Eq. 5- 26 are selected,
which are shown in the second column in Table 15. The back stress preset in material reference
frame does not evolve, and Orientation 5 is selected for the analysis. With respect to the no back
stress situation, three different cases are considered: BS1, BS2 and BS3. The constant back stress
tensor � in material reference frame is here taken as a diagonal deviatoric tensor, characterized by
its three diagonal items, the sum of which is zero. The ��� magnitude is differently selected from
that of ��� , since the width and thickness values are not the same. The transformation of � from
material reference frame to testing reference frame is not detailed, and one can refer to Section
5.2.1.1 or Appendix A. 12.1 for the solution by himself.

Table 15 Parameters in simulation to check the influence of back stress

Rheological law Hill48
Back Stress (MPa)

No BS BS 1 BS 2 BS 3

��,��� (MPa) 75 � 0.3255 ��� 0 +9.5 +19 +28.5

��,��� (MPa) 84 � 0.3255 ��� 0 +7 +14 +21

� 515.5 � 0.4275 ��� 0 -16.5 -33 -49.5

�1 (kJ∙mol-1) 136.1 � 1.5 ��� 0 0 0 0

���� (MPa) 2249 � 1.5 ��� 0 0 0 0

�2 (kJ∙mol-1) 96.8 � 1.1805 ��� 0 0 0 0

� 0.316 ����ℎ�� 0.698 Slope 0.689 0.73 0.77 0.81

The testing temperature is prescribed at 800°C for all elements, and the boundary conditions of
��
�� = 0 and ����� = -0.004mm∙s-1 are imposed to a cuboid mesh of 8.02 x 2.22 x 40.3mm during 134s.
Then, the ��� as function of ( − ��� − ���) is plotted, as shown in Fig. 5- 13.
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Fig. 5- 13 (a): the cuboid mesh with reference frame, and (b): influence of back stress (BS) on the values of Lankford
coefficient

The slopes of the four curves in Fig. 5- 13 (b) within ranges of − ��� − ��� <− 0.004 are given
in Table 15. The theoretical plastic Lankford coefficient ����ℎ�� is also given in Table 15. From the
table and the figure, it can be found that:

 In absence of backstress, the slope of the chart in Fig. 5- 13 is found close to the expected
theoretical value ����ℎ�� , which is as expected and quite acceptable considering that the
computed Lankford coefficient in an “averaged” one (slope) and that it is evaluated based on
the total strain components (instead of the viscoplastic ones)

 The slope deviation of the curves increases with the magnitude of back stress. The second
observation is interesting, because it means that if there is back stress introduced during the
AM process, the Lankford coefficient during the afterwards tensile test will change.

One natural expectation is that the back stress introduced during the AM process would degrade
when the sample is re-heated to a moderate to high temperature, because when the sample is at its
solidus, no back stress exists (suck kind of evolution was observed in polycarbonate material [123]).
Considering the elevated testing temperature levels in this project, the back stress degrade, thus at
1100°C it can be expected that there is no back stress in the material. That could be the reason that
the Lankford coefficients at 1100°C in Table 8 are close to the theoretical value. In present work the
back stress is not considered during the characterization, thus its potential influence is embedded in
the optimized parameters.
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From sections 5.5.1 and 5.5.2 one can see that knowing ���� and/or � in the Dedimet samples is
possible, but that requires some conditions not fully easy to reach:

 The analysis of the built-up of ���� and/or � should be conducted from the LPBF process,
through a macroscopic thermos-mechanical simulations of LPBF process, followed by
cutting process, and sand blasting process.

 Then, to follow ���� and/or � evolution in the ZOI during heating, it is not obvious that the
analysis could be conducted on the ZOI only. Maybe it would be necessary to calculate the
whole sample. and finally

 The need of a constitutive model from room temperature to testing temperature.

5.5.3 Microstructure Evolution

The microstructure evolution at different temperature levels could also contribute to the
evolution of anisotropy. In this work the precipitation of γ' during the test is considered not to
happen, which is shown in Appendix A. 15. Considering the common phases in IN718 (γ, γ', γ'', δ,
Laves, M6C [124]), the γ' and γ'' are not believed to link with the evolution of anisotropy, since their
lattice constants are close to the γ matrix. For the M6C phase, at the temperature levels (800 –
1100°C) they are not supposed to be dissolved [125], so they are not suspected. It is thus time to
consider only δ and Laves phases. Some basic information of δ and Laves phases are gathered below.

 δ: It can be deemed as Nb3Ni [126,127] with cubic structure of � ≈ 0.4046 [128], and starts
to dissolve since about 1100°C [127,129]. It is also found that solution of δ phase can happen
since 2 min at 1020°C and this solution can cut the strip-shaped Laves phase into small non-
continuous particles[130].

 Laves: A2B (Fe+Cr+Ni), (Ti+Nb+Mo) [124,131], hexagonal crystal structure with � ≈
0.487�� , and � ≈ 0.753�� [,127,132]. Laves phase is found to precipitate along the
interdendritic regions [133,134,135], which might define the anisotropy together with the
dendrite orientations.

Based on the above information from literature, one hypothesis can be formulated, which is:

At temperature lower than 1020°C, the anisotropy is defined by both Laves phase and the
dendrites of γ phase; at temperature higher than this value, the Laves phase is cannibalized by the
solution of δ phase, and only γ dendrites define the anisotropy.

The following Fig. 5- 14 presents the microstructure of the sample of O5 that is taken under
SEM. The sample was polished and etched by waterless Kalling’s reagent.
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Fig. 5- 14 (a): Observation direction along � (normal of S-S) of O5 samples, (b): as-built sample, (c): tested sample at 800°C,
(d): tested sample at 900°C, (e): tested sample at 1000°C, and (f): tested sample at 1100°C

The microstructure as shown in Fig. 5- 14 (a) and (b) is also found by others’ work [136]. The
morphology is formed by phases which are mainly composed of Laves and δ. It can be seen that
both phases are still present after the specimen has been tested and deformed at 800°C, and then
cooled down. Then, following a test at 900°C the pattern becomes less clear. At 1000°C the bright
pattern cannot be almost seen, and at 1100°C the morphology is totally missing. Thus, it could be
inferred that the evolution of the microstructure has an influence on the anisotropy.

5.6 Chapter Summary

The anisotropy of the as-built LPBF samples is studied by minimizing a cost function that is
composed of both force and deformation. At the same time, the evolution of the indicator of
anisotropy, i.e., the evolution of Hill48 parameters is also found. The potential reasons (residual
stress, back stress and microstructure evolution) for the evolution of the anisotropy are analyzed. It
is found that the back stress has certain influence of the Lankford coefficient, but a little weak.
Microstructure evolution is thus considered the strongest source of anisotropy evolution. It is found
that only Lankford coefficient is not sufficient to check the anisotropy: the deformation comparison
between experiments and simulation should be accompanied with Lankford coefficient for a
convincing identification. What’s more, an alternated optimization method is used to avoid heavy
computing of FEM simulations.
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Chapter 6 Conclusions and Prospects

6.1 Conclusions

In the present work, a comprehensive methodology has been developed for the characterization
of the behavior law and anisotropy of the as-built IN718 prepared by LPBF process. As three bricks
of this strategy, experimental, simulation and optimization yield the following main outputs.

• Field measurements at very high temperature are key points that have been successfully
addressed. First the temperature field was successfully measured by bichromatic infrared camera,
and the calibration method was also given. Regarding the displacement field, a self-emitting method
was proposed to measure it at high temperature, which is original with respect to the present
literature. The compromises associated with this self-emitting method, together with its
complementarity with respect to standard method were presented and discussed. With the measured
displacement field, the deformation field and velocity field could be accessed. In such thermal-
mechanical behavior tests, a precise temperature measurement requires the most important
consideration, as temperature has an exponential sensitivity effect, from the error analysis.

• The design of the numerical simulation, and especially the choice to restrict the computational
domain to the central zone of samples was another key point of the study. In view of inverse
identification, instead of embarking a complex multi-physical calculation operated on the full
sample, with an uncertain knowledge and control of boundary conditions, the choice which was
done to develop the concept of Zone Of Interest was quite fruitful. Based on the experimental
temperature and displacement fields, the ZOI is selected in a localized part of each sample, with an
assigned mesh and associated boundary conditions issued from the DIC. This offered a sound terrain
for the identification of the mechanical behavior. An important point in this approach was the
definition of sound mechanical boundary conditions through a master-slave fitting method which
was proposed to efficiently smooth the boundary conditions without losing much information. In
this ZOI context, reference frame transformations among different data sources were detailed. In
total, the ZOI inverse approach proved to work well, from different points of view: time savings,
efficiency, robustness.

• In the optimization step, basic cost function candidates were firstly tested for a reasonable
choice. In this work the normalized mean absolute error (NMAE) was finally selected, for both a
simple optimization built only by force and a complex optimization built by force and deformation.
Before conducting the optimization with EGO algorithm, it is valuable to estimate the sensitivity of
the parameters. With respect to initialization of database for the EGO algorithm, an alternated
method was proposed to reduce the size of the initial direct simulations.
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With the above three bricks, we were able to analyze the anisotropy of as-built IN718 alloy,
with the following results.

• A theoretical transverse isotropy elasticity tensor was obtained starting from the single crystal
data. It was found that for samples built along different directions, the Young’s modulus along the
loading direction is varying based on the transverse isotropy hypothesis. MOOPI is used to identify
the Young’s modulus of the as built IN718 material in selected orientations. Young’s modulus
varying with building direction in real material is found to have similar trend as that of theoretical
transverse isotropy. It is a proof that the as-built material is close to a transverse isotropy condition
from view of elasticity.

• In the step of searching transverse isotropy in viscoplasticity domain, Hill48 based associated
law was used and characterized. Inverse strategy was proved a better choice for calculating Hill48
parameters compared with direct strategy. In the light of literature, and according to the
microstructural characterization we did, showing � -grains preferably aligned along the build
direction, transverse isotropy was anticipated. However, our measurements of Lankford coefficients,
issued from DIC at the surface of the samples, didn't allow us to validate this hypothesis. Actually,
Lankford values that would express transverse isotropy were found only on specimens deformed at
the highest temperature: 1100°C. For lower test temperatures, the measured values were not
consistent with transverse isotropy. The temperature dependence of the Hill parameters was
identified by our inverse analysis technique. To better understand the origin of this phenomenon,
two possible reasons for this discrepancy were investigated. First, the existence of residual stress
and possibly back stress, issued from the LPBF process (and resulting from a constitutive model
including kinematic hardening) that would affect the measured Lankford, despite the effective
orientation of � -grains. A second hypothesis was that the Laves phase and � phase – which
precipitate in the interdendritic regions during the LPBF process – could determine the anisotropy,
in addition to �-grains orientation. At lower test temperature, the departure from transverse isotropy
would be significant, while at higher test temperature, because of the solution process affecting
Laves phase and � phase, transverse isotropy would be retrieved. Our conclusion was that the
explanation through residual stress or back stress could not explain the amplitude of the discrepancy.
At this stage, the microstructural explanation seems the more relevant, but this will need in-depth
study in the future.

6.2 Prospects

In view of experimental work:

First, let us mention here that this study is the first one carried out on the Dedimet set-up,
compared with the pioneer set-up named Taboo, which was operated by Christophe Pradille.
Dedimet allows us to proceed to tests under a certain control of the atmosphere and vacuum, which
was a real step forward. But this new equipment presented its own weaknesses and limitations.
During this work, we spent a significant time trying to overcome some practical obstacles, as
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reported in the manuscript. As Dedimet is currently used for the characterization of mechanical
behavior of single crystals (ongoing PhD work of Emile Hazemann), and could be used again in
connection with additive manufacturing, some interesting or necessary developments of the set-up
and the experimental techniques can be listed.

Regarding the machine, a better control of the beam motion at very low velocity is required,
together than a better mechanical alignment of the tensile line. Besides, a deeper vacuum would be
better for similar high temperature thermo-mechanical tests. First, K type thermocouples can work at
about 1200°C when vacuum is high. Second, and more important, the surface state of the samples
will change less during tests, which means emissivity will change less too, thus the temperature
control by bichromatic pyrometer and measurement by bichromatic infrared camera will be more
stable and precise.

Displacement field measurement by the present self-emitting method worked well in the present
project, but it has certain drawbacks. The first one is the preparation of the ceramic speckle, which is
quite experience dependent, and should be developed (such as spay gun). What’s more, if the
ceramic points are too dense at certain position, the local heat generated in the sample cannot be
outlet, which can induce the local fusion (which was found in an additional test at 1200°C in this
project, but not reported in this manuscript). The second one is about the three compromises for the
self-emitting method. They probably reduce the measurement precision. As a consequence, the DIC
method relying on laser interferometry – based on a virtual speckle, and as developed by Pradille
[70] – might be a better choice, provided it is proved unaffected by window glass.

In view of constitutive model and simulations:

The present work characterized the selected rheological law only in temperature range of 800 ~
1100°C at low strain rates. In a future work the temperature should reach room temperature
downwards and reach the solidus upwards, and the strain rate should extend to wider range. Only by
this it is possible to simulate the whole chain, from the additive manufacturing to the testing of
fabricated samples. Such extra-wide-temperature-range constitutive models raise some questions, as
the background physics of plastic deformation is quite different according to the temperature domain,
but they will be necessary as inputs of process simulation at different scales, to efficiently predict
potential defects. In a more global perspective, they will be also required to develop numerical twins
of AM-fabricated alloys that could be used to simulate their whole life span: AM processing, heat
treatment, post treatments like milling, surface treatments, in-service solicitation, life span
prediction, recycling.

Static recovery was simply introduced in the present model, but it was not used in the
characterization work. What’s more, the introduction of static recovery was realized by reducing the
initial yield strength, which is not so “reasonable”. In the further work this static recovery could be
conducted by reducing the contribution of the equivalent strain value to the isotropic hardening.
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Residual stress and back stress is found in the as-built samples by LPBF process, and, so far, it
is difficult to have a clear analysis on them. It can be seen that if the manufacturing-testing chain
would be wholly simulated, i.e. the simulation of LPBF process, of supports cutting, of sand blasting,
and finally of Dedimet test, then the analysis and discussion of the residual and back stress influence
could be conducted in a more quantitative and convincing manner.
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Chapter 7 Appendices

A. 1 How to well weld a thermocouple

Generally speaking when we need to weld a thermocouple on to the sample, we can simply weld
the two wires together and then weld the joint on to the sample surface. However, there is something
that we need to pay much attention when we do this in our project, because our sample is heated by
Joule effect. We will discuss it in this section.

The thermocouple generates electrical potential under some temperature in the measuring range.
Let’s take the K type into consideration. Each degree increase will raise the thermoelectric voltage
for 0.032~0.039mV [137].

Fig. 7- 1 schematic drawing for welding thermocouples in this project

When we weld the joint thermocouple, i.e. the ball formed from the melt wires onto the sample
surface we can have three configurations, see Fig. 7- 1. The sample is heated by direct current and
we can simplify the Fig. 7- 1 (a) to (b). From Fig. 7- 1 (b) we can see that the joint balls of the
thermocouple have a certain diameter, and this diameter will take partial of the voltage that we
impose on the sample, and we mark this potential from the imposed voltage is ���������. At the same
time, the thermocouple will generate thermoelectric potential, which is connected in series in the
current, and we mark this thermoelectric part as ��ℎ����� . Obviously the voltage got from the
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thermocouple is actually the sum of the potential section distributed on the joint ball of the
thermocouple and the thermoelectric potential, i.e.

� = ��������� + ��ℎ����� (7- 1)

Thus in the three configurations, the values introduced by the ��������� should be different, and
the upper one should have an opposite trend of the lower one, and the middle one should be
influenced least.

Fig. 7- 2 signal jump when we impose 150A, imposing electrical current and cut off current (white wire: negative, green wire:
positive).

At one test the measured potential during the �� is about 0.8� when we impose 150� current,
and L being about 100��, so we could get a rather rough potential distribution of 8��/��. Let’s
consider the joint ball diameter (in precise the distance between the two wires that are welded on the
joint ball) as 0.1~0.2mm, and we have an ��������� = 0.8~1.6��, corresponding temperature jump
at about 21 ~ 42°C. The Fig. 7- 2 shows the trends and magnitudes, which is in accordance with the
analysis, and the K2 in Fig. 7- 2 has a relatively better response of electrical charge.

Based on the previous analysis we know that when we weld thermocouple onto the sample
surface we should avoid both case K1 and case K3 in Fig. 7- 2.
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A. 2 How to Apply the Speckle onto the Sample Surface

To apply speckle onto the sample surface we need 2 main steps: the first is to sand-blast the
sample surface to get a relative smooth and fresh surface, and the second is to apply the paint
solution on the sample surface.

A. 2.1 Pre-treatment by Sand-blasting

We put the sample that have been geometry amended (i.e. after being removed of the additional
part and amended the fillets so that they can be mounted in the fixtures in Dedimet) into the sand
blaster. Start the machine and use the blasted sand to blow the sample surface with uniform speed
several passes until the sample surface are all new, i.e. we can no longer see the original color of the
sample. Then the sample is cleaned with compressed air to remove the residual sand on its surface.

There are many ways to apply the speckle, such as roller, spray painting, printed paper… In our
project the solution (NaAlO2, HNO3) that we use has erosion effect on the spay gun, so we decided
finally not to use spray painting, but brush spattering.

A. 2.2 Brush spattering

S1: cut the brush filaments short so that they are more rigid

S2: transfer a little amount of solution into a flat container, and then brush the transported
solution with the cut brush for several times to spread the solution uniformly in the filaments of the
brush

S3: spatter the brush towards an empty container for 1 or 2 times to get rid of the big droplets

S4: spatter the brush towards the sample 1 or 2 times to get the speckle

S5: repeat S2, S3 and S4 for several times until the sample surface is covered with uniform
dense speckle.

A. 3 Method to Calculate the Dot Areas in a Speckle

The analysis of the dot areas is done by means of ImageJ software.

As shown in Fig. 7- 3 (a), firstly the central portion of the image is selected for the analysis,
because this portion has the strongest contrast. Then in Fig. 7- 3 (b) a scale is added for transforming
pixel to millimeters. In Fig. 7- 3 (c), all the dots (in fact deemed as particles in software ImageJ) are
transformed into binary condition, which is either 0 (black) or 255 (white). Finally ImageJ can
calculate the area of each dot in the speckle.
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The analyzed data is plotted in Fig. 7- 3 (d), with � axis the areas of the dots from the minimum
to maximum, and � axis the number of dots in corresponding areas of dots.

It must be mentioned that theoretically a normal-distribution-like curve is expected. However,
the DIC camera do not has such a high image resolution and the light blocking by the small dots is
weak too, which induces that the distribution in the small half of the normal-distribution-like curve
is missing.

The speckle areas are found mainly in range of 0.004 and 0.27mm2 for this figure. Assuming a
round shape, the diameters are in the range 70 to 600μm.

Fig. 7- 3 Steps to summarize the dots areas in speckle, where (a): as-recorded image by DIC camera, (b): selected portion of
the image of (a), (c) binary image of (b), and (d): number of dots in the speckle w.r.t. the dot areas.

A. 4 Influence of Wavelength on a Shape Image for the Post-calibration

A. 4.1 Focal Length as a Function of Refractive Index

First of all, a short introduction of the focal length of a lens is given as the first brick. For
simplicity, hemispherical lens is used for the explanation. Its focal length can be expressed by the
lensmaker’s equation expressed [138] as:

1
�
= � − 1 1

�1
− 1

�2
+ �−1 �

��1�2
(7- 2)
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where �1 is the radius of curvature of the lens surface closer to the light source, �2 is the radius of curvature

of the lens surface farther from the light source, � is the thickness of the lens (the distance along the lens axis

between the two surface vertices), � is the refractive index of the lens material, and � is the focal length of the

lens at the side away from the light

source.

Fig. 7- 4 Schematic illustration of hemispherical lens

From Eq. 7- 2 it is very clear that when the refractive index increases, the focal length degreases.

A. 4.2 Refractive Index as Function of Wavelength

The refractive index depends on materials, but it is also a function of wavelength of the light for
a given material, and this relation is modeled by the empirical Cauchy's equation:

� = � + �
�2
+ �

�4
+⋯ (7- 3)

Keeping only the first two items at the right hand side:

� = � + �
�2

(7- 4)

It can be found that both A and B in Eq. 7- 4 are positive [139]. Together with lots of experimental
works it is quite clear that when the wavelength increases, the refractive index decreases [140].
When Eqs. 7- 2 and 7- 4 are considered at the same time, one can immediately see that when the
wavelength increases, the focal length increases.
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A. 4.3 Focusing Influenced byWavelength

A basic optical background is that when an incident light is parallel to the optical axis, the
refracted light always goes through the focal position. When the incident light goes through the lens
center it does not change its direction.

Fig. 7- 5 Light path diagram at focusing state of a digital camera

A brief light path diagram for camera focusing is given in Fig. 7- 5. Initially, the point � has an
image at ��1

' when the light wavelength is �1 . And the CCD/CMOS of a digital camera is put at the
image plane of �1 . When the wavelength is then changed to �2 with �2 < �1 , the image point of �
will be found in position of ��2

' , where the image plane of �2 is different from that of �1 (the focal
distance ��2 is lower than ��1).

Now let’s come to Dedimet testing condition. The DIC cameras are focused at high temperature,
which corresponds to the image plane of �1 . Because self-emitting is used, the emitted light is
mainly red and orange: wavelengths are big. During the calibration, another light is used, and its
wavelength is smaller than that of the self-emitted one, which corresponds to the image plane of �2.
That is why the focused DIC camera at testing condition loses its focusing at the calibration
condition (at room temperature).

A. 4.4 Small Aperture Influences

Considering the condition in Fig. 7- 5, we introduce Fig. 7- 6, where we let CCD/CMOS at the
image plane of �1 . When the point � is under light condition of �2 , if an aperture A-A is used, the
image of � will be in range of ��2

� on image plane of �1; if a reduced aperture B-B is used, the image
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of � will be in range of ��2
� on image place of �1 . That’s why when we use a smaller aperture, DIC

camera can record clear images of grid for calibration.

Fig. 7- 6 aperture influence of clear image

That’s why during the post calibration very small aperture must be used.

A. 5 Typical Temperature Variation during Test

Fig. 7- 7 shows the temperature evolution of K3 when the center-positioned thermal couple K1
is used for controlling measured material point stable at 900°C with three pairs of loading and
relaxation with various velocities and durations. It shows that the temperature variation at position
measured by K3 is about 15°C, and this span is almost the measuring precision of the IR camera.
Thus, it is reasonable not to impose the temperature field time step by time step.
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Fig. 7- 7 Temperature variation at different loading velocities and durations when central point (K1) is controlled as constant
900°C

There are two advantages if T field is not updated step by step: firstly, the time-costing file-
reading is avoided, which will save quite a little time for the direct simulation, and secondly,
temperature field variation between two time steps could cause a sudden jump of simulation input,
which makes the simulation consume more time for convergence.

If the thermal expansion is nevertheless considered, it could be found that the thermal strain
component is about 17×10-6K-1×(15K)=2.55×10-4, which is negligible compared with the strain
induced by the imposed velocity, refer to Fig. 4- 8, and this is also good reason not to consider the
updates of temperature field.

A. 6 WhyWe Can Deem That through the Thickness the Temperature Is Uniform

In the whole project we make an assumption that throughout the thickness of the sample the
temperature is homogenous. This assumption is based on the following calculation as shown in the
figure and by mathematical relations.
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Fig. 7- 8 Schematic image for explaining temperature gradient along thickness direction, where the thickness along �
direction is � = ���

If we take a longitudinal cross section (�, �) of the sample, we have a rectangle as shown in Fig.
7- 8, where the origin of the reference frame is set at the section center. So at point A we have the
heat flux density by Fourier’s law:

� =− ���� =− ��(
��
�� � +

��
�� � +

��
�� �) (7- 5)

where � is the local heat flux density with unit of W∙m-2, �� is the conductivity of the material
with unit of W∙m-1∙K-1, �� is the temperature gradient with unit of K∙m-1, At point A (at the
surface), and along � axis this leads to:

� = ��
��
�� �������

(7- 6)

The flux exchanged with the environment is composed of two parts: the heat convection and
heat radiation. The heat transfer by covection from the solid surface to the fluid (gas) can be
modeled by:

����� = ℎ�(� − ����) (7- 7)
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where ℎ� is the heat transfer coefficient, ���� is the temperature of the surrounding fluid

Regarding radiation, we simply consider the specimen surface as a gray body:

���� = ����(����4 − ����4) (7- 8)

where ��� is the Stefan–Boltzmann constant whose value is 5.670367x10-8W∙m-2∙K-4, � is the
emissivity, ���� is the temperature of Dedimet chamber walls.

Based on the heat flux through the surface should be equilibrium, instantly we have:

� = ����� + ���� (7- 9)

So

��
�� �������

=
1
��

ℎ� � − ���� + ����(�4 − ����4) (7- 10)

Taking � = 1273K (1000°C) and ���� = ���� = 298K (25°C) for example, from literature
[93,141,142], we can take the following values:

�� = 26� ∙ �−1 ∙ �−1

ℎ� = 25� ∙ �−2 ∙ �−1

� = 0.85

It can be calculated:

��
�� �������

= ��
�� �=0.001

≈ 5800� ∙ �−1 (7- 11)

The heat equation is:

���
��
��
− ∇ ∙ ��∇� = ���(7- 12)where � = 8190kg∙m-3, �� =

435J∙kg-1∙K-1, and ��� is the volumetric heat source with unit of J∙m-3∙s-1, in this case it is the Joule
heat input. If the quasi-steady state (�� �� = 0) and 1� along � is further considered, immediately
it can be obtained:
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�2�
��2

= �0 (7- 13)

where �0 is an unknown constant. With boundary conditions:

� �=0.001 = 1273�

��
�� �=0

= 0

��
�� �=0.001

= 5800� ∙ �−1

(7- 14)

Then within the material along the � direction the temperature is expressed as (i.e. the special
solution of Eq. 7- 13):

� =− 2.90 × 106�2 + 1276 (7- 15)

A temperature difference of 3.0°C is found between the surface and the center. Note that we
took � = 0.85, which is a high emissivity value. It can be thought that this 3.0°C estimation is an
upper bound for the temperature difference.

In our test we use the K type thermocouple to measure the temperature. This kind of
thermocouple has a precision of ±2.2°C or ±0.75%, whichever is greater. The testing temperature is
at 1000 °C and the measuring bias would be about 7.5°C which is bigger than the calculated 3.0°C.
Besides, the temperature measured by the infrared camera has even a bigger bias. Thus we could
consider that through the thickness the temperature is uniform.

A. 7 Data Smoothing Method for Displacement

From experiments analyzed by DIC method (VIC-3D), the displacement field along the surface
of the sample can be obtained. Then, at a considered material point (from DIC sensor), the velocity
can be derived from the displacement fields by function:

�� =
��−��−1
��−��−1

(7- 16)

where �� is the velocity of a material point at sampling instant �, �� and ��−1 are the displacements
of a material point at sampling instant � and � − 1, and �� and ��−1 are the time at sampling instant �
and � − 1, respectively.

It can be obviously known that during sampling the displacement field there is measurement
error (we take only precision error into account) which could be deemed as a fix range. If we simply
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use Eq. 7- 16 for calculating the velocity from raw data of displacement from Fig. 7- 9 (a) we find
that velocity evolves with time as shown in Fig. 7- 10 ( red triangles).

Fig. 7- 9 Test at nominal temperature of 900°C: (a) fitted and raw displacement of up and low boundaries of ZOI along
loading direction, and (b): the zoom in time domain of 90 – 130s for upper boundary of ZOI

It can be seen from Fig. 7- 9 (a) that even though the displacement along the loading direction
seems smooth, the velocity in Fig. 7- 10 is definitely not smooth. The reason for this kind of strong
oscillation is that the displacement is not really smooth, as shown in Fig. 7- 9 (b). Imposing such a
velocity boundary condition into the simulation would induce severe oscillations in terms of strain
rate and possible non-convergence. The frequent jumping of the velocity will also reduce the
simulation speed, i.e. costing more time for convergence. No doubt that for an efficient optimization
the displacement should be smoothed to generate smoother velocity boundary conditions. On this
objective, the following method has been developed.

Fig. 7- 10 Comparison of velocity component along loading direction using Eq. 7- 16 based on raw (red triangles) and fitted
(blue dots) displacement data at (a): upper boundary, and (b): lower boundary of the ZOI shown in Fig. 2- 17.

Two series of raw data are obtained from DIC result, which are the z component of the
displacement of the lower boundary (�����), z component of the displacement of the upper boundary
(��

��). It is reminded here that those two quantities ����� and ��
�� result from an average operated on a
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certain number (generally 7) of sensors belonging to two lines: one line at the top of the ZOI and
one line at the bottom. Then, at any sampling time, the length of ZOI (∆����) can be calculated as:

∆���� = ����� − ��
�� (7- 17)

We could fit any of the two. Then how do we select the to-be-fitted data? Firstly and most
important, from analysis one can see that the temporal evolution of ∆���� is the real boundary
condition, and the velocities extracted from ����� and ��

�� are in fact the way to realize this evolution
of ∆���� , so ∆���� must be fitted. Besides, we select the other one based on the relative measuring
error. As we discussed before, the precision measurement error could be somewhat a constant range.
Thus when the displacement is big, the relative error is small, and on the contrary, when the
displacement is small, the relative error is big. Fig. 7- 9 (a) presents the displacement components of
the upper boundary and lower boundary along the loading direction. Clearly, the lower boundary
moves much more than the upper boundary. From the view of measuring error, the lower boundary
will give a better relative precision and should be chosen as the second to-be-fitted data.

With the above analysis, for any sampling instant indexed with �, using � and � rather than ��
and �� to simplify the expression, the master-slave fitting method is organized as follows:

S1 – extract ��
��, ����� and ��, and calculate ∆����� by Eq. 7- 17

S2 - fit ����� and ∆����� separately, to get ������ and ∆�� �
���

S3 - calculate ���
�� = ������ − ∆�� �

���

S4 - derive ��
��and ����� based on ���

�� and ������, separately via Eq. 7- 16.

Fig. 7- 10 shows that there are several sections within one test, which are loading 1, 2, 3 and
relaxation 1, 2, 3. No doubt that the fitting should be done section by section, with a constraint of
continuity at section junctions.

For each section, an M-ordered polynomial fitting is taken as estimator for Step 2:

��� = �=0
�−1�� ∙ ���� (7- 18)

The parameters �� in the expression are determined by a constrained Least Squares Methods
(LSM) with L2 regularization and Lagrange multipliers, i.e.

������ ≔ �=0
I−1 ��� − �� 2�� � ���� ���

����1

+ � ∙ �=0
�−1 ��2�� � ��� ��
����2

+ 2 ∙ �0 ∙ ��0 − �0 + 2 ∙ �1 ∙ ���−1 − ��−1� � ����������� ����������
����3

(7- 19)
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where I is the number of time steps considered.

On the right side of Eq. 7- 19, the first part is the LSM component to be minimized, the second
part is the L2 regularization to avoid over-fitting with a prescribed positive parameter �, and the part
3 are for the continuity at the junction positions with Lagrange multipliers.

By calculating:

∂������
∂��

= 0

∂������
∂�0

= 0

∂������
∂�1

= 0

(7- 20)

The parameters can be determined by resolving this linear function set. All the functions were
coded via Python. The comparison between the raw velocity and the fitted velocity is shown in Fig.
7- 10, in blue dots.

A. 8 Improvement Work since the Beginning of the Project

A. 8.1 Automatic Changing of Temperature Control Signal

On Dedimet we have different channels for temperature measurement. For example, we have
channels for K type thermo-couple, we have channels for R type thermo-couple, and we have also a
channel for the bichromatic pyrometer (BP). At any moment we need to select a channel as the
signal to control the temperature routine when we heat the sample loaded in the Dedimet chamber,
and this signal is put into a PID algorithm as the feedback.

Generally, at any instant, only one of the temperature signals should be used for temperature
control, because in our case we do not need to control the temperature distribution, but just at a
selected location of interest. For practical reasons we weld the K type thermo-couple directly on the
sample to measure the temperature, because this generates a good measurement thanks to the good
heat conductivity at the welding position (noticing that there are some other factors that could
influence the temperature measurement, e.g. the potential on the welding point, but it is not
discussed here). And the K type has a measuring range that varies from room temperature (RT) till
1200°C. This kind of thermo-couple will deteriorate when the temperature is higher than 1250°C. So
we just use it for the measurement in the range of RT to 1200°C. Then what should we do when the
temperature is higher than 1200°C?

With R type thermo-couple we can carry out the measurement at a temperature higher than
1200 °C, but R type thermo-couple is very expensive and we cannot use it in the way that we
mention before, i.e. welding it onto the sample, because each time when the test is accomplished we
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need to remove the thermo-couple and this will cause a severe loss of money. The solution is to use
the BP, which is designed to measure elevated temperatures, for example from 700 °C to 1400°C.

The BP with two working wave lengths is considered not to be influenced by the emissivity but
there is yet a variable coefficient, the “

��2
��1
” in Eq. 2- 15, so that the measuring could be compared

and calibrated with respect to other methods, for example , the thermo-couple. Let’s see an example
on CRES340 alloy, when the sample temperature at the control point is read 900°C on the thermo-
couple, the reading on the BP is 870°C, and we must adjust the coefficient so that the reading by the
BP is 900°C, too. However, when we measure another sample made of Inconel 718, the calibration
coefficient could be a different value. The method proposed hereafter resolves this problem by
avoiding adjusting this coefficient.

By the electronical design, what we finally get in Dedimet is the voltage on the resistance which
is connected to the current output of BP in series. If we plot the temperature measured by thermo-
couple as a function of the voltage of the BP, we get a rather good linear relation, which gives a way
to fix the problem.

The idea is as follows, at any moment i:

- when the temperature measured by thermo-couple (���� ) is lower than a value (������, e.g. 900°C),
we use the thermo-couple signal for controlling;

- when the ���� > ������ , we start to record the ���� and the voltage of BP (���
� ) into two arrays, we

still use the thermo-couple signal for controlling;

- when the temperature measured by thermo-couple ( ���� ) is higher than a value ( ���� , e.g.
1200°C), we stop recording ���� and ���

� , and we fit these two data array in the way that ���� is a
linear function of ���

� , and we obtain the relation. Then we calculate the temperature with the ���
�

based on the fitted relation. Now we use the BP signal for the controlling;

- for the rest of the test, temperature will all be controlled by BP signal, whatever the temperature
is.

By the above four steps, we now do not need to adjust the coefficient every time. What is better
is that the control signal is changed to the wanted one automatically. If we conduct a test from RT to
1300°C, for example, we can simply take the test, and from RT to 1200°C temperature is controlled
by thermo-couple, and from 1200 to 1300 it is controlled by the BP.

Noticing: we need to select a start temperature not too low. Generally speaking it would be good
to select this temperature value greater 900°C, because at this temperature the surface state of the
sample is stable. In other words, the oxidation surface state is stable, which makes the measurement
more precise.
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A. 8.2 Water Cooling System

We introduce the water cooling system in order to get more precise temperature measurement as
well as better protection of the force sensor.

Fig. 7- 11 Original connector (a) and water-cooling connector (b) for force sensor in Dedimet

The original connector between the force sensor and the upper fixture (Fig. 7- 11 a) was of
smooth surface, and we used only a curved copper tube with holes to cool down the connector so
that the force sensor is not overheated by the sample. The testing result revealed that the smooth
connector didn’t work well, so the connecter was machined to a fin-bar shape, which is a passive
heat sink (Fig. 7- 11 b). With this kind of fin-shape the cooling became a little better, however we
still have a severe problem of the precise temperature control: the temperature of the sample became
very un-stable because of the convection introduced by the injected compressed air onto the fin-
shape connector. In Fig. 7- 12, it can be seen that the oscillation introduced by the convection is
quite important. Thus the water cooled connector was finally chosen as the solution.
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Fig. 7- 12 Measured temperature at different positions with air blasting or with vacuum within one test

A. 8.3 Blue Lighting System

The blue lighting system is used to measure the displacement field of the sample at high
temperature according to the literatures. With this light source together with band-pass filter we can
measure displacement field from room temperature until 1400°C.

If we do not use the blue light, when the temperature reaches 800°C the correlation calculation
fails because the contrast between the base and the speckle is fading, as is shown in Fig. 7- 13

Fig. 7- 13 DIC results analyzed by VIC-3D for temperatures under and over 800°C without a blue lighting system

It is obvious that in Fig. 7- 13 the speckle cannot be seen, which induces the correlation failure.
One way to resolve the afore-mentioned problem is to use the laser speckle technique [143], which
was proved to be reasonable for high temperature measuring in previous work in Cemef [70]. A
possible alternative is to use monochromatic lighting source with a wave length which is much
shorter than the peak wave length of the spectrum radiated from the sample together with a band-
pass filter of the same wave length of the lighting source [60,61,62]. Fig. 7- 14 shows the
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monochromatic emissive power of black body, and for the gray body it has the same shape but
lower amplitude [144,145]. A LED matrix provides a peak wave length of 430 nm for lighting, and
a band-pass filter with a peak wave length of 432 nm is used to filter down the un-wanted wave
length, and the wave length position is shown in the blue band in Fig. 7- 14. With all being setup, the
camera is able to capture the speckle on the sample as if it didn’t emit any light, making it possible
for the DIC analysis, at least from a theoretical part of view.

Fig. 7- 14 Selected wave length (blue band) in the monochromatic emissive power of black body

All the above are from literature. However when we took all these into consideration, and we set
up the blue LED system with band-pass filters, we found that the measurement of the displacement
was not so good as presented in the literature, i.e. with the blue light system we can extend
measuring the displacement up to 900 °C which is better than the previous 800°C limitation, but
when the temperature is higher than 900°C, again we encountered the same problem as if we do not
had the blue lighting system. Then when the temperature is higher than 900°C we simply use the
light emitted from the sample as the lighting source, which turned to be a good solution.

A. 9 Infrared Camera Coordinates, from Pixels to Millimeters

The bichromatic infrared camera records the temperature field in the unit of pixel for the
coordinates. But in our simulation it is in unit of millimeters. In this section we discuss how to
convert pixels into millimeters. The infrared camera records in a 2D form, so we need to get the two
factors of the transformation. The calibration target used in DIC calibration is used here.

Step 1, a sample is loaded, and then adjustment of the infrared camera is taken so that the axis of
the camera is along the normal direction of the sample center, as shown in Fig. 7- 15 (a). Then,
rotate the camera to ensure that the sample is vertically seen in the IR camera client, as shown in Fig.
7- 15 (b).
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Fig. 7- 15 Infrared camera positioning: (a) normality, and (b) alignment

Step 2, the DIC target is flatly set on the sample, making sure that the point matrix is horizontal
and vertical. Then an image is recorded by the visible light signal in the infrared camera, as seen in
Fig. 7- 16.

Fig. 7- 16 Image of the target

Step 3, the points are extracted from the target as shown in Fig. 7- 17, and the left and right pixel
boundaries of the points are found, refer to Fig. 7- 18. With the up-low and left-right boundaries a
series of rectangles can be defined, as shown in Fig. 7- 18.



160

Fig. 7- 17 Extracted image of the points in the target

Fig. 7- 18 Up-low and left-right boundaries of all the points in the target

Finally the central positions of the rectangles are calculated, and the horizontal and vertical
distances between neighboring points are calculated, and then wholly averaged in unit of pixels.
Then by using the known distance between each points of the target (for example, 3mm), we can
calculate the ratio between pixel and millimeters.

A. 10 Optimization within Orientation Based on von Mises

In Chapter 4 a comparison of experimental and simulated forces in orientation 1 is already given,
but in one unique chart. Here all the 5 orientations are given, for each temperature level the scale is
adjusted so that one can see clearly the difference between experimental and simulated values. The
parameters used in the simulations are determined by optimization based on force only. The
optimizations were based on von Mises hypothesis, and were carried out within each orientation at
all 4 temperature levels.
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Fig. 7- 19 Experimental (dots) and simulated (solid line) force of orientations 2, 3, 4 and 5 at 4 temperature levels
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A. 11 Calculating Lankford Coefficient

The experimental Lankford Coefficient in this work is defined as:

���� =
���
���

− ���
��� + ���

��� (7- 21)

where ���
��� and ���

��� are the overall strain components along width direction and length direction,
respectively, with reference frame as shown in Fig. 3- 5 (c).

Fig. 7- 20 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 1 at 900°C

Fig. 7- 20 presents a typical experimental plot of the relation between ���
��� and (− ���

��� − ���
���).

One can see that the global relation is linear, only at the beginning there is deviation from the global
linear trend where pure elastic deformation happens. Taking the linear fitting, one can get the
averaged experimental Lankford coefficient �����. For the case in Fig. 7- 20, ����� = 1.47.

When plastic deformation is not too small, i.e. the elastic deformation is negligible compared
with plastic deformation, i.e. ���

��� ≈ ���
���,��, ���

��� ≈ ���
���,�� and ���

��� ≈ ���
���,��, one can use the volume

conservation relation of plasticity to estimate ���
��� as:

− ���
��� + ���

��� ≈ ���
��� (7- 22)

Injecting Eq. 7- 22 into Eq. 7- 21, together with Eq. 5- 3, we will have:
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���� = ���
���

− ���
���+���

��� ≈ ���
���

���
��� ≈

���
���,��

���
���,�� =

����
���,��

����
���,�� = ����,�� (7- 23)

Eq. 7- 23 shows that the experimental Lankford coefficient (����) and experimental viscoplastic
Lankford coefficient (����,�� ) should be close but different, and should be close to the theoretical
one (��ℎ��,��).

The experimental Lankford coefficient field is calculated by two steps:

 Select the point matrix in the DIC result image, and output the strain components;
 For each point, the strain information is used to calculate the averaged experimental

Lankford coefficient ����� , as prescribed just above (Fig. 7- 20). Then interpolation of the
values in a 2D map is carried out.

Fig. 7- 21 (a): Selected points to calculate ����� values, and (b): interpolated 2d ����� map

In the DIC result, a matrix of points can be selected, as shown in Fig. 7- 21 (a). Also in Fig.
7- 21(a) a minimum rectangle to cover all the points can be found, and this rectangle is the plotting
boundary in Fig. 7- 21(b). The way to interpolate the information is based on the Python package
‘scipy.interpolate.griddata’, with the method ‘cubic’ [146]. In precise introduction: for each point,
the ����� value is defined as 1 as initial value. When the linear regression is finished, if the regression
coefficient is greater than 0.99, the ����� at the point is assigned with the slope of the linear
regression, if not, the ����� value remains 1. Afterwards comes the interpolation. Then the ����� map
is obtained.

Similarly, the simulated Lankford coefficient is defined as:

���� = ������

− ������+������
(7- 24)
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The corresponding averaged simulated Lankford coefficient is noted as �����.

As database, the averaged experimental Lankford coefficients of all the orientations at all
temperature levels are given below:

Fig. 7- 22 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 1 at the four temperature levels (in red) v.s. the fitted

straight curve with slope, i.e. the averaged Lankford coefficient (in black)
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Fig. 7- 23 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 2 at the four temperature levels (in red) v.s. the fitted

straight curve with slope, i.e. the averaged Lankford coefficient (in black)
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Fig. 7- 24 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 3 at the four temperature levels (in red) v.s. the fitted

straight curve with slope, i.e. the averaged Lankford coefficient (in black)
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Fig. 7- 25 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 4 at the four temperature levels (in red) v.s. the fitted

straight curve with slope, i.e. the averaged Lankford coefficient (in black)
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Fig. 7- 26 Plotting of ���
��� as function of (− ���

��� − ���
���) of Orientation 5 at the four temperature levels (in red) v.s. the fitted

straight curve with slope, i.e. the averaged Lankford coefficient (in black)

It is worth noticing that the averaged experimental Lankford coefficients in the above figures (7-
22 ~ 7-26) are of slight difference with those in Table 8. The reason is that the raw data were not
treated on the same days, and the subsizes of DIC analysis were not exactly the same. Besides, the
����� of O5 at 900°C in Table 8 were based on the range of about -0.0225 ~ -0.0125 of − ���

��� −
���
��� of the O5 at 900°C in Fig. 7-26.

Although there are some experimental curves and fitted straight lines not in good accordance, it
will not influence the optimization result in Chapter 5, because in section 5.4.4 the variant Lankford
coefficient is adopted, which does not consider the shape of the fitting curve.
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A. 12 Calculation of Young’s Modulus for Transverse Isotropy

This work is given in three steps:

 Reference frame transformation for strain and stress tensors;
 Application of the transformation;
 Apparent Young’s modulus in given direction

A. 12.1 FR transformation for Strain and Stress Tensors

Consider two reference frames (RFs) of �1�2�3 and �1�2�3 as shown in Fig. 7- 27, where the
lower-case letters stand for the testing RF, and upper-case letters stand for the material (i.e.
anisotropy) RF. Supposing the base vectors of RF �1�2�3 are expressed by the base vectors of RF
�1�2�3 in the following relation:

Fig. 7- 27 Schematic image for RF transformation

�� = �1�� +�1�� + �1��
�� = �2�� +�2�� + �2��
�� = �3�� +�3�� + �3��

(7- 25)

For any vector (e.g. displacement, velocity) expressed in two RFs:

� =

�1

�2

�3

��� � =

�1

�2

�3

(7- 26)

The relation of their components is:
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�1
�2
�3

=

�1 �1 �1
�2 �2 �2
�3 �3 �3

�1
�2
�3

(7- 27)

One can get the following relations from Eq. 7- 27:

��1
��1

= �1
��1
��2

= �1
��1
��3

= �1 ⋯ (�)

��1
��1

= �1
��2
��1

= �1
��3
��1

= �1 ⋯ (�)
(7- 28)

The strain tensor is given in Voigt notation as:

�� ≡ ���, ���, ���, 2���, 2���, 2���
�

≡ �11, �22, �33, 2�23, 2�31, 2�12 �

≡ �11, �22, �33, �23, �31, �12 �

For small deformation, the strain tensors in the two RFs are defined as:

��� = 1
2

���
���

+
���
���

��� = 1
2

���
���

+
���
���

(7- 29)

For the first component of �� in material RF, �11, using relation of 7- 27:

�11 =
��1
��1

= � �1�1+�1�2+�1�3
��1

= �1
��1
��1�
(�)�
(�)

+ �1
��2
��1�����

(�)

+ �1
��3
��1���

(�)

(7- 30)

with the chain rule to deal with the indicated (a) part in Eq. 7- 30:

��1
��1

= ��1
��

��
��1

= ��1
��1

��1
��1

+ ��1
��2

��2
��1

+ ��1
��3

��3
��1

(7- 31)

by the relation in Eq. 7- 28 (b), Eq. 7- 31 can be written as:

��1
��1

= ��1
��1

�1 +
��1
��2

�1 +
��1
��3

�1 (7- 32)
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The indicated part (b) in Eq. 7- 30 can be expressed as:

�1
��1
��1

= ��1
��1

�1�1 +
��1
��2

�1�1 +
��1
��3

�1�1 (7- 33)

Similarly, we can deal with the (c) and (d) parts in Eq. 7- 30 to get:

�1
��2
��1

= ��2
��1

�1�1 +
��2
��2

�1�1 +
��2
��3

�1�1

�1
��3
��1

= ��3
��1

�1�1 +
��3
��2

�1�1 +
��3
��3

�1�1

(7- 34)

Inject Eqs. 7- 33 and 7- 34 into Eq. 7- 30:

�11 = ��1
��1

�1�1 + ��2
��2

�1�1 + ��3
��3

�1�1

+ ��2
��3

+ ��3
��2

�1�1 + ��1
��3

+ ��3
��1

�1�1 + ��2
��1

+ ��1
��2

�1�1
(7- 35)

i.e.:

�11 = �1�1�11 +�1�1�11 + �1�1�11 +�1�1�23 + �1�1�31 +�1�1�12 (7- 36)

Similarly the rest 5 components of the strain tensor in material RF can be calculated, and the
final relation is:

�11
�22
�33
�23
�31
�12

=

�1�1 �1�1 �1�1 �1�1 �1�1 �1�1

�2�2 �2�2 �2�2 �2�2 �2�2 �2�2

�3�3 �3�3 �3�3 �3�3 �3�3 �3�3

2�2�3 2�2�3 2�2�3 �2�3 +�3�2 �2�3 + �3�2 �2�3 + �3�2

2�3�1 2�3�1 2�3�1 �3�1 +�1�3 �3�1 + �1�3 �3�1 + �1�3

2�1�2 2�1�2 2�1�2 �1�2 +�2�1 �1�2 + �2�1 �1�2 + �2�1

�11
�22
�33
�23
�31
�12

(7- 37)

In short expression:

�� = ���2��� (7- 38)
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where ��
�2� stands for the 6x6 matrix, the upper index indicates “global to material”, and lower

index indicates “epsilon”.

When go to the stress relation, work conservation in the two RFs is used:

�� ∙ ��� = �� ∙ ���� � ���� ���
inner product

⟺ ������ = ������� � ���� ���
matrix multiplication

(7- 39)

We have:

������ = ��� ���2���� = ������2� ��� = ������ (7- 40)

And immediately:

�����
�2� = ��� ⋯ (�)

��
�2���� = �� ⋯ (�)

�� = ��
�2�−��� ⋯ (�)

(7- 41)

i.e.:

���2� = ���2�
−� (7- 42)

where the lower index of “s” indicates “stress”.

Up to now, the transformation of stress and strain in two RFs is done.

A. 12.2 Application of Transverse Isotropy of Young’s Module

This section will introduce how to calculate transverse isotropy elasticity tensor from mono-
crystal data.

For monocrystal FCC metal, the elasticity tensor �� in material RF can be determined by three
components:�11� , �12� and �44� [44,147]. The Hook’s law is then expressed as:

�� = ���� (7- 43)

Injecting Eqs. 7- 38 and 7- 41 (c) into Eq. 7- 43 to get:
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�� = ��
�2�������2�� � ���� ���

��

�� (7- 44)

So with Eq. 7- 44, the elasticity tensor in testing RF ( �� ) can be found. Here comes the
algorithm to find the transverse isotropy elasticity tensor.

As shown in Fig. 7- 28, the following 5 steps are carried out:

 Step 1: put the material RF(���) and the testing RF (���) in coincidence;
 Step 2: rotate the material round z axis a small angle ��, with � → �', � → �';
 Step 3: calculate �(1)� ;
 Step 4: repeat Step 2 to position �''�''�'' to get �(2)� , similar get �(3)� , …, �(�)� , where �� ∙

� = �/2;
 Step 5: calculate �� = lim

�→∞

1
� �=1

� �(�)�� .

In fact, when � ≥ 1000, a good convergence is found.

Fig. 7- 28 Schematic image to show the way to find the transverse isotropy elasticity tensor

Take the averaged values of �11� , �12� and �44� in reference [44] and [147], we can apply the
aforementioned 5 steps to get the following elasticity tensor in testing RF:

�� =

262.9 135.9 154.9 0 0 0

135.9 262.9 154.9 0 0 0

154.9 154.9 243.9 0 0 0

0 0 0 110.8 0 0

0 0 0 0 110.8 0

0 0 0 0 0 63.5

= ��� (7- 45)
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The �� in Eq. 7- 45 is in turn the new ��� expressing the transverse isotropy around the z (Z)
axis. A similar elasticity tensor is found in reference [44], which indicates that our algorithm works
well.

Likely, based on ���, re-do Steps 1-5 around � axis to get ���� , then around � axis to get ����� … Repeat
several times (5 times is good enough) to get the isotropic elastic tensor as:

� =

277 138 138 0 0 0

138 277 138 0 0 0

138 138 277 0 0 0

0 0 0 69.4 0 0

0 0 0 0 69.4 0

0 0 0 0 0 69.4

(7- 46)

The Young’s modulus for isotropic material is found to be Eiso=185GPa, and Poisson’s ratio 1/3.

A. 12.3 Find Apparent Young’s Modulus in a Given Direction

As shown in Fig. 7- 29 (a), for a tensile test along a direction with an angle � (in degree) w.r.t. to
the building direction, with the elasticity tensor in transverse isotropy condition (Eq. 7- 45), it is
possible to calculate the apparent Young’s modulus (��) in this selected direction, whose evolution
with � is given in Fig. 7- 29 (b).

Fig. 7- 29 (a) Schematic of orientation, and (b) the apparent Young’s modules at the angle �

It can be seen that the isotropic Young’s module calculated in A. 12.2 (185GPa) is smaller than
the values that are mostly found in literature (~200GPa). Thus, we cannot compare the computed
values directly with the values from the reference of Safran, because the base is not the same.
However, we can compare the ratios. The theoretical ratios are shown in Fig. 7- 30 in blue curve.
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Fig. 7- 30 Theoretical values of ��/���� for � in range (0,180°) in blue curve, and optimized ratio in red points for the samples
in this project by inverse method on MOOPI

The � angles for the 5 orientations are given in Table 16, and their theoretical ratios are also
given in the same table. The corresponding orientations of the samples in our project as shown in
Fig. 5- 1 are also noted. However, the real as-built material is close to transverse isotropy state, not
perfectly in this state. To find the ratio of the real material, MOOPI is used. The Young’s modules
of IN718 as function of temperature from Safran are used as the isotropic ones. Force information is
used for building the cost function. Within each orientation for all 4 temperature levels, direct
simulations are constructed for initial several seconds. The optimized ratios by MOOPI are also
given in Table 16, and plotted in red points in Fig. 7- 30.

Table 16 Comparison between theoretical and optimized ratio of Young’s module

� 0° (O1) 15° (O2) 30° (O5) 90° (O3) 90° (O4)

Theoretical 0.67 0.75 0.99 0.84 0.84

MOOPI 0.82 0.87 1.00 (1.21) 0.89 0.89

One can see that the optimized trend and the theoretical trend of the Young’s module ratio are in
accordance, except the O3 case. This “abnormal” value could be caused by the uncertainty of
experimental measurement, thus it is replaced by the value of 0.89. This comparison between
theoretical ratio and optimized ratio demonstrates that the as-built IN718 material by LPBF process
is close to the transverse isotropic condition in elasticity.

Now the adjustment of Young’s modulus for each orientation is finished.
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A. 13 Why Only Exponential Part of Rheological Law Is Enough

In Eq. 3- 49 there are two isotropic hardening parts, i.e. the power law part (also called
Ludwick-Holloman Law) and the exponential law part (also called Voce equation). For the tests of
the 4 temperature levels, optimizations were carried out based on three isotropic hardening cases:

 Only with power law;
 Only with exponential law;
 Mixed power and exponential law.

The minimum, maximum, optimized parameters are given in Table 17.
Table 17 Boundaries and optimized values of the parameters of the three trials with only power relation, only exponential
relation and mixed relation in the rheological law

Parameter (Unit)
Power Exponential Mixed

min max opti min max opti min max opti

��,��� (MPa) 50 170 55 50 110 110 50 120 114

���� (MPa) 500 1200 859 ─ ─ ─ 1 700 18

� 0.1 0.5 0.49 ─ ─ ─ 0.1 0.6 0.53

��,��� (MPa) ─ ─ ─ 30 100 83 1 110 47

� ─ ─ ─ 20 500 372 50 400 292

�1 (kJ∙mol-1) 120 220 174 140 220 157 150 170 166

�2 (kJ∙mol-1) 46 106 88.1 40 110 76.3 65 90 82.5

���� (MPa) 659 1640 1453 640 1364 1118 967 1573 991

� 0.1 0.4 0.253 0.1 0.35 0.256 0.2 0.3 0.217

���(��) 0.05883 0.03836 0.04087

From Table 17 one can see that the optimization on power law returns the biggest min (��)
value, while the exponential law returns the minimum min (��) . Although theoretically the mixed
law is expected to return an even smaller value of min (��) than the case of only exponential, the 9
parameters in the mixed case has difficulty in converging well. With the optimized values given in
Table 17, the simulated and experimental forces at 4 temperature levels are given in Fig. 7- 31.
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Fig. 7- 31 Comparison of force in three optimizations based on rheological law of only exponential (black dotted line), only
power law (green dashed line) and mixed (blue dash dotted line)

It can be seen in Fig. 7- 31 that with only exponential relation used in the rheological law, the
final optimization is good enough. In the view of time saving in optimization, rheological law with
only exponential relation is selected.

A. 14 Demonstration of � + �� = �

The transverse isotropy is around the Z axis. Based on Eq. 5- 9, write it in Voigt notation as:

����
����
����
����
����
����

≡

����
����
����
2����
2����
2����

= ���
��

� + � −� −�

−� �+ � −�

−� −� � + �

2�

2�

2�

���
���
���
���
���
���

(7- 47)
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Consider a pure shear stress “tensor” in � − � − � plan:

���� =
��� ���
��� ���

=
0 �

� 0
(7- 48)

With relation of Eq. 7- 47, the strain rate “tensor” in the same plane will be:

����� =
���� ����
���� ����

= 1
2

0 ����
���� 0

= 1
2

0 ��

�� 0
(7- 49)

where

�� = ���� = 2 ���
��
���� = 2 ���

��
N� (7- 50)

Transform Eqs. 7- 48 and 7- 49 into principal direction to get:

���� =
��� ���
��� ���

=
0 �

� 0
→ ����' =

� 0

0 −�
→

�1 = �
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(7- 51)

and:
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→
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2
��
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2
��

(7- 52)

where ����' and �����' are the stress and strain rate “tensors” in the principal directions, respectively.
Because in the � − � − � plane the material is transverse isotropic, the stress and strain rate tensor
in the principal space should also meet the relation by Eq. 7- 47, i.e.

��1
��2

= ���
��

� + � −�

−� � + �

�1
�2

(7- 53)

i.e.
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��1
��
���

= � + � �1 −��2 ⋯ (�)

��2
��
���

= −��1 + (� + �)�2 ⋯ (�)
(7- 54)

(�) − (�) → (��1 − ��2)
��
���
= � + 2� (�1 − �2) (7- 55)

Injecting Eqs.7- 50, 7- 51 and 7- 52 into Eq. 7- 55, one can find:

� + 2� = �

End of proof.

A. 15 Scheil Summation to Predict Nucleation of γ’ Phase

In Section 5.5.3 the γ' and γ'' are not considered in the exploration of source of anisotropy. One
reason is that their lattices are in coherent with the matrix. Another reason is that during this testing
duration, the γ' phase is not supposed to nucleate. The way to predict the nucleation is given below.

Firstly, according to the TTT diagram of IN718 published by Armida Oradei-Basile and J. F.
Radavich [148], as shown in Fig. 7- 32, one can have the following judgements:

 For tensile tests conducted at 800°C level, no new γ' or γ'' is supposed to appear during the
short testing duration.

 For tests at 1000 or 1100°C, the minimum temperature value of the field in the selected ZOIs
is higher than the solidus of γ' at about 886°C, thus

Only the tests at 900°C are critical regarding γ' nucleation. The summation of Scheil is used for
this prediction.
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Fig. 7- 32 TTT diagram of IN718 by Oradei-Basile, A. and Radavich, J.F. [148]

From Fig. 7- 32 one can see that for any isothermal line there is a temporal threshold, which is
marked as �(�). This �(�) means that at the isothermal condition � after a duration of �, the γ’ starts
to nucleate.

Then, for a non-isothermal history, the thermal history can be divided into small fractions, and
each of the fractions is deemed as isothermal condition, as shown in Fig. 7- 33 (a). For each
increment of time Δ�� , there is an assumed isothermal �� , and under this temperature there is
corresponding temporal threshold �(��) . Thus, the summation of Scheil [149] predicts that
nucleation forms when:

�
∆��
�(��)

� = 1 (7- 56)
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Fig. 7- 33 (a): schematic decomposition of a non-isothermal history into fractions of isothermal steps, (b): initial temperature
field of O1 at 900°C, and (c): finial summation of Scheil at end of test

In Fig. 7- 33 (b) is given the temperature field at the beginning of test of O1 at 900°C. The
duration since the first velocity imposing to the end is 100s. Considering only those 100s, the final
summation of Scheil is given in Fig. 7- 33 (c). Taking the initial stabilization of temperature (of 180s)
into account, the summation can be multiplied by 2.8 (because since the 180th second the
temperature field on the sample evolves little, thus isothermal condition can be assumed). In both
cases the maximum of summation is smaller than 1. Among all the tests at 900°C for all orientations,
the maximum duration at the objective temperature is about 440s. It is easy to calculate that the
summation could be around 4.4x0.223=0.9812, which is still smaller than 1.

So in any case, the nucleation of γ’ and γ” can be deemed not to happen.

A. 16 Error Analysis

In this section, the error or uncertainty of the experimental work is analyzed. It composes of 4
parts, which are caused by measurement of geometry, temperature, displacement field and force. All
those four uncertainty are independent.

The error is defined as the “measured_value – real_value”. The following sections are grouped
in two: the source of error, and the influence on the optimization.
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A. 16.1 Source of Errors

A. 16.1.1 Error Introduced by Geometry Measurement

The samples prepared by the AM process have a certain surface roughness. The deposition layer
thickness is about 50μm, thus the roughness is expected smaller than half of this value. A typical
roughness value by PBF processing is found between 12 and 16μm in some research [150,151]. In
this work, sand blasting is used to modify the surface state of the sample, thus a compromised Ra
value is assumed with 12.5μm. Considering the narrowest thickness of � = 2�� and the narrowest
width of � = 8��, we can calculate the sectional area error introduced by the roughness:

�� ≈ ��
��
�� + ��

��
�� = ��� + ��� = 0.025 ∙ 2 + 0.025 ∙ 8 = 0.25��2 (7- 57)

���� =
��
�
= 0.25

16
∙ 100% = 1.5% (7- 58)

This is a positive uncertainty, because the effective section area is always smaller than the
measured value.

A. 16.1.2 Error Introduced by Temperature Measurement

In the final FEM calculation, the temperature measured by IR camera is used as the input. Thus,
the uncertainty of temperature by IR camera (������) must be analyzed.

Fig. 7- 34 schematic for explaining the uncertainty of T field by IR camera
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Fig. 7- 34 shows how the ������ works. In (a), the real temperature is supposed to be at position
of �. The ∆�1 is the uncertainty introduced during welding the thermocouple (indicated in green);
refer to Chapter 7 for the reason.

For the thermocouple itself, there is measuring error brought in during the manufacturing, such
as the chemical composition of the wires. This error is named as ∆�2 , and it is an expansion based
on the range of ∆�1, as shown in (b) in black.

Also in (b), the error the IR camera is shown in red. This error composes of two parts. The first
part is the system error indicated by the distance between ��� and � , and the second part is the
uncertainty of the IR measurement indicated by ∆�3 . The calibration was based on the hypothesis
that the temperature measured by the thermocouple is the “right” one, thus the system position of IR
camera is moved into the span of ∆�1 + ∆�2 , as shown in (c). Thus, all together, the T field
measured by the IR camera is expected to have a maximum error of ∆�1 + ∆�2 + ∆�3.

In experiments, it is found that the ∆�1 can reach 15°C at objective temperature of 1000°C, i.e.
1.5% of objective temperature. The value of ∆�2 is 0.75% of the objective temperature, and ∆�3 is
2.2% of objective temperature. It is unfortunately to find that the sum of the three could go to about
45°C at extreme case.

This uncertainty can be either positive or negative.

A. 16.1.3 Error Introduced by Displacement Measurement

In section 3.6.1.1 a pure parallel condition is assumed, which is given by the transition matrix.
However, in reality this is not exact. There is non-alliance error, which is shown in Fig. 7- 35.

Fig. 7- 35 Schematic for explanation of projection error during reference frame transformation

The green axis stand for the RF of DIC system and the red direction indicates the tensile
direction of the sample. There is certain angle between the red ���� and green ���� , which is noted
as �. Suppose the velocity component along ���� is �����, one can immediately find the ��

��� meets:

����� = ��
��� ∙ cos (�) (7- 59)
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One can see that the imposed velocity is smaller than the real velocity, i.e. a negative error. In
experimental work, this � angle is smaller than 2°, thus, the difference of the velocity is smaller than
1 − ���(2°) times the ��

���, where 1 − ��� 2° ≈ 0.0006 = 0.06%.

A. 16.1.4 Error Introduced by Force Measurement

With the verification conducted by CVM (centre de vérification de Metz), for load at 5kN, the
relative error is smaller than 0.55%; for load under 7kN and above, the relative error is smaller than
0.4%. The maximum relative error during the verification should be smaller than 1%. Thus, for the
load information, the error range of 1% is directly used as the error band. It can be negative or
positive.

A. 16.2 Influence on Calculation Results

Taking Eq. 4- 6 as the relation for analysis of error, which is again given below:

�� = ��,��� +��,��� 1 − exp ( − ���) exp �1
���

− �1
������

+ �0exp
�2
���

− �2
������

ε��� (7- 60)

We use von Mises assumption for simplification of the analysis, in which case the ��� is equal
to �� in the uni-axial tensile test along the � axis. The optimized parameters in Trial2 of Section 4.5.2
are used as input. One can see that three components in Eq. 7- 60 are affected by experimental
measurements, which are

 T directly by experimental measurements, and
 ε� and �� indirectly by experimental measurement.

For uni-axial tensile test, the relation ε� = ���� is met, and further �� = ��� . Thus, one can assume
that the experimental error during the displacement measurement is transported into simulation.

For building the cost function, the force is used as the component. So we should consider:

��� = ��� ∙ � = �� ∙ � (7- 61)

So the uncertainty of ��� is:

���� = �� ∙ �� + � ∙ ��� (7- 62)

Further we have:
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��� = ���
�ε� ∙ �ε� +

���
���
∙ ��� + ���

�T ∙ �T (7- 63)

As previously mentioned in Section A. 16.1.1, A. 16.1.2 and A. 16.1.3,

�� = 0.015�

�ε� = −0.0006ε�

��� = −0.0006���

�T = 45℃

Supposing � = 16��2 , ε� varies from 0 to 3 × 10−3�−1, �� varies from 0 to 0.06, T varies from
800 to 1100°C. It is found that the influence of �ε� and ��� on final force is negligible after simple
calculation. The �� value is linearly linked to ��, thus 1.5% positive uncertainty is contributed. The
temperature is the biggest contribution to the force calculation.

Fig. 7- 36 Percentage of �� contributed by T uncertainty, where (a) series suffer a negative ��, and (b) series suffer positive
��

Fig. 7- 36 shows the percentage of �� contributed by �� , with the aforementioned values of ε�
and ��. For each of the 8 cases, the average of all points of (ε� , ��) is calculated and shown in Table 18.

Table 18 maximum negative error (MNE) and maximum positive error (MPN) in the project

800°C 900°C 1000°C 1100°C

MNE -21.0% -7.7% -2.8% -1.4%

MPE 40.3% 14.2% 5.1% 2.4%

One can see that the MNE and MPE values covers a big range at temperature level of 800°C,
and from 900°C the MNE and MPE head for zero fast.
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Based on the above analysis, one can see that the biggest uncertainty comes from the
temperature measurement at moderate temperature (between 800 and 900°C), and at higher
temperature levels, the measurement of geometry also plays an important part.

The force measurement is not considered in this uncertainty analysis, because the cost function
is based on the measured experimental force.

As a summary, temperature measurement is the most important for this kind of
thermomechanical processing.
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RÉSUMÉ
La fabrication additive d'alliages métalliques présente de nombreux avantages. Cependant, les gradients

thermiques et les vitesses de refroidissement extrêmement élevés peuvent induire des défauts : distorsions,
contraintes résiduelles, fissurations. La simulation numérique constitue une approche prédictive, ce qui nécessite pour
chaque alliage un modèle du comportement mécanique en condition de fabrication. Dans ce projet, le comportement
anisotrope du super-alliage à base de nickel In718, fabriqué par fusion laser de lit de poudre (L-PBF), est caractérisé
entre 800 et 1100°C. Des éprouvettes, fabriquées par L-PBF avec différentes orientations laser, ont été soumises à
des séquences combinant tractions uni-axiales à différentes vitesses et relaxations de différentes durées, sous
chauffage résistif et sous vide, sur une machine développée spécifiquement (DEDIMET). La distribution de
température non uniforme induite par le chauffage résistif a été capturée par caméra infrarouge bichromatique.
L'évolution des forces a été mesurée, ainsi que les champs de déplacement par corrélation d'images numériques
(DIC) avec une technique originale dite "auto-émettrice". La méthode des éléments finis (librairie CimLib du
laboratoire) a été utilisée pour simuler une partie limitée de chaque éprouvette, la zone d’intérêt, dans laquelle un
modèle thermo-élasto-viscoplastique anisotrope, de type Hill48, a été adopté. Les conditions aux limites en vitesse
appliquées à cette zone d'intérêt ont été fournies par DIC, la distribution de température imposée provenant de la
caméra infrarouge. Les simulations ont permis de calculer la force axiale, les déplacements et les déformations. Par
analyse inverse, la minimisation d'une fonction coût (écart expérience-calcul) a été réalisée sur la plateforme
d'optimisation du laboratoire (MOOPI) pour identifier les paramètres du modèle sélectionné. Un très bon accord
calcul/mesures a été obtenu. L'anisotropie résultant du procédé L-PBF, a également été étudiée, et identifiée par une
technique d'optimisation alternée, bien adaptée au nombre important de paramètres à identifier. Ces paramètres
d'anisotropie ont été trouvés thermo-dépendants. Différentes origines cette dépendance ont été brièvement
investiguées et discutées. La loi de comportement complexe de l'alliage In718, ainsi caractérisée, peut être utilisée en
simulation numérique des procédés de fabrication additive par L-PBF pour prédire les défauts potentiels, et optimiser
les conditions de fabrication

MOTS CLÉS
Caractérisation haute température, In718, Loi de comportement, Elasto-viscoplasticité, Anisotropie,
Corrélation d'images numériques, Optimisation, Simulation numérique, Fabrication additive

SUMMARY
Additive manufacturing of metallic alloys offers many advantages. However, extremely high thermal gradients

and cooling rates may induce defects: distortions, residual stress, cracks. Numerical simulation is a predictive
approach, but this requires a constitutive model for each considered alloy, under process conditions. In this project,
the anisotropic mechanical behavior of the nickel-based superalloy In718, as processed from laser powder bed fusion
(L-PBF), is characterized between 800 and 1100°C. Specimens built by L-PBF along different orientations were
submitted to sequences combining uniaxial tensile load at different prescribed velocities and relaxation steps of
different durations, operated under resistive heating and under vacuum, on a specifically developed testing machine
(DEDIMET). The non-uniform temperature distribution on the sample induced by resistive heating was captured by a
bichromatic infrared camera. The force evolution was measured, together with the displacement field via digital image
correlation (DIC) with an original "self-emitting" method. The finite element method (lab library CimLib) was used to
simulate a limited part of each sample, the zone of interest, in which a temperature dependent and anisotropic (Hill48)
elastic-viscoplastic constitutive model was adopted. The kinematic boundary conditions applied to this zone of interest
were provided by the DIC records, while an imposed temperature distribution was provided by the infrared camera.
Numerical simulations gave access to the axial force, the displacement field, and the strain components. By inverse
modelling, the minimization of a cost function (distance calculation-measurement) was achieved using the
optimization platform of the lab (MOOPI), to evaluate the parameters of the selected model. A very good agreement
calculation/measurement was obtained. The anisotropy resulting from L-PBF process, was also studied, and identified
by an alternated optimization technique, well suited to the large number of parameters to identify. Anisotropy
parameters were found to evolve with temperature. Different origins of this dependance were briefly investigated and
discussed. The complex material constitutive law of In718, as identified, can be used in numerical simulation of L-PBF
process, to predict potential defects and optimize manufacturing conditions

KEYWORDS
High temperature characterization, In718, Constitutive model, Elasto-viscoplasticity, Anisotropy, Digital
Image Correlation, Optimization, Numerical simulation, Additive manufacturing


