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CHAPTER 1. INTRODUCTION

1.1 Industrial context: Edf & Afh consortium

1.1.1 Growing interest for additive manufacturing at Edf

Edf ("Electricité de France") is responsible for the safety of its energy production plants, and must
therefore carefully control the components manufacturing quality, particularly for large parts. To date,
the majority of the components manufactured for Edf are forged or molded. Yet, Edf is currently
looking at different manufacturing processes to have alternative supply solutions. Such alternatives
would eventually allow for more agility and reactivity during maintenance operations. For instance,
for the nuclear industry, the objective of these new processes would be to reduce the duration of the
shutdown of the power plants needed for maintenance. Among the various processes considered, Edf

is investigating several additive manufacturing (Am) methods.

Contrary to the more conventional methods of manufacturing by material removal (machining)
or shaping (forging and casting), additive manufacturing corresponds to all the processes allowing
manufacturing objects by stacking layers of materials subsequently. The parts are first modeled using
a computer-aided design (Cad) software, and then the deposition patterns are derived. The interest
for Am has increased in recent years in many fields such as the medical [1], automotive, aeronautical
[2], naval, and energy production sectors (Figure 1.1).

Figure 1.1 – Industrial Adoption of additive manufacturing (AM) [3].

Its use is no longer limited to creating model parts or prototypes but is gradually opening up to
industrial components [4]. This growing interest is motivated by the many advantages of the Am

processes. Indeed, additive manufacturing offers great freedom of design and enables the production
of complex geometries. This versatility allows carrying out topological optimizations to redesign and
alleviate components. For example, Am can reduce the weight of certain parts by 80% in the aeronautics
industry, which is a critical issue in this sector to reduce aircraft fuel consumption. In addition, the
ability to produce complex geometry components in a single step eliminates the need for welding,
bolting, or riveting. Among the many advantages associated with the additive manufacturing processes,
one of the most important is the saving of material, characterized by the "buy-to-fly" ratio, which is
the percentage of material "lost" during manufacturing. In fact, contrary to the manufacturing by
material removal, such as machining, the finishing machining operation in additive manufacturing is
limited to the finishing of the surface state, thus reducing the material waste. This advantage can be
of first importance given the high cost of certain materials (such as titanium for instance). It also has a
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strong ecological interest. Finally, for some conventional manufacturing processes, the manufacturing
of the components requires specific molds, making the modification or the improvement of the designs
complicated and costly. This limitation does not apply to additive manufacturing processes, which on
the contrary, provide very flexible designs.

Additive manufacturing processes are of particular interest to Edf for dealing with part obsoles-
cence problems. Indeed, the nuclear park was built about forty years ago, and many manufacturers
no longer exist. Am makes possible the reproduction of existing parts scanned in 3D that the manu-
facturers can no longer produce, and even optimize them if necessary. Indeed, as mentioned earlier,
additive manufacturing allows creating highly complex parts (making possible their alleviation) as
well as preserving materials, while ensuring a mechanical behavior equivalent to that obtained with
conventional manufacturing processes.

1.1.2 The Afh consortium

This PhD thesis is part of the French consortium "Additive Factory Hub" (Afh) (https://www.
additivefactoryhub.com/). This platform is a grouping of skills from major French industrial groups
(Edf, Air Liquide, Safran, Vallourec, etc.), research centers (Cea, Onera, Cnrs, etc.), and academic
laboratories (Arts et Métiers, Mines ParisTech). The main objective of Afh is to integrate and
develop additive manufacturing technologies and, more particularly, two Am processes: the Laser
Beam Melting (Lbm) and the Wire Arc Additive Manufacturing (Waam). In addition, Afh aims to
be an international showcase of knowledge in terms of the control and optimization of the process, the
metallurgical properties, as well as the residual mechanical properties of industrial components.

1.1.3 Waam process at Edf

Given the applications and industrial needs of Edf, one of the alternative processes identified for the
manufacture of large components by the R&D of Edf is the Waam process.

The Waam process, directly derived from welding, makes possible the manufacturing of metallic
components of large dimensions by stacking successive layers of metal using arc welding technologies
(Gtaw, Gmaw, Cmt, Paw, etc.). To do this, the filler material, which is in the form of a metal wire,
is melted using an electric arc, as illustrated in Figure 1.2.

Waam seems promising for many reasons. First, it is a process derived from welding, and therefore
uses welding equipment that is well known and mastered. Moreover, unlike many other processes, the
equipment needed and the filler material in the form of a metallic wire are inexpensive. The Waam

process is also less restrictive from a safety point of view in comparison with the Am processes that
use metal powders. Moreover, it has a reasonable deposition rate [5] (generally between 2 and 4 kg per
hour) without the constraint of a controlled atmosphere, allowing for the manufacture of large industrial
parts. Moreover, the flexibility of this process opens up a wide range of design possibilities and technical
solutions. Indeed, in addition to being able to optimize the shape, geometry, and manufacturing
strategy of newly fabricated parts, this process enables the carrying out of repair operations on parts
[5, 6], eventually already on-site. All these characteristics would allow Edf to optimize the supply
chain, thus reducing the delays and ultimately the maintenance costs.
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Figure 1.2 – Schematic illustration of the Waam process.

Several workpieces have been identified as being of interest for the use of Waam. First, the function
addition on existing workpieces, by adding nozzles for instance, are of particular interest to Edf (Figure
1.3). Indeed, they could be considered as alternatives to critical welds. Their technological relevance
is currently under study at Edf R&D.

Other specific workpieces are also identified (Figure 1.4). The Ppb, for the "Pièce de Préhension
du Bouchon", is one the workpieces of interest for Edf (Figure 1.4-b). This part, used in the nuclear
field, is employed to handle the plug of spent fuel packages. The interest of Waam for the manufacture
of the Ppb is the reduction of material waste during the manufacture (approximately 75% of the raw
material used for forging is removed by machining). In addition, switching the current process to the
Waam process would allow dividing by three the total supply time: from 5 months of manufacturing
(supply time needed for forging and machining operations) to a few weeks.

Moreover, Edf Hydro, the branch of Edf that deals with the hydraulic production facilities, has
identified the Kaplan blade as a workpiece of interest to be manufactured using the Waam process.
This blade is presented in Figure 1.4-a. The benefit of the Waam for this workpiece is the fact
that it is a unitary part produced in small series with different possible dimensions depending on the
application. Furthermore, due to its complex shape, the predicted gain in the amount of machined
material is significant.

The Waam process has, however, some drawbacks [7]. First, it can lead to a high surface roughness
that requires machining after the manufacture. In addition, the components produced are subjected
to deformations and residual stresses generated during the deposition process. This comes as a result
of the thermal cycles and the very high-temperature gradients, and can affect the integrity of the part,
its mechanical strength, and the subsequent machining operations.
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WAAM component

Figure 1.3 – Schematic illustration of nozzle manufacturing on an existing pipe.

a) Kaplan blade – hydraulic field b) PPB – nuclear field

150 cm

≈ 11 cm

≈ 17 cm

Figure 1.4 – Workpieces of interest for at Edf using Waam process: a) Kaplan pale in the hy-
draulic field (reduced scale), b) Ppb in the nuclear field.

The critical point for the deployment of the Waam process in an industrial context is the control
of the quality of the manufactured components. Indeed, as for other additive manufacturing processes,
the obstacle to its industrialization is the need to ensure the control of the process and its repeatability.
Therefore, since Edf must ensure the reliability of the components in service and their lifespan, a good
control of the quality of the parts is critical for the implementation of the process on the different energy
production plants.
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1.2 Problem statement

The main issues identified at the moment for the industrialization of the Waam process are the control
of the process, the residual mechanical state of the components, and the repeatability of the process.

As previously mentioned, welding processes and their derivatives suffer from an intense heat input
that generates high thermal gradients [8], leading to large distortion, microstructural changes, and
residual stresses and deformations. This can affect the quality of the components, which must respect
dimensional criteria and a target mechanical resistance.

The estimation of residual stresses is of primary interest [9] since it can help ascertain the resistance
of the components to different types of solicitations, such as fatigue, and often causes stress corrosion
cracking and brittle fracture of the components fabricated. Post-manufacturing heat treatments at
high-temperature are thus sometimes needed to induce the partial or total relaxation of the residual
stresses. However, this stress-relieving step is not always feasible, usually due to the size of the
component.

In order to control and optimize the Waam process, there is a need to increase the understanding
of the impact of the process parameters on the final properties of the part. Indeed, the mechanical
properties and the microstructure of the Waam manufactured parts directly depend on the process
parameters, such as the nature of the material, the wire feed speed, the parameters of the electric arc,
the deposition strategy, or the cooling time between beads.

However, studying the impact of the process parameters, the choice of deposition strategies, and
the influence of the thermal history during the manufacturing process would require numerous exper-
imental tests, which can be costly time-wise and resource-wise. Moreover, some physical quantities
are hard to access experimentally. It is the case, for instance, for the temperature evolution of the
components during the manufacturing process, as well as for the distribution of the residual stresses
at the component scale. Indeed, the latter are usually measured on small-scale samples or require
destructive tests.

As a result, the modeling of the manufacturing process appears to be an attractive alternative to
heavy experimental campaigns. Indeed, it allows for the prediction of the distribution of temperature,
residual stresses, and distortions [10]. Furthermore, as the maturity of this manufacturing process
gradually begins to be proven and operationalized in the industry, the implementation of these models
would allow for a better understanding of the physical phenomena involved and a more widespread
use of the Waam process. However, since one of the main objectives is to simulate the manufactur-
ing of large parts, modeling assumptions are required to provide results in reasonable computational
times. A major challenge of this thesis is thus to calibrate the modeling parameters introduced care-
fully. Moreover, the models developed must be robust to be applied in the largest possible number of
configurations.

As Edf is not a component manufacturer but has a responsibility for the quality control of the
components of its energy production plants, the simulation can also help for the implementation of
component specifications. Indeed, having expertise in the control of the process and the operating
parameters would help accompany the manufacturers during the component production process. Fi-
nally, the numerical tools to be developed also aim at supporting the qualification process of Waam

manufactured parts in the nuclear [11] and hydraulic fields.
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1.3 Framework

1.3.1 Main objective

The presentation of the industrial context highlighted issues of the first order for the deployment of
the Waam process for the manufacturing of large components. Indeed, the manufacturing process is
a critical step that governs the quality of the finished product.

In this perspective, this PhD project aims to develop a finite element (Fe) thermo-mechanical
model at the mesoscopic scale to simulate the Waam manufacturing of components and obtain the
residual state (Figure 1.5). All the modeling work within the framework of this PhD thesis is carried
out with the open-source finite element code Code_Aster [12] developed by Edf.

This main objective can be subdivided into four sub-objectives:

• Development of a thermo-mechanical modeling methodology at the mesoscopic scale
of the Waam process on Code_Aster, as well as the parametric tools for the geometry and
the mesh generation. Indeed, the objective of the thesis is to implement a robust simulation
methodology applicable to the larger possible number of configurations, either from a geometri-
cal point of view or from a deposition strategy point of view. Therefore, it is inconceivable to
implement the geometries and meshes manually and case by case.

• Development of a robust calibration methodology for the unknown parameters of the
model set up, with the help of instrumented experimental tests. This methodology relies on a
digital twinning strategy in order to optimize the duration of the calibration step, thus eventually
allowing for the in-situ calibration of each new Waam manufacturing configuration.

• Validation of the developed thermo-mechanical model, as well as the associated calibra-
tion steps. This objective is also accompanied by the identification of quantities of interest that
the simulation can predict in order to help with the implementation and optimization of the
manufacturing process.

• Prospection of different approaches for computational time reduction. Indeed, the
objective is to simulate industrial parts of very large dimensions in reasonable times. Therefore,
it is necessary to propose methods that ensure a good compromise between the accuracy of the
results on targeted physical quantities and the computation time.
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a) Deposition pattern c) Temperature field d) Residual stresses field (Von Mises)b) Geometry and mesh

Figure 1.5 – Illustration of the steps for the prediction of the residual state for a nozzle.

1.3.2 Thesis outline

This manuscript is divided into 8 chapters, which are organized into two main axes. The first axis
focuses on the modeling of the Waam process at the mesoscopic scale. In Chapter 2, a state of the art
of welding, additive manufacturing processes and Waam numerical simulations is performed. From this
state of the art, modeling choices are presented. In Chapter 3, a description of the material deposition
approach, the geometry and mesh generation tools proposed is made. Following this, the thermal and
mechanical models are presented in detail: the formulation of the thermal and mechanical problem is
introduced, along with some discussions on the aspects related to the modeling of the process, such as
the heat source, the material constitutive law, or the management of the deposition material. Chapter
4 deals with the implementation of a calibration methodology for the thermal model parameters by
solving a bayesian inverse problem using a digital twinning approach. The 5th Chapter deals with the
validation of the developed thermo-mechanical models. In this chapter, the proposed models are tested
for four experimental studies. Each of these studies has a different objective, aiming at validating the
models in multiple configurations: different processes, process parameters, deposition pattern, physical
quantities of interest, etc.

The second axis of this work is composed of the last two chapters, Chapter 6 and Chapter 7
of this manuscript. They are dedicated to the reduction of the computation time. This axis aims at
investigating different approaches or simplified methods, allowing for the prediction of quantities of
interest in reasonable computational times. In Chapter 6, the macro-deposition method, as well as the
structural zoom methods, are implemented and discussed. Chapter 7 deals with the prediction of the
deformation field by data assimilation. Finally, this manuscript ends with a conclusion to summarize
the work done and present the many prospects identified to be explored in future work.
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2.1. INTRODUCTION

2.1 Introduction

This chapter presents the scientific context of this PhD thesis, with a specific focus on the a state of
the art of the numerical simulation of the Waam process.

The first part of this chapter briefly describes the additive manufacturing processes and how the
Waam process falls within these processes. After a concise presentation of the physical phenomena
involved in arc manufacturing processes, the different modeling scales for welding, additive manufac-
turing processes and specifically the Waam, are detailed: the microscopic scale, the mesoscopic scale,
and the macroscopic scale. A review of the studies found in the literature is carried out, and the advan-
tages and disadvantages of each modeling scale are discussed. The last part of this chapter will focus
on the finite element thermo-mechanical models, which is the mesoscopic modeling scale identified as
the most relevant to meet the industrial objectives of Edf.

Following this literature review, the mesoscopic modeling scale is identified as the most relevant to
meet the industrial objectives of Edf. Therefore, it will be the subject of the last part, which deals
with the modeling choices and associated modeling assumptions within the framework of this thesis,
with a description of the different aspects of Fe thermo-mechanical modeling.

2.2 Additive manufacturing processes & Waam

2.2.1 Main Am processes

Many types of additive manufacturing processes for metallic components have gradually emerged [13,
14]. They differ in the nature of the input material, the method for material feed stock (powder bed,
powder feed systems, or wire feed systems, etc.), or the energy source used [14]. They can be classified
into two main families as represented in Figure 2.1: processes by "Powder Bed Fusion" (Pbf) and
processes by "Direct Energy Deposition" (Ded). Other families of processes exist, such as "Binder
Jetting" or "Sheet Lamination", but they will not be presented here.

Figure 2.1 – Metal Additive Manufacturing Market in 2020 [3].

■ Powder Bed Fusion (Pbf): The principle behind the powder bed fusion processes is to use a
thermal source to induce the local fusion of the powder [15, 16]. These processes can be subdivided
into different processes, the most widespread being the following: Laser Beam Melting (Lbm), Selective
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Laser Sintering (Sls) [17], and Electron Beam Melting (Ebm) [18]. In the case of Lbm, a high-power
laser is used to melt the powder according to a scanning pattern [19]. Sls is very similar to Lbm, but
the laser is used to sinter the metal powder selectively [20]. Ebm is also very similar to Lbm [21]. The
difference is that the energy source used for the fusion of the powder is an electron laser beam. This
difference means that the beads can be smaller and more precise, but the chamber in which the part
is manufactured must be under a vacuum.

These Pbf processes produce of extremely precise parts with very complex geometries and struc-
tures that could not be achieved with other processes. This high precision also allows reaching excellent
surface finishes [15]. Nevertheless, the main disadvantage of these processes is the limit in component
dimensions. Indeed, Pbf processes require controlled atmosphere chambers. The size of the compo-
nents is thus limited by the size of the chamber. Therefore, these processes are mainly adapted for
components with complex geometries and reduced dimensions of the order of ten centimeters.

Figure 2.2 – Schematic illustration of (a) PBF and (b) DED processes [22].

■ Direct Energy Deposition (Ded): For the Direct Energy Deposition processes, concentrated
thermal energy is used to melt the feedstock material [23]. The feedstock material can be of various
natures. It can be in the form of metal powders as, for instance, the "Laser Metal Deposition" (Lmd).
It can also be in the form of a wire filler material, as is the case for the "Wire Laser Additive Man-
ufacturing" (Wlam), the "Electron Beam FreeForm Fabrication" (Ebf3), or the "Wire Arc Additive
Manufacturing" (Waam). The wire feed is melted using a heat source, which varies according to
the process: laser, electron beam, or electric arc. The Lmd process is a process for which the input
material is in the form of a metallic powder projected by a powder nozzle [24]. The projected powders
are thus melted by a laser (coaxial with the nozzle of projection), and a gas shielding protects the
whole. The wire-based Ded processes differ mainly by the source of energy used to melt the input
material. For the Wlam process, the energy source used is a laser [25]. In addition, the fabrication
must be performed in an enclosure with a controlled atmosphere, usually using argon. For the Waam

process, the source of energy used is an electric arc [26]. Contrary to the Wlam process, the controlled
atmosphere is not mandatory. Instead, a gas shielding around the electric arc is used to protect the
molten pool zone.

In general, the Ded processes are used to manufacture parts of significant dimensions, of the order
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of ten centimeters to several meters. Another advantage of these processes is that they can be used to
manufacture parts on non-flat substrates, to perform, for instance, part functionalization or carry out
repair operations [5, 6]. However, one of the disadvantages of these processes is that the "relatively
large" beads generated result in a wavy surface, thus inducing the need for machining after fabrication.

The two families of processes (Pbf and Ded) are very different. All the Ded processes allow
manufacturing parts of large dimensions (superior to 1 m). Their deposition rates (between 1.0 and
4.0 kg h−1) are larger than those of the Pbf processes (about 0.1-0.2 kg h−1). However, they do not
provide the same precision and finesse of manufacturing, as well as the same complexity of component
geometries as Pbf processes. Indeed, a high deposition rate is accompanied by larger welding beads.
The applications targeted by these two families of processes are therefore very different. For the
applications desired at Edf, the Ded processes seem more suitable, and more specifically, the wire-
deposition processes. Indeed, the use of powders induces significant safety constraints. Among the
wire deposition processes, the Wlam provides the higher precision but has the lower deposition rate,
while, on the contrary, the Ebf3 allows for larger deposition rates. The Waam deposition rates lie
between the two other Ded processes. Moreover, unlike the Waam process, the Wlam and Ebf3

processes require a controlled atmosphere which is a limitation in terms of part dimensions due to the
size of the enclosure used and the manufacturing complexity. This feature makes the Waam process
more suitable for Edf applications.

2.2.2 Presentation of the Waam process

This thesis focuses specifically on the Waam process. In this section, a more technical introduction
of the Waam process is carried out, and the technical issues needed to be addressed to deploy this
process at the industrial level are presented.

This process, directly derived from welding, makes possible the manufacture of metallic components
of large dimensions by stacking successive layers of metal using arc welding technologies (Gtaw, Gmaw,
Cmt, Paw, etc.). To this end, the filler material, which is in the form of a metal wire, is melted using
an electric arc.

As stated previously, in comparison with the processes using metal powders, the Waam process has
many advantages. It has a high deposition rate (generally between 2 and 4 kg h−1), allows to produce
large parts with a good material efficiency ("buy to fly ratio"), and relies on very well-known and
inexpensive welding equipment. Therefore, the Waam process is one of the most promising additive
manufacturing processes for manufacturing large metal components. Several welding processes can be
used for Waam. In the following, a brief presentation of these processes is given.

■ Gas Tungsten Arc Welding (Gtaw): Gas Tungsten Arc Welding uses a refractory electrode to
create an electrical arc between the electrode and the workpiece [27]. The electric arc is protected from
the ambient air by an inert gas (which can be of various natures: argon, helium, or others. . . ). The
protective gas prevents the oxidation of the deposited metal during the cooling and keeps the arc stable.
The material is fed in from the side of the arc as illustrated in Figure 2.3-a. The orientation of the
material deposition is, therefore, a parameter that must be controlled. It can be, for example, according
to the manufacturing direction, or always in the same direction. In both cases, the programming of
the deposition pattern can become complex.
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a) GTAW b) GMAW

Figure 2.3 – Overview of the most used metal arc welding technologies, Metal arc welding technolo-
gies: a) Gas Tungsten Arc Welding (Gtaw), b) Gas Metal Arc Welding (Gmaw) [28].

■ Plasma Arc Welding (Paw): Plasma Arc Welding (Paw) is very similar to Gtaw. The difference
comes from the plasma gas circulating in the nozzle, which will create a constriction of the arc. This
adaptation allows concentrating the deposited energy on a reduced surface. Moreover, as for the Gtaw,
a gas shielding ensures the protection of the molten pool.

■ Gas Metal Arc Welding (Gmaw): Contrary to the Gtaw, the Gmaw (Gas Metal Arc Welding)
uses the wire as a consumable electrode to both create the arc and bring the material (Figure 2.3-b).
This implies that the wire is fed coaxially to the torch. This feature is particularly interesting, as the
orientation of the wire feed is no longer a parameter. Also, it allows deposition rate 2 or 3 times higher
that the Gtaw or Paw processes. This welding process is currently one of the most widely used in the
industry, including in the nuclear field.

■ Cold Metal Transfer (Cmt): The Cmt is a process derived from the Gmaw process. It was
developed to improve the quality of the deposition significantly. It is a short-circuit transfer process
coupled with a forward and backward movement of the wire feed [29]. These movements of the
wire (filler material and consumable electrode) cause the ignition and extinction of the arc. This
methodology allows for a lower energy input, which results in a better regularity of the beads. Because
of its lower energy input, the Cmt process is very interesting for additive manufacturing operations,
where heat accumulation is often problematic [29].

The Waam process depends on several operating parameters that have a first order influence on the
residual state of the workpiece. These main deposition parameters are the same as for welding. First,
the voltage U (V) and the current I (A) (can be combined into one parameter which is the power (U×I
in W) highly influence the metal transfer mode (and the molten pool shape as illustrated in Figure 2.4),
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Figure 2.4 – Influence of voltage and current on the metal transfer mode in Gmaw welding using
Argon Shielding [30].

the energy delivered to the part, the temperature and the residual shape of the beads. Moreover, the
wire feed speed vw (in ms−1) coupled with the wire diameter dw (in m) define the quantity of material
deposited, and, therefore, strongly affect the size of the resulting bead. Furthermore, the welding torch
speed vt (in ms−1) significantly impacts on the energy supplied and the flow of deposited material.
Indeed, for a fixed power and a fixed wire feed speed, if the welding torch speed is increased, the bead
will be smaller and less collapsed due to a lower material input and a lower linear energy El (in Jm−1),
defined Equation 2.1.

El =
UI

vt
. (2.1)

Other parameters involved, such as the angle of inclination of the torch or of the material input,
can influence the resulting bead, especially since the paths can be very complex during Waam manu-
facturing. The shielding gas and its flow rate can also affect the material feed rate, as well as the heat
transfers, the arc height, etc.
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2.3 Review of Waam modeling approaches

There are numerous approaches to model welding and additive manufacturing processes, including the
Waam process. In this section, a brief discussion is performed on the physical phenomena involved in
the process, after what the different modeling scales found in the literature are introduced [31]. This
literature review will allow identifying the best approaches in view of the objectives of the thesis.

The physical phenomena occurring during the Waam process are widely described [27, 30, 32, 33].
There are of a very complex nature due to the strong multi-scale and multi-physics aspects involved.
Indeed, there are electromagnetic and hydrodynamic phenomena in the electric arc and the molten
pool. Moreover, there are thermal, metallurgical, and mechanical transfer phenomena in the solid
phase of the manufactured part. These phenomena are briefly presented in the following.

■ Phenomena in the molten pool: Complex phenomena occur between the electrode, the electric
arc, and the molten pool. In addition to the electromagnetic phenomena at the electrode, several
phenomena occur in the molten pool, such as the fluid flows (Figure 2.5-a). The electromagnetic
phenomena induced by the Lorentz forces can strongly impact the fluid flows within the molten pool
and, more specifically, the penetration of the molten pool. Moreover, one of the most influential
phenomena in the molten pool is the Marangoni effect, which is caused by the surface tension gradients.
This phenomenon has a significant influence on the shape of the molten pool. Furthermore, due to the
density gradient in the molten pool generated by the temperature, the presence of different chemical
elements, as well as the gravity, Buoyancy forces can be generated. These forces induce convective
flows that tend to enlarge the molten pool. Compared to the Lorentz and Marangoni forces, the
Buoyancy forces effects are generally of the second order. Finally, the surface of the molten pool is
also subject to the pressure of the arc and the shielding gas. This leads to the generation of centrifugal
currents that tend to deepen and widen the free surface of the molten pool. In addition to all these
physical phenomena, the progressive deposition of molten metal complexes even further the convective
movements in the molten pool.

■ Phenomena in the solid phase: In the solid part, three aspects are involved in a coupled way
(Figure 2.5-b). First, the thermal aspect involves the different modes of transfer by convection, radi-
ation, and conduction. In addition, metallurgical grain growth phenomena occur at the solidification
interface of the molten pool (between the liquid and the solid zone). Several phase transformations
also take place in the Heat Affected Zone (Haz), which corresponds to the zone whose temperature
is higher than a defined material-dependent threshold, according to different kinetics, depending on
the temperature, cooling rate, and mechanical state. Finally, the high-temperature gradients generate
residual stresses [8, 34] (local heating and following cooling generates a local thermal shrinkage in-
ducing residual stresses and strains) that depend on the material behavior of the metallurgical phases
involved. It should be noted that the thermal, metallurgical, and mechanical phenomena occurring
in the solid phase are coupled and influence each other at different levels (see Section 2.4.1 for more
details).

Many studies focus on the general presentation of the modeling scales of Waam [35]. In this
section, the different scales for the modeling of Waam are examined. They can be divided in three:
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Figure 2.5 – Schematic illustration of the main physical phenomena involved a) in the molten pool,
b) and in the solid phase.

multi-physics microscopic scale, solid thermo-mechanics mesoscopic scale and simplified macroscopic
scale simulations. Due to the fact that the physics of welding and Waam are similar, and given that
some modeling assumptions are alike for several types of additive manufacturing processes, not all of
the studies presented in this chapter concern the Waam process.

2.3.1 Microscopic scale

This section focuses on the detailed simulation of the Waam process, taking into account the electro-
magneto-thermo-hydraulic phenomena occurring in the molten pool [36, 37, 38]. The objective of these
micro-scale models is to model as well as possible all the physical phenomena occurring during the pro-
cess. In general, these models are based on the coupled resolution of the equations of mass continuity,
momentum conservation, energy conservation, and Maxwell’s equations in the electrode, the droplet
(wire feed), the electric arc (plasma), and the molten pool. These models are generally used to improve
the knowledge of the process. Indeed, they allow to explore and improve in a local and very precise
way the interaction of the physical phenomena at stake, understand the influence of the operating pa-
rameters and their effect on the residual behavior of the simulated workpiece (defect, resulting shape
of the beads etc.). Nonetheless, there is a graduation in the complexity of the microscopic models
developed in the literature according to the physical phenomena modeled. Indeed, in order to reduce
the computation time while ensuring the prediction of identified quantities of interest, the models can
be simplified. These simplifications consist either in discarding a negligible physical phenomenon or
in adopting a simplified modeling based on an empirical approach or on an experimental calibration.
For instance, the simplified phenomena can be the pressure of the electric arc on the molten pool, the
heat input, or the material feed.

Cadiou et al. [37] propose a 2D axisymmetric model to simulate the pulsed Waam to investigate
the heat and mass transfer mechanisms. The proposed model allows predicting the detachment of
the droplet but also its impingement into the molten pool to predict the resulting bead shape. In
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its model, all the main physical phenomena are modeled, with the least simplification and numerical
calibration to be performed. For this purpose, the authors consider fluid, electromagnetic, and heat
transfer phenomena in the arc, the molten pool, and the workpiece. They were able to highlight the
interest of taking into account the modeling of the input on the molten pool and the temperature field.
Fan et al. [39] also set up a 2D axisymmetric model for the Gmaw process to predict droplet formation,
droplet detachment, and droplet impingement in the melt for another welding regime, which is the
globular one.

Cadiou et al. [40] then proposed a new 3D model for the simulation of the Cmt process. As in their
previous study, the developed 3D multi-physics model takes into account electromagnetism, fluid flows,
and heat transfer in the wire feed, the electric arc, the molten pool, and the substrate. The model also
considers also the forward and backward movement of the wire feed. Ogino et al. [38] developed a 3D
model taking into account the interaction between the material input and the electric arc in a weakly
coupled way. The physics of the electric arc is solved for a configuration of droplet shape state at a
given time step, which is then updated by performing a calculation with the electric arc as a boundary
condition. They studied the impact of physical phenomena on the transfer mode as a function of the
current. Other studies also focus on the influence of the shielding gas on the droplet and the effect of
the welding regime [41]. Zhou et al. [42] also proposed a weakly coupled 3D model. As a first step,
a simulation of the arc is performed. From this simulation, the electromagnetic force, arc pressure,
plasma shear stress, and heat flux are applied as boundary conditions for the metal transport model.

One approach is not to model the metal deposition but to use a simplified material input method
coupled with an equivalent heat source instead of the electric arc. For example, the study by Unnikr-
ishnakurup et al. [43] focuses on 2D multi-physics modeling of static Gtaw process, with the heat
flux, current, and drag force of the arc on the free surface are spatially distributed and modeled using
Gaussian expressions. The objectives of the study are to calibrate the equivalent heat source and to
study the heat exchange between the arc and the workpiece. Bai et al. [44] developed a multi-layer
deposition model to accurately investigate the fluid flows and thermal transfers and predict the bead
geometry. They consider a simplified material input by adding a source term in the mass conservation
equation (which is nevertheless accompanied by the determination of some parameters such as the
position of the material input). The thermal input is also simplified by using a volume equivalent heat
source which is calibrated on thermal camera images. Similarly, Ogino et al. [45] set up 3D model
of the Cmt process for the prediction of part shape. As for the previous study, the heat input and
arc pressure are simplified. The model developed allows obtaining similar trends as in experiments for
the shapes of the parts (wall and cylinder) for various configurations: different welding paths and idle
time between beads. Their numerical results also highlight the importance of a good temperature and
welding path management to control the shape of the part.

Overall, microscopic models are valuable for understanding the influence of the process parameters.
They allow predicting various quantities such as the temperature, velocity, and pressure fields, as well
as the resulting bead shapes. They are used to investigate the influence of quantities of interest on the
residual shape of the beads and eventually to understand the occurrence of defects.

Nevertheless, these models are very complex to set up and very expensive in computation resources.
They are thus limited to very short "physical times" of the order of a few seconds. Therefore, these
models are only applicable at the scale of the bead. In addition, only a few studies are made on the
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juxtaposition or superposition / overlapping of the beads. Therefore, this modeling approach does not
seem to be the most suitable given the purpose of this thesis project.

2.3.2 Mesoscopic scale

What is referred to as mesoscopic models are models at the scale of several beads, or even a whole part,
that do not consider the electric arc / molten pool interaction. At this modeling scale, the phenomena
related to the energy input, the molten pool, and the material input are not modeled. The interaction
between the electric arc, the molten pool, and all the physical phenomena involved are simplified by
an equivalent thermal source. The shape of the beads is thus not a result of the calculation, as it is the
case for microscopic simulations. Moreover, the material input is also represented in a simplified way.
The models developed in the literature at this scale are, for the most part, based on Finite Element
(Fe) method, which model the thermal, possibly metallurgical, and mechanical phenomena of a solid
at the scale of the part.

Concerning the thermal aspects, different modeling choices can be found in the literature, such as
the equivalent thermal source [46] or the thermal dissipations [47]. Kik et al. [48] studied multiples
equivalent heat source models and their impact on the stresses for laser welding. Winczek et al. [49]
compared the shapes and sizes of thermally affected zones generated by different heat source models
(volumetric source, bimodal volumetric/surface source, and bimodal volumetric/volumetric source).

Moreover, many studies use the numerical simulation to optimize the process. These studies in-
vestigate the impact of the process parameters on the global thermal field during the manufacturing
of a part. Montevecchi et al. [50] studied the impact of inter-layer cooling on the temperature field
and the size of the molten pool. In the study performed by Oyama et al. [46], a method is imple-
mented to optimize the manufacturing process based on a modification of the process parameters for
each deposited layer. To do this, the authors monitored the change in the size of the molten pool
(isothermal at the fusion temperature) during the manufacturing of a wall. Different demonstrators
have been set up, both experimentally and through modeling, to compare different process parameters
and deposition strategies and provide guidelines to optimize the manufacturing process. In particular,
the total distortion and the residual stresses were selected as indicators.

Other studies have focused on predicting microstructural evolutions from the transient thermal
field obtained during manufacturing. This is the case of [51] which uses a cellular automaton approach
(called Cafe method) to account for grain growth and derive the metallurgical field for austenitic
steels based on a temperature field obtained by finite element simulation at a mesoscopic scale. Other
studies investigated other materials using metallurgical models [52].

Furthermore, there are several studies on the prediction and validation of residual stresses [53, 54].
More specifically, in welding, many studies focus on the impact of the mechanical behavior law selected
on the residual stresses. Indeed, the choice of a constitutive model [55, 56, 57], the consideration of
viscous phenomena, thermal creep, or a restoration of the hardening [58] at high temperature can
strongly influence the residual stress fields. Therefore, the thermo-mechanical models implemented are
often confronted with experimental measurements of residual stresses [59]. Furthermore, these studies
often highlight that a material behavior adapted to cyclic loading is imperative for the numerical
simulation of multipass welding [56] or Waam.
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Other mechanical studies are more specifically focused on the influence of specific process parame-
ters or are used to optimize the process. For example, when simulating several beads, the influence of
the manufacturing path on the residual state of the part has been investigated [60, 61, 62, 63, 64]. This
is the case of the study by Israr et al. [61], which models a block fabricated in Waam with different
fabrication strategies and analyzes the residual stress profiles and strains.

Moreover, Chiumenti et al. [65] set up Am simulations to identify areas of possible crack initiation.
On another note, Wang et al. [66] evaluated the residual stress generated by the tightening of the
substrate. Furthermore, the influence of the preheating temperature on the fabricated workpiece has
been addressed by Xiong et al. [67]. These models can also be used to study the evolution of thermal
gradients in a part, as well as the influence of the preheating of the base plate.

In conclusion, mesoscopic models allow carrying out simulations at the scale of several beads or
even a complete part of several tens of centimeters. These models give access to the precise transient
temperature field, the metallurgical field, and the stress, strain, and displacement residual states.
These models are often used to investigate the first-order process parameters influence on the thermo-
mechanical quantities at the part scale. Nonetheless, these models can be computationally expensive,
thus limiting the size of the parts modeled to a few tens of centimeters. A more macroscopic approach
is thus necessary for the simulation of larger industrial parts.

2.3.3 Macroscopic scale

Modeling the Waam process is an effective tool to investigate and have better control of the manu-
facturing process, as well as to make predictions. However, one of the main issues in the simulation
of the manufacturing of industrial-scale parts is the computational time. In the case of the additive
manufacturing of large components with complex geometry that would containing many thousands of
beads, a complete simulation of all the beads is not feasible from a resource and computation time point
of view. Indeed, in addition to the size of the mesh that becomes larger as the size of the component
to be modeled increases, the simulations include many iterations of non-linear thermal and mechanical
calculations and many operations. These operations are of various natures: the manipulations on
the mesh for the progressive activation of the meshes, the adjustment of the contributed energy, as
well as the possible post-processing operations during the simulation. All these aspects increase the
computational costs of the simulations.

Therefore, specific modeling strategies are necessary to reduce the computational time while main-
taining relevant and accurate simulation results in order to apply the developed tools to industrial
problems. Several simplified methodologies exist for the modeling of the Waam process at an indus-
trial scale level with as objective the prediction of distortions and residual stresses. These methods
are either based on a further simplification of the models, on a reduction of the model size (mesh
adaptation), or on model reduction.

2.3.3.1 2D modeling approach

A first way of reducing the computational time of Waam simulations is the implementation of 2D
models. Indeed, several studies in the field of multi-pass welding simulation use a 2D modeling approach
[68] (use of 2D plane-strain model, 2D axis-symmetric model or 3D shell model). This is the case, for
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example, in the work of Depradeux et al. [54] or Rossillon et al. [69], in which the hypothesis of
axisymmetry is assumed. Moreover, Cambon et al. [70] implemented a 2D thermo-mechanical model
under plane stress assumption, to analyze the residual stresses and the distortions generated by the
Waam process.

Unfortunately, 2D modeling is only valid for a limited number of configurations (axisymmetric
configuration or configuration of plane deformations), making the model very inflexible for an additive
manufacturing process with complex deposition patterns and part geometries.

2.3.3.2 Adaptive meshing method

Several studies implement mesh refinement and coarsening approaches to reduce computation time
[71, 72, 73]. For example, Montevecchi et al. [74] developed an alternative technique to reduce the
number of elements of the mesh. The proposed technique divides the substrate into several zones,
discretized separately, and then connected using adapted boundary conditions. This strategy reduces
significantly the number of elements required while having an accurate temperature prediction. The
effectiveness of the proposed method was proven using experimental validation tests. However, one
of the drawbacks of such a method is that it induces many manipulations on the mesh. Indeed, the
existing conventional mesh adaptation techniques used to reduce computational costs significantly do
not seem well suited for additive manufacturing simulations due to the continuous modification of the
studied mesh group.

The method developed by Martukanitz et al. [75] is based on the introduction of discretized
geometries updated at regular intervals during the simulation process. As new elements are added for
each layer, elements from previous layers are coarsen so that the total number of elements considered
during simulation is kept constant, even when modeling very large parts. In addition, layers close to the
active layer are refined while elements farther away are enlarged. This approach significantly improves
the computation times compared to the standard configuration (from 176 hours to approximately 3
hours).

Jayanath et al. [72] implemented a similar approach. As the simulation progresses, the mesh is
gradually coarsen far from the source so that the number of meshes remains almost constant throughout
the simulation. The model is evaluated by simulating a wall, and a thin-walled cylinder by Dmd process.
They show that the results obtained (residual stresses and strains) by conventional simulations and
reduced computation time simulations (about 50%) show excellent agreement.

2.3.3.3 Macro-deposition approach

The principle of the macro-deposition method is widely explained in the literature [76, 77]. Instead
of bringing the elements progressively, this method consists in the deposition of several beads or layer-
by-layer deposition at a time. The macro-deposited part can vary from an increment of element as in
a mesoscopic thermo-mechanical simulations to a full layer at once. The method could be used for the
deposition of multiple lumped layers [78]. This method is commonly used for Lbm simulation where
the number of layers is huge.

The simplification of the material deposition goes along with a simplification of the heat input
distribution. As a result, the heat input distribution is simplified: the input can be applied as an
imposed temperature [79, 80, 78] chosen by expertise or as a volume flux on the input [76]. Indeed,
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rather than modeling the moving equivalent heat source, each layer fraction is entirely heated. Even if
the heat input is simplified, the equivalent heat source still has a ηUI power distribution. Nevertheless,
despite simplifying the modeling of the material input and the energy input, the manufacturing time
must be respected. If the manufacturing time of the activated macro-deposit is td (s), the total energy
to be supplied is ηUI × td.

This simplified heat input is also characterized by a parameter: its temporal distribution. The
key point of this modeling aspect is to define the heating time theatd during which the layer fraction is
heated and tcoold = td− theatd a cooling time after the heating step [76] as illustrated in Figure 2.6. The
total energy of a layer fraction can therefore be supplied over a very short period of time, which will
result in very high temperature peaks, or over a very long period of time, which will result in a very
gradual increase in temperature and lower temperature peaks. Therefore, the heating time parameter is
crucial, as it influences the temperature of the workpiece (especially on the local maximum temperature
reached) and thus on the mechanical residual state.

b)a)

Figure 2.6 – a) Decomposition of a single powder layer into several fractions to be heated consecu-
tively, b) Treatment of layer fractions and illustration of the laser scan overlay coefficient [76].

In the work presented by Zhang et al. [76], this heating time is defined as the time during which a
point is exposed to the equivalent thermal source. For a surface or half-spherical thermal source with
a radius r (s), it can be equal to: theatd = 2r/vt. On the other hand, it can be defined as being equal
to the complete deposition time of the layer fraction: theatd = td and tcoold = 0.

In their study, Kiran et al. [78] present a layer-by-layer input method with an imposed temperature
cycle for Ded process simulation. The temperature cycle is defined in such a way as to have a
conservation of the input energy with respect to mesoscopic simulations with progressive material
deposition, according to the manufacturing time and the volume of material deposited. The parameters
of the input are defined according to the melting temperature of the material, but no indication is given
on the choice of the cycle to apply. Moreover, the cycle defined for a configuration is not necessarily
transposable to other configurations. Finally, the authors show that it is also possible to group the
layers to bring several at the same time.

The macro-deposition method has many advantages. First, this method makes possible the elim-
ination of a large part of the mesh manipulation operations, some of which are not optimized in the
standard mesoscopic simulations and increase the calculation time significantly. Moreover, the con-
catenation of several beads allows for coarser elements. Indeed, in the case of the standard model, the
size of the element is constrained by the dimensions of the beads. Mesh creation by grouping the beads
beforehand makes it possible to get rid of this constraint, and thus to use larger elements. Finally, a
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clear advantage of this modeling method is the considerable reduction in the number of time steps.
When the macro-deposit is brought in, a relatively fine time step is used, and then, during the cooling
step, a progressive reduction of the number of time steps is performed. The limitation of this method
is that, for a layer-by-layer approach, the deposition pattern and the associated anisotropic behavior
will not be taken into account. Therefore, the purpose of the macro-deposition method is to have a
general estimation of the stress distribution in the workpiece, but not to study the deposition pattern
on the stress field.

2.3.3.4 Inherent strain approach

Among the most computationally efficient methodology to predict distortions is the so-called inherent
strain method (or sometimes referred to as the applied plastic inherent strain method). This method
has originally been introduced by Ueda et al. [81] in the context of numerical welding simulation.
After that, it was first used for welding [82], and then extended to Am processes.

This empirical method is based on the fact that the residual stresses in a workpiece originate
from the inelastic deformation field. This inherent deformation field can thus be produced by the
plastic deformation field, thermal deformation, deformations arising from phase transformation, and
all other inelastic deformation contributions. The total strain ε can be decomposed into the sum of
elastic strain εe, plastic strain εp, thermal strain εth, creep strain εc, and that produced through phase
transformation εt such as:

ε = εe + εp + εth + εc + εt. (2.2)

Noting that the deformation and the stress are produced by the total strain and elastic strain, the
previous equation can be rearranged to:

ε− εe = εp + εth + εc + εt = ε∗. (2.3)

The general principle of the method is thus to replace the transient Fe thermo-mechanical mesoscopic
simulations by a Fe linear-elastic computation with the inherent strain as input data in order to predict
distortion and residual stress fields.

σ = C : (ε− ε∗). (2.4)

with C the 4th order stiffness tensor.
In many studies, in many studies on materials without phase transformations such as austenitic

steels, the inherent strain field is defined as the plastic deformation field. However, one of the main
critical points of this method is to define the inherent strain responsible for the residual stresses and the
distortions which, assuming symmetry of ε∗, consist of 6 components: (ε∗xx, ε

∗
yy, ε

∗
zz, ε

∗
xy, ε

∗
yz, ε

∗
xz, ε

∗
yx).

This is often simplified by neglecting the shearing strain components [83]. Therefore, only 3 indepen-
dent components must be identified: (ε∗xx, ε

∗
yy, ε

∗
zz).

The inherent strains generated in the manufactured components can be obtained in two ways: by
experimental measurement or by numerical mesoscopic thermo-elastoplastic computation [84]. By ex-
perimental measurement, the springback after cutting the base plates is due to the stress relaxation
generated in the part during its manufacture. Indeed, the residual stress is itself a consequence of the
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inherent deformation generated in the material. In the study of Setien et al. [85], the calibration of the
tensor is performed by the iterative comparison between the displacement of an experimental part and
the calculated displacement. Several studies on the Lbm process have shown that the optimization in
an iterative way, between the numerical deformation field and the experimental test, allows predicting
reasonable inherent deformation values while guaranteeing a good accuracy compared to the experi-
ments. Nevertheless, this method may be time-consuming and costly since many samples need to be
manufactured, in addition to the computation time required for the numerical optimization process.

The second approach, which is the numerical approach, consists in carrying out a transient thermo-
mechanical simulation at a mesoscopic scale. This simulation can, for example, be carried out on an
elementary volume in order to extract the inherent deformations. The plastic deformation field is
thus obtained, once the whole domain has cooled to ambient temperature (vanishing of the thermal
deformation). In the study of Liang et al. [86] and the work of Lu et al. [83], they consider that
only a small representative volume needs to be fully simulated to look into the accumulation of the
inelastic strains. From the plastic field obtained, the average values of the 3 diagonal terms of the
plastic deformations are calculated (averaged over the representation volume). For both approaches,
it is important to calibrate the inherent strain on a test representative of the case to be simulated, i.e.,
with the same material, the same manufacturing parameters, and a sufficiently representative volume.

The extracted mean inherent strain vector will then be applied to a part-scale model layer-by-layer
in order to simulate the accumulation of the residual deformation by static linear elastic finite element
analysis and predict the residual stress field. The application layer-by-layer allows having an inherent
strain for each layer if their deposition patterns is different (such a difference must be considered).
Some studies consider configurations more complicated than plastic deformation for the definition of
their inherent strain. This is the case of Liang et al. [63, 87] which considers that the melting of the
previously deposited layer strongly affects the redistribution of the elastic and plastic strain in the
deposited layers.

2.3.3.5 Review of other macroscopic approaches

Many other methods exist for reducing calculation times for welding and additive manufacturing.
Among them, Malmelöv et al. [77] have developed a thermo-mechanical Fe model and experimentally
validated (of the directed energy deposition process). The studied test case is a block test with a
"Raster" manufacturing strategy (the beads are always deposited in the same direction). In order to
reduce the computation time, the authors propose an approach that consists in merging the beads,
according to the height while keeping the moving equivalent heat source with material deposition. An
adaptation of the speed is made to respect the manufacturing time and thus the energy brought (to
keep the same linear energy). This method, as for the macro-deposition, is not adapted to perform
metallurgical calculations given the poor estimation of the temperature field, but allows for a good first
prediction of the stresses. For the case illustrated in the study, the calculation time can be decreased
from 80 to 97%. This method has several limitations, the first of which is that it is only applicable to
wall, block, or cylinder configurations where the beads are perfectly aligned and deposited in the same
direction.

Maekawa et al. [88] use the Ism method (for Iterative Substructure Method). This method is
based on the assumption that only the region around the thermal source has a nonlinear mechanical
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behavior. The general idea of the Ism method is thus to perform the numerical simulation by combining
the large-scale problem with constant stiffness with a small-scale problem with nonlinear mechanical
behavior on the area around the molten pool and the heat source. The authors showed that this type
of method can reduce the calculation time by twenty.

Finally, in their work, Li et al. [89] developed a multi-scale approach for fast prediction of the
distorsions and residual stress field of Lbm manufactured parts. An equivalent thermal source is
considered (micro-scale simulation). From this simulation, a temperature cycle is defined, and applied
as imposed thermal input to predict the local residual stress field at the meso-scale layer fraction
(equivalent to the macro-deposition method). Finally, the stresses obtained at the meso-scale are
mapped to the layer (macro-scale).

The different scales highlight several key conclusions. The microscopic models allow for fine and
precise predictions in the molten pool and the electric arc. They allow, for example, studying the
influence of physical phenomena on the shape of the arc at a very local scale. However, these models
have very high computational costs. On the other hand, mesoscopic models enable the prediction of the
thermal field, the displacements, and the residual stresses in an accurate way for small to medium-size
workpieces. These models take into account the phenomena in the arc and in the molten pool, as well as
the material deposition in a simplified form. They can thus be used to predict the thermo-mechanical
residual state as a function of the process parameters. Finally, the macroscopic scale models allow
estimating / approximating the mechanical residual state using even more simplified methods. These
simplified methods are generally implemented from experimental data or simulations at the mesoscopic
scale.
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2.4 Mesoscopic scale modeling

In the previous state of the art, the various scales and approaches of the Waam modeling are identified.
The simulations are classified into three classes: micro-scale, meso-scale and macro-scale. Simulations
at different scales are characterized according to the physical phenomenon modeled and their degree of
accuracy. Given the complexity of the process and the objectives of this thesis project, it is imperative
to simplify the models while representing the process as accurately as possible.

The most suitable modeling scales to fulfill the industrial objectives of Edf are the mesoscopic
and macroscopic approaches. Most of the work in this manuscript will focus on implementing and
validating of a mesoscopic model. Then, based on this model, some macroscopic approaches will be
undertaken.

In this section, the mesoscopic modeling scale and the associated assumptions are presented. Indeed,
the choice of this scale of modeling is accompanied by the selection of the physical aspects considered
and modeled, as well as of the representation of specific modeling aspects of the process, such as the
material deposition or heat input and the formulation of the physical problems to be solved.

2.4.1 Physical aspects & assumptions

Simulations at the mesoscopic and macroscopic scales, where the phenomena present in the electric
arc and molten pool are not modeled, seem more appropriate in the context of this thesis. Indeed, it is
not needed to give a full account of the hydrodynamic phenomena in the molten pool to provide accurate
estimates for the stresses and strains of a part. Instead, these complex multi-physical phenomena are
replaced by the definition of an equivalent heat source and a material deposition strategy.

Moreover, in order to obtain the temperature distribution, the residual stresses, and distortions
during the manufacturing process, it is necessary to model the thermal, metallurgical, and mechanical
phenomena in the workpiece [90, 52]. These phenomena intervene in a coupled way, as illustrated in
Figure 2.7.

The interactions are the following:

• Thermal ⇒ Metallurgical: The temperature variations are at the origin of the evolution of
the microstructure of the material during the manufacturing process.

• Metallurgical ⇒ Thermal: Metallurgical transformations generate latent heat phenomena
of phase change which can influence the thermal field. Moreover, the phases involved do not
necessarily have the same thermal parameters.

• Metallurgical ⇒ Mechanical: There are several effects of the metallurgy on the mechanical
behavior. For instance, volume variations during phase transformations generate deformations
of metallurgical origin. Moreover, each phase has its own mechanical behavior. Depending on
the phases in presence, the mechanical behavior can thus be different.

• Mechanical ⇒ Metallurgical: The effect of the stress on the transformation phases.

• Mechanical ⇒ Thermal: The viscous effects can be accompanied by a release of heat which
can eventually influence the temperature. For the Waam process, another effect can also appear.
The workpiece is manufactured following a defined path, but if the workpiece or base plate is
subjected to strong deformations, the temperature field is affected.
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Figure 2.7 – Couplings between thermal, metallurgical and mechanical modeling aspects.

• Thermal ⇒ Mechanical: The temperature affects the mechanical properties of the material.
Moreover, the deformations of thermal origin induce stresses.

Only the strongest interactions are taken into account to simplify the physical problem to be
modeled. The objective is to select a limited number of relevant physical phenomena. Figure 2.7
presents the couplings between the thermal, metallurgical, and mechanical aspects: the most critical
couplings, which will be considered for the study, are represented in green, while the couplings generally
neglected because of their weak influence are represented in gray. As indicated in Chapter 1, the
metallurgical aspect is not taken into account. Indeed, for austenitic stainless steels such as 316L SS,
the hypothesis can be made that there are no metallurgical transformations [33]. The phenomena of
phase transformations latent heat are thus not considered. Nevertheless, the effect of latent heat by
change of solid/liquid state is taken into account (Sections 2.4.3.1 and 3.3).

Moreover, the mechanical properties of the material are considered to evolve with temperature.
Indeed, the Waam process involves a large range of temperatures between the ambient and the melting
temperatures. The models implemented are highly nonlinear due to both the material behavior used
and the thermal and mechanical properties of the material, which are temperature-dependent (Young’s
modulus, thermal expansion coefficient, yield strength, etc.). Nevertheless, the effects of the mechanical
aspect on the thermal aspect are not taken into account.
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Based on these assumptions, the simulations can be carried out sequentially: for each time step,
the transient thermal calculation is first carried out, then, from the results of this calculation, the
metallurgical post-processing can be derived if necessary. Finally, a non-linear mechanical calculation
can be achieved to determine the stresses and displacement fields.

2.4.2 Material deposition approaches

One of the main aspects of this type of process is the fact that the material is deposited in a progressive
way. Different methodologies are classically used to manage the material input.

■ Non-conforming mesh methods based on the evolution of a moving interface in a mesh,
either explicitly by defining a Level Set or implicitly by Volume of Fluid method: This
interface represents the boundary between two phases: the gas and the metal. The material input is
managed by evolving this boundary/interface over time. The Level Set (Ls) approach [91] is also often
used for multiphysics microscopic or mesoscopic scale simulations. This approach is used, for example,
by Cadiou et al.[92] who set up a numerical model to simulate the material input and the thermal field
for a Waam operation with the Cmt process. The moving interface between the shielding gas and
the metal phase is tracked. Moreover, the wire, the base plate, and the molten metal are treated as
a single metal phase. The level set method allows simulating the dynamic shape of the wire tip, the
detachment of the droplet during wire retraction, and the dynamic shape of the deposited material
during material addition.

For multiphysics simulations, the method used is generally the "Volume Of Fluid" method (Vof).
Unlike the Level Set method, the Vof method is not a interface method but can by used to track the
molten pool surface. This eulerian approach is used in general for the representation of two-phase flows.
Nevertheless, in the present case, the medium is treated as a single fluid whose material properties are
averaged by the volume fraction in each cell without modifying the mesh. This approach is used by Hu
et al.[93] to simulate the transport phenomena occurring during a welding process. In the developed
model, the authors considered the coupling between the plasma, the electrode, the droplet generation,
and molten pool hydrodynamics. This method is exclusively used with finite volume discretization.

The Vof and Ls methods are mainly used for simulations at the microscopic scale [37, 40, 38, 42].
Indeed, these methods are difficult to implement for mesoscopic and macroscopic scale simulations
(but possible [76]).

■ Conforming mesh methods based on the Quiet elements / Inactive elements: Two
methods are currently predominant in Fe simulations: the "Quiet element" [61] method (also referred
as the "Silent element" method) and the "Inactive element" [94] method (also known as the "Element
birth and death" method). A detailed comparison of these two methods can be found in the work of
Michaleris et al. [95]. In the "Quiet element" method, the properties of the material yet to be deposited
are defined as "transparent" to the thermal and mechanical calculation: the thermal conductivity λ (in
Wm−1K−1) and the specific heat Cp (in J kg−1K−1) , the Young’s modulus E (in MPa) , as illustrated
in Figure 2.8-b. For example, if the conductivity λ is zero (or close to zero), the temperature of the
quiet elements should not change. These elements are then activated progressively according to the
deposition pattern. Once they are activated, they recover their nominal properties. The advantage of
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this method is its simplicity of implementation and the fact that the mesh is not scalable. Nevertheless,
choosing the material parameters assigned to the quiet elements is not easy, and this method can lead
to convergence problems or numerical oscillations at the interfaces between the elements with artificial
conductivity and the activated elements. For the "Inactive element" method, contrary to the "Quiet
element" method, the elements representing the material to be deposited are completely deactivated
as represented in Figure 2.8-a, although they are part of the mesh. They do not intervene at all in the
calculation until their progressive activation according to the deposition pattern.

b) « Quiet element method » c) « Death and Birth element method »a) Initial mesh

Non-activated elementsElements with low physical properties

Activation of the elements according to the deposition pattern

Figure 2.8 – Illustration of the material deposition approaches: a) Geometry, b) "Quiet element"
method, c) "Inactive element" method.

According to Michaleris et al. [95], these two methods lead to similar results. A new hybrid
"Inactive & Quiet element" method is also proposed. In this approach, the elements corresponding
to the metal deposition are initially all inactive. The "Inactive element" method is used to activate
the layers one after the other, and the "Quiet element" method is applied to each layer. In other
words, when a layer is being deposited, the entire layer is added to the calculation, and the yet "non-
deposited" elements of the layer are assigned weak thermo-mechanical properties. For large workpiece
simulation, this approach allows having shorter computation times.

A more simplified method has been considered by Tuan et al. [96]. The authors used the "Element
Birth and Death" method to bring the beads one after the other, without making "Quiet element" the
yet non-deposited elements of the bead. Given the high speed of the torch, the conduction in the "not
brought" elements of the bead can be disregarded.

Other less common methods exist. For example, in their study on the laser metal deposition, Peyre
et al. [97] represent the material deposition as a free surface motion of the mesh, dependent on the
powder-feed rate. The primary interest of such a model is that it allows for the estimation of the
workpiece shape. The authors applied this method to a wall configuration. However, its application
would be much more difficult for more complex-shaped parts. Moreover, this approach does not take
into account the evolution of the shape of the beads with the progressive accumulation of heat in the
part in order to predict potential drifts, defects and collapses. Therefore, the part shape can only be
predicted for small parts that do not accumulate too much heat.

Because of the modeling scale and the finite element code used, the two most suitable candidates
are the "Inactive element" and the "Quiet element" method.
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2.4.3 Mesoscopic thermal model

2.4.3.1 Thermal conduction equation

The establishment of the thermal model is a critical step because it will condition the results of the
mechanical (and metallurgical, if applicable) calculations. In the thermal model implemented, three
modes of heat transfer are considered: conduction, convection, and radiation. The calculation of
the temperature field is made through the non-linear and transient resolution of the heat equation
[98, 99, 100]:

ρCp
∂T

∂t
− div(λ ⃗grad T ) = G ∀ (x, t) ∈ Ωi × [0, tlast], (2.5)

with:

• ρ(T ) (kg.m−3), the density,

• Cp(T ) (J.kg
−1.K−1), the specific heat,

• λ(T ) (W.m−1.K−1), the thermal conductivity,

• G (J.s−1.m−3), the volume contribution of heat.

When the melting temperature is reached, the thermal capacity, which represents the energy needed
to induce a change in phase, is discontinuous, resulting in a latent heat of fusion. Figure 2.9 illustrates
this phenomenon.

Solid state
Solid state

Liquid state

Liquid state

Latent heat

Temperature (°C) Temperature (°C)

𝜌𝐶𝑝 𝐻

Solidus Liquidus Solidus Liquidus

b) Enthalpy formulationa) Apparent specific heat formulation

Figure 2.9 – Representation of the latent heat of fusion phenomenon.

To prevent this from affecting the simulation results, an enthalpy formulation of the heat equation
can be considered. Indeed, if the time steps are not sufficiently small, the formulation in capacity
risks missing this transformation. The enthalpy formulation, which overcomes this problem, can be
expressed as follows:

∂H

∂t
− div(λ ⃗grad T ) = G ∀ (x, t) ∈ Ωi × [0, tlast], (2.6)

with H(T ) (Jm−3), the enthalpy.
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2.4.3.2 Thermal boundary conditions

Initial and boundary conditions are also needed. The latter are either imposed temperature, flux, or
exchanges by radiation and convection with the external environment. During the additive manufac-
turing process, heat losses of different nature can occur: free convection, thermal radiation, forced
convection, or conduction between the part and its clamp.

Therefore, the conduction is the dominant phenomenon. For the Waam process, the manufacturing
times are much longer, and the thermal heat accumulation is larger. The thermal losses can thus
become significant. Moreover, the longer the manufacturing process and the larger the manufactured
part, the more heat the part accumulates, and the larger the exchange surfaces (external surfaces of
the component) become. In addition, as the height of the components increases, it becomes harder for
the thermal heat to be dissipated by conduction towards the substrate. Moreover, as the part heats
up, the substrate also heats up. Thus, the effect of the thermal transfer at the clamped zones will
gradually be observed.

Finally, the temperatures determined at a given time step are used as a basis for the next time
step. As a result, fuzzy modeling of these boundary conditions can increasingly generate a divergence
compared to the actual behavior. The different transfer modes presented above must therefore be
modeled as precisely as possible in order to have a predictive thermal modeling.

■ Convection and radiation: The thermal limit conditions are defined as follows:

−λ(T )∂T
∂n

= h(T − Tamb) + εσ(T 4 − T 4
amb) + q, (2.7)

with:

• n, the external normal,

• h (W.m−2.K−1), the convective exchange coefficient,

• σ (W.m−2.K−4), the Stefan-Boltzman constant,

• ε, the emissivity of the material,

• q (W.m−2), the external surface heat source,

• Tamb (K), the reference temperature, which corresponds to the ambient temperature in general.

The 1st term of Equation 2.7 represents the resultant heat transport by conduction that is normal
to the workpiece surface ∂Ωi at each time step. The 2nd and 3rd terms represent the heat loss by
convection and radiation from the workpiece external surface at each time step, respectively. And
finally, the 4th term represents an imposed surface heat flux.

The convection and radiation boundary conditions can be defined in various ways. Most studies
consider the convection coefficient h and the emissivity coefficient ε to be constant [70, 101]. In some
studies, they may also be neglected. This is the case in the study of Zinoviev et al. [51], which only
considers convection, as for Jiang et al. [102]. However, it is also common to use a convection coefficient
that changes with temperature in order to represent the different phenomena within the molten pool
or to consider the forced convection generated by the shielding gas occurring during the passage of
the torch [98]. The convection and emissivity coefficients can also be taken as temperature-dependent
due to the fact that, during a Waam operation, there is a gradual accumulation of temperature,
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thus inducing a variation of these coefficients [47]. Other studies prefer to model the heat losses in
a combined way in order to have only one coefficient of loss [103, 104]. Indeed, rather than model
the losses separately, a lumped heat loss coefficient, which combines the radiation and convective heat
losses, can be defined to get rid of potential non-linearity.

■ Clamped zone and contact surface heat losses: Before the manufacturing process, the base
plate is held using screws, bolts or jaws. During manufacture, the temperature of the part rises, which
causes heat exchange by conduction. In the literature, these thermal losses are very often not taken
into account in thermal models. This modeling choice is usually correct and justified when the heat
transfer to the contact is considered to be limited. Indeed, when the test is of limited duration, if the
volume of the substrate is significant, and/or if the embedding is far from the manufacturing zone, the
temperature near the contact clamped zone does not increase, which implies that the heat exchanges
are very low, and can thus be neglected. Several methods exist to model this heat loss [90]. The most
practical method is to simulate the conduction by introducing a factor that depends on the roughness
of the surfaces in contact. This leads to a reduction in the heat transfer rate between two touching
surfaces and to an effect called contact resistance. Nonetheless, a more straightforward method is to
model these losses considering an increased convection zone as follows:

qcl = hcl(T − Tamb), (2.8)

with:

• qcl (W.m−2), the heat flux dissipated at the clamped zone,

• hcl (W.m−2.K−1), the equivalent convective heat exchange coefficient at the clamped zone,

• T (K), the temperature,

• Tamb (K), the reference temperature, which corresponds to the ambient temperature in general.

2.4.3.3 Equivalent heat source

One of the most critical aspects of the thermal model is the heat input modeling. As previously stated,
the interaction of the complex thermo-physical phenomena of the molten pool during manufacturing,
and thus the heat input, are modeled using an equivalent thermal source [105, 106]. In the following,
some reminders are made regarding the definition of the heat input in the numerical simulation of
welding, multi-pass welding, and additive manufacturing. In the case of electric arc welding/additive
manufacturing, the energy emitted per unit of time is:

Q = UI, (2.9)

with:

• Q (W or J.s−1), the power or energy emitted per unit of time,

• U (V), the voltage,

• I (A), the current.

However, only part of this energy is transferred to the filler material to melt it. The remainder is
exchanged with the outside by convection and radiation around the arc column and the molten pool
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[107]. In the current simulations, these losses are represented by introducing an efficiency factor η
(unitless) ranging between 0 and 1:

Qreal = ηQ = ηUI. (2.10)

The value of this parameter can vary significantly from one welding process to another. This
parameter is complicated to quantify or measure, but it is one of the most influential parameters.
Moreover, the thermal source can be introduced in different ways: external boundary conditions or
internal heat sources. In all cases, this source is a function of space and time. It can be applied as an
imposed temperature or a flux defined by a geometry and a distribution. The use of a flux is widely
favored in the literature [48].

■ Imposed temperature: The heat source can be modeled quite simply by imposing temperature
cycles on the deposited material / on the elements activated at each time step. The disadvantage of
this method is the fact that, in general, the imposed temperature cycle is identified beforehand and is
the same during the whole manufacturing process, which makes this method more suitable for simple
trajectories and short manufacturing times like welding (low heat accumulation in the component),
and unsuitable for complex 3D trajectories. In general, this approach can be used in 2D in multi-pass
welding.

■ Input flux - Punctual heat source: Moreover, internal heat sources can also be considered. One
of the first heat source developed is the point source model of Rosenthal et al. [108]. This model is
mainly used for analytical resolutions of the thermal field.

■ Input flux - Surface heat source: Internal heat source models with more complex distributions
can also be selected, either on the surface (essentially considering the energy contribution of the covering
plasma), or in volume on the mesh (considering the molten pool), or both (surface and volume) with
a uniform or a gaussian distribution heat flux. For instance, Eagar et al. [109] proposed a surface
thermal source in the form of a disk, with a Gaussian distribution of the heat flux:

q(x, y) =
3Qreal

πr20
exp

(
−3
(
x2 + y2

)
r20

)
, (2.11)

with r0 (m) the source radius.

■ Input flux - Volume heat source: For welding and additive manufacturing simulations at the
Waam scale, volume equivalent heat sources are generally used.

Semi-spherical heat source: The half-spherical source is presented in Figure 2.11. It can be con-
sidered as a particular case of the following source, the equivalent thermal source proposed by Goldak
et al. [110].

Goldak heat source: In most studies in the literature related to the simulation of multi-pass weld-
ing or Waam, the Goldak model is used. Goldak et al. [110] proposed a double ellipsoid (non-
axisymmetric) volume source with a gaussian heat flux distribution. The advantage of this source lies
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Figure 2.10 – Surface heat source, with constant or gaussian flux distribution.

Figure 2.11 – Half-spherical heat source with gaussian flux distribution.

in its versatility and flexibility, which allows it to be used for different processes. Moreover, the Goldak
shape can approach the shape of the molten pool and the thermally affected zone that can be observed
experimentally. The following equations describe this volume model of heat flux:

for x > 0 : q(x, y, z) =
Qrealff6

√
3

afbcπ3/2
exp (

−3x2
a2f

+
−3y2
b2

+
−3z2
c2

), (2.12)

for x < 0 : q(x, y, z) =
Qrealfr6

√
3

arbcπ3/2
exp (

−3x2
a2r

+
−3y2
b2

+
−3z2
c2

), (2.13)

with: ff =
2af

af + ar
and ff + fr = 2, (2.14)

with:

• ar and af (m), the back and front lengths of the double ellipsoid,

• fr and ff , the ratios of the heat flux at the front and the rear of the source,

• b (m), the width of the double ellipsoid,

• c (m), the depth of the double ellipsoid,

• η, the efficiency.

Montevecchi heat source: In the literature, one can find a few studies that compare and critique
these models. For example, Winczek et al. [49] compared the shapes and sizes of thermally affected
zones generated by different heat source models: volume source, bimodal volume/surface source, and
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Figure 2.12 – Goldak heat source: double ellipsoid heat source with gaussian flux distribution.

bimodal volume/volume source. Moreover, Montevecchi et al. [50] considered that the Goldak source
does not account for the proper heat distribution. Indeed, according to Dupont et al. [111], not all the
power is delivered to the part but only 50%, the rest is being used to melt the wire feed. Montevecchi
et al. [50] thus proposed a new definition of the heat source, which is a modified version of the Goldak
source, in order to have a more realistic heat flux distribution. The Montevecchi heat source is defined
as:

qmolten pool(x, y, z) =
Qmolten poolff,r6

√
3

af,rbcπ3/2
exp (

−3x2
a2f,r

+
−3y2
b2

+
−3z2
c2

). (2.15)

Similarly, the heat flux that corresponds to the influence of the deposited material can be expressed
as follows:

qwire feed(x, y, z) =
Qwire feed

Vwire feed
, (2.16)

Qreal = ηUI = Qmolten pool +Qwire feed. (2.17)

Figure 2.13 – Montevecchi heat source: double ellipsoid heat source with gaussian flux distribution,
with filler constant flux distribution.

Conical or double cylindrical heat source: One of the disadvantages of the sources presented
previously is the fact that generally, they will consider the molten pool of circular or elliptical shape.
This is very often the case for the Gtaw process. However, for processes such as laser, plasma, or
sometimes Cmt, molten pools with a more penetrating shape can be observed, such as "keyhole". For
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instance, Figure 2.4 represents the fusion line profile for different metal transfer modes. Therefore,
equivalent thermal sources with other shapes might be needed for a more accurate representation of
the melted zone [112, 113, 114].

Figure 2.14 represents the general shape of a conical heat source, and its formulation is described
as follows [115]:

q(x, y, z) =
6Qreal

π
(
r2e + reri + r2i

)
|ze − zi|

exp

(
−3
(
x2 + y2

)
r0(z)2

)
, (2.18)

r0 (z) = re +
ri − re
zi − ze

(z − ze) , (2.19)

with:

• re and ri (m), respectively the upper and lower radius of the conical heat source,

• ze and zi (m), respectively the position of the upper and lower section along the z-axis,

• z and r0(z) (m), respectively the position along the z-axis of the associated radius.

Figure 2.14 – Conical heat source with gaussian flux distribution.

For cylindrical sources, Figure 2.15 presents an example of a double cylindrical heat source. They
are expressed as [116]:

q(x, y, z) =
3Qreal

πr20 |z1 − z0|
exp

(
−3
(
x2 + y2

)
r20

)
, (2.20)

with:

• z0 and z1 (m), respectively the position of the upper and lower section along the z-axis,

• r0 (m), the cylinder radius.

Many other thermal source variations exist depending on the modeling needs, such as mixtures of
the previously introduced sources [117, 118, 119].
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Figure 2.15 – Double cylindrical heat source with gaussian flux distribution.

2.4.4 Mesoscopic mechanical model

2.4.4.1 General mechanical formulation

As presented in Section 2.4, there is a weak coupling between the thermal and the mechanical calcula-
tions. Generally, the non-linear mechanical calculation is performed at each time step by solving the
static equilibrium equations from the transient temperature field obtained by the thermal calculation
[33, 96, 65, 61, 59, 56, 52, 120]. The simulation is quasi-static, which means that the acceleration terms
are neglected:

div σ + ρf = 0 ∀ (x, t) ∈ Ωi × [0, tlast]. (2.21)

Mechanical simulations usually assume a small deformation hypothesis (the current configuration
at the time ti is considered very close to the initial one). This choice is justified. Indeed, in the
Waam (in the framework of a Fe simulation), the deformations are of thermally induced origin. For
a coefficient of thermal expansion of the order of 1.5 × 10−5 K−1 with a ∆T of up to 2 × 103, the
thermal deformation (Equation 2.24) is of the order of α ×∆T = 3 × 10−2. The deformation values
will generally be in the range 0 − 5%. Therefore, the linearized strain tensor εtot is defined based on
the displacement u as:

εtot =
1

2
(∇u+∇Tu) ∀ (x, t) ∈ Ωi × [0, tlast]. (2.22)

This tensor can be decomposed in different deformation terms as follows:

εtot = εe + εth + εp (or vp) ∀ (x, t) ∈ Ωi × [0, tlast], (2.23)

with:

• εe, the elastic strain,

• εth, the thermal strain,

• εp, the plastic strain,

• εvp, the viscoplastic strain.

The strain induced by thermal expansion is:

εth = α(T )(T − Tref )1 ∀ (x, t) ∈ Ωi × [0, tlast], (2.24)

Sami HILAL - PhD thesis manuscript 37



CHAPTER 2. STATE OF THE ART & MODELISATION HYPOTHESIS

with:

• α(T ) (K−1), the thermal expansion coefficient (temperature-dependent),

• Tref (K), the reference temperature at which the thermal deformation is equal to zero (ambient
temperature for the base plate and fusion temperature for the deposited material).

The elastic strain is related to the stress tensor through Hooke’s law:

σ = C : εe = C : (εtot − εth − εp) ∀ (x, t) ∈ Ωi × [0, tlast], (2.25)

with C the 4th order stiffness tensor.

These equations, in addition to the boundary conditions, form the mechanical model. The boundary
conditions can be split in Dirichlet and Neumann. The Dirichlet boundary conditions can be considered
to model the embedding of the base plate of the parts to be simulated by constraining the displacements.
They are defined as follows:

u = ud ∀ (x, t) ∈ ∂Ωu × [0, tlast]. (2.26)

The Neumann boundary conditions correspond to the imposed forces. They can be expressed as:

σ.n = F ∀ (x, t) ∈ ∂ΩF × [0, tlast]. (2.27)

All the material properties are temperature-dependent and must be characterized, ideally, from
room temperature to melting temperature.

2.4.4.2 Material mechanical behavior modeling

Now that a general presentation of the mechanical problem has been carried out, the focus is made
on the material behavior, which is an essential input in most mechanical studies. The constitutive
behavior is required to define the elastic and inelastic domains and depend on parameters which may
evolve strongly with temperature. This implies that all the parameters associated with the material
behavior, such as the thermal expansion coefficient α, the elastic behavior of the material, and even
the parameters involved in the modeling of the plastic behavior, must be characterized for a range of
temperatures going ideally from the ambient temperature to the melting temperature of the material.

The definition of εp requires additional plasticity/hardening evolution equations. Regarding the
non-linear aspect of the material behavior, the choice of the constitutive behavior model used depends
on the material, on the type of loading to which the material is subjected, and on the desired accuracy
of the simulation. In other words, the more physical phenomena are taken into account in the models,
the larger is the complexity of the models.

To describe the plastic behavior, three components are needed:

• a yield function, which is the criterion that defines if the material is in the plastic state or not,

• a flow function describing the plastic strain rate and providing the evolution of ε̇p,

• a hardening function.

Several types of non-linear elasto-plastic behavior associated with different hardening model can
be considered. For the large majority of Fe mechanical simulation, the plastic behavior is considered
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through Von Mises criterion. Moreover, the choice of the type of hardening representation is a key
modeling point [121]. The different approaches used in the literature are presented below.

Some authors, such as Lee et al. [122], do not take hardening into account, and estimate the
residual stress considering perfect plasticity. This type of behavior means that there is no evolution of
the yield surface.

Isotropic hardening model allow modeling a uniform increase in the size of the yield surface with
the same plastic deformation in all directions (Figure 2.16-a), while maintaining its center. A linear
isotropic hardening approach is, for instance, used by Ogawa et al. [68] and by Prajadhiama et al.
[123]. These types of constitutive behaviors are generally valid for global monotonic loading and are
not recommended for cyclic loading. Indeed, there is a risk of overestimating the stresses for high
deformations because nothing limits the hardening profile. One way to reduce this overestimation
is to use a non-linear or piecewise linear isotropic hardening. For instance, in the study of Hu et
al. [124], piecewise linear approximations of measured monotonic uni-axial tensile stress-strain data
were considered. Nevertheless, an overestimation of the stresses can mean that the simulations are
conservative, which may be not problematic depending the application.

Figure 2.16 – Hardening model: a) Isotropic hardening model showing the expansion of the yield
surface with plastic strain, b) kinematic hardening model showing the translation of the yield sur-
face with plastic strain, c) mixed isotropic–kinematic hardening model showing the expansion and
translation of the yield surface with plastic strain, d) resulting stress–strain curves showing different
yield stress in compression as predicted by different plasticity models: C – kinematic hardening, D –
mixed hardening, and E – isotropic hardening [125].

The kinematic hardening model are adapted to models in which the loading is cyclic. It takes into
account the Baushinger effect [126], which is the softening in compression following a tensile hardening.
Thus, contrary to the isotropic hardening, the kinematic hardening corresponds to the displacement of
the yield surface, without change in size, as illustrated Figure 2.16-b. This approach was , for instance
considered in the study of Gilles et al. [127] for welding, and Israr et al. [61] for Waam simulations.
However, using such a hardening model can lead to a possible under-estimation of the residual stresses,
especially in configurations where the number of cycles is high.

Finally, the last approach described here is the mixed isotropic-kinematic hardening which allows
both a uniform size variation and a translation of the yield surface. This allows taking into account
the Baushinger effect and the isotropic part of the hardening. Several models of mixed hardening exist
[128, 126, 129, 130]. Among these models, the Prager-type mixed hardening models and Chaboche-
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type models constitutive behaviors seem to be efficient to take into account the cyclic effects. For
instance, Cambon et al. [70] used a elasto-plastic Chaboche constitutive behavior model.

In addition to the choice of the hardening model, the impact of the temperature on the mechanical
behavior (and more specifically on the inelastic strains) can also be introduced. In a first step, instead
of considering an elasto-plastic behavior, it is possible to take into account the viscosity, which will
have an impact for high temperatures. The material behavior constitutive models are thus elasto-
viscoplastic. For instance, constitutive behaviors of the Lemaître-Chaboche elasto-viscoplastic can be
relevant for the Waam process. Indeed, unlike welding operations which are much shorter, there is an
intense heat accumulation in the component during a Waam manufacturing operation. Moreover, the
longer the operation, the more heat the part can accumulate, thus increasing the influence of creep and
viscous phenomena. It is therefore essential to study the influence of these phenomena for the Waam.

Furthermore, at high temperatures, the diffusion phenomena in the material lead to a reduction
of the hardening of the material. This can be introduced using "annealing" models, in which the
equivalent plastic strain is eliminated either fully or progressively according to the temperature [131].

Finally, various studies have focused on the investigation of the impact of the material behavior
on the residual stresses, mostly for welding, and very few for additive manufacturing processes. In
the field of welding, previous studies conducted by the European consortium NeT (European Network
on Neutron Techniques Standardisation for Structural Integrity) [132] have illustrated the importance
of the material hardening laws on the prediction of the residual stresses in finite element simulation
through multiple "Task Groups" studies, in particular for the 316L SS. Numerical simulation results
are compared to experimental data to validate the accuracy of the different models [133, 134, 135, 125,
136, 137, 138, 139, 140, 141].

A detailed presentation of the constitutive behavior models used in the present work for the 316L
SS material is provided in Chapter 3.
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2.5 Conclusion & perspectives

In this chapter, the Am manufacturing processes were introduced, with a specific focus on the Waam

process. After that, the physical phenomena occurring during the Waam process were described.
Three modeling scales can be considered to investigate the Waam process according to the objectives
considered: the micro-scale, the meso-scale, and the macro-scale.

The mesoscopic scale has been identified as the one that best responds to the objectives of the
present work. Therefore, in the second part of this chapter, a more detailed description of the meso-
scopic simulations have been performed. First, the modeling hypothesis were presented, among which
the fact that there are no metallurgical transformations given the material considered (316L SS) and
the weak thermo-mechanical coupling. Then, a state of the art of welding and Waam modeling was
presented:

• The different material deposition methods were introduced, and the "Quiet element" and "Inac-
tive element" methods were identified as the best suiting for Fe simulations.

• The general formulation of the thermal problem was presented, with a specific focus on the
different possible approaches for the modeling of thermal dissipation and equivalent thermal
sources.

• The general formulation of the mechanical problem was described with a specific focus on the
different material behavior models.

In the next chapter, the thermo-mechanical model proposed in the context of this PhD is presented.
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Proposed mesoscopic thermo-mechanical
model
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3.1. INTRODUCTION

3.1 Introduction

The first part of this chapter presents the methodology developed to numerically solve the equations
describing the thermal behavior. The main objective is to present the mathematical description of
the thermal problem, the physical phenomena modeled, the modeling assumptions considered, and
the numerous parameters involved in the simulations. The modeling approach presented is general
and can be applied to different finite element codes as well as other additive manufacturing processes.
After this general presentation, the modeling choices made and the different developments achieved
are described and presented. In particular, an adaptive equivalent thermal source, coupled with a heat
flux correction during the simulation, is developed.

The second part of this chapter focuses on the presentation of the quasi-static non-linear mechanical
problem. The mechanical behavior of 316L austenitic SS is presented. Several constitutive behaviors
associated with different hardening models are described and discussed. The constitutive behaviors of
the 316L austenitic SS used in this work have been previously characterized at Edf and Mines Paristech
for the numerical simulation of welding. Therefore, the calibration of the parameters of the constitutive
behaviors is not performed in the framework of this PhD thesis. Finally, several aspects related to the
process modeling that affect the mechanical simulations are described, such as the management of the
material deposition modeling.

The main points covered in this chapter are therefore:

• Presentation of the transient thermal model formulation,

• Development of an adaptive equivalent heat source with a flux correction,

• Consideration of temperature dependant heat losses coefficients,

• Presentation of the formulation of the quasi-static non-linear mechanical problem,

• Description and discussion of the constitutive behaviors considered,

• Presentation of the mechanical modeling aspects related to the process:

– Progressive material input,

– Molten pool reset and annealing hardening,

– Reference temperature change,

– "Cut-off" temperature.

3.2 Material deposition approach

In this first section, the material deposition management methodology is presented. In order to be able
to perform simulations on a large variety of components and deposition pattern strategies, geometry
and mesh generation tools are developed using Salome-Meca software [142]. These are presented in
this section.
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3.2.1 Material progressive deposition modeling

In this thesis, the deposition strategy selected is the "Inactive element" method (more details can be
found in Section 2.4.2). There are two main reasons for this choice. First, using the "Quiet element"
method can lead to possible convergence and oscillation problems at the interface of the "activated"
and "non-activated" elements [61]. Moreover, in Code_Aster, there is a fundamental concept, named
Modele, which allows selecting only on a group of meshes and not on the whole mesh, and thus
carrying out a simulation only on a restricted part of the mesh. Combined with the material deposition
methodology, a procedure for updating the external surface of the mesh is implemented in the current
work in order to redefine at each time step the group of surface meshes on which the convection and
radiation boundary conditions are applied. The methodology is illustrated in Figure 3.1-b.

b) « Quiet element method » c) « Death and Birth element method »a) Initial mesh

Non-activated elementsElements with low physical properties

Activation of the elements according to the deposition pattern

Figure 3.1 – Illustration of the material deposition methodology.

The mesh is constructed before the simulation. The domain corresponding to the complete man-
ufactured part along with the base plate is denoted Ω. At each time step, the elements of the part
are progressively activated according to the manufacturing path. The domain of elements activated at
each instant is noted Ωi and the group of elements activated at instant i is ∆Ωi = Ωi−Ωi−1. Moreover,
the group corresponding to the external surface of the mesh at time i to which the thermal dissipation
boundary conditions are applied is noted ∂Ωi.

The evolution of the elements at each time step is associated with field manipulations during the
simulation. In general, during a quasi-static transient simulation without material deposition, the final
state obtained for the time step i is used as the initial state of the time step i + 1. The realization
of a calculation with the addition of new elements during the manufacturing process requires some
intermediate operations. Indeed, the final state i must be adapted to correspond to the initial state at
time step i+1 in the resolution operator. To do so, from the calculation performed at time step i, the
displacements, constraints, and internal variables fields are extracted. These thermal and mechanical
fields are then carefully extended at each activation of new elements. The strategies developed to
manage and extend the initial thermal and mechanical states are presented in Sections 3.3 and 3.4.
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3.2.2 Mesh generation tool

One of the specificities of additive manufacturing processes is the large variety of possible shapes.
Therefore, one of the objectives of this work is to set up models that can be transposed to many
configurations. To be able to implement the most generic simulation methodology possible, mesh and
geometry generation tools are set up. The developed tools generate a mesh from the welding path
provided to the welding robot or from a programmatically generated welding path file. The mesh
generation tools are developed using the "opensource" software Salome-Meca [142].

It should be noted that Code_Aster [12] is a finite element software that allows manipulating
existing 1D, 2D, and 3D elements of the mesh, but not creating them (unlike other finite element
codes). Therefore, when generating the mesh before the simulation, it is necessary to create the
groups of volume and surface meshes associated with each bead. The definition of these groups enables
managing the elements of the mesh during the simulation, and thus the evolution of the external surface
∂Ωi during the material deposition.

3.2.2.1 Bead morphology

For the morphological aspect of the beads, it is essential to respect the volume of material supplied
and the volume of the part. This volume can easily be deduced from the path (more specifically the
travel length of the welding path lscan (m)), the speed of the wire vw (m s−1), the diameter of the wire
dw (m), and the welding speed vt (m s−1) such that:

V = πd2w × vw ×
lscan
vt

(3.1)

The dimensions and the shape of the beads are not predicted by the thermo-mechanical model,
but can be deduced from either experimental data or multiphysics calculations, if available. Several
methods exist to model the beads. In some studies, arc-shaped beads more or less representative of
the real shape of the beads are used [143, 62, 144, 104, 94]. Although realistic, this method has several
drawbacks. First, the resulting mesh is complex, with numerous elements [123, 94]. Moreover, this
method requires a complicated mesh generation step due to the superposition and juxtaposition of the
beads for multi-pass configurations [62].

Therefore, in the vast majority of studies performed at the mesoscopic and macroscopic scales, a
simplified geometry using a rectangular cross-section is preferred [52, 61, 65]. Indeed, this approach sig-
nificantly reduces the complexity of the mesh built-up, without affecting the prediction of temperature,
residual stresses, or displacements [123]. In this case, Equation 3.1 becomes:

πd2w × vw ×
lscan
vt

= e× l × lscan (3.2)

with e (m) the thickness and l (m) the width of the bead, whose ratio is still yet to be determined as
illustrated in Figure 3.2.

Some studies propose the implementation of models to predict the bead size according to the
welding process parameters. It is the case, for example, of Sreeraj et al. [145], which developed a
neural network model from experimental data in order to derive the desired size geometry of the bead
with reasonable accuracy. Xiong et al. [146] also proposed a model to predict bead geometry from the
process parameters for welding-based additive manufacturing.
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Real overlaped beads geometry

Bead thickness: e

Bead thickness: e Bead width: l

Bead width: l

a) Wall geometry b) Block geometry

Figure 3.2 – Generation tools of the geometry with a simplified rectangular cross-section bead.

The implementation of such a model seems much more appropriate for welding than for a Waam

operation. In fact, in the simple case of a wall, the thickness or width can be fixed. These dimensions
can be chosen either by expertise, through measurements on an experimental test to be simulated,
or by using a bead size prediction model. However, in more complex cases where many beads are
placed side by side (as for a block), the width of the beads l is fixed by the deposition pattern, and
it is equivalent to the space between the beads. The thickness e can thus be explicitly defined from
Equation 3.2.

3.2.2.2 Workpiece geometry & mesh

In the thesis, several mesh generation tools are implemented to produce the various part configurations
required to meet the possible needs of Edf or Afh for Waam applications. The method used is not a
voxelization method as often used, for example, in the framework of finite element simulations of parts
in Lbm and Lmd [147].

The first configuration, which is the most encountered, consists of workpieces with straight beads.
In this case, the deposition pattern, defined by a script with the same architecture as for the robot, is
subdivided into segments, and each of these segments represents a bead.

The welding path is essential for the generation of the mesh. This path can be in two forms. The
path can be generated using parametric scripts, knowing the geometry of the part to be produced and
the desired deposition strategy. The other approach is to directly take the scanning path file provided
to the welding robot as input. The main difference between the two approaches is that, in the latter,
all the points through which the robot passes are recorded, regardless of whether the welding is being
carried out. This state is controlled by a variable that takes 1 if the electric arc is activated and 0 if
the robot moves without an electric arc. Figure 3.3 shows an example of a path for a block, whose
geometry and mesh are generated automatically.

This methodology can also be applied to any other complex configuration with straight beads. For
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a) Deposition pattern and geometry

b) Mesh and all the groups of element

Figure 3.3 – Geometry and mesh generation tools of a block, for three different deposition patterns.

example, this methodology is extended to the generation of the mesh of a Kaplan Blade, which is a
part of interest for the hydraulic park of Edf. In this case, the original part is scanned in 3D, to derive
the geometry, and then generate the deposition pattern, as shown in Figure 3.4.

Figure 3.4 – Geometry and mesh generation from a 3D scan of the Kaplan blade.

The other configuration of great importance for Edf is the pipe / cylinder shape, as indicated in
Section 1.1.3. Tools are implemented for the generation of pipes, on a flat base plate or on an already
existing pipe. The developed tools are parametric scripts, where the inputs are the number of cylinders
/ pipes, their radius, the associated deposition pattern, the number of beads, the number of layers,
their position, etc. Three configurations are presented in Figures 3.5: a cylinder on a flat substrate
with a circular deposition pattern, a cylinder on a pipe with a scanning deposition pattern, and finally,
multiple cylinders on a pipe. Finally, the association of the different developed tools allows creating
more complex geometries, as shown in Figure 3.6 with the Ppb.
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a) Circular deposition pattern cylinder b) Scanning deposition pattern cylinder on pipe

c) Multiple cylinders on pipe

Figure 3.5 – Geometry and mesh generation tools for cylinders: a) Cylinder on a flat substrate with
a circular deposition pattern, b) Cylinder on a pipe substrate with a scanning deposition pattern, c)
Multiple cylinders on a pipe substrate with a circular deposition pattern.

a) PPB geometry (all the beads) b) PPB mesh

Figure 3.6 – Geometry and mesh generation for the Ppb.
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3.3 Thermal model

In the light of the conclusions of the previous state of the art presented Chapter 2, the developments
and choices made for the implementation of the thermal model are presented in this section. First, the
enthalpy formulation (Equation 2.6) is used to consider the latent heat of change of liquid-solid state.
The values considered for the conductivity and enthalpy for the 316L SS (identical for parent and weld
metal), as well as their evolution with temperature, are listed in Table 3.1.

As previously mentioned, fluid dynamics phenomena inside the molten pool are not modeled.
The heat transport phenomena by convection flow (Marangoni effects) in the molten pool are not
taken into account. To represent them in a simplified way, one approach is to artificially increase the
thermal conductivity with temperature starting from the melting temperature, by a factor that can
vary between 2 and 10 depending on the studies [143, 98, 144, 148]. This artificial increase at 1400 °C
can be observed in Table 3.1.

Table 3.1 – Evolution of the thermal parameters of 316L SS as a function of temperature: a) The
thermal conductivity λ(T ) (W.m−1.K−1), b) The enthalpy H(T ) (J.m−3).

Temperature (°C) Thermal conductivity λ(T ) (W.m−1.K−1) Enthalpy H(T ) (J.m−3)

20 0.0147 0.0 ×10−3

100 0.0158 300.212 ×10−3

200 0.0172 703.902 ×10−3

300 0.0186 1127.3295 ×10−3

400 0.0200 1562.132 ×10−3

500 0.0211 2004.232 ×10−3

600 0.0222 2451.282 ×10−3

700 0.0232 2905.107 ×10−3

800 0.0241 3373.557 ×10−3

900 0.0248 3860.257 ×10−3

1000 0.0255 4357.392 ×10−3

1200 0.0269 5361.377 ×10−3

1400 0.0283 -a

1450 -a 6603.346 ×10−3

1500 -a 8658.636 ×10−3

1600 -a 9131.044 ×10−3

1700 -a 9598.790 ×10−3

1800 -a 1.0062 ×101
2400 0.2830 -b

a Interpolated value.
b Linearly extrapolated value.

3.3.1 Equivalent heat source developed: Adaptive Goldak with heat flux correc-
tion

■ Heat source model: The equivalent heat sources presented in Chapter 2 have each their advantages
and drawbacks, depending on the process to be modeled and the shape of melted zone encountered
(as illustrated Figure 2.4). Therefore, the equivalent heat source must be carefully selected according
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to the configuration studied. The double ellipsoid model proposed by Goldak et al. [110], presented in
Equations 2.12, 2.13, and 2.14, is used in this thesis project. It is however important to note that, for
configurations with "keyhole" molten pools, often encountered in Cmt, conical sources / cylindrical
sources or a combination between a double ellipsoid and a conical source can be another interesting
alternative.

■ Generalization of the heat source: One of the objectives of the current study is to implement the
most generic model possible. To this end, a generalized change in the reference frame must accompany
the definition of the thermal source. Indeed, the interest of additive manufacturing is the realization
of parts with complex trajectories. Moreover, the thermal source, in the case of the Goldak source,
is not axisymmetrical, contrary to the half-spherical source or circular surface source. Therefore, the
evolution of its orientation according to the welding path of the torch should be considered carefully.
The generalized reference frame that follows the thermal source progression is thus defined by taking
into account the evolution of the direction of the welding path and the position of the torch, which
corresponds to the center of the heat source. Thus, the direction x is always the deposition pattern
direction, y is the perpendicular axis along the width direction, and z is the axis in the thickness
direction, as shown in Figure 3.9-a.

■ Heat source flux correction: Many refinements have been implemented in the models in order to
improve the simulations set up. In order to perform mesoscopic scale simulations with larger element
sizes compared to welding simulations and given the complex shape of the thermal source selected (the
Goldak heat source), it is necessary to ensure the correct energy input at each time step. Therefore,
the power provided is controlled to ensure that the right amount of energy is transferred to the part
despite the spatial discretization (size of the elements of the finite element mesh) and the time step
(which impacts the relative position of the source with regard to the mesh node) as illustrated Figure
3.7.

Goldak spatial discretization depending on the time-step

Figure 3.7 – Goldak integral as a function of spatial and temporal discretization.

At each time step, the integral of the heat source is calculated to make sure that the energy supplied
is equal to the welding energy, which is ηUI. Figure 3.8-a presents a simple 10 layers test with 4 beads
and 4 changes of direction per layer. This test, carried out to study the evolution of the energy supplied,
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reveals very clearly issues with the power input.
Indeed, as highlighted in Figure 3.8-b, irregularities in the energy supplied are found. The oscilla-

tions are due to the evolution of the relative position of the volume source with respect to the Gauss
points of the elements. This implies an oscillation of the integral of the volume source. In addition, it
should also be noted that the heat input is not fully respected due to the discretization of the mesh.
Very fine refining of the mesh near the source would bring this value closer to the correct energy. For
example, Ding et al. [149] also considered that for the use of a gaussian heat source as the Goldak,
it is necessary to have a reasonably fine mesh to respect the heat input. Ding et al. [149] proposed a
uniformly distributed volumetric heat source model to be insensitive to mesh.

Adapting the efficiency parameter η could compensate for this loss. Nevertheless, this method
is not viable for a generalization of the source. Indeed, for a given mesh element size and a given
time increment, the selection of an adequate value of the efficiency η can correct the loss due to
the discretization. However, if the same simulation is performed with different mesh sizes and time
increments, the value of the efficiency used previously would no longer be appropriate. The heat input
would thus be dependent on the mesh and the time step, which should be avoided.

To correct this numerical artifact, the integral of the thermal source is calculated for each time
step, and a corrective coefficient is applied to the source in order to provide the right amount of heat
at each time step and to limit the fluctuations as much as possible:

ηi =
Q∫

Ωi
qf,r dV

. (3.3)

The correction of the flux by this factor gives the right energy contribution since we only "modify"
the power brought by a numerical efficiency ηi, which is a term that does not depend on space and
therefore can be taken out of the integral calculation. This has been validated on simple numerical
tests by calculating the integral after correction, which gives the desired results.

For all thermal sources previously presented in Chapter 2 with a gaussian distribution, the edge
of the thermal source corresponds to the location where the Gaussian distribution is at 5% of the
maximum value of the heat flux. This helps reduce the operations required during the simulations and
avoid applying the source on all the nodes of the mesh (with values very close to zero). The loss due
to this cut-off of the heat flux distribution is also corrected.

Another phenomenon has been observed in more complex configurations for specific manufacturing
steps. Indeed, a part of the heat source may not be applied to the mesh. The heat input is therefore
not respected. To remedy this, the calculation of the integral of the source coupled to the corrective
coefficient works very well.

■ Heat source geometric adaptation: One of the advantages of using the Goldak source is that the
distribution of the source allows for a more realistic representation of the welding pool. Nevertheless,
in the case of a change in welding path direction (such as corners or half-turns), the welding robot
cannot achieve this change of direction without going through zero speed, which is accompanied by a
brief localization of the heat input and thus of the welding pool. Therefore, to be more realistic and
accurate, a modified Goldak or "morphing" Goldak is implemented. As illustrated in Figure 3.8, when
reaching the ends of the beads, the length of the back of the Goldak is corrected so that the Goldak
source is fully applied to the mesh. As a consequence, only the rear of the Goldak is modified: ar. The
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"stationary" ar is defined at the beginning of the simulation. Then, at each step, the distance between
the center of the source and the latest direction change location is determined. If this distance is
higher than ar, the Goldak is in its stationary form; otherwise, the ar is modified. The parameter fr is
adapted as a consequence of the modification of the ar. This modification does not require the creation
and calibration of a new parameter. The other parameters of the source are not modified during the
simulation. The comparison between the use of a Goldak and the Adaptive Goldak is presented in
Figure 3.8-c. It appears clearly that the local peaks observed at the corners are corrected. The use
of the Adaptive Goldak, even before making the flux correction, gives very satisfactory results and is
therefore recommended.

Temperature (°C)

Layer 1 Layer 4 Layer 10

Oscillations: two time steps 
between each element activation

Corner: Goldak not fully applied on the mesh

Layer 1 Layer 2

Gap between the power supplied to the mesh and the real power

Adaptive Goldak

Flow correction

Figure 3.8 – Comparison between the Goldak heat source and the new adaptive Goldak heat source
developed.
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« Stationary » Goldak

Progressive evolution of the Goldak shape
Not applied on the mesh

Not applied on the bead

Not applied on the mesh

« Stationary » Goldak

2)

3)

4)

5)

6)

7)

1)

2)

3)

4)

5)

6)

7)

1)

a) Goldak heat source b) Adaptive Goldak heat source

Figure 3.9 – Schematic illustration of the Adaptive Goldak heat source on a simple example.
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3.3.2 Boundary conditions

As detailed earlier, most welding and Waam studies consider the convection and emissivity coefficients
to be constant with temperature [127, 61, 150], due to the complexity associated with their measure-
ment. However, for the Waam process, the tests are much longer than for welding, and the thermal
heat accumulation in the manufactured parts is higher, which means that the thermal loss is increas-
ingly influential as the manufacturing process is carried out. Thus, the variation of these parameters
with the temperature gradually generates an error that will be progressively propagated during the
simulation.

Several approaches for the modeling of the heat losses are presented in Section 2.4.3.2. In this work,
the approaches adopted are selected according to the test cases handled: either constant (Equation
3.4) or linear temperature dependant convection and emissivity coefficients, as presented in Equations
3.5 and 3.6 or combined heat losses coefficient (Equations 3.7 and 3.8). The constant heat losses
coefficients are defined as follows:

h(T ) = h0 and ε(T ) = ε0, (3.4)

with h0 and ε0 the convection and radiation coefficients, respectively.

For the temperature dependant cases, the following formulation can be proposed:

h(T ) = h0 + h1
(hmax − h0)

2000
T, (3.5)

ε(T ) = ε0 + ε1
(εmax − ε0)

2000
T. (3.6)

with h0 and ε0 the convection and radiation coefficients at T = 0°C, h1 and ε1 parameters between 0

and 1 without unit, and hmax = 120.0 and εmax = 1.0 respectively the maximum values reachable of
h(T ) and ε(T ) at a temperature of 2000°C.

Another combined formulation using tanh can also be considered:

h(T − Tamb) + εσ(T 4 − Tamb
4) =

(
εσ(T − Tamb)(T

2 − T 2
amb) + h

)
(T − Tamb)

= floss(T )(T − Tamb)
(3.7)

floss(T ) = −
(
0.5 (c1 − c0)× tanh

(
5T

T1 − T0
+

(
2.5−

(
5T1

T1 − T0

)))
+ 0.5 (c1 + c0)

)
(3.8)

with c0 and c1 two coefficients defining the heat loss coefficient, respectively at T0 and T1.

To illustrate and compare the models, Figure 3.10 represents the values of flux h(T − Tamb) +

εσ(T 4 − Tamb
4) for temperatures between 0 and 2000°C. For each model, the range presented in the

Figure represents the possible values that the model can take on the possible range of variation of
these parameters (the ranges of variation are presented in the Appendix D). This shows that all three
models are in the same area, and thus possibly relevant. It is apparent that for low temperatures the
models are similar, but that at high temperatures there is more variability.

The constant heat losses coefficients modeling is used in the 3rd test case of Chapter 5, which is
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Figure 3.10 – Comparison of the heat losses model (in W.mm−2): in blue the constant heat coef-
ficients model, in green the linear heat coefficients model, in red the tanh combined model, in cyan
the value for h = 15e− 6 (W.mm−2.K−1) & ε = 0.35 (usually used in literature).

the chapter that focuses on the validation of the model. The linear temperature-dependent heat losses
modeling is used for test cases 1 and 2 in this same chapter. Furthermore, a comparative study on
the three different (constant, linear, and tanh) approaches is performed in Appendix D on the 2nd test
case of Chapter 5. This appendix study focuses on the use of model selection algorithms to get a first
idea of the more relevant choice for the modeling of these losses.

In the current work, the clamped zone heat loss is modeled using an increased convection zone (as
illustrated in Figure 3.11) such as:

qcl = hcl(T − Tamb), (3.9)

with qcl the heat flux at the clamped zone, hcl (W.m−2.K−1) the equivalent convective heat exchange
coefficient at the clamped zone, T (K) the temperature, Tamb (K) the reference temperature which
corresponds to the ambient temperature in general. However, it is important to note that the transfer
coefficient is difficult to determine experimentally and requires calibration.
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Significant influence of the conduction at clamping

qcl = hcl(T - Tamb)

hcl : clamping thermal loss

Figure 3.11 – Schematic illustration of the clamping heat loss.

3.3.3 Material deposition

Before the activation of the first elements of the part, the temperature field of the support at the
beginning of the simulation is initialized to the ambient temperature Tamb, which in the framework of
the thesis is equal to 25°C as:.

T (x, 0) = Tamb ∀x ∈ Ω0. (3.10)

As indicated in Section 2.4.3, when activating new elements, an adaptation of the temperature field
at the time ti−1 must be made to be used as the initial temperature field at the time ti. First, the
thermal field obtained at the previous time step is applied as the initial condition of the previously
existing elements. Moreover, new elements are activated at the melting temperature (initial tempera-
ture) Tf of the material under study (e.g., about 1400°C for 316L SS) in order to best represent the
fact that the material is brought in the liquid state.

if ∆Ωi = ∅ ⇒ T (x, ti) = T (x, ti−1) ∀ (x, t) ∈ Ωi × [0, tlast],

if ∆Ωi ̸= ∅ ⇒
{
T (x, ti) = T (x, ti−1) ∀ (x, t) ∈ Ωi−1 × [0, tlast],

T (x, ti) = Tf ∀ (x, t) ∈ ∆Ωi × [0, tlast].

(3.11)

3.3.4 Synthesis of the thermal model parameters

In this section, all the modeling assumptions of the thermal model were described. The parameters
considered for the simulations were presented. They can be of different types: process parameters,
efficiency, morphological parameters of the source, thermal losses, etc. First, there are manufacturing
process parameters:

• d (m), the wire feed diameter,

• U (V), the voltage,

• I (A), the current,

• Vtorch (m.s−1), the welding torch speed,

• Vwire (m.s−1), the wire feed speed.
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Moreover, the material parameters involved in the thermal model are:

• λ(T ) (W.m−1.K−1), the thermal conductivity,

• H(T ) (J.m−3), the enthalpy.

The parameters of the equivalent thermal sources are the following:

• ar and af (m), the back and front lengths of the double ellipsoid,

• fr and ff , the ratios of the heat flux at the front and the rear of the source,

• b (m), the width of the double ellipsoid,

• c (m), the depth of the double ellipsoid,

• η, the arc efficiency.

Finally, the parameters that govern the thermal losses are:

• h or h(T ) (W.m−2.K−1), the convective coefficient,

• ε or ε(T ), the emissivity of the material,

• hcl (W.m−2.K−1), the thermal loss coefficient at the clamped zone.

Nevertheless, some of the parameters are either poorly known because they are difficult to access
experimentally or unknown because they cannot be measured. Among all the parameters, the process
parameters are considered known. Indeed, they are generally known at the beginning of the test.
Although there are oscillations of these parameters during the test, the nominal values remain close to
those supplied to the robot or generator. As for the material parameters of 316L SS (enthalpy H(T )

and conductivity λ(T )), these parameters are considered accurately characterized based on previous
studies. Therefore, the data sets provided by Edf, presented in Table 3.1, are used. The determination
of the parameters involved in the source model is crucial, complex, and requires a calibration step using
experimental data [43, 144]. The methodology developed to access these parameters will be the aim
of the Chapter 4.

This section focuses on the thermal modeling hypothesis as well as on the parameters of the
thermal model. First, in order to account for the time delays and the changes of direction of the
torch, an equivalent double ellipsoid thermal source with an adaptive shape is proposed. Moreover,
in order to make sure that the heat input is constant, accurate, and independent of the time step or
spatial discretization throughout the simulation, a flux correction is performed. Linear temperature
dependent dissipation coefficients are considered to take into account the heat accumulation in Waam

manufactured part, especially when large dimensions are involved. However, a key issue in the modeling
is that some parameters, such as the equivalent heat source parameters, are unknown because they
cannot be measured. Therefore, these parameters must be calibrated.

3.3.5 Examples

To illustrate the possible uses of the thermal model, Figures 3.12 and 3.13 present two examples of
complex applications of the thermal model on workpieces of interest for Edf. Figure 3.12 presents three
different instants of a thermal simulation performed on pipes with two different deposition patterns:
scanning (Figure 3.12-a) and circular (Figure 3.12-b). These figures highlight the difference in heat
accumulation in the parts and the difference in molten pool size for the two manufacturing strategies.
Figure 3.13 presents another example: the thermal simulation of the Ppb at a scale of 1:5.
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a) Scanning deposition pattern

b) Circular deposition pattern

t = 32 s t = 1497 s t = 3152 s

1400700
Temperature (°C)

0

Figure 3.12 – Thermal simulations of two pipes made with different deposition patterns at three
instants (32 s, 1497 s and 3152 s): a) Scanning deposition pattern, b) Circular deposition pattern.

a) t = 62 s

c) t = 1660 s

b) t = 831 s

d) t = 2254 s

14007000
Temperature (°C)

Figure 3.13 – Thermal simulation of the Ppb at 1:5 scale at four instants (62 s, 831 s, 1660 s and
2254 s).
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3.4 Mechanical model

In Chapter 2, the general formulation of the non-linear and quasi-static mechanical problem was
described. This formulation is accompanied by the selection of a constitutive behavior model defined
by temperature-dependent parameters. In this PhD work, the weld metal is considered as identical to
parent which is a reasonable approximation. Its important to specify that these constitutive behavior
models have not been fitted on the same experimental dataset, and potentially do not match the same
material.

In this section, the mechanical modeling choices are presented. Indeed, some aspects of the process
require particular attention, such as the fact that part of the mesh is in a liquid phase, and that the
activation of the elements is made progressively. Like most studies in the thermo-mechanical literature,
the assumption of small deformations is used. As mentioned before, according to the small deformation
hypothesis, the deformation tensor is decomposed into several parts, which in the present case are the
thermal part, the elastic part, and the plastic part:

εtot = εe + εth + εp (or vp) ∀ (x, t) ∈ Ωi × [0, tlast], (3.12)

εth = α(T )(T − Tref )1 ∀ (x, t) ∈ Ωi × [0, tlast], (3.13)

σ = C : εe ∀ (x, t) ∈ Ωi × [0, tlast]. (3.14)

To define εe, it is therefore necessary to estimate εp.
The material parameters for the elastic behavior (which are Young’s modulus, Poisson’s ratio and

yield strength), as well as the coefficient of thermal expansion, are presented in Table 3.2 for 316L SS.
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Table 3.2 – Evolution of Young’s modulus, Poisson ratio, yield strength, and thermal dilation coeffi-
cient with temperature.

Temperature Young’s modulus Poisson ratio Thermal dilation coefficient Yield strength
(°C) (MPa) (K−1) (MPa)
20 197000 0.296 15.9 ×10−6 287.
25 -a 0.296 -a -a
100 -a 0.298 16.25 ×10−6 -a
200 184000 0.304 16.70 ×10−6 198.
300 176500 -a 17.10 ×10−6 172.
400 168000 0.315 17.40 ×10−6 157.
500 160000 0.320 17.90 ×10−6 152.
600 151500 0.323 18.30 ×10−6 145.
700 142500 0.326 18.50 ×10−6 136.
800 130000 0.330 18.80 ×10−6 127.
900 108000 0.336 19.10 ×10−6 115.
1000 81500 0.339 19.40 ×10−6 79.
1100 20000 0.346 19.60 ×10−6 30.
1200 3000 0.349 19.90 ×10−6 20.
1300 -a 0.353 -a -a
1390 -a 0.353 -a -a
1400 501 -a -a 20.
1420 -a 0.353 20.0 ×10−6 -a
1450 -a 0.353 20.0 ×10−6 -a
3000 501 0.353 20.0 ×10−6 20.

a Interpolated value.

3.4.1 Plasticity model

As established in Section 2.4.4.2, the modeling of the plastic behavior is one of the most critical
points, and more specifically the hardening model. Different constitutive behavior models historically
used for welding are available and have been characterized at Edf for the 316L SS. In the context of this
thesis, the implementation and calibration of constitutive behavior laws is not an objective. The used
models are presented in this section in increasing order of complexity: linear and nonlinear isotropic
hardening, kinematic hardening, mixed hardening, Chaboche elastoplastic model, and Chaboche elasto-
viscoplastic model.

The deviation operator s is defined as:

s = σ − 1

3
Tr(σ)1, (3.15)

and the equivalent stress of Von Mises is expressed as follows:

J2(σ) =

√
3

2
sijsij =

√
1

2
((σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2). (3.16)

3.4.1.1 Elastoplastic behavior with isotropic hardening

A constitutive behavior law based on isotropic hardening takes into account the increase of the elastic
range proportionally to the plastic strain. This way of modeling the hardening does not take into
account the Bauschinger effect, since the load surface remains centered in 0. This type of hardening is
generally highly suitable in monotonic loading calculations but does not allow a good representation
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of cyclic phenomena.
Isotropic hardening can be defined in several ways. It can be chosen linear (called Vmis_Isot_Line

model on Code_Aster), piecewise linear based on tensile curves (Vmis_Isot_Trac model). The def-
inition of isotropic hardening relies on the choice of the expression for the hardening function R(p).
Table 3.3 summarizes the equations of the model, where s is the deviation operator, J2(σ) is the
equivalent stress (Von Mises), p is the cumulative plastic strain, and R(p) is the isotropic hardening
function.

Table 3.3 – Linear & Piecewise linear isotropic hardening elasto-plastic model.

Yield function f(σ, p) = J2(σ)−R(p) ≤ 0 (3.17)

Flow function ε̇p = λ̇
∂f

∂σ
=

3

2
λ̇

s

J2(σ)
with λ̇ = ṗ (3.18)

Hardening function

Linear hardening:

R(p) =
EET

E − ET
p+ σy (3.19a)

Piecewise linear hardening:

R(p) =
σi+1 − σi
pi+1 − pi

(p− pi) + σi (3.19b)

In conclusion, there are 2 internal variables for this type of constitutive behavior law: V1 the
cumulative plastic strain εpeq and V2 the plasticity indicator (0 = purely elastic and 1 = plastic).

The Vmis_Isot_Line model or bilinear material assumption relies on a linear isotropic hardening
function. This function takes as input a hardening coefficient ET (in MPa). On the other hand,
Vmis_Isot_Trac model relies on a piecewise linear (or non-linear) isotropic hardening function.
This function can be deduced from several stress-strain tensile curves (on for each temperature). Its
expression is given in Equation 3.19, where (pi+1, σi+1) are the points of the stress-strain curves. The
parameters of the linear isotropic and piecewise linear hardening laws are presented in Table 3.4 and
Table 3.5.
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Table 3.4 – Linear isotropic hardening parameter ET as a function of the temperature.

Temperature (°C) ET (MPa)

20 286.
200 212.
400 180.
600 137.
800 139.
1000 70.
1100 35.
1200 16.
1300 10.
1500 10.

Table 3.5 – Piecewise linear isotropic hardening parameter: stress (MPa) depending on temperature
(°C) and cumulative plastic strain (%).

Temperature °C

Cumulated plastic strain p
0.0% 0.01% 0.05% 0.2% 1% 2%

20 287 315 419 561 1200 1656.5
200 198 231 334 470 1000 1401
300 172 201 307 451 900 1264
400 157 186 294 435 599 820
500 152 179 282 419 550 749
600 145 170 262 387 500 677.5
700 136 161 212 340 400 532
800 127 152 199 294 350 461.5
900 115 137 161 169 180 212.5
1000 79 83 97 100 105 118
1100 30 32 33 34 35 36
1200 20 22 23 24 25 26
1400 20 21 22 23 24 25
3000 20 21 22 23 24 25

3.4.1.2 Elastoplastic behavior with kinematic hardening

Unlike isotropic hardening, kinematic hardening corresponds to a translation of the center of the elastic
domain. This type of hardening model allows taking into account the Bauschinger effect but does not
represent well the effects of cyclic strengthening (isotropic part of the hardening). It is assumed in
kinematic hardening that the initial plasticity surface translates without deforming in the stress space
during plastic loading. Linear kinematic hardening is defined by the tensor χ, which characterizes the
center of the loading surface. In this section, an elastoplastic constitutive behavior with linear kinematic
hardening relying on a criterion of the Von Mises type is presented. Table 3.6 summarizes the equations
of the model, where C is the Prager coefficient (in MPa) which reflects the isotropic/kinematic part
of the hardening, and ET (in MPa) is the gradient of the tensile curve in the plastic state. The model
associated with this type of hardening on Code_Aster is the Vmis_Cine_Line model.

The parameter of the linear kinematic hardening law is presented in Table 3.7.
In conclusion, there are 7 internal variables for the constitutive behavior laws with kinematic
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Table 3.6 – Linear kinematic hardening elasto-plastic model.

Yield function f(σ, χ) = J2(σ − χ)− σy ≤ 0 (3.20)

Flow function ε̇p = λ̇
∂f

∂σ
=

3

2
λ̇

s− χ
J2(σ − χ)

with λ̇ = ṗ (3.21)

Hardening function χ = Cεp =
2

3

EET

E − ET
(3.22a)

Table 3.7 – Kinematic hardening constitutive behavior parameters as a function of the temperature
(Vmis_Cine_Line): the Prager coefficient C.

Temperature (°C) C (MPa)

20 2.4 ×103
700 2.4 ×103
800 2.35 ×103
900 1.5 ×103
1000 0.8 ×103
1100 0.725 ×103
1200 0.150 ×103
1300 0.010 ×103

hardening: V1,...,6 the 6 components of the kinematic hardening tensor χ and V7 the plasticity indicator
(0: purely elastic and 1: plastic)

3.4.1.3 Elastoplastic behavior with mixed hardening

It has been shown that for simulations with a cyclic loading, in which tensile/compressive stress states
can follow each other in each cycle, it is imperative to consider a kinematic part of the hardening.
Therefore, in practice, models that combine isotropic and kinematic hardening are used for many
metallic materials. This section presents a combined hardening with a kinematic and isotropic linear
part. Table 3.8 summarizes the model equations, where χ is the kinematic hardening tensor χ, C is
the Prager coefficient (in MPa), which reflects the isotropic/kinematic part of the hardening, and ET

(in MPa) is the gradient of the tensile curve in the plastic state.
The parameter of the mixed hardening law is presented in Table 3.9. There are 8 internal variables

for the Prager mixed model Vmis_Ecmi_Line: V1 the cumulative plastic strain εpeq, V2 the plasticity
indicator (0 = purely elastic and 1 = plastic), V3,...,8 the 6 components of the kinematic hardening
tensor χ.
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Table 3.8 – Mixed isotropic hardening elasto-plastic model.

Yield function f(σ, χ,R(p)) = J2(σ − χ)−R(p) ≤ 0 (3.23)

Flow function ε̇p = λ̇
∂f

∂σ
=

3

2
λ̇

s− χ
J2(σ − χ)

with λ̇ = ṗ (3.24)

Hardening function
χ = Cεp (3.25a)

R(p) =
EET

E − ET
p+ σy with ET < E (3.25b)

Table 3.9 – Mixed hardening constitutive behavior parameters as a function of the temperature
(Vmis_Ecmi_Line): the Prager coefficient C.

Temperature (°C) C (MPa)

20 1.2 ×103
700 1.2 ×103
800 1.17 ×103
900 0.75 ×103
1000 0.4 ×103
1100 3.625 ×102
1200 0.750 ×102
1300 0.50 ×101

3.4.1.4 Elastoplastic & elasto-viscoplastic Chaboche constitutive behavior

The Chaboche type behavior laws are the most complex laws at our disposal. These laws allow taking
into account the cyclic behavior of the material, with a nonlinear kinematic hardening tensor, a part
of nonlinear isotropic hardening, and the Bauschinger effect. These constitutive behaviors are much
more complex to characterize than the laws presented above and thus require more experimental tests.
Table 3.6 summarizes the model equations which involve the following quantities:

• χ1 the 1st kinematic hardening tensor,

• R(p) (MPa) defines the isotropic part of the hardening,

• R0 (MPa) the yield stress without cumulative plastic deformation,

• R∞ (MPa) the yield stress with infinite cumulative plastic deformation,

• b a parameter that defines the variation of R(p) with respect to p,

• α1 is defined with C1(p) (in MPa),

• γ1(p) the coefficient relating to the kinematic tensor of the material,

• and where b and w are assumed to be positive coefficients.

The Visc_Cin1_Chab model is the elasto-viscoplastic version of the Chaboche Vmis_Cin1_Chab

constitutive behavior. It is similar to the elasto-plastic version. The addition of viscosity is modeled
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Table 3.10 – Chaboche hardening elasto-plastic & elasto-viscoplatic model.

Yield function f(σ, χ1, R(p)) = J2(σ − χ1)−R(p) ≤ 0 (3.26)

Flow function

ε̇p = λ̇
∂f

∂σ
=

3

2
λ̇

(s− χ1)

J2(σ − χ1)
(3.27a)

Elasto-plastic:
ṗ = λ̇ (3.27b)
Elasto-viscoplastic:

ṗ =

(⟨f⟩
K

)N

(3.27c)

Hardening function

R(p) = R∞ + (R0 −R∞)e−bp (3.28a)

χ1 =
2

3
C1(p)α1 (3.28b)

α̇1 = ε̇p − γ1(p)α1ṗ (3.28c)

C1(p) = C∞
1

(
1 + (k − 1)e−wp

)
(3.28d)

γ1(p) = γ01

(
a∞ + (1− a∞)e−bp

)
(3.28e)

by replacing the coherence condition presented previously by the equation below using a Norton-type
model 3.27c (a special case of Perzyna’s flow rule). The notation ⟨f⟩ denotes the Macaulay brackets,
which correspond to the positive part of f . K and N are two viscosity parameters of the material.

In this work, only the one-variable kinematic laws will be considered (Cin1_Chab type model).
Although the two-variable laws are certainly more precise, the differences they might induce are neg-
ligible given all the other assumptions and manipulations carried out in the simulations. Therefore,
as a first approximation, it is not necessary to consider them. The parameters of the elasto-plastic
Chaboche and elasto-viscoplastic Chaboche constitutive behaviors are presented in Table 3.11 and Ta-
ble 3.12. The number of internal variables for the Chaboche’s constitutive laws is 8: V1 the cumulative
plastic strain p, V2 the plasticity indicator (0 = purely elastic and 1 = plastic), V3,...,8 the 6 components
of the 1st kinematic hardening tensor χ1.
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Table 3.11 – Elastoplastic Chaboche constitutive behavior parameters as a function of the tempera-
ture (Vmis_Cin1_Chab), γ01 = 727.6, b = 2.74, k = 1, w = 0, a∞ = 0.

Temperature (°C) R0 (MPa) R∞ (MPa) C∞
1 (MPa)

20 138. 1154. 138.
275 136. 966. 136.
550 92. 818. 92.
750 80. 800. 80.
900 78. 712. 78.
1000 67 139. 67.
1100 10. 25. 10.
1300 5. 6. 5.
1500 2. 2. 2.

Table 3.12 – Elasto-viscoplastic Chaboche constitutive behavior parameters as a function of the tem-
perature (Visc_Cin1_Chab), with k = 1, w = 0, a∞ = 1.

Temperature (°C) R0 (MPa) R∞ (MPa) b K N C∞
1 (MPa) γ01

20 60. 130. 130. 151. 24. 30.0 ×103 350.
600 10. 80. 80. 150. 12. 20.0 ×103 300.
775 9.2 79.4 79.4 179. 12.8 8.12 ×103 279.
850 2.4 19.8 19.8 298. 7.06 1.324 ×103 154.
1000 1.0 15.8 15.8 192. 5.25 0.2446 ×103 26.3
1150 0.2 0.2 0.2 111. 4.98 0.0 ×103 26.3
1250 0.1 0.1 0.1 70. 4.91 0.0 ×103 26.3

3.4.2 Hardening annealing

In the calculations, the hardening annealing is introduced at high temperatures. This hardening
annealing operation consists in modifying the internal variables, such as the cumulated plastic strain
and the tensor components that describe the hardening, by multiplying them by a coefficient between 0
and 1 that depends on the temperature. The impact of hardening annealing on stresses is identified as
potentially important in the case of austenitic SS. Indeed, previous experimental tests [33] highlight a
significant hardening annealing in a temperature range around 600-1000℃. Therefore, in this study, the
hardening annealing begins at 600 °C, and the annealing is considered total at 1000 °C. The evolution
of the hardening annealing coefficient with temperature is shown in Figure 3.14. It should be noted
that other studies suggest that for the 316L SS, any annealing model should not take effect until 800°C
or above on the timescales associated with conditions in the heat affected zone [151, 135].
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Figure 3.14 – Hardening annealing coefficient as a function of temperature: below 600 °C, no hard-
ening annealing and above 1000 °C complete hardening annealing.

3.4.3 Material deposition

In the context of a mechanical calculation, the fields requiring adaptation are displacements, stresses,
and internal variables.

■ Stress field: As mentioned earlier, when adding elements to the thermal model, the elements are
activated at the melting temperature of the material under study (1400℃ for 316L SS) in order to
represent the fact that the material is brought in a liquid state. This means that the material is
mechanically "virgin". The newly activated elements are therefore stress-free.

■ State variables field: In the same way as for the stresses, there is no hardening of the material in
the liquid state. Therefore, the associated internal variables V i are initialized at 0.

■ Displacement field: During the mechanical calculation, if the elements are activated in their
reference configuration, unrealistic deformations due to the non-accommodation of the deformation
of adjacent elements are observed. Therefore, when adding elements, a linear elastic calculation is
performed on the new domain by applying the displacement field at the previous time step on all
nodes already present as boundary conditions. The calculation is performed with a Poisson’s ratio ν
very close to 0.5 to be in the quasi-incompressibility state, and thus respect the conservation of the
volume of the material deposited. Moreover, a reference temperature equal to the melting temperature
is applied to the newly brought elements to calculate the thermal deformations. Indeed, the activated
elements represent the material brought in liquid form with a "virgin" deformation beforehand. These
elements will then progressively cool down and contract. Therefore, the displacements are initialized
between two-time steps as follows:
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if ∆Ωi = ∅ ⇒ ui(x) = ui−1(x) ∀ x ∈ Ωi

if ∆Ωi ̸= ∅ ⇒
{
ui(x) = ui−1(x) ∀ x ∈ Ωi−1

ui(x) = U∗(x) ∀ x ∈ ∆Ωi

(3.29)

Moreover, the linear elastic calculation needed to obtain an initial state are the following:

div σ = 0 ∀ x ∈ Ωi

σ = λtr(ε)I + 2µε

ε = 1
2

(
∇u+∇Tu

)
ui = ui−1 ∀ x ∈ Ωi−1

ui.n⃗ = 0 ∀ x ∈ ∆Ωi

(3.30)

with:

λ =
Eν

(1 + ν)(1− 2ν)
(3.31)

µ =
E

2(1 + ν)
(3.32)

The parameters E and ν are chosen to respect the conservation of the volume of the newly activated
elements ∆Ωi. For the Young’s modulus, it is chosen arbitrarily, for example, the value of the Young’s
modulus of 316L SS at room temperature, which is 197 000MPa. The Poisson ratio is set at 0.499 ∼ 0.5.
The proposed material deposition method is evaluated in the 1st test case in Chapter 5.

3.4.4 Molten pool mechanical reset

At each time step, the state of stress of the elements above the melting point (in the case of austenitic
316L SS, approximately 1400℃) and the state variables are reinitialized (reset to zero). In fact, since
the molten pool is liquid, the notion of mechanical stress does not exist, the history of this zone is
reset, and the material returns to a "virgin" mechanical state:

if Ωliquid
i ̸= ∅ ⇒



{
σi(x) = σi(x) ∀ x ∈ Ωsolid

i

σi(x) = 0 ∀ x ∈ Ωliquid
i{

V i(x) = V i(x) ∀ x ∈ Ωsolid
i

V i(x) = 0 ∀ x ∈ Ωliquid
i

(3.33)

3.4.5 Reference temperature change

One of the parameters of the models is the reference temperature for the calculation of thermal de-
formations. For the substrate, this reference temperature is the ambient temperature, taken in this
case to be 25 °C. This implies that, at 25 °C, the thermal deformation is equal to zero, and that the
deformation increases as the temperature increases.

Regarding the material deposited, the reference temperature of the elements must be different.
Indeed, when the elements are "activated", they are activated with an initial temperature of 1400 °C
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to represent the fact that they are in the liquid state. They have a "blank" mechanical state in the
liquid phase, with zero stress. However, the molten material shrinks as it cools down, and compressive
stresses appear. However, if the reference temperature of these elements is taken to be 25 °C, these
elements will be subjected to tensile stresses. Therefore, the reference temperature of the deposited
elements is set to be the melting temperature (Figure 3.15-a).

Molten pool

Elements that have been melted (union of all the molten pool): Tref=1400°C

Tref=20°C

a) First bead b) Last bead

Figure 3.15 – Reference temperature: a) configuration with a reference temperature of 1400 °C on
the elements of the deposited material, b) configuration where all the elements that passed the melt-
ing temperature threshold have a reference temperature of 1400 °C.

In addition, one more adaptation is made. When elements of the substrate (with a reference
temperature of 25 °C) go above the melting point, the mechanical state can also be considered "me-
chanically blank". Then, during the cooling phase, the material in liquid form becomes solid again
by contracting progressively. The new reference temperature for these elements is thus set to be the
melting temperature (Figure 3.15-b).

In conclusion, during the manufacturing process, the reference temperature of the elements above
the melting temperature is changed. This only concerns the elements of the base plate since the
elements deposited are activated with a reference temperature set at the melting temperature. Never-
theless, this manipulation remains to be justified phenomenologically and numerically.

3.4.6 Cut-off temperature

The material’s mechanical properties are very weak at very high temperatures close to the melting
temperature. These properties, which are close to zero and generally extended by interpolation, can
cause oscillations or convergence issues in the area of very high temperatures.

■ Field "cut-off": The first method that can be used to solve this issue is to simply manipulate the
temperature field by considering a cut-off temperature set at the melting temperature. This means that
all temperatures above the melting temperature are considered equal to the melting temperature. This
manipulation is not problematic from a mechanical point of view since, above the melting temperature,
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the mechanical state of the material is zero.
A lower cut-off temperature can be chosen. This manipulation consists in defining a temperature

above which the material is considered sufficiently ductile (or having sufficiently weak properties) to
solve the mechanical problem only on this zone of the mesh. The decrease of the material properties at
high temperatures coupled to the hardening recovery model used can justify the definition of a cut-off
temperature for these properties. This cut-off temperature can be considered as the temperature from
which no change in material properties is considered. The study of Tekriwal et al. [152] shows that
there is less than 15% error on the residual stresses for cut-off temperatures between 600 °C and the
melting temperature. This study has also shown that an overestimation of the stresses can be observed
for lower cut-off temperatures. For this method of "field cut-off", the manipulation of the thermal field
is thus carried out at each time step.

■ Mesh "cut-off": Another more drastic approach can be undertaken. The non-linear mechani-
cal calculation is performed only on the elements below the cut-off temperature. Thus, if a cut-off
temperature of 600 °C is identified as valid, very large numbers of meshes can be removed from the
non-linear resolution, in addition to an improvement in convergence. For the elements removed from
the non-linear mechanical computation, as for the material input, the stresses and internal variables are
reset to zero, and the displacement field is obtained by an elastic calculation. For the "mesh cut-off"
method, the elements below the threshold are identified at each time step.

In the following, a simple test case, presented in Figure 3.16, is considered to illustrate this mesh
cut-off temperature. The simulated case is a 20 beads wall of 50mm length deposited with a "Zigzag"
pattern. The part is clamped on both sides of the base plate. The thermo-mechanical simulation is
carried out for different cut-off temperatures: 700 °C, 800 °C, 900 °C, 1000 °C, 1100 °C, 100 °C, 1300 °C.
For each of these values, the error on the stresses is calculated with respect to the reference simulation.
The reference simulation is taken to be the simulation with a temperature "field cut-off" of 1400 °C.
Figure 3.16 shows for each cut-off temperature, the "mesh cut-off" temperature at the last time steps
of the 20th bead, and the Von Mises stress field after cooling of the wall to room temperature. The
first finding is that, qualitatively, the cut-off temperatures that seem to give a stress field close to
the reference simulation are 1300 °C, 1200 °C, and perhaps 1100 °C. For each cut-off isotherm, the
reduction in computation time is also estimated. Figure 3.16 shows the error on the stresses (Von
Mises equivalent stress) and the associated time-saving. For a cut-off temperature of 1100 °C, an error
of the order of 3.5MPa is observed on the Von Mises stresses for a reduction in computation time of
14%.

The drawback of the mesh cut-off temperature approach for the mechanical resolution is the fact
that its use is not compatible with the material deposition model developed in Section 3.2. This method
is therefore used for very long simulations of massive workpieces with low deformations. Indeed, in
this case, this method improves the convergence of the calculations and reduces the calculation times
without having a significant influence on the deformations. On the contrary, for high deformation
simulations, the "mesh cut-off" is not recommended for a good prediction of the workpiece morphology.
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Von Mises field after coolingTemperature field (last bead)

Cut-off temperature: 700 °C

Cut-off temperature: 800 °C

Cut-off temperature: 900 °C

Cut-off temperature: 1000 °C

Cut-off temperature: 1100 °C

Cut-off temperature: 1200 °C

Cut-off temperature: 1300 °C

Reference simulation

Figure 3.16 – Thermo-mechanical simulations performed using the "mesh cut-off" method for differ-
ent temperature isotherms: on the left column the temperature field on the cut mesh on which the
resolution of the nonlinear mechanical problem is performed, on the right column the residual stress
field after complete cooling of the workpiece.
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Figure 3.17 – Evolution of the residual stress error (Von Mises mean absolute error) and the reduc-
tion of the computational time of the simulations with temperature mesh "cut-off" with respect to
the reference simulation presented in Figure 3.16.

3.4.7 Examples

As for the thermal model, to illustrate the possible uses of the mechanical model, Figure 3.18
presents the two pipes application examples presented in Figure 3.12. The Figure represents the Von
Mises residual stresses fields after cooling to ambient temperature. As can be qualitatively seen, for
the same process parameters, the stress field is not similar for the two different paths. It can be seen
that the stresses with a circular deposition pattern are smaller.

a) Scanning deposition pattern b) Circular deposition pattern

Von Mises (MPa)

Figure 3.18 – Thermo-mechanical simulations of two pipes made with different deposition patterns
after cooling to ambient temperature: a) Scanning deposition pattern, b) Circular deposition pat-
tern.
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3.5 Conclusion & perspectives

In the first section of this chapter, the material deposition approach selected is described. The main
objective is to implement robust tools that can generate a great variety of geometries and configurations.

In the second section, the modeling hypothesis of the thermal model and all the thermal parameters
considered are presented. An equivalent double ellipsoid thermal source with an adaptive shape is
proposed. The advantage of such a source is better to understand the time delays and the changes
of direction. Moreover, throughout the simulation, a flux correction step is performed to ensure an
appropriate heat input that is constant and independent of the time step or of the spatial discretization.
For the boundary conditions, an approach with linear temperature-dependent dissipation coefficients
is chosen to take into account the heat accumulation in the workpiece during a Waam fabrication.
However, some parameters of the thermal model, such as the equivalent heat source parameters, are
unknown because they cannot be measured and need to be optimized. The calibration methodology
put in place to adjust these parameters is thoroughly described in Chapter 4.
In the last section of this chapter, the implemented mechanical model is presented. First, the general
formulation of the mechanical problem and all the associated equations are described. The different
constitutive behaviors of the material and the parameters associated with these models are introduced.
The aspects related to the modeling of the process are then described. First, the hardening recovery
is taken into account in addition to the material behavior. Moreover, a complete reset of the stress
state in the molten pool is performed at each time step. In addition, the reference temperature for the
calculation of thermally induced deformation is changed for the elements that have reached the melting
temperature. Furthermore, a new methodology for managing the material deposition is proposed based
on the computation of an elastic calculation with boundary conditions to take into account the welding
torch path. Finally, several approaches of temperature cuts are introduced to simplify the resolution
of the mechanical problem, improve the convergence of the calculations, and reduce the computational
times.

Chapter 4 presents the methodology for setting up a digital twin of thermal simulations for the
calibration of thermal model parameters from experimental data. In Chapter 5, the model associated
with the different modeling aspects presented in this chapter will be evaluated through 4 experimental
tests. Indeed, the thermo-mechanical should be validated before using it for numerical prediction.
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3.6 In a nutshell

Material deposition approach

• Development of a geometry and mesh generation tool (using Salome-Meca) from a manu-
facturing path file.

• Presentation of the geometric parameters of the beads (derived from the process parameters:
wire feed speed, wire feed diameter, welding path and welding torch speed).

• Implementation of the "Quiet element" method for material deposition.

Proposed thermal model

• Use of an enthalpy formulation to take into account the latent heat phenomena of solid/liquid
state transition.

• Development of a new equivalent heat source: adaptive Goldak (double ellipsoid) to better
manage the complex deposition patterns.

• Monitoring and adjustment of the heat input at each time step.

• Selection of temperature-dependent heat loss coefficients: emissivity ε(T ) and convection
h(T ).

• Consideration of the thermal dissipation at the clamping location as forced heat loss hcl.

Proposed mechanical model

• Computation of the quasi-static non-linear mechanical problem.

• Presentation of multiple constitutive behaviors:

– Elasto-plastic behavior with linear and piecewise isotropic hardening,

– Elasto-plastic behavior with linear kinematic hardening,

– Elasto-plastic behavior with mixed hardening,

– Elasto-plastic Chaboche constitutive behavior,

– Elasto-viscoplastic Chaboche constitutive behavior,

• Development of a material deposition method to take into account the welding path.

• Consideration of hardening annealing & mechanical reset in the molten pool.

• Change in the reference temperature of the elements reaching the melting temperature.

• Proposition of two cut-off temperatures: "field" and "mesh".
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Digital twinning for mesoscopic model
calibration
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CHAPTER 4. DIGITAL TWINNING FOR MESOSCOPIC MODEL CALIBRATION

4.1 Introduction

In this section, a methodology of digital twinning is developed, which features a novel calibration
method for the thermal model meant to simulate heat diffusion during the Waam process.

The thermal model implemented is presented in Chapter 3. It is now necessary to calibrate and
validate it experimentally to ensure its representativeness, reliability, and performance. In this section,
a fast calibration method is proposed to allow engineers to tune thermal models from experimental
data. Indeed, numerical simulations require the definition and identification of specific parameters for
each simulation. These parameters characterize the system under investigation, such as the material
conductivity or density and the limiting conditions of the model. Moreover, since the thermal field
is used as an input for the metallurgical and the mechanical calculations, it is impossible to correctly
account for the stresses, the strains and the microstructure without a reliable thermal modeling. How-
ever, one of the major sources of uncertainty of the thermal model comes from the representation and
calibration of the heat input. Indeed, for the most part, the parameters of the heat source models are
unknown, often not directly measurable, and, if measured, their values may be subject to uncertainties.

This chapter focuses on the determination of the unknown parameters taken as inputs for the
thermal models. The general objective of this chapter is to develop a robust methodology of digital
twinning using a "standardized" test case to calibrate the thermal model based on the resolution of
an bayesian inverse problem. This method allows determining an optimized set of parameters, as
well as the probability distribution of thermal parameters, from experimental thermal data, such as
thermocouple profiles.

The main points covered in this chapter are therefore:

• Problem description: Description of the thermal model parameters calibration methodology
using experimental thermal data,

• Digital twinning: Implementation of a surrogate model using Sparse Polynomial Chaos Ex-
pansion Pce,

• Parameters calibration: Resolution of a bayesian inverse problem using Mcmc Adaptive
Metropolis-Hasting algorithm.

4.2 Problem description

It is necessary to identify the “well-known” parameters, the parameters to be adjusted, and any as-
sumptions that can be made on these parameters. In the context of this study, the parameters related
to the process (voltage, current, speed of the torch, etc. . . ), which are parameters provided to the
generator or the robot, are considered to be "well-known". Although they can fluctuate very slightly
during manufacture, their nominal values remain close to those defined at the start of the manufac-
turing process. In addition, the materials studied (in the case of this report, 316L SS) are considered
to be well characterized by Edf based on several previous studies [33, 153]. Therefore, the physical
parameters related to the material, and more particularly, the enthalpy (or the density and the specific
heat) and the conductivity (which are temperature dependent) are considered well characterized.

On the other hand, other parameters need to be adjusted. They will be referred to as "unknown"
parameters. They can be of different natures. First, some parameters are considered poorly known,
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since their measurement is difficult and can be uncertain. This is the case for the thermal loss parame-
ters. Other parameters are not directly measurable since they represent non-physical quantities. This
is the case for the morphological parameters of the equivalent thermal source: ar or af , fr or ff , b,
and c, the efficiency η which is often chosen by an empirical law defined by experts [154, 155], and the
thermal transfer coefficient at the clamping hcl. The focus of this section is on the estimation of these
"unknown" parameters.

Of all the parameters, the heat input plays the most crucial role in the temperature distribution in
a part. Determining the parameters involved in the models of the equivalent thermal sources described
in Section 3.3 is not easy. It requires a calibration step on experimental data, such as continuous
temperature measurements at various positions within the part (thermocouples, laser pyrometer), the
thermal surface field (thermal imaging), the shape of the melted zone or the Haz (Heat Affected
Zone) based on macrographies. In this manuscript, the experimental data used for the calibration are
temperature profiles obtained by thermocouples (in Appendices B and F, other approaches are tested).
Therefore, when reference is made to the experimental data in this section, it is therefore referred to
as thermocouples temperature profiles.

4.3 State of the art

Several approaches exist to identify the various parameters of the thermal model in welding or additive
manufacturing. In several studies, they use data sets found in the literature, or do not specify the
origin of their parameter values. In most studies, the parameters are defined according to data found
in the literature, empirical laws, or without specifying the origin of the parameter values [156, 102,
48, 154, 155]. Another calibration methodology used is the so-called "trial-and-error" approach. For
example, a first approach for the determination of the parameters of the Goldak source relies on the
shape of the molten pool extracted from macrographs. This approach consists in considering that the
dimensions of the molten pool are the parameters: the length, the depth, as well as the width, are used
to fix the coefficients af , ar, b, and c of the double ellipsoid (Goldak model) [70]. Nevertheless, this
method remains imprecise given that the Goldak source is in no way the molten pool but an equivalent
model to represent the interactions between the molten pool and the electric arc. In addition, during
Waam manufacturing, the size of the molten pool fluctuates significantly over time. In the absence of
other data, Goldak et al. [110] recommend to consider af equal to half of the molten zone depth and
ar equal to double of the depth [101].

Some other studies use the inverse problem approach. For example, Unnikrishnakurup et al. [43]
established a multi-physics modeling of a static gas tungsten arc welding (Tig) operation. The authors
modeled the heat input with a surface heat source with a Gaussian distribution. Two parameters had
to be estimated: the efficiency of the arc and the radius of the source. An inverse problem was
carried out in order to calibrate these parameters based on experimental data. Moreover, in their
study, Bai et al. [144] presented a new approach to calibrate the input parameters. This approach is
based on the solution of the thermal inverse problem using thermal camera images. The parameters
of the equivalent heat source ar, c, and η and of the combined heat transfer coefficient are optimized
(the other parameters are fixed). The average layer temperature and the cooling rate are used to
compare the results between the thermal images and the simulation. Finally, the validity of this
inverse model approach is demonstrated by performing a different experimental test but with similar
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process parameters. Fu et al. [157] determined the temperature distribution and the size of the
molten pool using an analytical thermal model with a Goldak source for different sets of parameters.
From these data, a neural network was set up to predict the equivalent heat source parameters from
experimental results. Lastly, in their study, Azar et al. [158] use an analytical model to solve the inverse
problem. They showed that the set of parameters obtained after calibration using an analytical model
on the shape of the fusion line, can be applied to finite element numerical simulations. This allows
them to avoid a very large computational time since the analytical model is not very computationally
expensive. Nevertheless, this approach has some limitations. The main one is that the calibration is
done on a bead-on-plate configuration, which may not be sufficient for the calibration of the parameters
for additive manufacturing, which is a longer process.

In general, an inverse problem can be considered as an optimization problem. This optimization
problem consists in minimizing or maximizing a defined cost function. To solve this problem, several
numerical methods or types of algorithms exist. The solution of an inverse problem is potentially
accompanied by several difficulties. First of all, the data available to solve the problem is of primary
interest. A lack of data can lead to an inverse problem that can generate several solutions: several
parameter sets can generate the same observations (non-unicity of the solution). In addition, the
available data, which in this study are data of experimental origin, have noise. In a second step, the
cost function to minimize can have local minima. The optimization method can therefore converge to
any of these local minima, and not find the global minimum. Finally, the algorithms for solving the
inverse problem require many iterations. At each iteration, the cost function is computed, which means
that a numerical simulation of the thermal problem is performed at each iteration. This operation can
be very computationally expensive.

To overcome this drawback, a methodology based on Sparse Polynomial Chaos Expansion (Pce) is
used in the current work. The advantage of this approach lies in the construction of a digital twin (or
surrogate model) for the Fem simulations. Based on this surrogate model, unlike the Fem simulations,
it would be possible to have an instantaneous prediction of the temperature field for a set of input
parameters. Therefore, the optimization step performed for the determination of a suitable set of
parameters from the experimental data, which may require many iterations, will be carried out quickly
using the metamodel constructed.

First, a brief presentation of the theory of sparse Pce is given. After that, the surrogate model con-
struction methodology is detailed. Subsequently, the bayesian inverse problem approach is explained,
and the Mcmc is introduced. Then, the calibration step is presented. Finally, the validation step
is described. To this end, in the following, a "generic" methodology to find the set of "unknown"
parameters is described, with as objective to minimize the difference between the experimental data
available and the predictions obtained by the thermal model.

4.4 Surrogate model approach: Sparse Polynomial Chaos Expansion

Optimization or calibration methods often require a very large number of iterations and, therefore, of
simulations. For example, in the configurations presented in this thesis, the Fe thermal simulations
require several hours of calculation, making direct use of the thermal model unrealistic. Therefore, an
alternative to this is the use of a surrogate model.
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A surrogate model (metamodel) is a mathematical function approximating the response of a phys-
ical numerical model, of negligible computational cost and allowing to predict with a good accuracy
new responses. The aim of the surrogate model is to make accurate predictions of some outputs of
the original model at a negligible cost. It is built from a sample of results of numerical simulations for
different sets of input parameters defined beforehand using a design of experiments. For the construc-
tion of the surrogate model, the numerical simulation model can be used as a "black box". To set up
the surrogate model, a limited number of simulations of the original numerical model are needed. For
a sample of input parameters, finite elements numerical simulations are performed, and quantities of
interest are extracted.

The surrogate model is then constructed in order to predict these quantities of interest given a set
of input parameters. A well-constructed surrogate model is an accurate approximation of the original
model with almost instantaneous predictions. It is thus a perfect alternative if many calls to the
original numerical code are needed to extract the defined quantities of interest. This characteristic will
be exploited for the resolution of the inverse problem from the observed experimental data. However,
it is necessary to evaluate the precision of the surrogate model because parameters estimation will
depend on the precision of the approximation. This method has been used in various fields and for
various applications [159, 160]: calibration, sensitivity analysis or propagation of uncertainties, etc.
Among the disadvantages of this approach is the difficulty to build a good approximation of the
model. There are many surrogate model types: polynomial regression, neural networks, kriging also
called gaussian process, polynomial chaos expansion, and many others. . . In this report, only Pce will
be presented. Indeed, the latter is often quite simple to set up and can be built from a reasonable
number of simulations (a few hundred). The purpose of this section is to give a brief theoretical
description of Polynomial Chaos Expansion and then apply it to construct a surrogate model [161].

The use of a surrogate model has many advantages. In general, for welding, the simulations
are relatively simple, either in terms of simulated physical times or simplified configurations (2D,
for example), which are synonymous with low computation times. Therefore, the calibration of the
parameters of the models is usually performed by directly running simulations. For the Waam process,
it would also be possible to simulate only a small part of the test, considering or not a simplified
configuration. However, unlike multi-pass welding, some parameters can evolve and eventually become
more and more influential over time. Therefore, it is necessary to model a large part of the test to
capture these effects. The calibration phase will thus be carried out on several beads in the real
configuration. Although not very costly individually in terms of calculation time (between several
tens of minutes and several hours per simulation), running multiple simulations consecutively becomes
considerably costly in terms of computational time if the number of iterations needed to calibrate the
model is high.

4.4.1 Theoretical presentation of chaos polynomials

Let p denote the number of parameters that must be identified. The vector X represents the input
parameters of the numerical model. In the case considered here, the quantities extracted from the
thermal model to generate the metamodel are vectors representing the temperature evolution in several
nodes of the mesh. For vectorial output, the same procedure is performed for each point of the output.
To simplify notations, this value Y is considered as a scalar output.
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The Pce is a method that consists in developing an integrable square function based on a orthonor-
mal polynomial basis according to the measures of the inputs [162, 163]. For example, let X be a set
of p independent random variables with a probability density function (Pdf) such that:

fX (x) =

p∏
i=1

fXi(xi). (4.1)

Considering Y =M(X ) the quantity of interest of the physical numerical model, it is shown that
if Y has a finite variance, it can be expressed as an infinite sum of orthonormal basis functions such
that:

Y =M(X ) =
∑
α∈Np

aαψα(X ), (4.2)

with ψα(X ), α ∈ Np the polynomial chaos basis: multivariate polynomials orthonormal with respect to
the probability density of the parameters, and aα the coefficients to be determined. The construction
of the orthonormal polynomial basis is performed in several steps. First, the multivariate polynomial
basis is defined as a product of the univariate polynomial of each parameter, where α = (α1, ..., αp) is
a multi-index, written as follows:

ψα(x) = ψ(α1,...,αp)(x) =

p∏
i=1

π(i)αi
(xi), (4.3)

with the degree of ∥α∥1 =
∑p

i=1 αi.
For each input parameter Xi, a family of univariate orthonormal polynomials is identified with

respect to the probability density of the parameters. Indeed, the type of polynomials chosen depends
only on the probability density function of the parameters to satisfy the orthonormality condition:

⟨π(i)j , π
(i)
k ⟩ =

∫
π
(i)
j (xi)π

(i)
k (xi)fXi(xi) = δjk. (4.4)

For example, for a parameter with a gaussian distribution, Hermit polynomials are chosen, and
for a parameter with a uniform distribution, the Legendre polynomials are selected. Once the basis
functions have been identified, the next step is to truncate the polynomial to a limited number of
terms. In practice, the truncation strategy selects all the polynomials of degrees less than or equal to
a certain degree d. The decomposition is thus defined by:

Y =M(X ) =
∑
α∈Np

aαψα(X ) =
∑

{α∈Np:∥α∥1≤d}

aαψα(X ) + ε, (4.5)

where ε represents all the terms not considered. The number of terms P , which is a function of the
number of variable p and the degree d of truncation, is defined as follows:

P =
(p+ d)!

p!d!
. (4.6)

Moreover, since α is a multi-index, a strategy for enumeration of the terms of the sum must be
chosen. The next step is to define the coefficients a of the polynomial. Consider a set of values taken
by the input vector (i.e., an experimental design) and the corresponding model evaluations such as:
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•
{
X (j) ∈ Rp, j = 1, ..., n

}
the Design Of Experiment (DoE),

•
{
Y(j) =M(X (j)), Y ∈ Rn

}
the model responses with respect to the DoE.

Y can be written using the following matrix notation:

Y =M(X ) =
∑
α∈Np

aαψα(X ) =
∑

{α∈Np:∥α∥1≤d}

aαψα(X ) + ε = Ψa+ ε, (4.7)

with:

• Ψ ∈ Rn(P+1) and Ψij = ψi(X (j)),

• a ∈ RP+1.

The coefficients aα are then determined by the least-squares method. This minimization problem
can be reduced to the resolution of the following linear system:

ã = argmin
a

∥∥Y −Ψa
∥∥
2
= (ΨTΨ)−1ΨTY. (4.8)

One of the drawbacks of the Pce approach is that the number of coefficients increases significantly
with the number of parameters and the order of truncation of the polynomials. The higher the number
of coefficients to be determined, the greater the number of evaluations of the model necessary to
implement the model: this is referred to as the curse of dimensionality. The approach of Sparse Pce

coefficient vectors is determined through sparse regression, which, in addition to a good regression fit,
requires the solution to be sparse. In order to construct Sparse Pce, a L1 regularization is performed
by adding a penalty term (Lar-Lasso) that can significantly reduce the number of coefficients:

ã = argmin
a

(
∥∥Y −Ψa

∥∥
2
+ λ

∥∥a∥∥
1
). (4.9)

4.4.2 Construction steps

To summarize, the general methodology used to elaborate a surrogate model is the following:

Surrogate model methodology

1. Identification of the p parameters to be calibrated and their range of variation,

2. Generation of a design of experiments of n samples using a sampling method,

3. Run of numerical thermal simulations for the n sets of parameters generated previously,

4. Construction of the surrogate model based on the n numerical simulations,

5. Validation of the surrogate model using cross-validation,

6. Exploitation of the surrogate model: prediction, sensitivity analysis, calibration . . .

4.4.2.1 Unknown parameter identification step

All the parameters needed for the thermal simulations are identified and presented in Section 3.3.
First, there are manufacturing process parameters:

• d (m), the wire diameter,
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• U (V), the voltage,

• I (A), the current,

• Vtorch (m.s−1), the welding torch speed,

• Vwire (m.s−1), the wire feed speed.

Moreover, the material parameters involved in the thermal model are:

• λ(T ) (W.m−1.K−1), the thermal conductivity,

• H(T ) (J.m−3), the enthalpy.

The parameters of the equivalent thermal sources (in the general case of the Goldak source) are the
following:

• ar and af (m), the back and front lengths of the double ellipsoid,

• fr and ff , the ratios of the heat flow at the front and the rear of the source,

• b (m), the width of the double ellipsoid,

• c (m), the depth of the double ellipsoid,

• η, the arc efficiency.

Finally, the parameters that govern the thermal losses are:

• h or h(T ) (W.m−2.K−1), the convective coefficient,

• ε or ε(T ), the emissivity of the material,

• hcl (W.m−2.K−1), the thermal loss coefficient at the clamped zone.

Among all the parameters, the process parameters are considered known. Indeed, they are gener-
ally known at the beginning of the test. Although there are oscillations of these parameters during
the test, the nominal values remain close to those supplied to the robot or generator. As for the ma-
terial parameters of 316L SS (enthalpy H(T ) and conductivity λ(T )), these parameters are considered
accurately characterized based on previous studies. The parameters that are likely to be subject to
calibration are the parameters of the thermal equivalent heat source and the thermal losses.

4.4.2.2 Design of Experiments (DoE) generation step: Sobol’ sequences

The objective of the Design of Experiments (DoE) is to generate parameter sets in a domain of interest
and to optimize their distribution in the input parameter space in order to maximize the accuracy of
the surrogate model [164]. Several sampling methods exist. The most known is the Monte Carlo (Mc)
sampling technique, where a random sample of n points is generated from the joint distribution of the
input variable. The disadvantage of this method is that it can be inefficient. Indeed, if the number
of draws is not sufficient, the distribution of draws may not be balanced, and some intervals within
the space get no samples, as illustrated in Figure 4.1-a. More suitable space-filling approaches exist
based on criteria like the distance between points or the uniformity, such as the discrepancy. The Lhs,
for Latin Hypercube Sampling, is an optimized sampling method. The general idea is to spread the
n points across all possible values of the input parameter. To do so, the range of each input variable
is divided into intervals, and one point is selected for each interval [165, 166]. Finally, the Sobol’
sequences are low discrepancy quasi-random sampling methods that fill the space in a highly uniform
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manner [167]. As shown in Figure 4.1-b, this method gives way more uniform sample distribution than
a Monte Carlo sampling for the same number of draws.

The privileged method in this manuscript is the method of Sobol sequences with low discrepancy. In
general, it should be noted that it is recommended to choose a sample size that is a power of 2 for the
Sobol sequences to have the most balanced distribution. For this step of generation of the design of
experiments, the opensource library dedicated to uncertainty quantification, Openturns [168], partly
developed by Edf, is used.

Figure 4.1 – Design Of Experiment examples using Monte Carlo sampling method and the Sobol’s
sequences. The input parameters X are independent random variables (p = 3) uniformly distributed:
X = (X1,X2,X3), Xi ∼ U(0, 1), i = 1, . . . , 3.

4.4.2.3 Validation step: Cross-validation

Now that the method used to build the substitution model has been described, it is necessary to
develop a method to validate the constructed metamodel. To do this, the error estimator R2 is used:

R2 = 1−

n∑
j=1

(
Y(j) − Ỹ(j)

)2
n∑

j=1

(
Y(j) − Ȳ(j)

)2 , (4.10)

with Y(j) the dataset (of size n) used for the validation of the metamodel, Ỹ(j) the predicted value
using the metamodel, and Ȳ(j) the mean of the validation dataset. R2 ranges from 0 to 1 with R2

equal to 1 when the fitted metamodel predicts perfectly the data.

In general, the metamodel is not built on the whole dataset to keep a subset for the metamodel
validation. Indeed, we should not use training data to validate the model to avoid the possible over-
fitting of the metamodel. Overfitting is the fact that the metamodel fits perfectly to the data used
for its construction but gives poor predictions outside these data. Several approaches are possible
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to validate the accuracy of a metamodel. The first approach is to divide the dataset to build the
metamodel into two sets: a set for learning and a set for validation. 70-80% of the dataset is generally
kept for metamodel training. The remaining 20 to 30% will be used to validate the model. However,
generally, the dataset is limited. In addition, another disadvantage of this method is that part of the
data is "lost" (not used for the construction of the model) in order to validate the model. Moreover,
the estimate of the metamodel error is obtained only for limited data. A much more suitable method
is the cross-validation method. Multiple types of cross-validation can be distinguished.

The k-folds cross-validation [169, 170] is a "resampling" procedure that has a single parameter
called k that refers to the number of groups that a given data sample is to be split into. Then, after
a shuffling, the dataset is divided into k smaller sets. The metamodel is built from k − 1 sets and
validated using the last set. This operation is performed k times at each iteration by validating on a
different subset. An estimate of the error is thus obtained for each of the subsets. The final metamodel
is finally built using all the data available, and its error is considered to be the average of the k errors
of the subset. A significant advantage of this method is that it ensures that all observations in the
original data set have a chance to appear in the training set and the test set.

The value of k should be neither too low nor too high. Experience has shown that a value k between
5 and 10 generally estimates the model performance with a low bias and a modest variance [171].
The general procedure of the cross-validation is as follows:

Cross-validation general procedure

1. Shuffle the dataset randomly,

2. Split the dataset into k groups (k between 5 and 10),

3. For each fold:

(a) Take the fold as the test dataset,

(b) Take the remaining as the training dataset,

(c) Fit the model on the training dataset,

(d) Evaluate the model on the test dataset,

(e) Save the evaluation score R2,

4. Calculate the model evaluation score using all the R2,

5. Construct the final model through training on all the dataset.

Once the metamodel is built and validated, it can be used for many studies. Indeed, in addition
to being able to be used as indicated previously to carry out the calibration of parameters, it can also
be used to carry out sensitivity studies of the parameters.

4.4.3 Sensitivity analysis

Sensitivity studies allow highlighting the parameters which have the most significant influence on the
output of a model. In general, this type of study also requires many calls to the model, hence the
interest in metamodels. This quantity can be quantified in different ways, among others, by a variance-
based approach based on the Sobol indices [172, 173], which will be used in some studies performed in
this thesis.
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4.4.3.1 Sobol’ indices

The general idea of Sobol’ indices is to determine the ratio between the variance of the model outputs
explained by a parameter and the total variance of the model [174]. The first order Sobol’ index Si

measures the part of the variance of Y explained by Xi alone, with Y a scalar output. The total
order Sobol’ index STi quantifies the part of the variance of Y that is due to the effect of Xi and its
interactions with all the other input variables. It can also be viewed as the part of the variance of Y
that cannot be explained without Xi. Other Sobol’ order indices exist but are disregarded in this study
due to the fact that they are more difficult to interpret. The first order Sobol indices Si are expressed
as follows:

Si =
var[E[Y|Xi]]

var[Y] =
Vi

var[Y] , (4.11)

while the total order Sobol indices STi is:

STi =
var[E[Y|X1, . . . ,Xi−1,Xi+1, . . . ,Xp]]

var[Y] = 1− V−i

var[Y] . (4.12)

4.4.3.2 Sobol’ indices from Pce

One of the advantages of the Pce surrogate model is that it allows computing the Sobol’ indices
analytically as a post-processing of the Pce coefficients [175]. The mean E[Y] and variance var[Y] are
expressed as follows:

E[Y] = a0 and var[Y] =
P∑

j=1

a2α (4.13)

. Moreover, the first and total order Sobol indices are respectively:

Si =
∑

α∈JS
i
a2α∑P

j=1 a
2
α

with JS
i =

{
α = (0, . . . , αi, . . . , 0) ∈ J, αi > 0

}
, (4.14)

STi =

∑
α∈JT

i
a2α∑P

j=1 a
2
α

with JT
i =

{
α = (α1, . . . , αi, . . . , αP ) ∈ J, αi > 0

}
. (4.15)

4.4.3.3 Aggregated Sobol’ indices

If Y is a multivariate output or a time series, for example with a size m higher than 1, the indices can
be aggregated [176] with respect to each output variable. The equations can be written:

SAi =

∑m
k=1 var[E[Yk|Xi]]∑m

k=1 var[Yk]
=

∑m
k=1 V

k
i∑m

k=1 var[Yk]
, (4.16)

SATi
=

∑m
k=1 var[E[Yk|X1, . . . ,Xi−1,Xi+1, . . . ,Xp]]∑m

k=1 var[Yk]
= 1−

∑m
k=1 V

k
−i∑m

k=1 var[Yk]
. (4.17)

4.4.4 Conclusion

In this section, the methodology for building a surrogate model of the numerical model (Fe thermal
model) is presented. After a brief theoretical introduction, the setting up and the choices of the most
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adapted sampling method are discussed in order to build the most accurate surrogate model of the
numerical model. The model is then validated by cross-validation.

As mentioned previously, when the output of the model is a vector, the same procedure is performed
for each of the points of the output. In other words, a surrogate model is built for each point of the
vector. In order to reduce the computation time for large vector outputs, a dimension reduction
approach can be considered.

The surrogate models thus allow reducing the calculation time from several hours using numerical
models to a few milliseconds. The next section presents the probabilistic parameter calibration method
on experimental data using the surrogate model. For the following, the experimental data available
for the calibration are considered to be temperature profiles.

4.5 Bayesian parameter estimation

4.5.1 Introduction

This part is devoted to the inverse problem. The general idea of an inverse problem is to estimate the
optimal parameter values by knowing the output at a few observation points. It is a challenging problem
to find an input that results in the minimum or maximum cost of a given objective function. In our
case, as indicated previously, the thermal model parameters are estimated using thermocouple curves
at different points. The objective function is the distance between the experimental thermocouple
curves and the computed temperature profiles.

To do this, a surrogate model of the thermal model is set up beforehand for this optimization step.
The search for optimal solutions requires the use of an optimization algorithm. Several optimization
methods exist. Deterministic algorithms explore the search space in a deterministic way, identifying
the direction of the optimal value and gradually decreasing the distance between the current point
and the optimal value. The most well-known algorithms are the gradient descent algorithm or quasi-
Newton algorithms such as Bfgs (Broyden - Fletcher - Goldfarb - Shanno) [177], etc. On the other
hand, stochastic optimization algorithms randomly explore the parameter space by considering the
parameters as random variables.

Within the framework of this study, the parameters to be determined may generate a possible
error resulting from the modeling assumptions. In addition, measurement errors on the thermocouple
curves (measurement error due to measurement noise and the uncertainty on the position of the
thermocouples) can be obtained. Therefore, the bayesian approach has been favored. Indeed, unlike
standard calibration methods, where only an optimal value of the parameters is obtained, the Bayesian
inverse problem will output a density of possible parameter vectors, in addition to the most probable
outcome, which is the sole output of the deterministic calibration approaches mentioned previously.

4.5.2 Bayesian inference

The bayesian approach offers a rigorous framework for estimating parameters from experimental data
by integrating the various information available [178]: an estimation of the experimental data variance
ΣDobs

and an a priori estimation of the Pdf of the parameters p(θ) by expertise.
According to the Bayes formula, the Bayesian calibration indicates that the posterior distribution

can be obtained from the prior distribution and the likelihood function. Bayesian calibration is based on
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the posterior distribution, which characterizes the joint probability distribution of the model parameter
and the observed data. According to Bayes’ theorem, the conditional probability of θ given Dobs is
expressed as follows:

p(θ|Dobs) =
p(Dobs|θ)p(θ)
p(Dobs)

, (4.18)

with:

• p(θ|Dobs), the posterior: the probability distribution of the parameters of the model θ given the
observed data Dobs.

• p(Dobs|θ), the likelihood: the probability distribution of the observed data according to the value
of the parameters. It is obtained by assuming that the model measured data Dobs are generated
and polluted by a gaussian noise ε such as: Dobs = M(θ) + ε. We then have: p(Dobs|θ) =

N (M(θ),ΣDobs
).

• p(θ), the prior: the a priori knowledge and/or beliefs and expertise on the parameters. The
parameters are thus assimilated to random variables described by an a priori probability density.
If no knowledge is available on the parameters, the prior can be uniform or with a large variance.

• p(Dobs), the evidence also called marginal likelihood or prior predictive probability of the exper-
imental data: the probability distribution of the observed experimental data.

All the terms of Bayes’ formula can be computed explicitly, except the evidence term p(Dobs). The
posterior can be written as follows:

p(θ|Dobs) ∝ p(Dobs|θ)p(θ) = exp

(
−1

2
(Dobs −M(θ))T Σ−1

Dobs
(Dobs −M(θ))

)
p(θ). (4.19)

As the posterior distribution p(θ|Dobs) cannot be calculated directly but can be only evaluated
point-wise, it is necessary to sample the parameter values according to the desired probability density.
Therefore, the principle consists in using a method to go through the space of the parameters randomly
and preserving only the values of the sets of parameters that seem the most probable.

4.5.3 Monte Carlo Markov Chain (Mcmc) sampling

The sampling referred to at the end of the previous section can be carried out using Markov Monte
Carlo Chain type algorithms (also called Mcmc). The general idea of the Mcmc is to gradually
build a chain whose resulting distribution converges towards the desired posterior distribution of the
"unknown" parameters.

Among the methods based on Markov chains, several algorithms exist, such as the Gibbs algorithm,
the Metropolis algorithm, the Metropolis-Hasting algorithm, the Hamiltonian Monte Carlo algorithm,
and others. The Metropolis–Hastings and adaptive Metropolis–Hastings are presented in this section.
This algorithm uses a Markov chain to go through the parameter space so that the final sample
generated agrees with the target probability density: the posterior probability density p(θ|Dobs).

The idea of this algorithm is based on a "methodical" sampling methodology based on a strategy
of accepting and rejecting a set of parameters. At each iteration, a set of parameters θi+1 is generated
from a proposal distribution θprop. θprop results from a multivariate gaussian centered on the current
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state (the set of parameters θi retained at the previous iteration i) such as: θprop ∼ N (θi,Σprop). The
choice of Σprop is an important aspect. It must be large enough to explore the whole domain without
being blocked in a local minimum, but small enough not to have a very low acceptance rate due to
the high number of rejects. A good compromise is choosing a variance of the proposal that allows
an acceptance rate of the Metropolis-Hasting algorithm of more than 25%. To get rid of the choice
of Σprop, adaptive methods have been proposed in the literature. Among them, Haaris et al. [179]
propose to define Σprop from the covariance matrix of the previously accepted sample [180] such that:{

Σprop
i = Σini

prop if i < Nprop,

Σprop
i = 2.42

n Σi with Σi = cov(θ0, ..., θi) if i ≥ Nprop.
(4.20)

The Metropolis-Hastings algorithm is presented at Algorithm 1.

Algorithm 1 Adaptive Metropolis-Hastings algorithm
Initialization:
θ0 = (θ00, θ

0
1, ...., θ

0
n)

Σprop = Σini
prop

i = 1
while i ≤ Nmcmc do

θ∗i ∼ N (θi−1,Σ
prop
i )

α = min
(
1,

P (θ∗i |Dobs)
P (θi−1|Dobs)

)
= min

(
1,

P (Dobs|θ∗i )P (θ∗i )
P (Dobs|θi−1)P (θi−1)

)
u ∼ U(0, 1)
if α ≥ u then

θi = θ∗i
else

θi = θi−1

end if
Σprop
i = 2.42

n × cov(θ0, ..., θi)
i = i+ 1

end while

To correctly estimate the posterior distribution, many iterations are necessary so that the chain can
converge. To ensure the convergence of the chain, it is advisable to use several chains, with different
initial values of parameters θ0. Moreover, in general, the first iterations are deleted as burn-in. From
the obtained posterior distribution, several data can be extracted. In addition to the 95% confidence
intervals that can be determined, an optimal parameter set, called the Maximum A Posteriori (Map),
can be identified on the discrete set of samples S such as:

θMap = argmax
θi∈S

p(θ|Dobs). (4.21)

Gradient-informed samplers, such as the Hmc (Hamiltonian Monte Carlo), which drastically im-
prove the acceptance rate, have been tested [181]. Nevertheless, in the context of the studies carried
out in this manuscript, the gain in computation time generated by the increase in the acceptance
rate is not sufficient to counterbalance the increase in the computation time of the operations at each
iteration of the algorithm. For more complex problems, the use of such algorithms would be of great
interest.
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4.5.4 Inverse problem step-by-step instructions

In this section, the parameter estimation methodology is presented. In practice, to carry out a bayesian
inverse problem, it is preferable to have a first approximation of the maximum a posteriori (Map), which
corresponds to the value of the parameters that have the most significant probability of representing
the experimental data. This approximation of the Map is then used as an initialization for the Mcmc.
Several steps are then carried out, using the experimental data, the surrogate model, and the thermal
model evaluation for each sample of the DoE. In this section, Dobs is noted Texp (for experimental
temperature).

1st step: Initialisation from sampling

To develop the surrogate model, a sample of n curves associated with n sets of parameters is used.
The first optimization by sampling exploration is carried out, corresponding to the minimization of the
distance between the n simulation temperature profiles TXn that are used to build the surrogate model
and the experimental data Texp (temperature profiles from thermocouples). This distance, defined as
the quadratic deviation, gives a first approximation of the optimal set of parameters θini as follows:

θini = argmin
θ∈Xn

∥TXn − Texp∥2. (4.22)

2nd step: Determinist inverse problem - Bfgs algorithm

To have a more precise estimation of θ∗ini, the second step of optimization using the gradient descent
method is carried out with the quasi-newton Bfgs optimization iterative algorithm. This method is
based on the definition of a descent direction from the gradient and an approximation of the Hessian
matrix. From this direction, a new parameter set is thus obtained. These steps are performed for each
iteration, as long as the convergence criterion is not reached (which in this case is a criterion on the
gradient). The details of the different steps can be found in the literature [182, 183]. For a simple
approach based simply on the deviation from the data, least-squares can be used with θini as the initial
value of the set of parameters for the descent. :

θ∗ini = argmin
θ∈Rp

∥Ỹ(θ)− Texp∥2. (4.23)

For a more accurate estimation of the map for the Mcmc, the objective function to minimize is the
function used for bayesian calibration 4.19. The inverse problem to solve can therefore be defined as:

θ∗ini = argmin
θ∈Rd

−exp
(
−1

2

(
Texp − Ỹ(θ)

)T
Σ−1
Texp

(
Texp − Ỹ(θ)

))
p(θ). (4.24)

One of the advantages of this approach is that it is very fast since the number of iterations is only
the one needed to converge towards a solution (unlike the Mcmc algorithm for the approximation
of a distribution). Moreover, if only an "optimal" parameter set is needed to perform a "calibrated"
simulation, and therefore if there is no interest for the distribution of the parameters or the study
of their uncertainties, this step can be sufficient, fast, and efficient. Moreover, to reduce the risk
of having a θ∗ini that corresponds to a local minimum, this operation is also performed by taking as
random initialization draws of the parameters on the bounds of the parameters. The retained θ∗ini is

Sami HILAL - PhD thesis manuscript 89



CHAPTER 4. DIGITAL TWINNING FOR MESOSCOPIC MODEL CALIBRATION

the one with the lowest cost function value.

3rd step: Bayesian inverse problem - Adaptive Metropolis–Hastings algorithm
The bayesian calibration is performed using θ∗ini as initialization to the Mcmc algorithm. The Adap-
tive Metropolis-Hasting algorithm is used. For Σini

prop, it is defined as (2.5%)2 of the range of each
parameter. As for ΣTexp , it is chosen either according to an a priori knowledge on the errors of the
temperature measurements, or by calculating the standard deviation from experimental data. In the
studies presented in this manuscript, the number of accepted samples Nmcmc is generally set at 500000.
A burn-in of the 100000 first samples of the chain is made. With these settings, the run time is usually
around 20 to 30 minutes.

4.6 Example for the application of the method

A simple case is performed to illustrate the steps of the methodology proposed in this Chapter. A
schematic illustration of all the methodology is also presented in Figure 4.2. The test consists of a 50

mm long wall with 5 beads and a "Zigzag" deposition pattern. The parameters to be calibrated for
this example are: ar, fr, b, c, η. The data available for the calibration is a temperature history at
a specific point. For this illustrative example, this temperature profile is generated numerically and
noised to "represent" an experimental profile. The steps, illustrated in Figure 4.2, are the following:

1. A sampling is performed: 256 parameter sets are generated using the low discrepancy Sobol’
sequences.

2. Simulations are performed, and temperature profiles at the position of the thermocouples are
extracted.

3. The Sparse Pce surrogate model is constructed from the profiles.

4. (Optional) Sensitivity analysis is performed from the surrogate model. Computation of the first-
order Sobol indices: the efficiency η is the most influential parameter.

5. Deterministic calibration using Bfgs algorithm: have an estimation of the Map for the initial
state of the Mcmc.

6. Bayesian calibration using Mcmc algorithm: for a given prior, a given variance of the experi-
mental data, and a proposal, the posterior distribution is derived, and a Map is identified.
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Surrogate model
Sparse PCE

Sensitivity analysis

First-order Sobol indices

Experimental data

Most influential parameter

Inverse problem
MCMC algorithm

Calibration

MAP with confidence interval

Posterior distributions
&

MAP

Surrogate modeling

Parameters to calibrate: ar , fr , b, c, η
&

Range of variation

Sampling: Sobol’ sequences

Thermal simulations

Instrumentation:
Thermocouples

Figure 4.2 – Illustration of the digital twinning bayesian calibration method.
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4.7 Conclusion & perspectives

In this chapter, a methodology for the calibration of the thermal model parameters is presented,
relying on a digital twinning approach. First, the parameters to be calibrated are identified. Then, a
surrogate model approach based on sparse Pce is considered in order to overcome the issue raised by
the calculation time of the numerical simulations, coupled with the very large number of calls to the
code needed for the calibration step. Subsequently, the surrogate model implemented is used as an
alternative to the numerical simulation model for the resolution of the bayesian inverse problem. The
use of Mcmc, and more specifically of the Adaptive Metropolis-Hasting algorithm, allows estimating
the posterior distribution of the parameters to be calibrated, according to the experimental data
available.

As indicated earlier, one of the most important final objectives for this work is to set up a so-called
"standardized" calibration test. This test would have a specific configuration, in terms of deposition
pattern, cooling time between layers, and any other manufacturing strategies. Once this configuration
is chosen and fixed, a single digital twin of this standardized experimental test will be built considering
all the process parameters and modeling parameters: power (UI), wire feed speed, torch speed, as well
as all the parameters involved in the thermal model, defined previously in Section 3.3.4, which must
be calibrated. Once such a digital twin is built, if a new manufacturing process is to be performed and
simulated, the preliminary "standardized" calibration test will be performed and instrumented. Then,
for the calibration step, the digital twin previously built will be used to minimize the deviation from
the experimental data. The power, the wire speed, and the welding speed are considered to be known
process parameters, and the objective of the calibration step is to determine the other parameters.

Another advantage of the method used to determine the "unknown" parameters is that it can be
transposed to other problems. For the examples presented in this section, only thermocouples data
are used for the calibration of the parameters. Nevertheless, the information observed at the level of
the thermocouples can sometimes turn out to be unfit for an accurate representation of the thermal
behavior in the vicinity of the molten pool. Therefore, in this manuscript, this methodology is also
applied, for instance, based on macrograph profiles (fusion lines) in Appendix B, and on residual stress
profiles in Appendix F.
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4.8 In a nutshell

Thermal inverse problem

• Presentation of a digital twinning method for the bayesian calibration of the thermal model
parameters.

• Construction of a surrogate model from simulations from the Fe thermal model using Sparse
Polynomial Chaos Expansion.

• Use of the surrogate model to conduct parameter sensitivity analysis.

• Use of Monte Carlo Markov Chain approach (Adaptive Metropolis Hasting algorithm) to
estimate the posterior distribution of the researched parameters.

• Most important final objective: set up a so-called "standardized" test to be carried out for
a fast calibration of the thermal parameters.
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5.1. INTRODUCTION

5.1 Introduction

The previous chapters presented the methodology developed for the simulations of the Waam process.
The associated modeling choices selected, as well as the different developments and contributions
made were also described. Nevertheless, it is essential to confront the models with application cases to
validate these choices. Therefore, in this chapter, the accuracy and reliability of the models are tested
by comparing numerical results with experimental validation tests.

As part of this thesis project, four experimental studies allow for the comparison of the numerical
models to experimental data. Two of them were made in the "Laboratoire de Soudage et de Fabri-
cation Additive" at Edf Research and Development Lab in Chatou, Prisme Department, one was
performed at the Afh Waam installation at Air Liquide Research and Development Lab, and finally,
one experimental study was carried out during the PhD thesis of Cambon et al. [70, 100] as part of
the NeT network [132] in which Edf participates. These experimental studies allow validating the
calibration methodology and its adaptability to different cases: parameters to be identified, welding
processes (Gtaw and Cmt), etc.

In the following sections, each one of the four studies is described in two steps. In the first part of
each section, the experimental study carried out and the instrumentation used are presented in detail.
The experimental data acquired are also presented and analyzed. In the second part of each section, the
calibration of the parameters for each test is performed using the developed methodology based on the
resolution of a bayesian inverse problem using thermal data described in Section 3.3. After describing
the simulations, a comparison between the experimental data and the numerical results is carried out
and discussed. Thereafter, once the models are calibrated, the numerical simulations are confronted
with several types of experimental data. Indeed, these four test cases have been chosen among others
because of their complementarity, in order to demonstrate and make sure of the transposability of
the models. In addition, each test allows comparing a specific aspect of the models: the material
deposition method, the temperature, the size of the molten pool, the residual displacement, and the
residual stress measurements throughout the manufacture.
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5.2 1st use case: high displacement "Zigzag" wall test case

5.2.1 Introduction and objectives

The first use case considered here is a test case with displacements of high magnitudes. This test is
used for the validation of the thermo-mechanical model using the residual displacement field in the
part, as well as the methodology of the activation elements method, presented in Section 3.2.1.

5.2.2 Description of the experimental setup

5.2.2.1 Process parameters

This test consists in manufacturing a 32 beads height and 100 mm long wall on a base plate clamped
at one end. Figure 5.1 shows the dimensions of the test case setup. The wall is made by successively
stacking the 32 beads in a back and forth path, also called a "Zigzag", continuously without turning
off the electric arc. These tests are carried out with a Panasonic six-axis robot equipped with a
ValkWelding Gtaw welding torch with 10 Lmin−1 100% Argon shielding. The wire feed is made of
316L austenitic SS, with a diameter of 0.8mm, and the plate is also made of 316L SS. The process
parameters used for this test are the following: an arc voltage of 10V, an arc current of 100A, a
welding torch speed of 2.33mms−1, and a wire speed feed of 25mms−1. The test is carried out with
the Avc (for "Arc Voltage Control") mode, which consists in an automatic adjusting the height of the
welding torch to maintain a constant arc voltage [184]. Although there is a height adjustment, the
welding torch path in the two other directions remains unchanged. Such an option is an asset when
manufacturing a part with strong deformations as in the present case with a thin base plate. It is
the effect of this option on the shape of the wall after fabrication that will allow the evaluation of the
element activation method. Table 5.1 summarizes the process parameters associated with the high
displacement experimental test:

32 beads
2,7 cm

0,3 cm

16 cm 10 cm5 cm

4 cm

1 2 3

6 5 4

0,1 cm

a)

b)

c)

Figure 5.1 – Illustration of the 1st test case: a) Schematic illustration of the wall, b) Thermocouples
locations, c) The final part.
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Table 5.1 – Process parameters used for the 1st test case.

Welding parameter Value
Process type Gtaw
Voltage U (V) 10.0
Intensity I (A) 100.0
Travel speed Vs (ms−1) 0.00233
Maximal stroke rate (mmin−1) 1.5

5.2.2.2 Instrumentations

■ Thermocouples: The temperature is measured at different points on the base plate using commer-
cial type K thermocouples with a diameter of 0.5 mm with semi-rigid metal sheaths. The high-density
thermocouple spring-terminal connectivity module from National Instruments NI 9213 coupled with
the LabVIEW software is used. The error of a thermocouple acquisition depends on the type of
thermocouple, the accuracy of the thermocouple, the temperature measured. For K type thermocou-
ple temperature measurements, the accuracy is under ±0.25℃ (maximum errors) for temperatures
between −200℃ and 1300℃ (not to be mistaken with the accuracy of the thermocouple itself). Con-
cerning the uncertainty of measurement related to thermocouples, it is usually around ±2.2℃ for type
K thermocouples.

Six type K thermocouples are placed on the base plate as shown in Figure 5.1, symmetrically (3 on
each side to validate the acquisitions), with a continuous measurement range between 0 °C and 1100 °C
and a sampling frequency of 50Hz (Figure 5.2). The thermocouples are fixed to the base plate with
aluminum tape. Only thermocouples n°1, 2, 3, 4, and 5, which seem to be the least disturbed, are kept
for the study.
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Figure 5.2 – Temperature profiles during the 32 beads wall use case using type K thermocouples

■ 3D scan: After the fabrication process, the part is scanned to study the displacements of the part
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(Figure 5.3). The 3D scan used is a Handyscan Black Elite Edition of the Creaform. The acquisition
and post-processing softwares VXelements and VXmodel (Creaform Inc; Canada; www.creaform3d.
com) are used. The scans are performed with an accuracy of 0.1mm. The image of the part after
manufacture, as well as the 3D scan of the part, are shown in Figure 5.3.

b) 3D scan of the wall view from belowa) 3D scan of the wall in side view

45.5 mm

Figure 5.3 – 3D scan of the 32 beads wall use case, and free end displacement measurement.

For the calibration and validation of the model, the generation of the mesh for the simulations
is required. Using the procedure presented in Section 3.2.2.1 and considering the process parameters
presented in Table 5.1, the height and width of the beads are evaluated at 1mm and 4mm. The
generated mesh consists of about 7000 hexahedral elements. For the calibration, the linear elements
mesh is used (about 10000 nodes). For the results presented in the numerical results in Section 5.2.3,
the same mesh as for the model calibration and validation is used, but quadratic elements are preferred
for the thermo-mechanical simulations (about 36000 nodes). Previous tests have shown that thermal
simulations with linear or quadratic elements give similar results.

5.2.3 Thermal model parameters calibration

In this section, the methodology presented in Chapter 4 is applied to calibrate the thermal model
parameters using the experimental data presented previously. First, the surrogate model based on the
Pce is constructed, then the inverse problem is performed. For this first use case, eight parameters
are to be identified. To constitute the database needed to build the surrogate model, a DoE is set up.
The following distributions of the parameters are first identified:

Table 5.2 – Parameters to be calibrated, with the sampling distribution for the Pce surrogate model
training and the prior distribution for the Mcmc algorithm calibration step.

Parameters Sampling distribution Prior distribution
ar (mm) ∼ U(3.0, 18.0) ∼ N

(
8.0, (7.0)2

)
fr ∼ U(1.10, 1.70) ∼ N

(
1.4, (0.25)2

)
c (mm) ∼ U(1.0, 10.0) ∼ N

(
5.0, (3.0)2

)
η ∼ U(0.50, 0.95) ∼ N

(
0.75, (0.4)2

)
ε0 ∼ U(0.20, 0.80) ∼ N

(
0.35, (0.25)2

)
ε1 ∼ U(0.0, 1.0) ∼ N

(
0.5, (0.4)2

)
h0 (W.mm−2.K−1) ∼ U(2.5× 10−6, 80.0× 10−6) ∼ N

(
15.0× 10−6, (25.0× 10−6)2

)
h1 ∼ U(0.0, 1.0) ∼ N

(
0.5, (0.4)2

)
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In this study, the width of the heat source is imposed at the width of the bead. This assumption
is made because in the configuration of the wall, increasing the width would mean applying the source
outside the mesh, which would not have much influence, and on the contrary, could be in conflict
with other parameters such as the efficiency η. Moreover, in this test, the thermal dissipation at
the clamped area is not taken into account due to the small contact zone. These assumptions are
made to simplify the inverse problem and not have too many parameters to identify compared to the
amount of experimental data available. For the Goldak parameters, the order of magnitude of the
variation of these parameters is chosen based on expertise and all the possible values taken in the
studies of the literature. Regarding the efficiency η, historically, the expertise shows that, for the
processes used in welding and Waam, it is generally between 0.6 and 0.9. This justifies the choice
of the distribution presented above. Concerning the thermal dissipation parameters, the literature
shows that the emissivity coefficient ε is between 0.2 and 0.8 and that the convection h is often around
10.0× 10−6 (W.mm−2.K−1).

To constitute the database to build the surrogate model, 512 draws are made. For the design of
the experiment, Sobol sequences with low discrepancies are preferred because of the high number of
parameters. The simulations are performed with a time step of 0.5 second and are run on 8 Cpus.
The computation time of each thermal simulation takes about 1 hour of computation. Before building
the surrogate model, the results of the simulations are post-processed. The temperature profiles at
the experimental thermocouple points are extracted from the results of the 512 thermal simulations.
The surrogate model of the temperature profiles is built. Using only the temperature profiles simplifies
the surrogate model, its complexity, and thus increases its accuracy. The error of the implemented
surrogate model is estimated to be around 3%.

The Mcmc is run using the surrogate model of the first 300 seconds of the computed temperature
profiles and the associated thermocouple experimental data. The variance of the observation ΣDobs

issued for the likelihood calculation chosen is 12.62 (°C). This value is obtained by a calculation of the
standard deviation of the temperature profiles from the symmetrically disposed thermocouple pairs
2 − 5 en 3 − 4. For the prior distributions, gaussian distributions are used to take into account the
knowledge of some parameters, or help identify an optimized value despite a low impact of a parameter.
The prior distributions used are presented in Table 5.2.

The posterior distributions obtained are made up of 500000 accepted draws, with an acceptance
rate of approximately 44%. The first 100000 draws are burn-in. Indeed, it is considered that the first
draws are not necessarily relevant if the starting point of the chain is not close to the searched area.
The accepted samples from the Mcmc algorithm are displayed on a grid in which the diagonals show
the 1-dimensional posteriors and the lower-left half shows the pairwise projections (Figure 5.4). From
the distributions of each parameter, the maximum a posteriori (also called the Map) is identified. The
Map corresponds to the most probable value of the parameters. This set of parameters is represented
in blue in Figure 5.4 and Table 5.3.

Table 5.3 – Identified Map from the thermal inverse problem.

Parameters ar fr c η ε0 ε1 h0 h1
Map 9.85 1.36 5.22 0.594 0.316 0.566 1.46e-05 0.617
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Figure 5.4 – Corner plot of the posterior distribution resulting from the calibration step. The Map
is represented in blue.

5.2.4 Numerical results

The thermo-mechanical simulations are performed using the Map of the probability distribution ob-
tained for the parameters using the surrogate model. The simulation is run on a quadratic element
mesh and with the same time step of 0.5 second. The computation time of each of the simulations
presented in this section is on average 48 hours. The simulations are performed using a piecewise linear
isotropic hardening constitutive behavior (Vmis_Isot_Trac model in Code_Aster).

5.2.4.1 Material deposition method

In this section, the objective is to test the proposed material deposition strategy introduced in Section
3.2. To do so, three different types of deposition strategies are simulated.
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In the first configuration, no manipulation is performed on the material input. The displacement
field used as an initial state is only extended to zero on the non-contributing elements. As shown in
Figure 5.5, by performing the simulation with this material input methodology, the wall has a very non-
physical profile. Nevertheless, this result could be expected since the base plate deforms significantly,
but each displacement of the input material is initialized to zero. However, it is essential to point out
that the numerical result found for the displacement of the base plate is satisfactory, with a predicted
deflection of 46mm, while the deflection observed experimentally is of 45.5mm.

Figure 5.5 – Displacement field for the 32 beads wall, using the Vmis_Isot_Trac model, without
the linear elastic computation at the activation of the elements.

A second method is implemented to investigate the effect of the base plate deflection on the initial
state of the material input. An elastic calculation is performed at each addition of new elements, as
presented in Equation 3.33. During this intermediate elastic calculation, the previous displacement field
is applied as a Dirichlet boundary condition so that the nodes without displacement adapt accordingly.
Moreover, to keep the volume of the contributed elements and avoid any contraction of the elements, a
Poisson ratio of 0.5 (or very close to 0.5, for example, 0.499) is used. The result presented is shown in
Figure 5.6. A first finding is that the geometry of the wall has evolved and has gradually adapted to the
deformation of the base plate. Moreover, the base plate deflection estimation is still very satisfactory,
with a prediction of 46mm, as for the first deposition strategy considered.

Finally, for the third configuration, an elastic calculation is performed at each addition of new
elements as for the case presented previously. Moreover, an additional Dirichlet boundary condition
is considered on the newly activated nodes to block the component of their position over the welding
direction at the welding torch position. The shape of the wall is very satisfactory and very close to the
shape observed experimentally. Indeed, the collapse at the right corner of the wall, which is caused
by the welding torch Avc mode, is well observed. The material activation approach, with elastic
calculation with the additional Dirichlet boundary condition on the nodes according to the path of the
welding torch, seems to represent the process well. However, a more pronounced collapse can be seen
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Figure 5.6 – Displacement field for the 32 beads wall, using the Vmis_Isot_Trac model, with the
linear elastic computation at the activation of the elements.

on the 3D scan. This is probably due to the heat accumulation on the edge which makes the molten
pool larger, combined with the fact that the right edge of the wall is tilted on that side of the wall
which accentuates the flow of molten metal. As for the two previous deposition strategies, the result
of the base plate deflection is still very satisfactory, with a prediction of 46mm (Figure 5.7).

Figure 5.7 – Displacement field for the 32 beads wall, using the Vmis_Isot_Trac model, with the
linear elastic computation when activating the elements and with a boundary condition representing
the welding torch position.

To conclude this section, Figure 5.7 highlights that the third configuration is the most faithful to
the final morphology of the part. Moreover, this step is not very time-consuming since there were no
significant differences in the total computation time of the simulation. Nevertheless, what is interesting
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to point out is that the deposition strategy has no "noticeable" influence on the displacement field of
the base plate. Therefore, it is essential to use the third deposition strategy on configurations that are
likely to be highly deformed if the final geometry of the component needs to be predicted. However, for
a study where only the displacements of the base plate are studied, a calculation without optimization
of the deposition strategy may be sufficient.

It is also apparent from Figure 5.7 that the right end of the wall is extremely collapsed. This collapse
is caused by the flow of the molten pool under the influence of gravity. As for the simulation with the
linear elastic computation when activating the elements and with a boundary condition representing the
welding torch position at each element activation, the final shape of the experimentally manufactured
wall is tilted, which causes the wall to gradually collapse on this extremity due to gravity and heat
accumulation on the extremities because of the "Zigzag" deposition pattern.

a) Without linear elastic computation b) With linear elastic computation c) With linear elastic computation &
welding torch position boundary condition

Figure 5.8 – Material deposition methodology.

5.2.4.2 Benchmark of constitutive behavior models

As previously mentioned, the simulations used for the material deposition strategy study are performed
with the Vmis_Isot_Trac model. Although this model gives a reasonable estimate of the final defor-
mation of the part, or more specifically of the base plate deflection, it is interesting to have its estimate
for all the constitutive behavior models presented in Section 3.4. In Figure 5.9 are shown the results for
the Vmis_Isot_Trac model with and without hardening annealing, and for Visc_Cin1_Chab. In
general, they provide satisfactory results on the estimation of the base plate deflection, between 41mm

and 47mm. Additionally, by studying the fields of the different workpieces, one can observe the impact
of the hardening annealing on the stress field, having lower stresses with the hardening annealing taken
into account. Furthermore, with the hardening annealing, a higher displacement is observed, closer
to the one observed experimentally. This may be due to the fact that the structure is less hardened,
which allows it to deform more. As for the Visc_Cin1_Chab behaviour, an even weaker field is
observed overall. There are two reasons for this. The Chaboche models are in general more suitable
for cyclic loading, whereas the Vmis_Isot_Trac model may overestimate them (piecewise linear
isotropic hardening). The second reason may be the presence of viscous effects.

In order to investigate deeper the mechanical behaviors and have a better idea of the accuracy of
the results according to the mechanical constitutive behaviors used, it would be interesting to study
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the residual stress profiles. Indeed, in order to complete this study and further validate the results,
it would be interesting to have experimental stress measurements. Such experimental measurements
are not available for the current study case. Nonetheless, the validation of the models by comparison
with residual stresses is presented in Section 5.4 on another test case carried out in the framework of
a european consortium: the NeT network.

Displacement

𝜎𝑥𝑥

𝜎𝑦𝑦

𝜎𝑧𝑧

Piecewise linear hardening Piecewise linear hardening with annealing Elasto-viscoplastic Chaboche

z

y
x

Figure 5.9 – Benchmark of constitutive behavior models for the "Zigzag" test case.

5.2.5 Conclusion of the study

The experimental test described in this section consisted of a 32 beads wall deposited on a base plate
clamped at one side. A surrogate model of the thermal model has first been set up. Using this
metamodel, the thermal model parameters have been calibrated by solving a bayesian inverse problem
on thermocouple data. The posterior distributions obtained allowed identifing a Map. This Map has
then been used to run the thermo-mechanical model and further validate the choice of parameters on
other experimental data.

A study has then been carried out to investigate the effect of the material activation method.
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A very promising strategy has been identified, based on an elastic calculation when activating new
elements, coupled with boundary conditions consisting in blocking the displacements of the nodes over
the welding torch path (Section 3.4). Moreover, simulations have been run for different constitutive
behavior models available in Code_Aster. Again, the results seem to be very satisfactory.
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5.3 2nd use case: "Zigzag" & "Raster" walls

5.3.1 Introduction and objectives

The second test campaign consists in the manufacturing of two walls. The two walls are performed
using the same process parameters but with different deposition patterns. The main objective of these
tests is to apply the methodology developed for the calibration of the parameters of the thermal source
and the coefficients of thermal losses (emissivity and convection), relying on the instrumentation set
up. Subsequently, the aim is to validate the thermal model, the mechanical model, and the associated
modeling hypotheses, as well as to study the influence of the deposition strategy on the residual state
and on the morphology of the part. Indeed, after the calibration of the thermal model parameters, the
thermo-mechanical model can be validated based on the comparison of the experimental data with the
numerical simulation results. The used data are thermocouple profiles, size evolution of the molten
pool, or the evolution of the displacements measured during the test. Compared to the 1st study, the
tests are performed on deposition patterns, using the same process parameters (but different from the
1st test case), and are better instrumented.

5.3.2 Description of the experimental setup

5.3.2.1 Process parameters

The two instrumented tests are two walls carried out with different deposition strategies: "Zigzag" and
"Raster" (Figure 5.10).

a) « Zigzag » deposition pattern b) « Raster » deposition pattern

Figure 5.10 – Schematic illustration of the "Zigzag" and "Raster" deposition pattern.

These tests consist in manufacturing single-bead walls of 50 beads height and 120 mm length on a
base plate clamped at one end. The plate is 200 mm long, 60 mm wide, and has a thickness of 10 mm.
This test is carried out in the same installation as the study presented in Section 5.2: a Panasonic six-
axis robot equipped with a ValkWelding Gtaw welding torch with 10 Lmin−1 100% Argon shielding.
The feed wire is made of 316L SS, with a diameter of 0.8mm, and the base plate is also made of 316L
SS. The process parameters used for this test are the following: an arc voltage of 11V, an arc intensity
of 120A, a torch speed of 3.33mms−1, and a wire feed speed of 25mms−1. The tests are carried out
with the Avc mode. The "Zigzag" test is performed continuously without switching off the arc, unlike
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the "Raster" test which starts each new bead at the same position. To move back to this position, the
welding robot takes 5.45 seconds. This time is considered as a cooling time between the wall layers for
the "Raster" test. Table 5.4 summarizes the process parameters associated with the two experimental
tests:

Top surface Bottom surface

Thermocouples positions

Clamped zone

Th 9

Th 2 Th 1
20 mm

30 mm

60 mm

60 mm

Th 12Th 8 Th 7

Th 10

Th 11

Th 4

Th 6

Th 3

Th 5

20 mm

200 mm

60 mm

10 mm

120 mm

Figure 5.11 – "Zigzag" and "Raster" experimental test cases presentation.

Table 5.4 – Process parameters used for the 50 beads "Zigzag" and "Raster" walls.

Welding parameter Value
Process type Gtaw
Voltage U (V) 11.0
Intensity I (A) 120.0
Travel speed Vs (ms−1) 0.00333
Wire feed rate (mmin−1) 1.5

5.3.2.2 Instrumentation

The instrumentation for these two experimental tests is presented in this section. The instrumentation
of the two tests is the same.

■ Thermocouples: The temperature is measured during the tests at different positions on the base
plate. 12 type K thermocouples are placed on the base plate, as indicated in Figure 5.11. The thermo-
couples 1&2 are commercial type K thermocouples (same as the 1st use case) fixed with aluminum tape
at the clamping. The thermocouples 3 to 12 were crafted at Edf and micro-welded with a ceramic
coating on the micro-weld to protect the thermocouples from measurement noise caused by the electric
arc. These thermocouples have a diameter of 0.20 mm with a ceramic sheath. Some of them are
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positioned symmetrically with respect to the wall in order to validate the acquisitions. This is the case
for the thermocouple pairs 3− 4, 5− 6, and 7− 8. The thermocouples have a continuous temperature
measurement range between 0 °C and 1100 °C and an acquisition frequency of 50Hz. The National
Instruments NI 9213 spring-terminal connectivity module presented before is also used.
The thermocouple curves are used for the calibration step of the thermal model parameters. As
highlighted by the thermocouple data of the "Zigzag" test represented in Figure 5.15, there are strong
disturbances at certain times. These disturbances correspond to the damage of the thermocouples
during the test. A pre-processing operation of the data is necessary to keep only the representative
parts of the curves.

■ Thermal imaging: The temperature field of the wall is also recorded throughout the tests. The
thermal camera used for the non-intrusive temperature measurement is a FLIR (www.flir.fr) Orion
SC7500-BB system which is an infrared multispectral imager (8 filters) with an image resolution of
320 × 256 pixels (Figure 5.12).

Figure 5.12 – Thermal camera FLIR Orion SC7500-BB.

A robust methodology for the calibration of thermal images has been implemented by Boutin et al.
[185] as part of his PhD work at Edf. The FLIR camera is an infrared camera equipped with an 8-
position filter wheel that splits the scene signal into several spectral bands. The filter wheel mechanism
can be used in both fixed and rotating modes. When used in an 8-filter mode, the maximum frequency
per filter is 50Hz. It is possible to increase the frequency by reducing the resolution size. Moreover,
the lack of knowledge of the material’s emissivity is the main problem in thermography. Therefore, the
development of measurement methods to liberate from the knowledge of emissivity is necessary. The
FLIR camera can be used both in monochromatic mode (needing the knowledge of emissivity) and
bichromatic mode (which allows overcoming the knowledge of emissivity). Bichromatic pyrometry is
based on the simultaneous measurement of two luminances at two different wavelengths. The ratio of
these luminances shows the ratio of emissivities at both wavelengths. Measuring temperature without
contact requires relating the camera’s luminance levels to the luminance received at the detectors.
This conversion must be done for each filter and for each integration time. When the flux included
in the spectral range associated with the filters reaches a pixel, it is converted into a Digital Level
(Dl), proportional to the energy received. Therefore, the calibration of the thermal camera is made
by bringing a black reference body (with a known emissivity equal to 1) at different temperatures.
From the calibration on the black body, the camera can perform several measurements parallel to the
flux emitted on the range of temperature programmed. Thus, the curves are then combined into a
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single file to calibrate a range of temperature depending on the exposure time and the filter used. The
calculation of the temperature at each pixel of the image is made from the ratio of luminances using
Planck’s law and Wien’s approximation:

L1

L2
=

(
λ1
λ2

)−5 ελ1

ελ2

exp C2
λ2T

exp C2
λ1T

(5.1)

The temperature can thus be expressed as follows (by considering the assumption of a gray body
where the ratio of emissivities is simplified):

T =
C2(λ1 − λ2)

λ1λ2

1

ln
(
L1λ5

1

L2λ5
2

) (5.2)

To calculate the temperature in each of the pixels, the ratio of luminances is expressed as the ratio
of Dl multiplied by a calibration factor k:

T =
C2(λ1 − λ2)

λ1λ2

1

ln
(
k
Dl1λ5

1

Dl2λ5
2

) (5.3)

■ Stereo-correlation: In order to use these tests to validate the simulations on mechanical quantities,
stereo-correlation cameras are used to continuously measure the displacement of the plate during the
Waam manufacturing process. To do this, the base plates are first painted with a matte black coating,
on which white projections are randomly deposited (also called speckles) (Figure 5.13). These white
projections act as markers and thus enable the extraction of the evolution of the displacement profile
and the deflection of the base plate during the tests. The cameras used are Pike F-421 with high-
resolution images of 2048 × 2048 pixels and high frame rates. The calibration and acquisition steps
are performed using the VIC-SNAP and VIC-3D software suite (www.correlatedsolutions.com).

The stereo-correlation images must be processed to be compared with the experimental data.
However, the images are very complicated to post-process. Indeed, the very bright electric arc creates
a saturation of the image at the position of the welding torch. Therefore, only the results of the wall
base plate deflection are used in order to extract reliable data that can be compared to the simulation
results. To compare the experimental data and the simulations, an ImageJ [186] tracking plugin named
TrackMate [187] is used to track and extract the path of a given marker during the test and the cooling
step. Figure 5.13 describes the procedure and shows the displacement profiles obtained.

■ 3D scan: Finally, as for the 1st test case, after fabrication, the two walls are scanned (Figure 5.14)
with the Handyscan Black Elite Edition of the Creaform. The VXelements and VXmodel acquisition
and post-processing softwares are used. The scans are performed with an accuracy of 0.1mm. These
scans can allow for precise comparison of the simulated residual displacements with the experimental
data measured. The scans are also be used in Chapter 7.

From the process parameters presented in Table 5.4, the height and width of the beads are evaluated
at 0.67mm and 7.5mm. The generated mesh is made of about 24000 hexahedral elements. For the
calibration, the linear (8-nodes) elements mesh is used (about 32000 nodes). For the results presented
in the numerical results section, the same mesh is used but quadratic (20-nodes) elements are preferred
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a) b)

Figure 5.13 – a) Stereo-correlation device, b) Displacement measurement of a marker during the
"Zigzag" wall test case

Figure 5.14 – 3D scan of the "Zigzag" and "Raster" 50 beads walls

for the thermo-mechanical simulations (about 115000 nodes).
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5.3.3 Thermal model parameters calibration

This section focuses on the calibration of the thermal model parameters using the thermocouple data
presented earlier. The calibration is performed in three steps. In the first step, only the thermocouple
data of the "Zigzag" test are used for the calibration. Then, the same study is performed using the data
from the "Raster" test. Finally, both tests are used to perform the calibration. The objective of this
three-step study is to ensure that the calibration performed on one experiment is transposable to the
other experiment, which has similar process parameters but a different deposition pattern. In addition,
only the first 20 beads are used for the calibration. This allows firstly to shorten the calibration time
and validate the calibration on the complete thermocouple data of the tests, particularly on the beads
not taken into account for the calibration. The methodology presented in Section 4, and used for the
calibration of the parameters in the 1st test case, is applied for the current use case.

Top surface Bottom surface

Thermocouples positions

Clamped zone

Th 9

Th 2 Th 1
20 mm

30 mm

60 mm

60 mm

Th 12Th 8 Th 7

Th 10

Th 11

Th 4

Th 6

Th 3

Th 5

20 mm

Used for calibration

Used for calibration

Figure 5.15 – Thermocouple curves of the "Zigzag" and "Raster" 50 beads walls, and the experi-
mental data used for the calibration step.

For these tests, nine parameters are to be identified. In order to constitute the database to build the
metamodel, a design of experiments is set up to generate the sets of parameters. As for the 1st study,
the width of the heat source is imposed at the width of the bead because of the wall configuration
for these tests. The thermal losses coefficients are considered linearly temperature-dependent, using
ε0, ε1, h0, and h1 (see Section 3.3.2 for more details). The newly added parameter is the thermal
dissipation at the clamped area, which is included in this study. The distributions selected for these
parameters are chosen based on the same expertise and studies as presented in Section 5.2. For the
thermal dissipation at the clamped area, the range is chosen between 0, which means no convection, and
300.0× 10−6 (W.mm−2.K−1), which is between the air and water forced convection. The distributions
of the nine parameters are presented in Table 5.5.
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Table 5.5 – Parameters to be calibrated, with the sampling distribution for the Pce surrogate model
training and the prior distribution for the Mcmc algorithm calibration step.

Parameters Sampling distribution Prior distribution
ar (mm) ∼ U(3.0, 18.0) ∼ N

(
8.0, (7.0)2

)
fr ∼ U(1.10, 1.70) ∼ N

(
1.4, (0.25)2

)
c (mm) ∼ U(1.0, 10.0) ∼ N

(
5.0, (3.0)2

)
η ∼ U(0.50, 0.95) ∼ N

(
0.75, (0.4)2

)
ε0 ∼ U(0.20, 0.80) ∼ N

(
0.35, (0.15)2

)
ε1 ∼ U(0.0, 1.0) ∼ N

(
0.5, (0.4)2

)
h0 (W.mm−2.K−1) ∼ U(0.0× 10−6, 30.0× 10−6) ∼ N

(
15.0× 10−6, (15.0× 10−6)2

)
h1 ∼ U(0.0, 1.0) ∼ N

(
0.5, (0.4)2

)
hcl (W.mm−2.K−1) ∼ U(0.0× 10−6, 300.0× 10−6) ∼ N

(
150.0× 10−6, (100.0× 10−6)2

)
From these distributions, the design of experiments is constructed using the low discrepancy Sobol

sequences. 512 parameter samples have been generated, and the 512 associated simulations have been
performed. The modeling of the experimental test is performed using the procedure described in
Section 4. The clamping of the base plate has not been modeled, but it is represented by a clamped
condition that has been applied to the nodes on the surface. The calibration was performed on the first
20 simulated beads. This allows reducing the computation time necessary to perform the 512 "Zigzag"
and "Raster" simulations while having a simulation long enough to observe the influence of the thermal
dissipation parameters (convection and radiation) and the effect of the heat loss at the clamp. Indeed,
preliminary studies in the framework of this thesis project have shown that the influence of these
phenomena is complicated to observe for the first beads. It is necessary to wait until the component
accumulates enough heat. A certain number of beads is thus necessary for the calibration of the models.
The time needed for each thermal simulation is about 3 hours, on 8 Cpus. Nevertheless, one of the
significant advantages is that the simulations do not depend on each other. Therefore, they can be
performed simultaneously in parallel on a computing cluster. With the calculation resources available
at Edf, 512 simulations could be carried out in a day.

To simplify the surrogate model to be implemented, the entire temperature field is not taken into
account. The temperature profiles during the fabrication of the first 20 beads at the thermocouple
points are extracted for each of the 512 simulations. For each simulation, the thermocouple curves are
then concatenated so that the output of the surrogate model is an estimate of the temperature curves
at the points of all the experimental thermocouples. This dramatically simplifies the construction of
the surrogate model, its complexity, and thus increases its accuracy. To validate the surrogate model,
cross-validation is used. The sample of 512 simulations is thus subdivided into 10 subsets, and for
each subset, the error is determined. The error of the implemented surrogate model is estimated to be
around 2%, which is a very satisfactory result. The execution time of the surrogate model to achieve
a prediction is about ten milliseconds.

The Mcmc is then run using the surrogate model of the computed temperature profiles for the
first 20 beads and the associated thermocouple experimental data. As for the 1st study, the variance
of the observation ΣDobs

issued for the likelihood calculation is calculated from the symmetrically
disposed thermocouple pairs, and a value of 8.02 (°C) is found. For the prior distributions, the gaussian
distributions used are presented in Table 5.5.

The posterior distributions obtained are made up of 500000 accepted draws, with an acceptance
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rate of approximately 35% for the three calibrations. The first 100000 draws are burn-in. For each
of the three calibrations, the Map is identified from the distributions of each parameter. The three
Maps are designated θ∗z , θ∗r , and θ∗z&r, respectively for the calibration using the "Zigzag" test, using
the "Raster", and both tests. The results are summarized in Table 5.6. All the distributions can also
be studied. For example, the results of the "Zigzag" & "Raster" are presented in Figure 5.16 that
display the accepted samples on a grid in which the diagonals show the 1-dimensional posteriors and
the lower-left half shows the pairwise projections. The corner plots resulting from the calibration step
of the "Zigzag" and for the calibration step of the "Raster" are presented in Appendix A.1.

Table 5.6 – Identified Map for each 3 thermal inverse problems.

Parameters ar fr c η ε0 ε1 h0 h1 hcl
"Zigzag" Map 16.1 1.49 4.99 0.748 0.332 0.339 1.22e-05 0.191 8.07e-05
"Raster" Map 13.1 1.37 5.35 0.747 0.342 0.486 7.81e-06 0.313 1.51e-04
"Zigzag" & "Raster" Map 13.8 1.38 5.01 0.754 0.316 0.276 1.33e-05 0.255 1.27e-04
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Figure 5.16 – Corner plot of the posterior distribution resulting from the calibration step of the
"Zigzag" & "Raster" tests cases. The Map θ∗z&r is represented in blue.
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5.3.4 Numerical results

The posterior distributions and the Maps were identified in the previous section. In the following, the
comparison of the 3 optimal parameters set is performed. In addition, the models are compared with the
other available experimental data (thermocouples, infrared (Ir) thermal imaging, stereo-correlation)
to validate the thermo-mechanical model and the parameter set acquired through calibration. For the
results presented in this section, the thermo-mechanical simulation are performed using a quadratic
element mesh. The simulations are performed using a piecewise linear isotropic hardening constitutive
behavior (Vmis_Isot_Trac model in Code_Aster) with hardening annealing. It should be noted
that the value of the yield strength of the substrates (at ambient temperature) given by the manufac-
turer is higher than the "standard" yield strength of 316L SS (around 340 MPa). This may be due to
transformations on the substrate that result in hardening in the material. The yield strength used for
the simulation is modified for these tests (2nd test case). A data set was found in the literature whose
value at ambient temperature is close to the value given by the manufacturer. The yield strength taken
into account for this section is presented in Table 5.7.

Table 5.7 – Evolution of the yield strength with temperature [188].

Temperature (°C) 20 200 300 400 500 600 700 800 900 1000 1100 1200 1400 3000
σy (MPa) 324 310 302 295 284 278 254 156 72 36 22 20 20 20

It should be noted that another approach exist. In general, the normalised yield strength is a
broadly invariant function of temperature for 316L SS (σy(T )/σy(Troom)), and to use this normalised
variation, scaled by the actual measured yield strength for the actual component taken from the
material certificate.

5.3.4.1 Thermal model results

■ Temperature profiles: Previously, three Maps are estimated from three thermal inverse problems:
"Zigzag" inverse problem, "Raster" inverse problem, and "Zigzag" & "Raster" inverse problem. Since
the calibration steps were done using a surrogate model, it is necessary to ensure that the numerical
simulations associated are well representative of the thermocouple curves. To achieve this thermal
validation, and also to study the different Maps, the "Zigzag" and "Raster" thermocouples data of
the full tests are compared with the computed temperature profiles for each Map.

The "Zigzag" and "Raster" simulations are performed for the 3 parameter sets. Figures 5.17 and
5.18 show the results curves for the 3 parameter sets (in red, green, and blue) and the thermocouple
curves for the whole test and the cooling step. First of all, the trends of the curves are very satisfactory.
Indeed, the experimental and simulated temperature profiles are very similar, even in the zone that
is not used for the calibration. The thermocouples with the greatest difference are thermocouples 1
and 2. This difference can be explained by the simplified modeling selected for the conduction (forced
convection) to simulate the thermal dissipation at the embedding. Nevertheless, the main interest
of these thermocouples lies in the estimation of a thermal transfer at the embedded zone, so this
discrepancy is not problematic. For the other thermocouple data, a good match is observed. The
curves obtained with the θ∗z give the best results, with an average relative error of 4.44% (10.26 °C).
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Figure 5.17 – Comparison of the thermocouples profiles of the "Zigzag" wall test with the tempera-
ture profiles for the 3 Map: in red the experimental data, in blue the computed thermal profiles for
the calibration on the "Zigzag" test, in green the computed thermal profiles for the calibration on
the "Raster" test, and in black computed thermal profiles for the calibration on both tests.
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Figure 5.18 – Comparison of the thermocouples profiles of the "Raster" wall test with the tempera-
ture profiles for the 3 Map: in red the experimental data, in blue the computed thermal profiles for
the calibration on the "Zigzag" test, in green the computed thermal profiles for the calibration on
the "Raster" test, and in black computed thermal profiles for the calibration on both tests.
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Moreover, it is important to highlight that the prediction of temperatures using θ∗r gives very similar
results to the experimental data, with an average relative error of 6.67% (20.22 °C). Finally, the
estimates using θ∗z&r are also very satisfactory, with an error of about 6.50% (16.90 °C), which, not
surprisingly, is in between the error obtained with θ∗z and θ∗r .

For the "Raster" test, the same conclusions as for the "Zigzag" are reached. There is an excellent
estimation of the thermocouples profiles, with an error of 4.81% (19.42 °C) for the simulation with
θ∗r , an error of 6.65% (26.89 °C) for θ∗r , and of 5.75% (23.11 °C) for θ∗z&r. Moreover, the results for
thermocouple 11 are quite different from the numerical estimates. This deviation starts to appear
before the first 20 beads and is obtained for the 3 Maps. This deviation may come from a phenomenon
not taken into account in the simulations. However, since this thermocouple is located under the fusion
line, it is also highly probable that this deviation is caused by a slight detachment or damage of the
thermocouple during the test. Otherwise, this phenomenon could also be explained by the different
morphology of the "Raster" wall and the mesh used for the simulation.

The simulations on the two experiments demonstrated excellent results. Moreover, the simulations
performed with the various Maps have shown that the calibrated parameters of one experiment can be
applied to another experimental test with the same process parameters but a different configuration.
For all the following studies, the optimal parameter set used is the one resulting from the thermal
inverse problem using "Zigzag" & "Raster" : θ∗z&r.

■ Molten pool size evolution: From the simulations, the molten pool sizes are extracted throughout
the test at each time step. To do this, at each time step, the melting temperature isotherm is identified
(at 1400 °C). A "bounding box" is built from the melting temperature isotherm to extract the length,
width, and thickness. These quantities correspond respectively to the molten pool length, width, and
depth. For both tests, the experimental measurements are originated from the IR camera images.

For the "Zigzag" wall test, the length of the molten pool is measured at each bead in the center
of the wall and the cusp is extracted from the thermal camera images. Indeed, there is an oscillation
in the size of the molten pool, which is very elongated in the center of the wall and very localized
but deeper on the ends. The experimentally measured length is shown in blue in Figure 5.19. The
simulation allows extracting the evolution of the molten pool length during the manufacturing of the
"Zigzag" wall, which is represented in red on the same Figure 5.19. The experimental data and the
computed estimations correspond very strongly. Indeed, the numerical curves accurately predict the
size of the molten pool while capturing its general gradual evolution during the test. Moreover, the
estimated and measured orders of magnitude are very similar.

For the "Raster" test, the molten pool length is measured at the middle of each bead (Figure 5.20).
As for the "Zigzag" test, the results obtained are very satisfactory. The estimation of the molten pool
length is very accurate, and its general evolution during the test is well captured.

■ Inter-layer temperature evolution: One of the quantities of interest in the control of welding and
additive manufacturing parts is the inter-layer or inter-bead temperature. Therefore, the temperature
of the elements below the next bead to be deposited is extracted from the simulations. The same
quantity of interest is extracted from the thermal images.

Figures 5.21 and 5.22 show the numerical and the experimental inter-layer temperatures, for the
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42th bead

32th bead

Thermal imaging

Figure 5.19 – Evolution of the molten pool length during the 50 beads "Zigzag" wall test: in
red the computed estimation, and in blue, the experimental measurements.

42th bead

32th bead

Thermal imaging

Figure 5.20 – Evolution of the molten pool length during the 50 beads "Raster" wall test: in
red the computed estimation, and in blue, the experimental measurements.

"Zigzag" and the "Raster" respectively. The blue curve represents the inter-layer temperatures mea-
sured from the thermal camera, and the red the numerical predictions. The results show a very good
match between the numerical predictions and the experimental data for both tests. For the "Zigzag"
test, the inter-layer temperatures converge progressively and stabilize towards the 1700 °C since the
beginning of the new bead is above the end of the previous bead, and thus of the molten zone. On the
contrary, for the "Raster" wall, the new bead deposition starts on the other end of the bead, making
the inter-layer temperature much lower than for the "Zigzag" wall: it converges progressively towards
700-800℃. These orders of magnitude are very well predicted by the simulation, with a good general
trend of the evolution of the curves. The inter-layer temperature results are therefore very satisfactory.
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42th bead

3rd bead

Thermal imaging

Figure 5.21 – Evolution of the inter-layer temperature of the "Zigzag" wall.

42th bead

3rd bead

Thermal imaging

Figure 5.22 – Evolution of the inter-layer temperature of the "Raster" wall.

5.3.4.2 Free end displacement evolution

During the calibration of the thermal model, a probability distribution is obtained for each param-
eter. The Map is determined from these posterior probability distributions. Figure 5.23 shows the
displacement field after cooling for the "Zigzag" and "Raster" test with the Map parameter set: θ∗z&r.
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a) « Zigzag » b) « Raster »

Displacement (mm)

Figure 5.23 – Displacement field of the "Zigzag" and "Raster".

In order to study the influence of the variation of the thermal parameters on the mechanical model,
20 sets of parameters among the 400000 draws accepted during the Mcmc are selected randomly. Then,
the associated 20 thermo-mechanical simulations are performed in order to have a first propagation
of uncertainty. Figures 5.24 and 5.25 represent the profile of the simulation with the Map of the
parameters, as well as the 95% confidence interval deduced from the 20 simulations for the "Zigzag"
and the "Raster". In blue are represented the experimental displacement profiles obtained from the
stereo-correlation data.

The numerical profiles of the "Zigzag" test have a very similar trend as the experimental profile.
The displacement oscillations are of the same "shape": there are in phase with amplitudes of the same
order of magnitude. For the first 20 beads, the numerical results and the experimental profile are very
close, to the point that the experimental profile is within the 95% confidence interval of the numerical
curves. However, from the middle of the test, a progressive overestimation of the displacement is
observed until the end of the test. This phenomenon can have multiple causes. One of them is that
the yield strength considered may not be perfectly adapted to the material. It is also possible that the
other parameters of the constitutive law are not perfectly adapted for long-duration tests. Indeed, the
behavior law used was calibrated for welding operations. For the Waam process, the manufacturing
time is much longer, the cycles are more numerous, and the component temperature is higher. These
last two points can also be at the origin of the divergence. The behavior law used is of the isotropic
piecewise linear hardening model with hardening annealing. Since the cycles are rather numerous, a
hardening model more adapted to the cyclic phenomena might be more relevant. Therefore, the use
of a elasto-viscoplastic type law could be judicious. Moreover, the manufactured wall continuously
accumulates heat, increasing viscous phenomena and thermal creep.

For the "Raster" test (Figure 5.25), the same findings and conclusions as the ones for the "Zigzag"
test are made. The numerical curves and the experimental profile trends are very similar, with oscilla-
tions well in phase. The results are overall very satisfactory. The same phenomenon of overestimation
of the displacement is observed starting from the middle of the test. However, it seems slightly weaker
than for the "Zigzag" test. This may be consistent with the hypothesis that heat accumulation in the
part is one of the leading causes of this slight divergence. Indeed, the experimental data and curves
presented above highlight the fact that the "Raster" accumulates less heat than the "Zigzag" due to
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a) ”Zigzag” test case: displacement along z-axis
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b) ”Zigzag” test case: displacement along x-axis
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Figure 5.24 – Experimental (in blue) and computed (in green) deflection profiles evolution of the
"Zigzag" wall: a) Displacement along the z-axis, b) Displacement along the x-axis.

the deposition strategy and the 6 seconds of cooling between the beads.

These results open up many possibilities for future work. First, it would be interesting to perform
a similar test with a cooling strategy, considering, for instance, an idle time between the beads. Such
a test will allow investigating if the divergence phenomenon comes from the heat accumulation in the
part. In addition, it would be interesting to perform this test on a virgin hardening state base plate
to use the available elasto-viscoplastic constitutive behavior.
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b) ”Raster” test case: displacement along x-axis

Experimental data
Computed displacement using MAP parameters set
95% confidence interval

Figure 5.25 – Experimental (in blue) and computed (in green) deflection profiles evolution of the
"Raster" wall: a) Displacement along the z-axis, b) Displacement along the x-axis.

5.3.4.3 Residual stresses

Figures 5.26 and 5.27 show the stress fields for the "Zigzag" and "Raster" test for the Map θ∗z&r.
The general finding that emerges is that the stress fields seem very similar for both tests, despite
the difference in manufacturing path. It is highlighted that stresses in the welding direction are
predominant, which is an observation that is consistent with that observed for welding. In addition,
a concentration of contraction is observed at the geometric singularities, which is quite obvious. Due
to the action of the input material (the wall), the base plate is subjected to bending stresses, which
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explains the tension/compression stress profile. A more symmetrical stress distribution of the residual
stresses is observed for the "Zigzag" case than for the "Raster" case. This is in agreement with the
unidirectional aspect of the "Raster" and the alternating aspect of the "Zigzag". This highlights the
effect of the deposition pattern.

Figure 5.28 presents the uncertainty propagation study of the thermal parameters on the stress
fields. The standard deviation field of each component of the stress tensor (σxx, σyy, σzz, σxy, σxz,
σyz) is built from the 20 thermo-mechanical simulations of each test as shown in Figure 5.28 (for the
σxx, σyy and σzz components). The average standard deviations for each stress tensor component and
each test are shown in Table 5.8. To get a better idea of the distribution of standard deviations, a
histogram of all the concatenated standard deviation of each component and for each node is shown
for both tests in Figure 5.28. The histograms show that the standard deviations are localized towards
the small values, with a mean of 4.5MPa for the "Zigzag" and 5.1MPa for the "Raster", and a median
of 3.0MPa for the "Zigzag" and 3.2MPa for the "Raster".

Table 5.8 – Mean standard deviation of the residual stress fields of the 3 stress components σxx, σyy,
and σzz for the two tests (MPa).

Stress tensor component (MPa) "Zigzag" "Raster"
σxx 3.3 4.7
σyy 4.4 5.4
σzz 1.2 1.7
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Stress (MPa)

a) « Zigzag » b) « Raster »

Figure 5.26 – Residual stress fields of the 3 stress components σxx, σyy, and σzz for the two tests: a)
"Zigzag", b) "Raster".
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a) S1 profile

b) S2 profile

c) S3 profile

Figure 5.27 – Residual stress profiles of the 3 stress components σxx, σyy, and σzz for the two tests
on 3 sections: a) "Zigzag", b) "Raster".
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(MPa)

Figure 5.28 – Standard deviation of the residual stress fields of the 3 stress components σxx, σyy,
and σzz for the two tests: a) "Zigzag", b) "Raster".
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5.3.5 Conclusion of the study

This study consists in the conduction and the analysis of two well-instrumented tests. The two experi-
ments are performed with similar process parameters, but with different path or shape configurations.
The purpose of such a study is to see if the calibration of the thermal model parameters on a test can
be used for another test with the same process parameters. The results showed that this is possible
and once again demonstrated the performance of the methodology used to solve the thermal inverse
problem. Moreover, in this study, the models are validated on multiple physical quantities. In addition
to the thermal validation using thermocouple data, the thermal model showed high performance in
estimating the length of the molten pool, which is found in good agreement with the molten pool
measured by the thermal camera. Moreover, the simulation allows a very good estimation of the inter-
layer temperature trend, which is defined in this section as the temperature of the part below the
starting point of the deposit of a new bead. In conclusion, despite a calibration step performed only
with thermocouple data, the prediction of the molten pool length and inter-layer temperature is very
satisfactory.

The second step of validation concerned the mechanical model. As indicated in the section, the
constitutive behavior law used is a piecewise linear isotropic hardening model, whose yield stress is
adapted due to the fact that the base plate was originally hardened. The results of the mechanical
model are compared with the displacement profiles of the free extremity of the base plate obtained
using stereo correlation. For this comparison, several mechanical simulations are performed, with
draws from the posterior parameter distributions. In this way, a first propagation of uncertainty from
the thermal parameters to the mechanical predictions is made. The results seem very satisfactory and
open several perspectives for the choice of the constitutive behavior.

This experimental test has been used in other studies which are presented in Appendices A.2, C,
and D. Initially, a complementary test at the two walls was carried out to validate the calibration
step: a cylinder. In Appendix A.2, the thermal results of the cylinder for the calibrated parameters
are presented. Appendix C covers a thermal sensitivity study of this test at the scale of the "Zigzag"
wall, not just at the point of thermocouples. Finally, a model selection study to identify which heat
dissipation model is most suitable is presented in Appendix D.
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5.4 3rd use case: NeT Network consortium Task Group 9 (TG9)

5.4.1 Introduction and objectives

The experiments presented in this section compares models and experimental measurements on residual
stresses. The experimental tests were carried out at the University of Montpellier in the framework of
the European Network on NeT program (Neutron Techniques Standardisation for Structural Integrity).
This experimental test case is named TG9 for Task Group 9.

The interest of these tests is that they were very well-instrumented from a mechanical point of
view, with continuous measurement of the displacement of the free end of the base plate during the
tests, and with residual stress measurements carried out on several profiles at the end of the test. In
this section, these data are compared to the computed results obtained using the thermo-mechanical
model implemented. Moreover, this comparison is carried out considering all the available constitutive
behaviors presented in Chapter 4, with and without hardening annealing. Its again important to
specify that these models have not been fitted on the same experimental dataset, and potentially
do not match the same material. Thus, the objective is not to perform a sensitivity analysis on
the hardening modeling approach, by to have a first discussion on the constitutive behavior models
associated with the available parameter sets for the Waam residual stresses prediction.

The main objectives of this section are the following:

• Modeling and calibration on an experimental test case with another welding process: Gmaw

with Cmt transfer mode,

• Comparison of the stresses experimentally measured and predicted by the simulations for different
constitutive behaviors and modeling of hardening.

All residual stress measurements were performed by the Task Group 9 (TG9) in the European
Network on Neutron Techniques Standardisation for Structural Integrity (NeT) [132].

5.4.2 Description of the experimental setup

The experimental study is carried out on the Waam Pro 3D additive manufacturing platform of the
Iut of Nîmes. The arc welding equipment used is Gmaw with Cmt transfer mode. The Gmaw-

Cmt welding torch is mounted on a Kuka KR 16 6-axis robot. This experimental study consists of
two experiments. Both tests are performed in the same configurations and with the same process
parameters. The difference between the two tests is that one of them is a single-bead, while the other
consists of 5 beads. They are called respectively in this manuscript the "single-bead" and the "five-
beads" tests. The following description is the description of the test "five-beads", but it can also apply
to the "single-bead" test, the only difference being that there is a unique bead.

The "five-beads" experimental case TG9 consisted of a superposition of five 100mm long weld
beads. The beads are deposited with alternating welding direction ("Zigzag" deposition strategy) as
shown in Figure 5.29. The base plate used is a rectangular plate of 124mm long, 50mm height, and
6mm thickness. The part is fixed on one end with a screw. The other end of the plate is free in order
to study the evolution of the displacement. The beads deposited are centered on the base plate. The
material used for the base plate and the filler material is 316L SS. The shielding gas is composed of
98% Argon and 2% CO2. The process parameters are chosen in such a way as to obtain a bead of
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good appearance and dimensions. The diameter of the 316L SS wire feed is 1.2mm, and the flow rate
of the material input is fixed at 14 L/min. The workpiece-nozzle distance is set at 15mm. The process
parameters are adapted for optimal manufacturing. During the deposition of the first layer, the energy
and the speed of wire feed are higher than for the other four following layers. In addition, an idle time
of 35 s is established between each bead. Furthermore, at the beginning of each bead, there is a dwelling
time during which the torch is held in position for 0.5 second. This ignition step is deemed necessary
to stabilize the arc and the molten pool. Table 5.9 summarizes the process parameters associated with
the TG9 experimental test:

Table 5.9 – Process parameters used for the TG9 test case.

Welding parameter First layer Other layers
Process type Cmt Cmt
Voltage U (V) 13.0 13.0
Intensity I (A) 107.0 86.0
Travel speed Vs (ms−1) 0.007 0.007
Maximal stroke rate (mmin−1) 3.2 2.5
Idle time (s) 15 15
Dwelling time (s) 0.5 0.5

d

Figure 5.29 – Macrograph of the "five-beads" test at different sections. Images from the PhD thesis
of Cambon et al. [100].
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124 mm
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Clamped zone 4 mm

1st bead: 2.15 mm

2nd to 5th bead: 1.68 mm
≈8.9 mm

Wall section

Figure 5.30 – TG9 "five-beads" full test: wall dimensions.

5.4.2.1 Instrumentation

Several physical quantities are measured during the manufacturing process: the voltage, the current,
the temperature using thermocouples, the size of the molten pool, and the displacement at the free
end of the base plate. Other analyses are also carried out a posteriori once the manufactured part had
completely cooled down to ambient temperature: the morphology of the deposits is investigated by
macrography analysis, the metallurgical analysis is performed using Electron Back Scattered Diffraction
(Ebsd), and the residual stresses are measured using a neutron diffractometer. In this study, only some
of these data will be considered. For more information, one can refer to the work of Cambon et al.
[70, 100] which presents these tests in a clear and detailed way.

■ Thermocouples: For the "five-beads" test, the temperature is measured at four points using 0.5mm

diameter type K thermocouples during the manufacturing process and the subsequent cooling step to
room temperature. The acquisition rate is 20Hz during 2500 s. The thermocouples are positioned in-
depth in the base plate. They are inserted in holes of a diameter equal to 1 mm and a depth of about
1 mm, and are fixed on the bottom of the hole using metallic glue. The positions of the thermocouples
are shown in Figure 5.31.

■ Displacement evolution: The vertical displacement of the free edge of the sample is recorded
during the deposition and the beginning of the cooling step using a profilometer with an acquisition
rate of 0.2Hz during 800 s for both the "single-bead" and the "five-beads" tests. The used profilometer
is a laser line profile sensor Micro-Epsilon ScanControl LLT 26xx-25. The evolution of the displace-
ment along the z-axis over time is obtained by averaging the points of the measured profile for each
measurement time. The profilometer is located under the base plate free end, as represented in Figure
5.32 with a blue arrow.
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Thermocouples 3 & 4 (x = 2 mm)

Thermocouple 2 (x = 2 mm)
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Figure 5.31 – TG9 "five-bead" test: thermocouples locations.

■ Residual stresses: After the manufacturing and the cooling steps of the TG9 component, the
residual stresses in different directions are measured for both the "single-bead" and the "five-beads"
tests. The measurement campaign was conducted by Dr. Robert Wimpory in the "Helmholtz-Zentrum
Berlin für Materialien und Energie" as part of the NeT network consortium (Neutron Techniques Stan-
dardization for Structural Integrity), and more specifically in Task Group 10, which focuses on additive
manufacturing topics. This task group uses a nuclear reactor as a continuous neutron source. The
measurements for the analysis of strains and residual stresses are performed with the E3 diffractometer
on the BER II research reactor [189]. The residual stresses are estimated from the measured strains
using Hooke’s law with the assumption of plane stresses, which is justified by the configuration of the
test (small thickness compared to the other dimensions). The method of characterization of stresses
by diffraction is based on the estimation of the lattice strain from the inter-atomic distance. The latter
is obtained from the diffraction angles using Bragg’s law [190]. For the "single-bead" test, the stress
measurements are carried out on four profiles S1, S2, S3, and S4, as shown in Figure 5.32-a. For the
"five-beads" test, the stress measurements are taken according to the single profile S5 shown in Figure
5.32-b. The different experimental stress profiles are presented in Figures 5.39, 5.40, 5.41, 5.42, 5.43,
5.44, 5.45, 5.46, 5.48, and 5.49 in the comparative study of numerical and experimental results.

From the process parameters presented in Table 5.9, the height and width of the 1st beads are
evaluated at 2.15mm and 4mm, and the others at 1.68mm and 4mm, as shown in Figure 5.30. The
generated mesh for the full "five-beads" test (also used for the "single-bead" test) is made of about
42000 hexahedral elements. For the calibration, the linear elements mesh is used (about 51000 nodes).
For the results of the numerical results section, the same mesh but with quadratic elements is preferred
for the thermo-mechanical simulations (about 200000 nodes).
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a) « Single-bead » test b) « Five-bead » test

z

y

10 mm

85 mm

56 mm
47 mm

62 mm

x

Figure 5.32 – a) TG9 nominal "single-bead" test: residual stress measurement profiles S1, S2, S3
and S4 are shown in green, and the displacement measurement location during the test is indicated
with the blue arrow, b) TG9 full "five-beads" test: residual stress measurement profile S5 are shown
in green, and the displacement measurement location during the test is indicated with the blue ar-
row.

5.4.3 Thermal model parameters calibration

The calibration step is performed on the complete experimental "five-beads" test. The duration of the
experimental test simulated is 500 seconds. For this test case, eight parameters are to be identified.
Unlike the two previous studies (wall configurations), the width of the heat source is not imposed at
the width of the part. The thermal losses coefficients are considered constant and not temperature-
dependent, simply using ε and h. Indeed, as the test has a quite short duration, and since there is only
a little heat accumulation, it does not seem necessary to take into account a possible dependence of
these parameters on temperature. The thermal dissipation at the clamped zone is also included in this
study. The distributions of these parameters are chosen based on the same expertise and studies as
those presented in Section 5.3. The DoE distributions of the eight parameters are presented in Table
5.10.

Table 5.10 – Parameters to be calibrated, with the sampling distribution for the Pce surrogate
model training and the prior distribution for the Mcmc algorithm calibration step.

3rd test case: Parameters Sampling distribution Prior distribution
ar (mm) ∼ U(3.0, 18.0) ∼ N

(
8.0, (7.0)2

)
fr ∼ U(1.10, 1.70) ∼ N

(
1.4, (0.25)2

)
b (mm) ∼ U(1.0, 10.0) ∼ N

(
5.0, (3.0)2

)
c (mm) ∼ U(1.0, 10.0) ∼ N

(
5.0, (3.0)2

)
η ∼ U(0.50, 0.95) ∼ N

(
0.75, (0.4)2

)
ε ∼ U(0.20, 0.80) ∼ N

(
0.35, (0.15)2

)
h (W.mm−2.K−1) ∼ U(0.0× 10−6, 30.0× 10−6) ∼ N

(
15.0× 10−6, (15.0× 10−6)2

)
hcl (W.mm−2.K−1) ∼ U(0.0× 10−6, 300.0× 10−6) ∼ N

(
150.0× 10−6, (100.0× 10−6)2

)
From these distributions, the design of experiments is constructed using the Sobol sequences with

low discrepancy. 512 parameter samples have been generated, and the 512 associated simulations have
been performed. The modeling of the experimental test is performed using the procedure described
in Section 4. The mesh generated consists of 23112 hexahedral linear elements (29750 nodes in total).
The calibration was performed on the five simulated beads with a cooling stage. The duration of each
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thermal simulation is about 1 hour, on 8 Cpus.
To construct the surrogate model, the temperature evolution at the thermocouple points during the

manufacturing of the first 20 beads are extracted for each of the 512 simulations. The thermocouple
curves are then concatenated for each simulation so that the output of the surrogate model is an
estimate of the temperature curves at the points of all the experimental thermocouples. The error of
the implemented surrogate model is estimated to be around 1.5%, which is a very satisfactory result
(Figures 5.33 and 5.34). The execution time of the surrogate model to achieve a prediction is about
ten milliseconds.

For the Mcmc, as for the 1st study, the variance of the observation ΣDobs
issued for the likelihood

calculation is calculated from the symmetrically disposed thermocouple pairs 3-4: 8.02 (°C). For the
prior distributions, the gaussian distributions used are presented in Table 5.10.
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Figure 5.33 – Corner plot of the posterior distribution resulting from the calibration step of the
TG9 test case. The Map is represented in blue.
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Thermocouple 1 Thermocouple 3 Thermocouple 4

Figure 5.34 – In black the experimental data, in blue the surrogate model estimation using the
Map, with the 95% confidence interval.

Table 5.11 – Identified Map for the TG9 test case.

Parameters ar fr b c η ε h hcl
Map 1.06e+01 1.39e+00 6.76e+00 5.36e+00 7.36e-01 3.22e-01 1.68e-05 1.47e-04

5.4.4 Numerical results

In the first part of this section, a thermal validation is first carried out by comparing the thermocouple
data with the numerical simulation thermal profiles using the Map parameter set. The second part of
this section focuses on the validation of the mechanical model. The residual stress and displacement
data (free end displacement evolution) experimentally acquired for the TG9 "single-bead" and "five-
beads" TG9 test are compared with the thermo-mechanical simulations for all the available constitutive
laws presented in this manuscript, with and without hardening annealing. Such a study is made in
order to validate the thermo-mechanical model and to discuss the constitutive laws and the hardening
modeling choices.

5.4.4.1 Thermal results for the full "five-beads" test

This subsection focuses on the thermal validation of the model (after calibration) on the "single-bead"
test and the full "five-beads" test that was partly used for calibration. As for the previous studies, the
calibration step allowed finding the Map of the distribution of the parameters and showed an excellent
correspondence with the surrogate model. The complete thermal simulation must now be compared to
the thermocouple data to validate this parameter set. Figures 5.35 and 5.36, on which the numerical
and experimental curves are compared, show a very good correspondence. Indeed, absolute errors of
9.5°C and 15.5°C are respectively found for thermocouple 2 and thermocouples 3− 4, which are very
satisfactory.
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Figure 5.35 – Comparison of computed and experimental temperature profiles of the thermocouple
2.
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Figure 5.36 – Comparison of computed and experimental temperature profiles of the thermocouples
3-4.

5.4.4.2 Mechanical results

In this section, the experimental mechanical data are compared for all available and defined behav-
ior laws for the welding simulation performed at Edf to evaluate the developed numerical model
and to have a first impression of the most suitable constitutive behavior models. The constitutive
laws used in this section are all the ones presented in Section 3.4: the elasto-plastic constitutive laws
Vmis_Isot_Line, Vmis_Isot_Trac, Vmis_Cine_Line, Vmis_Ecmi_Line, Vmis_Cin1_Chab

both with and without hardening annealing, and the elasto-viscoplastic constitutive law Visc_Cin1_Chab
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without hardening annealing. The use of hardening annealing is noted as "Anneal" in the following
figures. The experimental data are extracted from 2 experimental tests: the first test focuses only on
the first bead followed by the cooling step. The second one takes into account the complete test, i.e.,
the carrying out of the "five-beads", followed by the cooling step (Figure 5.37).

x

y

z Stress (MPa)

Figure 5.37 – "Five-beads" test residual stress fields using the Vmis_Cine_Line behavior model
with hardening annealing.

■ "Single-bead" test - Free end displacement evolution: The evolution of the deflection at the
free end is measured experimentally using a laser sensor for the "single-bead" experimental test during
the manufacturing and the post-fabrication cooling step. In Figure 5.38 are compared the experimental
and numerical profiles: in blue is represented the experimental curve and the continuous curves are the
numerical predictions, each corresponding to a different behavior law. Figure 5.38 shows that the trend
of the numerical curves and the experimental curve are very close, with displacement amplitudes of the
same order of magnitude. Moreover, the residual displacement, i.e., at the end of the manufacturing
process, stabilizes at about 0.6mm after returning to room temperature. The curves highlight that
the kinematic hardening Vmis_Cine_Line behavior provides the best estimates, with an absolute
error of 0.033 mm. The results are also very good for the kinematic hardening Vmis_Cine_Line with
hardening annealing and the mixed hardening Vmis_Ecmi_Line law without and with the hardening
annealing. The worst estimate is obtained for the behavior law Vmis_Cin1_Chab with an absolute
error of about 0.27 mm. Nevertheless, it is important to note that for a large number of the behavior
laws considered, the results are very satisfactory.

■ "Single-bead" test - Residual stresses: In Figures 5.39, 5.40, 5.41, and 5.42 are represented the
longitudinal residual stresses along the z-axis and the transverse residual stresses obtained by neutron
diffraction strain measurements, respectively. The experimental measurement points are represented
in blue. The continuous curves are the numerical profiles obtained for all the behavior laws available
for welding simulations. The first finding is that the longitudinal stress curves of the profiles S1 and
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Figure 5.38 – Evolution of the free end displacement along the z-axis during the complete TG9
nominal "single-bead" test. In blue, the experimental measurements, and in solid line the numeri-
cal predictions for different constitutive behaviors.

S2 presented have an "S" profile very characteristic of the residual stress curves usually measured for
welding operations [191]. On the experimental stress profile, three loading zones are identified. A first
tensile zone is obtained in the lower part of the specimen. The material deposited and the zone below
it are also in tension. The curves extracted from numerical simulations very well respect this trend.
Moreover, the orders of magnitude of the numerical and experimental values seem to match well. The
experimental profiles of the transverse stresses of the sections S1 and S2 are very close to zero, with
some variations at the Haz (Heat Affected Zone). The corresponding numerical predictions seem to
be in adequacy with the experimental curves.

Figures 5.43 and 5.44 show the curves of the stress measurements according to the profile S3. The
first finding is that there is little difference between the numerical curves using the different behavioral
laws and the experimental curve, either for the longitudinal or the transverse stress profiles. Moreover,
the trend of the numerical results coincides with the experimental profile, with a slight underestimation
of the longitudinal stresses. The curves show that the Chaboche elasto-plastic constitutive behavior
(Vmis-Cin1-Chab model) provides the best estimates, with an absolute error of 10.7 MPa. For the
transverse stresses, given the strong similarity of the numerical profiles, studying the average error
on all the laws is more interesting than identifying the more fitting one. The average error for the
transverse stresses is 9.14 MPa.

Still with regard to the residual stresses for the "single-bead" test, the stress measurements ac-
cording to the profile S4 are presented in Figures 5.45 and 5.46. The first finding is that the stress
state is rather constant for both longitudinal and transverse stresses (around 225 MPa for longitudinal
stresses and 0 MPa for transverse stresses). The general trend is similar between the numerical and
experimental profiles. For longitudinal stresses, the use of the piecewise linear isotropic hardening
behavior (Vmis_Isot_Trac model) seems to be the most suitable, with an absolute error of 13.6
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Figure 5.39 – Longitudinal stress profile on the S1 section for the TG9 "single-bead" test: in blue
the experimental measurements, in solid line the numerical predictions for different constitutive be-
haviors, and in bold, the curve closest to the experimental data.
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Figure 5.40 – Transverse stress profile on the S1 section for the TG9 "single-bead" test: in blue the
experimental measurements, in solid line the numerical predictions for different constitutive behav-
iors, and in bold, the curve closest to the experimental data.

MPa. The linear isotropic hardening behavior also provides good results, as well as the kinematic or
the mixed hardening with hardening annealing. On the contrary, the Chaboche constitutive behavior
(Vmis_Cin1_Chab model) with the hardening annealing seems to give, once again, the most distant
profile, with an absolute error of 105 MPa. Concerning the transverse stresses, the numerical profiles
are very similar, with an average error in comparison with the experimental profile of 18.8 MPa.
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Figure 5.41 – Longitudinal stress profile on the S2 section for the TG9 "single-bead" test: in blue,
the experimental measurements, in solid line, the numerical predictions for different constitutive be-
haviors and in bold the curve closest to the experimental data.

0.00 0.01 0.02 0.03 0.04 0.05
Position along z-axis (mm)

−200

−100

0

100

200

300

Tr
an

sv
er

se
st

re
ss

σ
yy

(M
Pa

)

S2 transverse stress profile

VMIS-ISOT-TRAC
VMIS-ISOT-TRAC Anneal
VMIS-ISOT-LINE
VMIS-ISOT-LINE Anneal
VMIS-ECMI-LINE
VMIS-ECMI-LINE Anneal
VMIS-CINE-LINE
VMIS-CINE-LINE Anneal
VMIS-CIN1-CHAB
VMIS-CIN1-CHAB Anneal
VISC-CIN1-CHAB
Experimental data

Figure 5.42 – Transverse stress profile on the S2 section for the TG9 "single-bead" test: in blue, the
experimental measurements, in solid line, the numerical predictions for different constitutive behav-
iors, and in bold the curve closest to the experimental data.

To conclude on the residual stresses for the "single-bead" test, the numerical results are very
satisfactory. Indeed, similar trends are observed for all characterized stress profiles, both longitudinal
and transverse. If the error is calculated on all the stress profiles, the behavior law for which the error
is the lowest is the kinematic hardening Vmis_Cine_Line with hardening annealing, with an average
absolute error of 23.1 MPa. Moreover, all the constitutive laws considered seem to give predictions of
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Figure 5.43 – Longitudinal stress profile on the S3 section for the TG9 "single-bead" test: in blue,
the experimental measurements, and in solid line, the numerical predictions for different constitutive
behaviors. In bold is represented the curve closest to the experimental data.
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Figure 5.44 – Transverse stress profile on the S3 section for the TG9 "single-bead" test: in blue,
the experimental measurements, and in solid line, the numerical predictions for different constitutive
behaviors. In bold is represented the curve closest to the experimental data.

high quality with the exception of the Chaboche laws.

■ "Five-beads" test - Free end displacement evolution: The evolution of the deflection at the
free end is measured experimentally with a laser sensor. In Figure 5.47, the experimental curve is
shown in blue, along with the error interval obtained from the dispersion of the measurements. This
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Figure 5.45 – Longitudinal stress profile on the S4 section for the TG9 "single-bead" test: in blue,
the experimental measurements, and in solid line, the numerical predictions for different constitutive
behaviors. In bold is represented the curve closest to the experimental data.
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Figure 5.46 – Transverse stress profile on the S4 section for the TG9 "single-bead" test: in blue,
the experimental measurements, and in solid line, the numerical predictions for different constitutive
behaviors. In bold is represented the curve closest to the experimental data.

Figure shows that the residual displacement stabilizes at about 0.5 mm at the end of the fabrication,
after returning to room temperature. The other curves in this Figure correspond to the estimates
made using the different behavior laws. At first, it can be observed that the general trend of the
numerical curves is in agreement with the experimental curve, with a good correspondence between
the displacement peaks. The constitutive law that seems to give the most satisfactory results is
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the isotropic hardening (Vmis_Isot_Line model) with an absolute error of about 0.052mm. The
mixed hardening model with or without hardening annealing also gives very good estimates with
errors of about 0.06mm. Nevertheless, one behavior seems much less suitable than the others: the
Chaboche Vmis_Cin1_Chab model. The results obtained and presented are thus, on the whole,
very satisfactory.
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Figure 5.47 – Evolution of the free end displacement along the z-axis during the complete TG9 test
(5 beads). In blue are represented the experimental measurements, and in solid line, the numerical
predictions for different constitutive behaviors.

■ "Five-beads" test - Residual stresses: As for the "single-bead" test presented above, the longi-
tudinal and transverse residual stresses along the z-axis experimentally obtained by neutron diffraction
are represented in Figures 5.48 and 5.49, respectively. The first finding is that the experimental stress
trend (tension, compression) coincides with the longitudinal stress profiles. Moreover, the transverse
stresses are very close to zero. For the longitudinal stresses, the numerical results and the experimental
measurements are in very good agreement. Indeed, the maximum values of the different curves are
very close, and the trends are very similar. For the estimation of the longitudinal stresses, the kine-
matic Vmis_Cine_Line model or mixed hardening Vmis_Ecmi_Line model seems to be the most
suitable, with an average absolute error of 13.5 MPa. On the contrary, the elasto-plastic Chaboche
constitutive behaviors with hardening annealing (Vmis_Cin1_Chab) have the largest deviation from
the experimental data. For the transverse stresses, the numerical curves are relatively close to the ex-
perimental curves. As for the "single-bead" test, it is not particularly relevant to identify a specific
law and the average error for all laws combined is 10.5 MPa. Combining longitudinal and transverse
stress data, the kinematic or mixed hardening constitutive laws provides the best prediction.
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Figure 5.48 – Longitudinal stress profile on the S5 section for the TG9 "five-beads" full test. In blue
are represented the experimental measurements, and in solid line, the numerical predictions for dif-
ferent constitutive behaviors. In bold is shown the curve closest to the experimental data.
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Figure 5.49 – Transverse stress profile on the S5 section for the TG9 "five-bead" full test. In blue
are represented the experimental measurements, and in solid line, the numerical predictions for dif-
ferent constitutive behaviors. In bold is shown the curve closest to the experimental data.

5.4.5 Conclusion of the study

The objective of this test is to perform a complementary validation of the mechanical model. After a
thorough and accurate calibration of the thermal parameters on the complete test and a validation on
the "single-bead", the mechanical simulations are carried out.
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The numerical and experimental deflection profiles of the support are found in good agreement,
both in terms of trend and numerical values. The constitutive behavior which gives the best estimate,
given the parameters considered, is the kinematic or Prager mixed hardening models (with and without
hardening annealing), both for the "single-bead" and the "five-beads" tests.

Regarding the residual stresses, the experimental measurements and the numerical predictions
on the two previous tests ("single-bead" and "five-beads") show good correspondence. Indeed, the
previous discussions have highlighted the similarity of the profiles and orders of magnitude. For both
the "single-bead" and "five-beads" tests, the kinematic hardening model is identified as the more
suitable behavior.

Since the tests are performed under the same conditions and with the same process parameters, an
optimal behavior model can be identified using all available data. The most appropriate seem to be the
kinematic or Prager mixed hardening models with or without the hardening annealing. Although this
behavior has the lowest error, several other behaviors seem to also provide very accurate results, with
a slightly higher error. It is the case, for instance, of the linear or piecewise linear isotropic hardening
models. However, this choice should be taken with caution, given the small number of beads in the
test. Indeed, a higher number of beads could possibly accentuate the possible discrepancy between
the stress predictions and the experimental curves. The impact of hardening annealing is not strongly
visible. This is most likely due to the fact that, for both tests, there is not much cycling and the
duration of the test is short, and thus has little heat build-up. Moreover, the results show that the
simplest constitutive behaviors, coupled with the material behaviors used, give better results than the
Chaboche hardening models.

Most welding studies on 316L SS show a different ranking of material models and agree with the
fact that mixed hardening models (mainly Chaboche) are the most accurate when correctly fitted
to relevant data. The predicted through-wall profile for the Chaboche models (Vmis_Cin1_Chab

and Visc_Cin1_Chab) suggests that their yield strength is too low, since they show evidence of
yielding on the back face. However, if the models were fitted on different experimental test cases with
different configurations and loading, then they may deviate for this reason. Therefore, it is important,
if hardening models are to be compared, that they are fitted to similar, representative, tensile and
isothermal cyclic data, and compared first for the quality and nature of their representation of both
monotonic and isothermal cyclic data before using in a welding simulation. Otherwise, there is no
guarantee that deviations between models in the welding simulation are not due to either being fitted
to different material heats, or due to quirks of the fit. The figures presented in Appendix E show
that the monotonic response to a tensile test is clearly different between the Chaboche models and the
others. This could be explained by the fact that the tests are made of a few beads (1 and 5), which
makes the cyclic behavior have little influence and may be the Chaboche models used were fitted to
the saturated cyclic response, inducing the too low monotonic yield strength observed.

To conclude, for the two tests presented above, the numerical results correspond well to the experi-
mentally observed trends. Figure 5.50 summarises the results of the experimental stress profiles of the
two tests and the numerical results for the model Vmis_Cine_Line which gives the closest profiles.
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Figure 5.50 – Comparison of residual stress measurements and computational results for the mate-
rial behavior that gives the closest results, using the kinematic hardening model Vmis_Cine_Line
with hardening annealing on the "single-bead" and the "five-beads" tests.
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5.5 4th use case: Afh block with cooling devices and idle time

5.5.1 Introduction and objectives

Among the most important quantities of interest when controlling multipass and Waam welding op-
erations are the inter-layer temperatures and the idle time between two successive layers. Selecting a
cooling strategy is particularly important to control the manufacture of a component and ensure an
appropriate residual state. The first possible strategy is a time-controlled inter-layer cooling, i.e., an
idle time between the layers or a different idle time per layer defined beforehand. The second possible
strategy is a temperature-controlled inter-layer cooling for which a cooling criterion is defined. This
means that, as long as the temperature is higher than this criterion, the cooling of the part continues.
However, these quantities remain difficult to measure and control, especially in the case of a compo-
nent with several hundred layers. In fact, before carrying out production, it is not easy to predict the
inter-layer temperature reached for a specific cooling time for each layer, and vice versa, the cooling
time needed to respect a target inter-layer temperature. In general, they are chosen by experimental
expertise.

Numerical simulations allow for the prediction of these quantities of interest. Thus, an adequate
cooling time per layer can be provided at the end of the calculation, in addition to the thermal field
and the other quantities of interest.

It is necessary to define the target inter-layer temperature beforehand. This quantity can be
defined differently. Therefore, in this study, numerical tools have been implemented in the simulations
to extract the different quantities usually considered. For each layer k, the thermal simulations return
the average temperature of the nodes of the current layer k, the maximum temperature, but also the
average of the temperatures of the group of nodes below the first elements of the layer k + 1. Figure
5.51 schematizes these quantities of interest.

Mean inter-layer temperature of kth layer
or

Maximal inter-layer temperature of kth layer Mean temperature under the first 
activated elements of k+1th layer

Figure 5.51 – Schematic illustration of the inter-layer temperature.
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In order to study the inter-layer temperatures and cooling times between two successive layers, this
section will focus on specific tests performed within the Afh consortium. Indeed, various experimental
test campaigns have been carried out within the framework of Afh to explore the process parameters
and their relationships for several kinds of materials, including austenitic 316L SS. One of the objectives
of these test campaigns is to set up a "repeatability test" to ensure the reproducibility of the tests
and good control of the manufacturing process. To do so, one specific test configuration on a block
has been selected to be implemented four times. However, the control of the inter-layer temperature
has been identified as a major obstacle, preventing the carrying out of these "repeatability tests" in
the exact same conditions. Indeed, this implies real-time experimental measurements of the inter-layer
temperature, which makes manufacturing automation difficult. Moreover, one of the requirements of
Afh for the "repeatability test" is to ensure that it will be conducted in less than a day.

The general objective of this fourth study is to determine the cooling duration needed to respect a
target inter-layer temperature that allows the tests to be carried out in less than a day. All this aims
to ensure proper planning, automation, and repeatability of the experimental conditions of the tests.

This section presents the implementation of an instrumented experimental test carried out within
the framework of the Afh consortium, with as objective the calibration of the "repeatability test".
The "calibration test" is selected very similar to the "repeatability test": it has the same process
parameters, manufacturing configuration and cooling devices.

The "calibration test" is carried out in two steps. The first part of the test consists in fabricating
the first nine layers of the block, with a cooling time of approximately 8 minutes between two successive
layers.

After depositing the first nine layers, the part is cooled in the open air to room temperature.
During the second part of the test, nine other layers are deposited in the same configuration and
process parameters. However, during this second step, the coolers are removed, and the inter-layer
cooling time is significantly reduced down to 1 minute.

The advantage of having carried out this test in two parts is the simplicity of the calibration step
of the numerical simulations. Indeed, for the test without cooling devices (step 2), the temperature
accumulation in the component is higher, which allows for a more precise calibration of the thermal
source and of the "natural" heat dissipation. After the calibration of the thermal source, the first part
of the test is used to calibrate the cooling device around the welding torch and the base plate cooling
by pressurized air.

The objectives of this section are:

• Carrying out of the experimental test and the modeling of a block using the Cmt process with
cooling devices and an idle time between layers,

• Two-step calibration of the parameters,

• Prediction of the idle time for different inter-layer temperature criteria.

5.5.2 Description of the experimental setup

5.5.2.1 Process parameters

The "calibration test" consists of a block using a 316L austenitic SS filler wire of 1 mm diameter.
The base plate is also made of 316L SS and is 450mm length, 80mm width, and 20mm thick. The
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chosen wire feed speed is 8mmin−1, and the torch speed is 1mmin−1. Regarding the thermal power
parameters, the programmed voltage is 22.40 V, and the programmed current is 153.00 A. The block
defined for the test is 150 mm long and 40 mm wide. The chosen deposition strategy for this experiment
is a "Zigzag" with alternating directions from layer to layer, as shown in Figure 5.52.

a) The final bloc

b) The geometry

c) The deposition pattern and thermocouples locations

18 layers

200 mm

111.969 mm

20 mm

34.452 mm
9 beads

27 beads

Even layers

Odd layers

Thermocouple 4
(upper surface of the substrate

Thermocouple 6
(bottom surface of the substrate)

333 mm

59 mm

39 mm
226 mm

450 mm

80 mm

20 mm

Figure 5.52 – Calibration bloc test, with the associated deposition strategy.

An optimized cooling strategy comprising several devices is used for this test. First, to accentuate
the thermal dissipation of the part produced by the base plate and thus to reduce the temperatures
during manufacture, the base plate is cooled by compressed air. To do so, the base plate is lifted
to introduce a tube underneath drilled randomly in many locations. This tube passes high-pressure
compressed air which increases the convection at the bottom surface.

In addition, in order to accentuate the cooling during the test and to increase the shielding at the
level of the molten pool and of the last layer, a cylinder device of 8 cm diameter is placed around
the torch. The use of such a device was chosen following numerous tests carried out within the Afh

consortium since it demonstrated a significant improvement in the quality of the beads. The cooling
devices are illustrated in Figure 5.53.

Finally, as indicated previously, a cooling time between layers is applied. For the first nine layers,
it is of 8 minutes, after which the block is cooled down to room temperature. For the other nine beads,
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Cooling device

Pressurized air

Figure 5.53 – Schematic illustration of the used cooling devices: in green cylinder device around the
welding torch, and in yellow high-pressure compressed air on the base plate.

the cooling is of 1 minute between beads. Table 5.12 summarizes the process parameters associated
with the experimental tests:

Table 5.12 – Process parameters used for the Afh block test case.

Welding parameter 1st to 9th layers 10th to 18th layers
Process type Cmt Cmt
Voltage U (V) 22.40 22.40
Intensity I (A) 153.00 153.00
Travel speed Vs (m/s) 0.01667 0.01667
Maximal stroke rate (m/min) 8.0 8.0
Torch cooling device (Lmin−1) 10 10
Idle time between layer (min) 8 1

From Table 5.12 and based on the deposition pattern presented Figure 5.52, the height and width
of the 1st beads are evaluated at 1.46mm and 4.31mm. The generated mesh is made of about 180000

linear volume elements (tetrahedrons and pyramids) and about 50000 nodes.

5.5.2.2 Instrumentation: Thermocouples

This test is instrumented in order to allow for the calibration of the models. Seven type K thermo-
couples are positioned as shown in Figure 5.54. The seven thermocouples are micro-welded. Three
thermocouples are on the surface and are thus subjected to forced cooling near the block. For this
test case, only thermocouple data are used. Among the seven thermocouples, several were damaged
or detached. For the calibration step, only two of them are used. Figure 5.54 shows the segments of
the thermocouple curves used for the calibration step.
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Figure 5.54 – a) Thermocouples during all the duration of the "calibration test", b) Part of the
thermocouple data selected for the calibration of the cooling parameters, c) Part of the thermocou-
ple data selected for the calibration without cooling devices.

5.5.3 Thermal model parameters calibration

In contrast to the previous studies, the calibration step is performed in two steps. In the first step,
the last 9 layers of the test are used to calibrate the parameters of the thermal source, as well as
the emissivity and the radiation coefficients of the material. After fixing the source parameters, the
forced heat dissipation parameters are calibrated. Given the objectives of these tests, some modeling
choices are made. Indeed, since the main aim of the test is to determine the cooling time between
layers, it is not necessary to have a very high accuracy of the shape of the thermal source and the local
thermal gradients at the molten pool. The most important aspect in this test is rather the overall
thermal aspect of the component. Therefore, the first assumption made is that the equivalent source
is a semi-spherical source, so a Goldak for which the length, the width, and the depth are equal. This
simplification allows going from four parameters for the shape of the source to only one. In addition
to the number of parameters, this simplification facilitates the calibration since the thermocouples are
relatively far from the molten pool.

The emissivity and convection parameters of the material are considered constant for this study.
For the modeling of forced cooling, two coefficients are introduced. A forced convection is applied on
the bottom surface of the base plate with a constant coefficient hplate to be calibrated to represent the
compressed air. For the cooling device around the welding torch, a forced convection is applied with a
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coefficient htorch to be calibrated on a surface mesh group that moves along the manufacturing path,
and that has a diameter of 8 cm (which is the diameter of the device).

5.5.3.1 10th to 18th layer calibration step

First, 4 parameters are to be identified and calibrated using a surrogate model. To constitute the
database needed to build the metamodel, a design of experiments must be set up. The distribution of
these parameters is chosen based on the same expertise as the previous studies of this chapter. The
distributions of the parameters are presented in Table 5.13.

Table 5.13 – Parameters to be calibrated, with the sampling distribution for the Pce surrogate
model training and the prior distribution for the Mcmc algorithm calibration step.

4th test case: Parameters Sampling distribution Prior distribution
r (mm) ∼ U(2.5, 12.0) ∼ N

(
7.0, (4.0)2

)
η ∼ U(0.50, 0.95) ∼ N

(
0.75, (0.4)2

)
ε ∼ U(0.20, 0.80) ∼ N

(
0.35, (0.25)2

)
h (W.mm−2.K−1) ∼ U(0.0× 10−6, 30.0× 10−6) ∼ N

(
10.0× 10−6, (15.0× 10−6)2

)
From these distributions, 256 parameter samples have been generated using the Sobol sequences

with low discrepancy. The mesh, generated from the developed mesh generation tools, consists of
150000 (tetrahedrons and pyramids) linear elements (35000 nodes in total). As mentioned previously,
the calibration is performed on the 10th to 14th simulated beads. The simulations are performed
simultaneously in parallel on a computing cluster. The time for each thermal simulation is about 3
hours, on 8 Cpus. The surrogate model is build using Sparse Pce, with a degree of 4, and a hyperbolic
enumeration strategy. The error by cross-validation of the implemented surrogate model is estimated
to be around 5%, which is a very satisfactory result. For the Mcmc, the variance of the observation
ΣDobs

issued for the likelihood calculation chosen is 12.02 (°C). For the prior distributions, the gaussian
distributions used are presented in Table 5.13.

The resulting distributions are presented in Figure 5.55 for the 4 parameters. From these distribu-
tions, the Map is identified in blue in Figure 5.55 and presented in Table 5.14. The confrontation of
the experimental profiles with the profiles of the metamodel using the Map is represented in Figure
5.56. The prediction at the Map level seems very satisfactory. Indeed, the experimental curves are
very close to the predictions with an error of around 5.5 %, and are included in the confidence interval
of 95%.

Table 5.14 – Identified Map of the 10th to 18th layer of the calibration bloc test case.

Parameters r η ε h

Map 7.19e+00 8.44e-01 5.07e-01 1.57e-05
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Figure 5.55 – Corner plot of the posterior distribution resulting from the calibration step of the 10th

to 18th layer of the calibration bloc test case. The Map is represented in blue.

Thermocouple 4 Thermocouple 6

Figure 5.56 – Results of the calibration step: in black, the experimental data used for the calibra-
tion, in blue and dotted line, the curve predicted by the surrogate model using the Map, and in light
blue the 95% confidence interval of the posterior distribution.

5.5.3.2 1th to 9th layer calibration step

For the second calibration step, only the two forced cooling parameters are calibrated hplate and htorch.
As previously, the Sobol sequences are used to generate the design of experiments from the distributions
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presented in Table 5.15.

Table 5.15 – Parameters to be calibrated, with the sampling distribution for the Pce surrogate
model training and the prior distribution for the Mcmc algorithm calibration step.

4th test case: Parameters Sampling distribution Prior distribution
hplate (W.mm−2.K−1) ∼ U(0.0× 10−6, 500.0× 10−6) ∼ N

(
200.0× 10−6, (500.0× 10−6)2

)
htorch (W.mm−2.K−1) ∼ U(0.0× 10−6, 500.0× 10−6) ∼ N

(
200.0× 10−6, (500.0× 10−6)2

)
Only 64 simulations are performed this time, using the same mesh. The Sparse Pce is constructed

with a degree of 4 and using a hyperbolic enumeration strategy. The error by cross-validation is around
3%, which is very satisfactory. For the Mcmc, the variance of the observation ΣDobs

chosen is 12.02

(°C) as previously. For the prior distributions, the gaussian distributions used are presented in Table
5.15.

In the same way as for the first calibration step, the posterior distribution is presented in Figure
5.57 for the 2 parameters. The Map is identified in blue in Figure 5.57 and presented in Table 5.16.
Moreover, Figure 5.58 shows the experimental curves and the curves of the metamodel with the Map.
Once again, the prediction using the Map parameter set seems very satisfactory with an error of 6.5
%, and the experimental results are included in the confidence interval of 95%.
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Figure 5.57 – Corner plot of the posterior distribution resulting from the calibration step of the 10th

to 18th layer of the calibration bloc test case. The Map is represented in blue.

Table 5.16 – Identified Map of the 1st to 9th layer of the calibration bloc test case.

Parameters hplate htorch
Map 2.80e-05 2.64e-04
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Thermocouple 4 Thermocouple 6

Figure 5.58 – Results of the calibration step: in black, the experimental data used for the calibra-
tion, in blue and dotted line, the curve predicted by the surrogate model using the Map, and in light
blue the 95% confidence interval of the posterior distribution.

5.5.4 Numerical results

5.5.4.1 Thermal results

The thermal simulation of the "repeatability block" calibration test is performed using the Map

parameter set. The temperature curves at the thermocouple points, presented in Figures 5.59 and
5.60, show very good similarity with the experimental thermocouples over the entire "calibration test".
The average error is of 5.0 ℃ for the first step of the test with the cooling devices, and, for the second
step without cooling, of 12.9 ℃.
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Figure 5.59 – Comparison of computed and experimental temperature curves
for the first 9th layers (manufacturing with cooling devices).
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Figure 5.60 – Comparison of computed and experimental temperature curves
for the last 9th layers (manufacturing without cooling devices).
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5.5.4.2 Idle-time prediction for the "repeatability block"

The initial objective of this 4th test case is to estimate the cooling time necessary between each layer
to respect a target temperature control criterion between each layer for the "repeatability test", while
keeping a test duration under 24 hours. Moreover, the prediction of the cooling time allows to estimate
the total duration of the test and eventually adapt and automate the test. In the previous sections,
the thermal model parameters are calibrated and validated for the "calibration test". As mentioned
earlier, the process parameters are the same for the "calibration test" and the "repeatability test",
only the trajectories are different. Therefore, the parameter sets defined can be used for the simulation
of the "repeatability block" test. The deposition pattern of the "repeatability test" is presented in
Figure 5.61.

a) The geometry

b) The deposition pattern and thermocouples locations

99 layers

148.8 mm

150 mm

40 mm

Even layers

Odd layers

450 mm

80 mm

20 mm

19.045 mm

Figure 5.61 – 100 layers "repeatability block" deposition pattern

The simulations are performed by applying an inter-layer temperature to be respected between
each layer. The tested temperatures are 40℃, 80℃, 100℃, 150℃, 200℃ and 250℃. The first 20th

layers are simulated, and the results are presented in Figure 5.62.
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Figure 5.62 – Inter-layer cooling time required for different inter-layer temperatures criteria (12th

first layers).

The first finding is that, around the end of the fourth layer and for each temperature criterion, the
necessary cooling time per layer converges and seems to stabilize toward an asymptote value. Moreover,
on each curve, there are oscillations of the cooling value from one layer to another. These oscillations
are due to the trajectory difference between the even and odd layers.

Figure 5.62 shows that the required cooling time evolves exponentially as a function of the inter-
layer temperature criterion to be respected. If the cooling time is considered stabilized and to have
converged, it is possible to automate the manufacturing of the block. Moreover, the total manufacturing
time of the block can be estimated. The manufacturing time of a layer is approximately 100 s. Table
5.17 shows the manufacturing time of a 99-layer "repeatability block" for the different inter-layer
temperatures.

Table 5.17 – Estimation of the manufacturing time according to the inter-layer temperature to be
respected.

Inter-layer temperature criteria (℃) Estimated manufacturing time of a 100 layers bloc
250 0 day, 10 hours, 47 minutes and 37 seconds
200 0 day, 13 hours, 36 minutes and 53 seconds
150 0 day, 17 hours, 46 minutes and 14 seconds
100 1 day, 1 hour, 14 minutes and 28 seconds
80 1 day, 5 hours, 59 minutes and 0 seconds
40 2 days, 6 hours, 10 minutes and 28 seconds
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Table 5.17 thus allows concluding that, if the test must be performed in less than one day, and in
order to ensure maximum repeatability of the test and have perfect control of the inter-layer tempera-
ture, inter-layer temperatures of either 250℃, 200℃, or 150℃ can be considered. Based on this study,
future "repeatability block" fabrication tests will be designed to validate these fabrication times.

5.5.5 Conclusion of the study

In this study, the objective was to predict the cooling time between each layer to respect a specific
inter-layer temperature, which will then allow estimating the associated total manufacturing time.
In this perspective, a simplified test is set up to perform the calibration step of the thermal model
parameters. The test is carried out in two stages to allow for a two-step calibration. Indeed, the
objective was to increase the influence of the source parameters in the second part of the test to better
identify the influence of the cooling parameters in the first part of the test. Once the parameters are
calibrated, the validation step performed on the first part of the test shows a very good match.

Subsequently, the cooling time required per layer for different inter-layer temperatures is estimated
on the real configuration of the "repeatability block" on the first 20 layers. The total manufacturing
time for each configuration is thus determined. Based on these results, one can conclude that, in
order to manufacture one repeatability test block in less than a day, the lowest and most constraining
inter-layer temperature that can be used is 150℃.

Finally, this test also highlights the validity of the thermal models for a complex configuration such
as a block with changes of trajectory at each layer and many changes of torch direction. Moreover,
the results obtained are satisfactory even though a different process is used (the Cmt process instead
of the Gtaw process), as well as another welding robot.
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5.6 Thermal parameters sensitivity analysis

In this section, the sensitivity indices of the thermal model parameter sets are investigated for the
four studies presented. From the surrogate models set up for the calibrations, the first-order Sobol
indices are determined. They are presented in Figures 5.63.

The first observation is that the most influential parameters are the efficiency and the parameters
of heat dissipation by convection and radiation. The morphological parameters of the equivalent heat
source are in general not very influential, except for the Afh test, where the heat source is defined by
only one parameter. This may be due to the fact that the source is defined by only one morphological
parameter set (rather than 4), or to the more complex welding path of the part which may accentuate
the importance of the only one parameter defining the shape of the heat source.

a) First test case b) Second test case

c) Third test case d) Fourth test case

Figure 5.63 – Thermal parameters sensitivity analysis results (first-order Sobol indices) of the four
test cases presented previously: a) 1st test case, b) 2nd test case, c) 3rd test case, d) 4th test case.

This means that, at the thermocouple locations, the parameters defining the heat fluxes are prior-
itized over the parameters defining the equivalent heat source distribution. To get a good estimate of
the thermal field "away" from the molten pool, a good estimate of the efficiency and thermal dissipa-
tions can give satisfactory results. This is not surprising, as thermocouples are normally positioned far
enough from an arc weld pool that the heat source shape only has second order effects: the temperature
rise is driven almost wholly by the efficiency once the power, speed and path are fixed.

A further study is carried out in Appendix F on the calibration of the parameters sets of the thermal
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model from the residual stresses on the 3rd case study. The Sobol indices obtained by this study show
that the influence of the parameters on the residual stresses is different. Figure 5.64 shows that, as in
the sensitivity analysis using the temperature profiles, the efficiency is the most influential parameter.
However, the heat losses coefficients have little influence, while the depth and length of the heat source
are influential. The distribution of the heat source is therefore important for the correct estimation of
the residual stresses.
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Figure 5.64 – Comparison of aggregated first-order Sobol indices obtained from the calibration using
residual stress data (blue) and from the calibration using temperature data at thermocouple points
(red). The parameters are ranked in descending order according to the aggregated first-order Sobol
indices using residual stress data.

In the end, this study shows that to have a good global thermal field, the parameters of the effi-
ciency and the heat losses coefficients are very important and more influential than the morphological
parameters of the heat source. However, for the prediction of residual stresses where local thermal gra-
dients are important, the thermal source parameters gain in influence, while the heat losses coefficients
have less impact. However, the efficiency is still the most influential parameter in general.
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5.7 Conclusion & perspectives

In this chapter, the results of the mesoscopic thermo-mechanical model proposed are compared with
four instrumented experimental studies. The four tests are carried out for different manufacturing
configurations: type of process (Gtaw or Cmt), process parameters, deposition patterns.

For each test case, the first step consists of building a surrogate model of the test. The calibration of
the thermal parameters is then performed using this metamodel based on thermocouple data. For the
four tests, the results obtained with the calibrated model show very good agreement with experimental
data of various nature (thermal or mechanical), thus highlighting the reliability and robustness of the
methodology for various manufacturing configurations.

Each test validated the models on specific points:

• In the 1st test, the material input method is tested for a case with large displacements. The
results show that the material activation method is able to take into account the path of the
robot during the activation of the elements. The resulting shape is found in agreement with that
observed experimentally.

• In the 2nd study, two experimental wall tests were carried out with two different deposition
strategies. These tests, very well-instrumented thermally, have shown that the calibrations on one
test allow the prediction on the other test. Subsequently, the simulations show a very good match
in terms of predicting the evolution of the size of the molten pool and the inter-layer temperature
obtained by thermal imaging, thus allowing the calibration step on the thermocouples to be
validated. Finally, a comparison of the evolution of the displacement of the base plate free end
shows a good match between the numerical predictions and the experimental measurements.

• The 3rd study is carried out within the framework of the NeT network consortium and aims at
measuring the residual stresses for single and multiple bead tests. In this study, the stress profiles
measured by neutron diffraction are compared to the numerical profiles carried out for all the
constitutive behavior models presented in Section 3.4, with and without hardening annealing.
Overall, the numerical results are in good agreement with the experiments. This study shows
that the most suitable models are the kinematic hardening and mixed hardening models with and
without hardening annealing. The Chaboche models, on the other hand, give the most distant
results.

• The test presented in the 4th study is set up in order to optimize the performance of an ex-
perimental test within the framework of the Afh consortium, called the "repeatability block".
A representative block test is carried out in two steps to calibrate better the heat source and
the heat losses coefficients representing the two cooling devices involved. The calibrated model
provided suitable results with respect to the experimental data. The simulation of the complete
"repeatability block" carried out with the optimized parameter set show that if the block test
has to be carried out in one day, as required by Afh, the inter-layer temperature to be respected
is 150 °C or more.

The simulations carried out in this chapter show that the mesoscopic model used is highly efficient.
Nevertheless, they have highlighted the following fact: thermo-mechanical simulations are costly in
terms of calculation time. They are therefore difficult to apply to industrial-scale workpiece simulations,
while still having reasonable computation times. This is the subject of the next part of this manuscript.
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In the next two chapters, two methods of reducing the computation time are explored. In Chapter
6, the macro-deposition method is studied, optimized, and discussed for the estimation of residual
stresses and displacements. A combined approach of macro-deposition and mesoscopic simulations is
also proposed: the "local meso-resolution" method.

A method is proposed to predict inherent strains from the thermal behavior of a workpiece in
Chapter 7. A deep learning model is built to predict the part morphology from a thermal simulation.
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5.8 In a nutshell

Validation cases and numerical results

• Application of the calibration method on 4 case studies with four different configurations
(process type, process parameters, deposition pattern), and with various parameters to be
validated (equivalent heat source, heat losses coefficients: convection, radiation, clamping
or cooling devices).

• Validation of the calibration on experimental thermal quantities:

– Thermocouples temperature profiles,

– Molten pool length measured from thermal imaging,

– Inter-layer temperature measured from thermal imaging.

• Validation of the thermo-mechanical models on experimental mechanical quantities:

– Displacement (residual or evolution over time),

– Residual stresses with a study on the influence of the material models with and without
hardening annealing.
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6.1. INTRODUCTION

6.1 Introduction

Modeling is an effective tool to investigate, better control, and optimize the Waam manufacturing
process, as well as to make predictions. However, one of the main issues raised by the simulation of
Waam manufactured parts at the industrial scale is the computational time. For Am fabricated large
components with complex geometries containing many thousand beads, a complete simulation of all the
beads is not feasible from a resource and computation time point of view. Indeed, in addition to the size
of the mesh that becomes larger as the size of the component to be modeled increases, the simulations
include many iterations of non-linear thermal and mechanical calculations and many operations. These
operations are of various natures: the manipulations on the mesh for the progressive activation of the
meshes, the adjustment of the contributed energy, as well as the possible post-processings during the
simulation.

Therefore, specific modeling strategies are necessary to reduce the computational time while main-
taining accurate predictions in order to apply the developed tools to industrial problems. Various
simplified approaches exist in the literature for the simulation of multi-pass welding, as presented in
the literature review performed in Chapter 2. In this chapter and the following chapter, similar ap-
proaches are developed and explored to significantly reduce the computational time in the framework
of the thermo-mechanical model proposed and implemented in the previous chapters.

The current chapter investigates the simplified method based on macro-deposition in order to
simulate the Waam process for the prediction of the residual stress field. This method is based on
a simplification of the material and energy input modeling strategies. It thus relies on new modeling
parameters that need to be optimized. One of the main original features of this work is that these new
numerical parameters are directly optimized.

Moreover, a second originality of this study is that the results obtained with the macro-deposition
method are confronted with the numerical simulations presented in Chapters 3, 4 and 5. Indeed,
in Chapter 5, the models developed have demonstrated their performances to predict mechanical
quantities, which is the main objective of the current study. Moreover, taking the thermo-mechanical
models developed in the previous chapters as references helps avoid performing additional experimental
tests. In this chapter, these thermo-mechanical simulations are referred to as "reference simulations".

Finally, in this chapter, a new simplified method is also proposed. It consists in going one step
further and combining macro-deposition with meso-scale fully resolved solutions in regions of interest.
This method is referred to as "local meso-resolution".

Therefore, the main points covered in this chapter are:

• Development and implementation of a macro-deposition method to accurately predict the residual
stresses or displacements fields of the thermo-mechanical simulation while significantly reducing
the computation time.

• Calibration and validation of the method by comparing the results to "reference simulations".

• Development and implementation of a hybrid method (local meso-resolution) combining the
macro-deposition method and the reference thermo-mechanical simulations.

• Validation of the local meso-resolution method by comparing the results to "reference simula-
tions".
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6.2 Description of the macro-deposition method

6.2.1 Main concepts behind macro-deposition

The general description of the macro-deposition method can be found in Chapter 2. In this section,
the modeling parameters of the method investigated in this chapter are briefly presented [76].

■ Material deposition: In the following, the parameter characterizing the material deposition is the
percentage (or fraction) of the layer deposited at once fld , also called layer fraction. The parameter ld
(m) is related to the distance covered by the welding torch inside each layer fraction such as:

fld =
ld
lfull

, (6.1)

where lfull (m) is related to the distance covered by the welding torch for the full layer.

The layer fraction is also associated with the time td (s) needed for the welding torch to cover the layer
fraction:

td =
ld
vt
. (6.2)

■ Energy input: Rather than modeling the moving equivalent heat source, each layer fraction is
entirely heated. In this study, a uniform volumetric power flux can be defined in different ways. The
simplest way is to apply a uniform volumetric flux on the macro deposit, with Vd (m3) the layer fraction
volume:

qld(x, y, z) =
ηUI

Vd
. (6.3)

If the manufacturing time of the activated macro-deposit is td, the total energy to be supplied is
ηUI × td. Figure 6.1 is a schematic representation of the macro-deposition approach.

Lumped beads

15 beads

Travel time td
td

𝜼UI x td 𝜼UI x td

Simplified heat input

Figure 6.1 – Schematic representation of the macro-deposition approach: the mesoscopic approach
on the left, and the corresponding macro-deposition approach on the right.
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As presented in Chapter 2, the manufacturing time td can be divided in two terms: theatd , the
heating time during which the layer fraction is heated, and tcoold = td− theatd , the cooling time after the
heating step. The value selected for the heating time parameter is crucial since it has an influence on
the temperature of the part (especially on the local maximum temperature reached), and thus on the
mechanical residual state.

6.2.2 Problematic

The macro-deposition method requires the adjustment of two parameters: the layer fraction deposited
simultaneously fld , and the heat input time fraction applied to each macro-deposit: ftheatd

= theatd /td.
The choice of the values of these parameters is not trivial. In general, they are defined empirically
or by progressive adaptation of the "trial-and-error" type. Therefore, in this study, the influence of
the choice of these two parameters is investigated. For the selection of the two parameters, a set of
"mechanical indicators" that correspond to the main quantities of interest is defined for the calibration
step of the simplified simulations with respect to the reference simulations. This is to ensure the
excellent reproducibility of the results. Indeed, the criteria that ensure a good fit can vary according
to the objective of the calculation.

Within the framework of this thesis, all the other operations carried out on the reference simulations
(Chapters 3 and 4) are also carried out in this model: change of the reference temperature, cut-off
temperature, hardening annealing, management of the material input, etc. The piecewise isotropic
hardening is used (Vmis_Isot_Trac).

6.3 Calibration of the macro-deposition method

6.3.1 Introduction

In this study, the selection of the simplified model parameters will be carried out by determining the
parameter set minimizing the deviation from the reference numerical simulations while reducing the
calculation time. Numerous numerical simulations are thus carried out with the objective of covering
the whole range of possible configurations in order to build a response surface of the error with respect
to the reference simulations. A set of "mechanical indicators" corresponding to the main quantities
of interest needs to be defined beforehand to calculate the error. The error criteria considered are
presented in Tables 6.1 and 6.2.

For the study presented in this section, the error results considered are those using the Von-Mises
equivalent stress criterion and the displacement field error criterion. However, in the framework of this
PhD thesis, studies were performed using the different criteria listed and showed similar results.
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Table 6.1 – Stress field error criteria.

Maximum principal stress at each node

εσmax =
1

|Ω|

∫
Ω
∥σmax(x)− σrefmax(x)∥2dx with σmax = max(σ1, σ2, σ2) (6.4)

Von-Mises equivalent stress

εσeq =
1

|Ω|

∫
Ω
∥σeq(x)− σrefeq (x)∥2dx (6.5)

Frobenius norm

εσF =
1

|Ω|

∫
Ω
∥σ(x)− σref (x)∥Fdx with ∥σ∥F =

√√√√ ∑
1≤i≤3
1≤j≤3

|σij |2 (6.6)

Table 6.2 – Displacement field error criteria.

Maximum displacement component of the displacement field

εumax = umax − urefmax (6.7)

Displacement field

εu =
1

|Ω|

∫
Ω
∥u(x)− uref (x)∥2dx (6.8)

6.3.2 Presentation of the study cases

To better understand the influence of macro-deposition modeling points, five simple cases are set up.
The four first ones are presented in Figure 6.2. The same methodology as for the setting up of the
surrogate models in Section 4 is used to construct error response surfaces as a function of the macro-
deposition parameters. The surrogates models constructed in this study rely on kriging, also called
Gaussian Process (Gp) [192].

The two parameters identified are the fraction of the layer deposited fld and the fraction of heat
input ftheatd

on the macro-deposits. A design of experiments on these two parameters is first generated.
Then, the associated macro-deposition simulations are performed. In addition, the corresponding ref-
erence thermo-mechanical simulation is performed. The errors on the displacement and the stresses
associated with each macro-deposition simulation are calculated with respect to the reference sim-
ulation. These response surfaces are used both to select the optimal configurations to perform the
simulation and to find a possible correlation between all the response surfaces.

For each study case presented in this section, the reference and simplified thermo-mechanical sim-
ulations are performed using quadratic elements to have the most accurate results. In addition, the
mesh size used for both simulations is the same for each case study. This allows for a more accurate
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comparison of the results on the whole mesh without any projection step. Finally, all the compar-
isons are carried out on the final state of the component, after the cooling of the component to room
temperature.

a) 1st and 2nd case

b) 3rd case

c) 4th case

100 mm

200 mm

76 mm

6 mm

100 mm

200 mm

76 mm

6 mm

50 mm

200 mm

52 mm

6 mm

Figure 6.2 – Presentation of the geometry and the deposition pattern of the first 4 study cases: a)
1st and 2nd 2 layers full "Raster" study case, b) 3rd 2 layers "Zigzag" study case, c) 4th 8 layers full
"Raster" study case.

The results of each test case (described in the following sections) are presented in Figures 6.5, 6.6,
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6.8, 6.9, 6.11, 6.12, 6.14, and 6.15. These Figures are subdivided in 4. The sub-Figure "a" presents
the 3D response surface obtained by kriging from the different sets of parameters. In sub-Figure
"b" is represented this same response surface (error on the stresses or the displacements depending
on the figures considered) with a "threshold" value. This threshold value represents the maximum
accepted error level. A response surface predicting the percentage of computation time (and not the
error) for the same sets of parameters is shown on the sub-Figure "c". Finally, the sub-Figure "d"
presents the response surface of the calculation time on the domain where the error (on the stresses
or the displacements) is lower than the defined "threshold" value. The objective is to identify the
set of parameters that takes the least amount of computing time with respect to a specified tolerance
(threshold value: maximum accepted error). The optimal parameter sets are then obtained for stresses
and displacements (θdispl and θstress) and compared for each test. The procedure is described in detail
for the first case. The other studies are performed using the same methodology.
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6.3.3 1st case study: "Raster" using Tig process

For the 1st case study represented in Figure 6.2-a, 2 layers of 4 beads each are deposited using the Tig

process on a base plate clamped at one end. The manufacturing deposition pattern is the "Raster".
For this case, the parameters used for the simulation are the manufacturing parameters of the 2nd test
case of the Chapter 5: U = 11.0 V, I = 120.0 A, vtorch = 0.00333 m s−1. The same parameters for
the thermal source and thermal dissipations are used. The reference thermo-mechanical simulation is
performed in about 38 hours.

For the design of experiments used for the macro-deposition simulations, the parameter of the
layer fraction fld is discrete: [1/4, 1/2, 1]. These values are chosen in order to study configurations
where the volume of beads is similar. Indeed, as illustrated in Figure 6.3, the layer is constituted
of 4 beads. Therefore, the deposition is either performed bead by bead, 2 beads by 2 beads or 4
beads at once. As for the heat input, the draw is made based on a uniform distribution, between
the percentage corresponding to the travelling time of the heat source, which corresponds to ftheatd

(Figure 6.4), and 1.0, which corresponds to a heat input distributed over a the full layer such as:

U
(

2af
Vt

(
lfullfld

Vt

)−1
,
lfullfld

Vt

(
lfullfld

Vt

)−1
)

. Fractions are used to scale the values of the parameters

since it is simpler to construct a response surface using fractions as shown in Figure 6.4.

a) Reference simulation

b) Macro-deposition simulation

fl = 0.25

fl = 0.50

fl = 1.0

Progressive material deposition

1st deposit

2nd deposit

3rd deposit

4th deposit

1st deposit

2nd deposit

One deposit:
Full layer

Figure 6.3 – Illustration of the management of the material deposition in macro-deposition method
for the 1st use case.

The response surfaces of the displacement error are obtained with a R2 of 0.944. Figure 6.5 presents
the results for the displacement error study. Figures 6.5-a and 6.5-b highlight a very particular trend

Sami HILAL - PhD thesis manuscript 171



CHAPTER 6. MACRO-DEPOSITION & LOCAL MESO-RESOLUTION METHODS

Figure 6.4 – Sampling presentation for the parametric study of the macro-deposition method for the
test case 1: a) Sampling using ld and theatd , b) Sampling using the fraction parameter fld and ftheatd

.

Figure 6.5 – Macro-deposition displacement prediction for the 1st case study: a) 3D displacement
error response surface, b) Response surface of the displacement error with a "threshold" value (max-
imum error accepted), c) Response surface predicting the computation time of the macro-deposition
simulation as a percentage of reference simulation computation time, d) Response surface of the cal-
culation time on the domain where the error on the displacements is lower than the defined "thresh-
old" value and the associated computation time for the "optimal" parameter set.

of the displacement error. A preferential zone is found in Figure 6.5-b, and a threshold contour at 20%
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Figure 6.6 – Macro-deposition stress prediction for the 1st case study.

error (chosen arbitrarily) is represented. From this contour, the parameter set that allows the fastest
simulation is identified: θdispl = (fld = 1.0, ftheatd

= 0.34) (Figure 6.5-d). According to the predictions,
this parameter set allows to have an estimation of the displacements with an error of about 12.2% with
a decrease in computation time of 93.5%.

Regarding the errors on the stress, the results are presented in Figure 6.6. The response surface
has a R2 of 0.937. The first finding is that the response surface of the error in stress is different than
that in displacement. For a tolerance of 15% error in stress, the "optimal" parameter set identified
is: θstress = (fld = 1.0, ftheatd

= 0.017). This parameter set allows having an estimation of the stresses
with an error of about 11.4% with a reduction of the computation time of 96.2%.

In Table 6.3, the equivalence of the optimal parameter sets in meters and in seconds are presented
for the displacement and stress configurations. It is noteworthy that the trends of the error response
surfaces for the stresses and displacements are not similar. In conclusion, this first test case shows
that optimal configurations for the prediction of stresses and displacements exist, with a significant
reduction of the computation time. Nevertheless, these optimal configurations are not the same.

As a verification step, the macro-deposit simulations with the optimal parameter sets are performed,
with the aim of investigating the similarities with the reference simulation. Figure 6.7 highlights that,
for θdispl, the displacement field is very similar to the field of the reference simulation, but that the
stress field is different but still rather reasonable. For θstress, the stress field obtained is very close to
the reference field. Yet, the displacement of the base plate end is overestimated.

Sami HILAL - PhD thesis manuscript 173



CHAPTER 6. MACRO-DEPOSITION & LOCAL MESO-RESOLUTION METHODS

a) Von Mises stress field b) Displacement field

Reference simulation

Macro-deposition θdispl

Macro-deposition θstress

a) Von Mises (MPa) b) Displacement (mm)

Figure 6.7 – 1st test case results of the reference and macro-deposition simulations for the optimal
displacement and stress configurations θdispl and θstress: a) Von Mises stress field, b) Displacement
field.

Table 6.3 – Macro-deposition calibration results summary for the 1st case study.

Configuration fld (fraction) ftheatd
(fraction) ld (mm) theatd (s)

Displacement 1.0 0.34 400 40.8
Stress 1.0 0.017 400 2.04

6.3.4 2nd case study: "Raster" using Cmt process

The 2nd case study is performed on a similar configuration as the 1st case study but with process
parameters corresponding to the Cmt process in order to determine if the trends evolve according to
the process parameters. For the design of experiments of the macro-deposition simulations, the same
approach as for the Tig process is used. The reference thermo-mechanical simulation is performed in
about 44 hours.

The response surface of the displacement error is obtained with a R2 of 0.998. The results on the
displacement error are shown in Figure 6.8. A preferential zone is shown by Figure 6.8-b, and the
threshold contour at 20% error is represented. From this contour, the parameter set that allows the
fastest simulation is identified for: θdispl = (fld = 1.0, ftheatd

= 0.0169). According to the predictions,
this parameter set allows having an estimation of the displacements with an error of about 4.18% with
a decrease of the computation time of 99.2%.

The results of the stress error study are presented in Figure 6.9. The response surface of the error
is obtained with a R2 of 0.973. Again, the first finding is that the response surface of the stress errors
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Figure 6.8 – Macro-deposition displacement prediction for the 2nd case study.

is different than the displacement one. For a tolerance of 15% of error in stresses, the "optimal"
parameter set identified is: θstress = (fld = 1.0, ftheatd

= 0.0169). This parameter set allows for an
estimation of the stresses with an error of about 3.87% with a reduction of the computation time of
99.2%.

Unlike for the 1st study, even though the error response surfaces for stresses and displacements
are not similar, the identified optimal parameter sets are the same (Table 6.4). Moreover, the optimal
parameter set allows for a significant reduction of the computation time. Finally, Figure 6.10 highlights
that, for θdispl = θstress, the displacement and the stress fields are very similar to the fields of the
reference simulation.

Table 6.4 – Macro-deposition calibration results summary for the 2nd case study.

Configuration fld (fraction) ftheatd
(fraction) ld (mm) theatd (s)

Displacement 1.0 0.017 400 ∼ 0.5
Stress 1.0 0.017 400 ∼ 0.5
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Figure 6.9 – Macro-deposition stress prediction for the 2nd case study.

a) Von Mises stress field b) Displacement field

Reference simulation

Macro-deposition
θdispl& θstress

a) Von Mises (MPa) b) Displacement (mm)

Figure 6.10 – 2nd test case results of the reference and macro-deposition simulations for the optimal
displacement and stress configurations θdispl and θstress: a) Von Mises stress field, b) Displacement
field.
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6.3.5 3rd case study: "Zigzag" using Tig process

The 3rd case study consists in the manufacturing of the same geometry and with the same process
parameters as the 1st case study, but with a different manufacturing path: "Zigzag" in the transverse
direction. The objective is to investigate the influence of the manufacturing path on the response
surfaces. The layer fraction fld parameter is discrete: fld ∼ [1/26, 2/26, 4/26, 7/26, 13/26, 26/26]. For
the heat input, as for the 1st case study, the sampling is performed considering a uniform distribution
between the percentage corresponding to the travel time of the heat source and 1.0. The reference
thermo-mechanical simulation is performed in about 37 hours.

Figure 6.11 – Macro-deposition displacement prediction for the 3rd case study..

Figures 6.11 and 6.12 highlights that the trend of the response surface of the error in displacement
and stress are very similar to those of the 1st test case. Therefore, the deposition pattern seems to
have little effect on the choice of the two macro-deposit parameters. Moreover, the identified optimal
parameter sets are similar between the two case studies. Indeed, the parameter set that allows the
fastest simulation is θdispl = (fld = 1.0, ftheatd

= 0.345) for a good estimation of the displacements
and θstress = (fld = 1.0, ftheatd

= 0.022) for the stresses. Table 6.5 summarizes the macro-deposition
calibration results. These parameter sets allow having an estimation of the displacements with an error
of about 14.3% with a decrease of the computation time of 94%, and of the stresses with an error of
about 14.2% with a decrease of the computation time of 97.0%.
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Figure 6.12 – Macro-deposition stress prediction for the 3rd case study.

a) Von Mises stress field b) Displacement field

Reference simulation

Macro-deposition θdispl

Macro-deposition θstress

a) Von Mises (MPa) b) Displacement (mm)

Figure 6.13 – 3rd test case results of the reference and macro-deposition simulations for the optimal
displacement and stress configurations θdispl and θstress: a) Von Mises stress field, b) Displacement
field.
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Table 6.5 – Summary of the 3rd case study macro-deposition calibration results.

Configuration fld (fraction) ftheatd
(fraction) ld (mm) theatd (s)

Displacement 1.0 0.345 312 32.3
Stress 1.0 0.022 312 2.06

6.3.6 4th case study: "Raster" using Tig process

The 4th case study consists in the superposition of 8 layers, composed each one of 4 50-mm length
beads, with a "Raster" manufacturing pattern. This configuration strongly resembles the configuration
of the 1st test case, but with layers two-times shorter and more layers. In addition, a different base plate
is used. The objective of this study is to investigate the effect of the layer dimensions and numbers
on the value of the macro-deposition optimal parameters. All the dimensions involved in this test are
shown in Figure 6.2. The reference thermo-mechanical simulation is performed in about 53 hours.

Figure 6.14 – Macro-deposition displacement prediction for the 4th case study .

The response surfaces of the displacement and stress errors are obtained with R2 of respectively
0.985 and 0.997 (Figures 6.14 and 6.15). The optimal parameter sets are fld = 1.0, ftheatd

= 0.67 and
fld = 1.0, ftheatd

0.034, respectively for the displacements and the stresses. The corresponding reductions
in computation times and computation errors are 91% and 22.04% for the displacements, and 90% and
12.3% for the stresses.

As shown in Figure 6.16, for θdispl, the displacement field is very similar to the field of the reference
simulation, while the stress field is slightly different, as for all the previous study cases. Moreover,
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Figure 6.15 – Macro-deposition stress prediction for the 4th case study.

for θstress, the displacement of the base plate end is strongly overestimated, whereas a very satisfying
prediction is obtained for the stress.

The overall trend is quite similar to that of the study cases 1 and 3 (which are the other two study
cases with the same process parameters). However, for the displacements, the optimal area is not
located at the same position on the response surface (Figure 6.14). Table 6.6 shows nonetheless that,
although the optimal parameter set is different when the parameters are considered as fractions, when
they are denormalized, the orders of magnitude are very similar to those of the study cases 1 and 3
(Tables 6.3 & 6.5). Therefore, despite the fact that each layer is two times smaller than for the 1st test
case and that there are four times more layers, the absolute value of theatd found for the three cases are
very close:

• Displacement: theatd
1
= 40.8s, theatd

3
= 32.3s, theatd

4
= 40.2s,

• Stress: theatd
1
= 2.04s, theatd

3
= 2.04s, theatd

4
= 2.04s.

Table 6.6 – Macro-deposition calibration results summary for the 4th case study.

Configuration fld (fraction) ftheatd
(fraction) ld (mm) theatd (s)

Displacement 1.0 0.67 200 40.2
Stress 1.0 0.034 200 2.04
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a) Von Mises stress field b) Displacement field

Reference simulation

Macro-deposition θdispl

Macro-deposition θstress

a) Von Mises (MPa) b) Displacement (mm)

Figure 6.16 – 4th test case results of the reference and macro-deposition simulations for the optimal
displacement and stress configurations θdispl and θstress: a) Von Mises stress field, b) Displacement
field.

6.3.7 5th case study: Kaplan blade representative bloc using Tig process

The 5th test case selected is a real component: a Kaplan blade, which is a component of interest to
Edf in the hydraulic domain. For this case, the same welding process parameters as in studies 1, 3,
and 4 are used with the exception of the wire feed speed (vwire = 1.5mmin−1). The bead shapes are
therefore different due to the change in the wire speed, but also due to the deposition pattern of the
blade, with a spacing between the beads different than for the other studies (4.0 mm for the previous
studies vs 3.5mm for the blade).

Given the computational cost of the reference simulations, this study is performed only on 8 layers.
Each layer is composed of 54 beads, as shown in Figure 6.17-a. The deposition pattern of the blade
is simplified, in order to have macro-deposits of similar lengths for the study as represented in Figure
6.17-b. It takes about 32 days to perform the baseline thermo-mechanical simulation.

The optimal configuration identified for the stresses is (fld = 1.0, ftheatd
= 0.0061) (Figure 6.18),

which is associated with an error of 5.45% and a reduction in computation time of 96.8% (about 1
day). Again, this highlights the fact that a good estimation of the stresses is possible for very short
heat input times.

For the displacements, the optimal parameter set identified is (fld = 1.0, ftheatd
= 0.095) (Figure

6.19). The denormalized equivalent of the heat input is theatd = 31.6s (Table 6.7), which is surprisingly
similar to those found for the 1st, 3rd and 4th study cases. This test, again, leads to the conclusion
that for a given combination of welding process parameters, an optimal configuration for the macro-
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a) Kaplan blade geometry

b) Kaplan blade representative bloc 

54 beads

Kaplan blade bead mean length

8 layers

Figure 6.17 – The Kaplan blade geometry and the representative bloc: a) In orange the full Kaplan
blade and in gray the 8 first layers, b) In gray the 8th layer deposition pattern and in blue the sim-
plified deposition pattern for the 5th test case.

deposition method can be identified, even for a more complex geometry of the part.

Figure 6.18 – Macro-deposition stress prediction for the 5th case study: a) 3D stress error response
surface, b) Response surface of the stress error.
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Figure 6.19 – Macro-deposition displacement prediction for the 5th case study: a) 3D displacement
error response surface, b) Response surface of the displacement error.

Table 6.7 – Macro-deposition calibration results summary for the 5th case study.

Configuration fld (fraction) ftheatd
(fraction) ld (mm) theatd (s)

Displacement 1.0 0.095 1107 31.6
Stress 1.0 0.0061 1107 2.04

6.3.8 Conclusion on the five study cases

The five study cases have highlighted several important points.

• First, these studies have proven the existence of optimal configurations for the implementation of
the macro-deposition method to predict either stresses or displacements. The optimal parameter
sets to reduce the computational times identified for a given tolerance are always with a layer
fraction at 100% (layer-by-layer deposition). Moreover, the optimal parameter sets determined
for stresses and displacements do not coincide, except for the 2nd study case using the Cmt

process.

• The optimal configurations for stress predictions are always found to correspond to very short
heat input durations theatd around 2.0 s for the Tig study cases and 0.5 s for the Cmt test case.
These values correspond to the time during which each node of the part is subjected to the
heat source in the "reference" simulations. This feature can be explained by the fact that it is
necessary to reach the high temperatures typical of the Waam and welding processes for a good
stress prediction.

• For the displacement predictions, except for the 2nd study case using the Cmt process, a more
distributed heat input than that for stress is preferred. A trend seems to appear for the cases
with similar process parameters (here Tig), even though the trajectories, number of layers, or
layer lengths are different (cases 1, 3, and 4). Indeed, the optimal absolute values obtained for the
heat input are very close when considering the denormalized parameters: theatd

1
= 40.8s, theatd

3
=

32.3s, theatd
4
= 40.2s. Nevertheless, establishing a global behavior of the optimal parameter sets

for displacement predictions using other process parameters requires further investigation.
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• Indeed, for the 2nd study case, the optimal configurations for stress and displacement coincide.
A very short heat input is found necessary to have a good prediction for both the stresses and
the displacements. This can possibly be due to the fact that for the Cmt parameterization
considered, the linear welding energy is 2 to 3 times lower than for the Tig parameterization
used which means that the total heat input is consequently less important.

• Moreover, for all the study cases considered, a layer-by-layer input with a total distribution of
heat input time is the worst configuration for stresses and displacements. Therefore, selecting a
fraction of the heat input is crucial for a layer-by-layer approach.

To conclude on these five study cases, the macro-deposition method is very satisfactory since it
allows having precise estimates of the stresses or displacements with a reduction of the calculation
time up to 95%. However, unlike for stress fields estimation, it is necessary to carry out a parametric
study beforehand to know which modeling parameter to use for the macro-deposition if an estimation
of displacements is desired.

6.3.9 Perspectives and possible applications for macro-deposition

Figures 6.20 and 6.21 show calculations performed by macro-deposition on real parts. In Figure 6.20
is presented the macro-deposition simulation performed on a whole Kaplan Blade. The part has been
performed at Edf using the Tig process and the process parameters of test cases 1, 3, 4, and 5. The
simulation is performed layer by layer with the parameter sets previously identified for stress prediction:
layer per layer and theatd

1
= 40.0s approximately. Such a simulation in mesoscopic thermo-mechanics

is not currently possible due to its computational cost. However, the macro-deposition simulation is
performed in one week, which is quite reasonable.

The second example is the 1:5 scale Ppb clamped in its center presented in Figure 6.21. This
test was performed using the Cmt process. To carry out this simulation, the parameters used for the
macro-deposition simulation are those identified in the 2nd case study, and the deposition is performed
layer by layer. A first and qualitative finding is that, although only 10 of the 20 layers are simulated,
the displacements found for the base plate are about 15 mm (leading to little or no evolution for the
other layers due to the displacement of the base plate, and the distance between the layers and the
base plate), while experimentally the displacement observed is about 14-15 mm. Although this study
needs a much more detailed and in-depth validation, the first results seem very promising and pave
the way to the simulation of larger and much more complex parts.
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68 layers

a) Kaplan blade geometry and mesh

b) Residual stress: Von Mises field (MPa)

c) Experimental test

Von Mises (MPa)

Figure 6.20 – Kaplan blade macro-deposition simulation: a) Kaplan blade mesh with the 68 layers,
b) Von Mises residual stress field after cooling to ambient temperature.
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d) Displacement magnitude field (mm)

b) Experimental test

Displacement (mm)

a) Geometry (beads) c) Residual stress: Von Mises stress field (MPa)

Von Mises (MPa)

Figure 6.21 – Ppb macro-deposition simulation: a) Geometry of the 10 first layer of the Ppb, b)
Experimental test, c) Von Mises residual stress field, d) Magnitude displacement field.
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6.4 Mixed approach: macro-deposition with "local meso-resolution"

6.4.1 Overview of the "local meso-resolution" approach

The previous section highlights the relevance of the macro-deposition method. Although this method
seems to be suitable to predict the global behavior of the component, the local accuracy of the com-
ponent behavior is however not ensured.

In this section, an alternative approach is proposed, based on a combination of the macro-deposition
method and the structural zoom. The general idea behind the structural zoom is the following (see
Chapter 2 for more details). In the zone of interest of the mesh, the simulation is carried out in a "fine"
way by using the standard thermo-mechanical model with a progressive deposition of the material and
an equivalent thermal source. In the other zones, the macro-deposition approach layer by layer is used.

6.4.2 Application to the 5th case study

To illustrate and present the results obtained using this method, the 5th case study is selected (Kaplan
blade). This case contains 54 beads per layer and 8 layers, which corresponds to 432 beads in total.
The middle 12 beads for each layer are considered to be the beads of interest, as shown in Figure 6.22.
On the other parts of the block, each layer is deposited at once. For the macro-deposition, the optimal
parameters found in Section 6.3.7 are used.

54 beads for each layer

8 layers

12 beads for each layer
8 layers

Fuse of 21 beads on each layer

Fuse of 21 beads on each layer

a) Reference simulation

b) Zoom simulation

Figure 6.22 – Illustration of the mixed approach macro-deposition / local zoom for the block of the
5th study case: a) reference configuration, b) configuration with macro-deposition and full thermo-
mechanical simulation on 12 beads of each layer in the middle of the block.

As shown in Figure 6.23, the local fine simulation allows for an accurate thermal simulation. This
implies that, although the modeling and the heat input are simplified on the other zones, very good
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thermal field estimates are obtained. Therefore, it is possible to perform detailed studies on the zone of
interest: thermal gradients, cooling rate, numerical macrography, metallurgical calculations, residual
stresses, or the evolution of the hardening.

Mesoscopic

Local zoom

Macro-deposition

Mesoscopic

Macro-deposition

Mesoscopic

a) Mesh and temperature profile location

b) Temperature profile using the mesoscopic model

c) Temperature profile using the macroscopic model

d) Temperature profile using the local meso-resolution model

Figure 6.23 – 5th Case study: Evolution of the temperature profile at the same location: a) Mesh
and in red the point location, b) Mesoscopic approach in red, c) Macro-deposition approach in green,
d) Local meso-resolution approach in blue, with the zones highlighted in blue correspond to the
mesoscopic local focus.

In Figure 6.24, the equivalent Von-Mises stress fields for the reference simulation and the simulation
with the local zoom are shown. The results seem very satisfactory, with an average relative error of
about 2.5%, and an absolute error of about 8 MPa over the whole domain (block and base plate). On
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the block part, the average relative error is about 5.5%, and an absolute error of about 14.7 MPa is
found. From a general point of view, there does not seem to be any problematic discontinuity in the
stresses. Moreover, the gain in computational time is of 87.5% (from 32 days to 4 days).

b) Macro deposition simulation

a) Reference simulation

c) Zoom simulation

Figure 6.24 – 5th Case study: Von-Mises equivalent stress field: a) Reference thermo-mechanical
simulation, b) Macro-deposition, c) Macro-deposition and local meso-resolution.

In conclusion, the combined method of macro-deposition and structural zoom seems to provide a
very good prediction of the stresses for a significant gain in computation time, and thus opens the way
towards simulations with large and complex parts.
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6.5 Conclusion & perspectives

In this section, the macro-deposition method is explored. A study is carried out to investigate and find
the optimal values of the two parameters of the method: the layer fraction brought fld , and the heating
time fraction contribution ftheatd

. The 5 test cases have revealed several aspects. First of all, the optimal
parameter sets for stress and displacement prediction are not similar. Moreover, the preliminary tests
presented show that for a given process parameter set (U, I, vt), the optimal parameters identified are
transposable to other test configurations (deposition pattern or part geometry).

For the prediction of the stress field, a layer-by-layer configuration with a very short heat input
fraction is to be favored. This is most certainly due to the fact that it is necessary to have temperatures
representative of the welding operations to get adequate residual stresses. For the displacements, it
appears that a heat input over a longer duration is more suitable. Nevertheless, a deeper understanding
of such a phenomenon requires further studies. For instance, it would be interesting to explore more
the process parameter range to validate or not the hypothesis that an optimal configuration for the
displacements can be identified for a given process parameter set, and thus transposable to other more
complex geometrical and path configurations with the same process parameter set.

The macro-deposition method has thus proven to be successful at reducing computational times
while maintaining accurate predictions of target mechanical quantities (displacements or stresses),
opening the way to the simulation of usually very high computational cost configurations (large and/or
complex parts) in reasonable times with good precision.

A perspective of the method would be to improve the heat input. Rather than using a uniform heat
input, another method, which seems very efficient, is to apply a thermal source with a distribution that
corresponds to the integral of the distribution of the equivalent thermal source used in the reference
models. This integral is made according to the fabrication path of the "macro-deposited" beads. This
integration of the Goldak can for example, be defined for 2 points along x-axis such as:

qld(x, y, z) =

∫ x1

x0

q(x, y, z)dx

=
3ηUI

|x1 − x0|bcπ
exp

(−3y2
b2

+
−3z2
c2

)(
erf

(√
3(x− x1)

a

)
− erf

(√
3(x− x0)

a

))
.

(6.9)

For a more complex torch path, the integral along the whole path can be computed as the sum
of the integrals for each fragment of the deposition pattern. This approach is relevant for a good
distribution of the heat input.

The combined method of macro-deposition and structural zoom has been applied to the 5th test
case and seems to provide a very good prediction of the stresses for a significant gain in computation
time, thus opening the way to several very promising perspectives. First, the "local meso-resolution"
method can be used to calibrate the macro-deposition method on more complex configurations. Indeed,
if a test requires a prior calibration of the macro-deposition parameters on a specific configuration,
a "local meso-resolution" can be used as a reference calculation. An iterative optimization can thus
be considered: (1) Perform the "local meso-resolution" with a parameter set for the macro-deposits
chosen arbitrarily thanks to the a priori knowledge, (2) Find the optimal parameter set thanks to
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a) Uniform heat source on a full layer b) Integrated spherical heat source on a full layer
P

o
w

er (W
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4 mm

40 mm

3.5 mm

Spherical heat source

10 beads bloc layer

Figure 6.25 – Goldak integration along welding torch path: a) Uniform heat source on a full layer,
b) Integrated spherical heat source on a full layer.

the focus zone, (3) Adapt the macro-deposit parameters to the boundary conditions and repeat the
simulation. These steps can be performed a few times until the value of the optimal macro-deposition
parameter set is reached. The second possibility offered by the "local meso-resolution" is to study
precisely sensitive areas, either identified by expertise, experiments, or macro-deposition simulations.
After the identification of these sensitive areas, a customized study can be considered without having
to simulate the entire part. This would allow studying with precision the evolution of the hardening,
to predict the hardness, or even to achieve local metallurgical calculations in specific zone of very large
parts.

Sami HILAL - PhD thesis manuscript 191



CHAPTER 6. MACRO-DEPOSITION & LOCAL MESO-RESOLUTION METHODS

6.6 In a nutshell

Macro-deposition method & "local meso-resolution" method

• Implementation and evaluation of the macro-deposition method.

• Calibration of the macro-deposition on multiple study cases.

• For stress fields prediction: very short heat input time theatd , corresponding to the duration
needed for the torch to cover the Goldak heat source length 2× af .

• For displacement fields prediction: a general trend appears given a process parameter set.
More investigation is needed to come to a more definite conclusion.

• For a defined synergy of process parameters, an optimum that can be transposed to other
tests seems to be identified.

• New method proposed: mesoscopic simulation on a "local meso-resolution", coupled with
macro-deposition on the other areas of the part:

– Reference mesoscopic thermo-mechanical simulation on a specific zone of the part,

– Use of macro-deposition to have relevant thermo-mechanical boundary conditions.
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Data-driven inherent strain prediction
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7.1 Introduction

In order to better control the surface finish and to have a suitable part shape, several studies in
the literature investigate the shape of the beads. For example, in the study of Jiang et al. [102], the
workpiece morphology is investigated for different linear energy. In their study, thermal simulations are
also performed in order to understand the interaction between the temperature field and the workpiece
morphology. Other studies [45, 193] showed that the geometry of the beads evolves during the Waam

manufacturing process, mainly due to the fluid phenomena that occur during manufacture (fluid flows
in the molten pool, for example). Therefore, in order to control the shape of the Waam manufactured
parts and ensure their morphological integrity for possible machining after manufacturing, it is essential
to be able to predict the shape of the parts after manufacturing. Figure 7.1 illustrates a practical
example. In blue is shown the geometry of a blade built from the manufacturing path (using the tools
developed in Section 3.2), and in grey is represented the 3D scan of a manufactured blade. On the
edges of the blade, a difference in the shapes is observed.

Difference between the deposition pattern and the real morhpology

Defined deposition pattern

Kaplan blade 3D scan

Figure 7.1 – Comparison of the "ideal" geometry of the Kaplan blade resulting from the manufac-
turing paths and the 3D scan of the Kaplan blade after manufacturing.

This type of defect can also be observed on the two walls presented in Section 5.3, that are man-
ufactured in the same conditions and using the same parameters but have two different shapes. This
highlights the existence of other physical mechanisms that are not taken into account in the simulations
performed (multi-scale and multi-physics aspects). Indeed, to be able to simulate the manufacturing
of large components, the simulations within the framework of this PhD thesis are carried out at a
mesoscopic or macroscopic scale, and the phenomena present in the electric arc, molten pool, and
material input are thus not modeled. As a consequence, the shape of the beads is not predicted by the
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simulation but is defined beforehand during the construction of the mesh of the studied part.
Therefore, a feature must be added to the current thermo-mechanical model to be able to accurately

predict the deformations of the parts in order to guarantee the morphological integrity of the parts
while preserving reasonable computational times.

The objective of this section is therefore to implement a model allowing for the prediction of the
inherent strain field, and thus of the residual shape of the part produced. This study will focus on the
two "similar" tests presented above. The model developed in this section is constructed using 3D scans
of experimentally manufactured parts and has as final objective the prediction of the deformation field
based on the temperature field obtained by mesosocopic thermal simulation. Indeed, the assumption
is made here that the deformation depends only on the temperature.

This study is divided into two parts that aim to:

• Set up a mathematical model to estimate an inherent strain field that allows the
transition from the initial mesh (used for the mesoscopic simulation) to the 3D scan.

• Develop robust data assimilation algorithms to predict the inherent strain field from
the temperature field obtained using thermal mesoscopic simulation.

These algorithms are developed on python, using the open-source differential equation solving
environment Fenics [194]. All the work and predictions in this study are also made to be easily
transferable to Code_Aster. The work presented in this chapter and in Appendix G was conducted
by Nicolas Pistenon within the framework of an internship involving Edf, the Centre des Matériaux
des Mines Paristech, and the Afh consortium.

7.2 Inherent strain field calibration step

7.2.1 Problem description

As stated previously, the first objective is to succeed in making the link between the numerical mesh
and the two 3D scans of the Waam manufactured walls selected for this study. Therefore, this first
part focuses on setting up a calibration algorithm between the 3D scan and the mesh. This means
that the mesh must be deformed to match the 3D scan. This calibration has thus three constraints:

• A good reconstruction of the object: The mesh must fit the 3D scan as well as possible.
Therefore, it is necessary to define the distance between the two objects: the mesh and the
3D scan. It is also necessary to choose the degree of precision of the fit. Indeed, one must
avoid capturing the measurement errors of the 3D scan. Moreover, the surface roughness of the
manufactured parts is not always relevant to take into account,

• A good quality of the deformed mesh after calibration: Indeed, having a good mesh
quality is very important during finite element simulations in order to have accurate simulations,
good stability of the solutions, as well as a good convergence of the calculations,

• A realistic deformation field: The strain field identified must be able to be explained phys-
ically a posteriori. In particular, too large discontinuities between two adjacent mesh elements
must be avoided.
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The calibration algorithm implemented to fit a mesh on a 3D scan is briefly presented in the
following. A more detailed description can be found in Appendix G. The objective is to deform an
initial point cloud (the mesh), also called template, towards a target point cloud (the 3D scan). The
general idea of the developed algorithm is to start by having a very stiff mesh, and then by decreasing
the stiffness of the mesh to approximate as well as possible the local deformations. Moreover, a term is
used to penalize the distance between the template and the target, based on the two-by-two association
of the points of the two objects. The problem is approached by considering local associations of points.
This is done by searching for the closest points in the target for each point of the template in order to
approach the "true" solution of the problem.

This algorithm is built to extract the inherent strain field to be applied on the mesh to obtain the
real geometry, which in the case of this section, is the 3D scan of the part. The extracted inherent
strain field will be the basis of the next section and will allow the construction of a prediction model
of the inherent strain based on the thermal history of the part.

7.2.2 Inherent strain field results

Figures 7.2 and 7.3 present the deformed meshes for the "Zigzag" and "Raster" walls using the cali-
bration algorithm presented in the previous section and in A.1 with an accuracy of 0.25 mm. Figures
7.2 and 7.3 also confront the associated quality of the meshes after the calibration step with the initial
mesh quality for both tests. The histograms show that there is no significant degradation of the quality.

a) Deformed mesh obtained for the « Zigzag » wall

b) Quality of the initial mesh c) Quality of the deformed mesh
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Figure 7.2 – a) Deformed mesh obtained for the "Zigzag" wall using the calibration algorithm, b)
Quality of the initial mesh, c) "Zigzag" wall mesh quality evolution.
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a) Deformed mesh obtained for the « Raster » wall

b) Quality of the initial mesh c) Quality of the deformed mesh
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Figure 7.3 – a) Deformed mesh obtained for the "Raster" wall using the calibration algorithm, b)
Quality of the initial mesh, c) "Raster" wall mesh quality evolution.

Figures 7.4-a and 7.4-b show the resulting pre-deformation field for the "Zigzag" wall and "Raster"
wall, respectively. For the "Raster", the collapse observed on the 3D scan is reflected by a compres-
sion of the elements of the right edge and an expansion of the left edge of the wall (ε∗zz). Moreover,
the strain tensor component ε∗xx highlights the surface roughness of the structure resulting from the
manufacturing process. The "Zigzag" is quite different compared to the "Raster" case. First, the
deformation amplitudes along the z-axis are much lower, revealing less pronounced subsidence. More-
over, concerning the strain field components ε∗yy and ε∗zz, a symmetrical behavior of the fields between
the left and the right is observed, with respect to the (z, x) plane and passing through the center of the
structure along the y axis (Figure 7.4-b). This can be associated with the wall construction strategy,
which also follows this symmetry pattern.

The inherent strain fields of the two experiments are thus estimated. Before proceeding to the
construction of a model from these inherent strains, the possible origins of such a difference in shapes
of the two workpieces are investigated in the following.

During the Waam manufacturing process, several types of defects can be generated. The major
groups of defects are the following: cracks which are caused by a high-stress state, cavities due to the
aggregation of gas bubbles in the molten pool, solid particles of different nature generated from the
filler material, volume defects located at the interfaces between the beads also referred to as lack of
fusion and penetration, shape defects. . .

In the current case, the type of defects investigated are shape defects, also called geometrical
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• εxx  field

• εyy field

• εzz field

a) « Zigzag » wall b) « Raster » wall

• εxx  field

• εyy field

• εzz field

Figure 7.4 – Deformed mesh obtained for the "Zigzag" & "Raster" wall using the calibration algo-
rithm.

defects. In addition to the deformations of mechanical origins of the solid (that can be obtained by
the mesoscopic or macroscopic scale models), two mechanisms seem to come into play during the wall
manufacturing to provide an explanation regarding the difference in shape between the "Raster" and
"Zigzag" walls.

First, a pronounced correlation can be observed between the inter-layer temperature distribution
(presented in Section 5.5) and the possible collapse of the wall. This can be explained by the fact that
the beads sag progressively as the deposited material is added. Indeed, the base plate temperature
is low at first, and the filler metal solidifies quickly and does not propagate. Gradually, the more
heat the part accumulates, the larger the molten pool. Due to gravity, this causes the filler metal to
flow and sag more easily. The collapse of the parts can even be observed in the case of an excess of
heat due either to a too-significant energy contribution (unsuitable operating parameters) or to the
accumulation of heat in the manufactured part. Figure 7.5 represents "inter-element" temperature
fields, which is the average temperature of the neighbor nodes of a newly activated element. The fields
show that for "Zigzag" (Figure 7.5-a), the elements on the ends of the wall are activated in alternate
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layers on elements above the melting temperature (> 1400 °C). For the "Raster" (Figure 7.5-b), the
elements at the start of a new layer are activated on elements that have cooled down, and then on
elements that are around 900 °C (never on elements that have exceeded the melting temperature).
What is interesting to highlight is that these fields are in accordance with the geometry of the walls
after fabrication.

Moreover, looking a little closer at the "Raster" test, another mechanism seems to be involved: the
convective movements within the molten pool. As shown in several studies [42], in the molten pool,
the velocity field seems to highlight the backward projection of the metal. In a continuous test such as
the "Zigzag" wall, when the direction of welding is reversed for each layer, the variation of the deposit
height is filled from one layer to another. In the case of arc extinction tests such as the "Raster", it
becomes significant, especially since it increases as the test progresses.

Temperature (°C)

Zone where the elements are activated on element with a temperature > 1400°C

Zone where the elements are activated on cooled down elements (temperature < 700°C)

Heat accumulation in the corner

b) « Raster » wall

• 3D scan

• Inter-element temperature field

Temperature (°C)

a) « Zigzag » wall

• 3D scan

• Inter-element temperature field

Figure 7.5 – Relationship between the inter-layer temperatures at each element activation and the
resulting wall shape.
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This discussion on the origin of the difference in shapes between the "Raster" and the "Zigzag"
walls supports the relevance of the strategy considered in this chapter based on the assumption that
the inherent strain field can be predicted from the thermal history of each node of the part.

7.3 Inherent strain prediction by Deep Learning

The objective of this section is to set up a model that predicts the inherent strain field in order
to determine the shape of the part after manufacturing. In this section, the model is computed
using Neural Networks. This model is intended to take into account all the physics that leads to the
deformation of the part during the process. This section focuses mainly on the results obtained using
the different Neural Networks investigated. A deeper description of Neural Networks can be found in
Appendix H.

7.3.1 Introduction

For this study, the assumption is made that the geometrical deformations come from the thermal history
of the part during the manufacturing process. Indeed, the "Zigzag" reaches much higher temperatures
than the "Raster" as illustrated by Figure 7.6. This Figure shows the temperature evolution at a point
of the wall for the two manufacturing strategies. The resulting "Zigzag" wall is more slumped. This
can be explained by the fact that a metal with a low initial temperature quickly solidifies. However,
the part accumulates heat during the manufacturing process, thus making the molten pool larger. The
melted material in the molten pool flows more easily under the action of gravity. The model to be set
up must thus take as input the temperature evolution of a point of the mesh to predict the deformation
field at this point.

Wall

Plate

Temperature profiles after activation

Node still not activated

Cooling time

Evolution de la température au nœud de coordonnées (x=-0.75, y=49., z=6.03)Temperature evolution at node (-0.75, 49.0, 6.03)

Time (s)
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Figure 7.6 – Computed temperature profiles at the (x = −0.75, y = 49.0, z = 6.03) coordinate point
for the "Raster" and "Zigzag" walls.

In this section, different neural network models are presented to predict the deformation field from
the temperature field during the manufacturing process. A deformation tensor has theoretically 9
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components, among which 6 are different due to the symmetry of the tensor. However, in general,
these deformations are almost equal to zero. Moreover, in the context of inherent strains, Buggati
et al. [195] showed that only the three diagonal terms are the most important. Thus, in the models
developed, for each node of the mesh, there are:

• as input, an evolution of the temperature with time,

• as output, three inherent strains components (pre-deformation) corresponding to ε∗xx, ε∗yy and
ε∗zz.

The input is thus composed of a series of thousands of values for each node of the mesh. Two
approaches are presented in this section. The first one has as objective to synthesize in a few values
the temperature curve. These values are then used as inputs to a neural network. The second one
aims at using other neural architectures directly on the whole temperature curve.

For each model, different cases are studied. These study cases are essentially based on the definition
of the training data. The training data is the set of data (temperature curves and deformation field
values) that is used to build the model. The test data are not used in the training phase and are
therefore values that the network had never seen before during the training. The study cases considered
are:

1. 1st study case - "Raster": using only the "Raster" in the training phase. In this case, about
8% of the test nodes are randomly selected for learning. There are two test sets: (i) the set of
other nodes of the "Raster", and (ii) the set of all the nodes of the "Zigzag". The first set (i)

allows studying the quality of the reproduction because the temperature profiles of the training
set are very close to the curves of the test set. The second set (ii) allows studying the quality
of the prediction on a different configuration. Indeed, it is interesting to study the results of the
model learned from the "Raster" on the "Zigzag" data,

2. 2nd study case - "Zigzag": using only 8% of the test nodes of the "Zigzag" in the learning
phase, for similar motives as for the previous point,

3. 3rd study case - "Raster" & "Zigzag": using both the "Raster" and the "Zigzag" in the
learning phase. In this case, all the nodes are mixed, and 8% of all the nodes are considered for
the training step.

7.3.2 MultiLayer Perceptron (Mlp) using prior feature extraction: Isothermal
values

7.3.2.1 Model description

As mentioned earlier, the assumption that only the temperature influences the deformations is made.
For the first model implemented, the thermal history of each point is simplified by 20 values: the time
spent under isothermal temperature level.

In the following, the 2000th node, located at (x = −0.75, y = 49., z = 6.03)), is taken as example
to investigate the temperature evolution in the "Raster" and "Zigzag" cases. The two histograms in
Figure 7.7 represent the time spent under each threshold temperature for the two wall cases. The
temperature profiles could thus all be synthesized into 20 values which are the inputs of the neural
network. Several distributions of neurons are tested, but the selected one is: 3 layers with 140 neurons
on each hidden layer (Appendix H.1).
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(a) "Zigzag" wall - Histogram of the isothermal values at the 2000th node.
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(b) "Raster" wall - Histogram of the isothermal values at the 2000th node.

Figure 7.7 – Histogram of the time spent under each temperature for node located at (x =
−0.75, y = 49., z = 6.03)

7.3.2.2 Results

Table 7.1 presents the numerical results of the built models. For the 1st study case, the test set
corresponds to the nodes of the "Raster" that are not in the training set. The same methodology is
used for the 2nd study case with the "Zigzag" test. Two criteria are used to calculate errors of the
models: the mean of the absolute differences between the theoretical and predicted values and the
median of the relative errors between the theoretical and predicted values.

Table 7.1 – Numerical results of the deformation prediction using isothermal values model

Error
Study Train Test "Raster" "Zigzag"

Mean Median Mean Median Mean Median Mean Median
abs. rela. abs. rela. abs. rela. abs. rela.

1 2.3e− 3 2.3% 2.9e− 3 2.6% 2.9e− 3 2.6% 2.0e− 1 5.3e2%
2 1.8e− 3 4.9% 2.4e− 3 5.7% 2.8e− 1 3.7e2% 2.3e− 3 5.6%
3 3.7e− 3 5.2% 4.0e− 3 5.5% 3.5e− 3 3.2% 4.4e− 3 1.0e1%

Based on the results presented in Table 7.1, it can be concluded that the neural network imple-
mented succeeded in approximating the training set with a reasonable accuracy evaluated at 10−3.
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Zigzag

c) 3rd test caseb) 2nd test casea) 1st test case

Zigzag Zigzag

Raster Raster Raster

Figure 7.8 – Deformation with the isotherm model. In red: the predicted deformation, In green: the
theoretical deformation, In grey: the initial mesh, In blue: the test used for training.

Indeed, as also shown by the median located between 2 and 5%, the average order of magnitude of the
theoretical values for the "Raster" is 4.1.10−2 and for the "Zigzag" 2.0.10−2, which is thus 10 times
higher than the precision obtained on the training set.

In the 1st study case, the accuracy obtained for the test set containing the rest of the nodes of the
"Raster" is similar to that of the training set, which shows that a correlation between the temperature
of the "Raster" and the deformation field has been identified. Figure 7.8-a compares the deformation
obtained with the field predicted by the model in the first case of study. This corroborates the previous
numerical results. However, as shown in Table 7.1, errors higher than the average error values are
obtained for the "Zigzag" nodes, which is not acceptable. Moreover, the deformation results represented
in Figure 7.8-a show that the model developed in the 1st study case is not generalizable to the "Zigzag"
test. The deformations obtained do not respect the orders of magnitude of the expected deformations,
as well as the collapsing trend for the wall. However, the wall base plate is well approximated, which
shows that the correlation found in the "Raster" test for the base plate is also verified in the "Zigzag"
test.

In the 2nd study case, the "Zigzag" as a whole is well predicted by this model, as shown in Figure
7.8-b. However, as in the 1st study case, the generalization to the "Raster" is poor, as shown in Figure
7.8-b. Moreover, a good approximation of the base plate is not obtained, contrary to the 1st case,
where the generalization had worked for this specific point.

In the 3rd study case, the training set is made of both 8% of the "Raster" data and 8% of the
"Zigzag" data. The predictions obtained are found very close to the theoretical values. A correlation
has been found for the two configurations. The induced distortions are represented in Figure 7.8-c.

In conclusion, these results, particularly those for 1st study, show that the temperature data con-
sidered as input correlate well with the deformation field for a similar deposition pattern. However,
the poor generalizations from the "Raster" to the "Zigzag" (or vice versa) tend to show that other
phenomena participate to the deformation. In particular, the notion of temperature-time history has
been lost in this synthesis, but this history can be of primary importance in the prediction of the
pre-deformation.
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7.3.3 Full temperature profiles: Convolutional Neural Network (Cnn)

In the previous section, the temperature profiles are simplified into a couple of parameters in order
to construct a neural network relying only on these reduced data to predict the deformation field.
The limitations found for this first approach allowed highlighting that a thorough description of the
temperature evolution with time may be essential. Different information extracted from the temper-
ature curves can be useful to predict the inherent strains field, such as the number of temperature
oscillations above a specific temperature level, the maximum temperature reached, or the time to go
down definitively under a temperature plateau. Instead of defining all this upstream of the network,
some neurons are used directly to extract the relevant information from the temperature curves.

Convolution filters are widely used in image classification because they allow correlating the infor-
mation in the neighborhood of a pixel at various scales. On a curve representing the time evolution
of a quantity, this aspect is an asset to identify trends and characteristics of the curve, justifying their
use in this study (Appendix H.2).

7.3.3.1 Model description

The structure of the proposed neural network is briefly presented in the following. A more detailed
description of the different elements of the Neural Networks can be found in Appendix G. The stride is
set to 1, and the padding is set in such a way as to obtain the same output time serie size as the input.
The pooling kernels are all equal in size to the kernel of the previous convolutional layer. Figure 7.9
shows the structure of the network used: it is composed of 3 hidden layers systematically made of a
set of filters and a max pooling. A last 1-filter convolution layer is used at the end to obtain a single
column vector. Then, there is a hidden layer made of the same number of neurons as the number of
values in the column vector of the convolution output. The output layer is made of three neurons.
Multiple models using filter cores of different sizes are performed. The set with (3, 1, 6, 1) as kernels
present the most accurate results.
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Figure 7.9 – Neural network structure for the convolutional model.
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7.3.3.2 Results

Table 7.2 presents the numerical results for different sets of hyperparameters.

Table 7.2 – Numerical results of the deformation prediction using Cnn

Error
Study Train Test "Raster" "Zigzag"

Mean Median Mean Median Mean Median Mean Median
abs. rela. abs. rela. abs. rela. abs. rela.

1 2.2e− 3 2.0% 3.1e− 3 2.7% 3.0e− 3 2.6% 7.7e− 2 2.5e2%
2 1.9e− 3 4.7% 2.7e− 3 6.2% 8.2e− 1 7.3e2% 2.6e− 3 6.1%
3 2.0e− 3 2.8% 2.9e− 3 4.0% 2.9e− 3 2.3% 2.7e− 3 6.7%

Zigzag

c) 3rd test caseb) 2nd test casea) 1st test case

Zigzag Zigzag

Raster Raster Raster

Figure 7.10 – Deformation with the isotherm model. In red: the predicted deformation, in green: the
theoretical deformation, in grey: the initial mesh, In blue: the test used for training.

For all three study cases, the neural model approximated the training set with reasonable accuracy
on the order of 10−3 (median relative error of 2 − 5%). The accuracy achieved with this structure is
of the same order as those obtained with isotherms in Table 7.1, slightly better.

As for the previous test cases, a very good estimation is obtained for the test from which are
extracted the 8% of data used as the training set (Figure 7.10). The results are very satisfactory and
show a relative median error of about 2.6% for the "Raster", 6.1% for the "Zigzag", and 4.5% for both
tests. Nevertheless, the generalization from one test to the other is still unsatisfactory (Figure 7.10).
These models are, however, more accurate than the model with isotherms presented in Table 7.1.

Nonetheless, it is possible to consider the time series used as input differently by remembering
relevant information as the time series are read. It is this type of model that is introduced in the next
section.

7.3.4 Full temperature profiles: Recurrent Neural Network (Rnn)

7.3.4.1 Model description

Figure 7.11 displays the structure of the final network used. It consists of two recurrent hidden layers
and one layer with three output neurons. The first hidden layer has in this example 8 Lstm (for Long
Short-Term Memory) in parallel. Each Lstm produces a time series output. So there are 8 time series
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in the output of the first hidden layer. In the second hidden layer, there are 3 Lstm. Each one takes
as input a time series of dimension 8 and performs as first operation a scalar product. Concerning the
output of the second hidden layer, for each Lstm, only the last value of the produced series is kept.
In other words, as stated earlier, for a time series of size T , an Lstm produces a time series of the
same size T . Here, for each of the three time series (one for each Lstm of the layer), only the last
value is kept for the rest of the network. Thus, in practice, the output of the second hidden layer is a
column vector with three values. A dense layer of three neurons then links these three values together
(Appendix H.3).

Figure 7.11 – Neural network structure for the recurrent model.

7.3.4.2 Results

Table 7.3 presents the numerical results for different sets of hyperparameters. The hyperparameters
are respectively: the sampling performed on the time series, the number of Lstm in the first hidden
layer, and the number of Lstm in the second hidden layer.

Table 7.3 – Numerical results of the deformation prediction using Recurrent Neural Network model.

Error
Study Train Test "Raster" "Zigzag"

Mean Median Mean Median Mean Median Mean Median
abs. rela. abs. rela. abs. rela. abs. rela.

1 2.8e− 3 2.7% 3.0e− 3 2.8% 3.0e− 3 2.8% 9.0e− 2 3.0e2%
2 4.3e− 3 1.1e1% 1.8e− 2 3.3e1% 1.4e− 1 2.0e2% 9.7e− 3 1.6%
3 4.2e− 3 6.8% 4.3e− 3 6.9% 4.8e− 3 5.0% 1.6e− 2 3.7e1%

In the tests performed on this model, another hyperparameter is added. It corresponds to the sampling
done on the time series. Indeed, networks with Lstm take much more time to train and run due to
the more complex structure of the network. Thus, to gain in speed, it was decided to sample the time
series by taking a temperature value every 25 values (a value on 10 has also been tested).

In all three cases, the neural model approximated the training set with an accuracy of about 10−3

(Figure 7.12). The accuracy obtained is lower than for the previous models. This can partly be
explained by the fact that it is more difficult to make a recurrent network converge.

The results on this model do not allow us to establish that recurrent neural networks are the most
appropriate to deal with this problem. However, these results must be qualified with the number of
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Zigzag

c) 3rd test caseb) 2nd test casea) 1st test case

Zigzag Zigzag

Raster Raster Raster

Figure 7.12 – Deformation with the isotherm model. In red: the predicted deformation, In green: the
theoretical deformation, In grey: the initial mesh, In blue: the test used for training.

parameters used for each model and the depth of the network used. Table 7.4 summarizes the number
of parameters and hidden layers of each model. It should be noted that the recurrent model has
significantly less parameters than the other two, as shown in Table 7.4. The numerical results appear
more encouraging for the recurrent model, in the light of this information. A test has been made with
a similar number of parameters, comparing the results of the test case 1 between the (7, 7, 7, 1) set of
the convolutional model and the (12, 3) sets of the recurrent model. This last model presents much
better numerical results and a more faithful description of the "Raster".

Table 7.4 – Parameters sets comparisons of the different models.

Model used hyperparameter set Number of hidden layers Number of parameters
Mlp 140,140,140 3 42 843
Cnn 3,1,6,1 5 71 888
Rnn 25,12,3 2 936

7.3.5 Discussion on the use of Deep Learning to investigate inherent strains

In this section, different models for the prediction of the deformation field from the temperature field
have been introduced. These models have shown a strong correlation between the temperatures reached
during manufacturing and the parts shape for a given deposition strategy. This highlights that the
thermal history is fundamental data for understanding the induced deformations. The tests revealed
that training the models on only one of the two tests was not sufficient the model training. But the
results obtained with the models trained on the two tests give satisfactory results.

However, the developed models still need to be further improved. For instance, the recurrent model,
as pointed out by Table 7.4, must be enriched by increasing the number of Lstm on the hidden layers,
or even by adding a new layer to increase depth and complexity.

Other avenues are also to be explored to refine the results and identify the influencing character-
istics. First, a tool can be developed to identify what is essential in a time series for the convolution
neural network. To do this, the regression problem can be reformulated into a classification problem
by discretizing the image space, enabling the use, for example, of the class activation map [196, 197].
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Moreover, the nodes of the mesh have been treated here independently from each other. However,
spatial information can also be relevant for deformations. For example, considering the temperature
variability in the area around a node can be pertinent.

Nonetheless, the lack of independent testing has strongly limited the neural network structures to
be explored. For instance, in order to verify the predictions of the optimized models, a new trial is
needed to qualify the accuracy obtained. Moreover, the training performed is based on the same part
geometry: a wall. There is no guarantee that the model learned can be generalized to other structures
such as blades, spades, or blocks. The results presented in this section seem very promising, but further
experimental testing is needed to improve model learning and validation.

7.4 Conclusion & perspectives

7.4.1 Conclusion

The prediction of the final shape of a part is essential to ensure its integrity. In general, the phenomena
occurring in the molten pool coupled with the influence of gravity are at the origin of the geometrical
deviations of the workpieces. These phenomena are not taken into account in the mesoscopic sim-
ulations performed in this PhD thesis. In this chapter, a methodology is set up to assimilate the
geometrical data of Waam manufactured experimental part. Starting from a 3D scan of the part, a
deformation field is determined based on a calibration algorithm. This field is then used as a basis
to feed neural network models. These models aim to predict the deformation fields, thus allowing
correcting the predicted shapes by numerical simulations. The assumption is made that the inherent
strains are due to the thermal history of the part.

The calibration algorithm established follows a principle of de-rigidification of the regularizing
constraints. Iteratively, the deformed solid, initially considered arbitrarily rigid, is relaxed in order
first to approach the global deformations (translations, global rotations), and then localize more and
more the difference between the scan and the mesh. This algorithm was built to diffuse the deformations
as much as possible in order to get closer to a physically realistic deformation field. One of the main
limitations of this algorithm is the non-guaranteed preservation of the volume of the solid between the
initial mesh and the deformed mesh. For this, several approaches can be explored, such as adding a
term to minimize the volume difference during the process. Another method would be to do a post-
processing after each iteration to "enlarge" or "shrink" the mesh in a homogeneous way to have a
conservation of the volume.

The different assimilation neural network models implemented to predict the deformation field from
the temperature field have allowed highlighting the correlation between these two fields. These models
showed a strong correlation between the temperature history during the process and the deformation
fields for a given deposition strategy, supporting the assumption made on the link between the de-
formation fields and the temperature fields. However, mainly because of the lack of test data with
only two trials available, the models could not be validated for new configurations. Having new and
diversified experimental cases is fundamental to exploring these approaches more deeply.
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7.4.2 Perspectives: residual stress prediction by inherent strain

The work presented focuses on the prediction of inherent strains in order to determine the component
shape after manufacturing. However, for the prediction of stresses by inherent strain, only plastic
deformations are required, whereas, in the work presented in this chapter, the total deformation field is
considered. To investigate this point, two studies can be undertaken in the future. The first one consists
in using the same methodology as in Section 7.3 to build a model that predicts plastic deformations
from the transient thermal field. Given that mesoscopic models are considered accurate, they can be
used to perform a large number of simulations with different process parameters, geometries, and paths.
The latter can be carefully selected to generate many plastic deformation fields that will serve as a basis
to train neural networks. Such a model would allow, from a thermal simulation, predicting the plastic
deformation field and the residual stress field by a linear elastic simulation with a pre-deformation
field.

Moreover, another perspective of this work is to use the calibration algorithm presented in the first
section to estimate plastic deformation fields of a part with no significant hydrodynamic deformation,
as in multi-pass welding, for example, in order to predict residual stresses.

Finally, the prediction models could be used simultaneously with a "simple" thermal simulation.
The plastic deformation prediction model could be implemented based on numerical simulation. Then,
a model for predicting the deformations of a hydrodynamic origin only could be set up by using defor-
mation fields of experimental origin from which the plastic deformation field estimated by mesoscopic
simulations are subtracted. The implementation of these two models would allow first to estimate the
residual stress field, and then to predict the shape of the part. Such a model would make possible the
prediction and study of the impact of the deposition pattern, the process parameters, and the welding
speed on the shape of the part. Moreover, this tool could also be used to optimize the parameters
during the manufacturing process. For example, it can be used to control the inter-layer temperature
of the part or the heat input (variation of the intensity and speed of the torch). Finally, such numerical
tools may help optimize the manufacturing process beforehand.
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7.5 In a nutshell

Data-driven inherent strain prediction

• Implementation of a mathematical model to estimate an inherent strain field that allows the
transition from the initial mesh to the 3D scan.

• Development of robust data assimilation algorithms (neural network) to predict the inherent
strain field from the temperature field (Fe thermal model).

• Three neural network architectures were tested. The results show the need to have a training
set representative of the configuration to predict.

• Currently the Cnn model gives the best results but the Rnn model seems more promising.
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The objective of this thesis work was the prediction of the thermo-mechanical residual state for Waam

manufactured parts made of austenitic 316L steel. This work focused on the numerical simulation of
the Waam process at the mesoscopic and macroscopic scales using the finite element code Code_Aster
[12] developed by Edf. Indeed, the long term objective of this project is to apply the developed model
to the simulation of large industrial components used in the energy production plants of Edf. A precise
investigation of each modeling aspect was carried out in order to carefully propose modeling choices,
and understand their consequences and limitations, as well as the influence of the various parameters
involved. In addition, all the tools and models implemented in this thesis have been developed in order
to be transposable to the wide variety of configurations offered by additive manufacturing (various
deposition strategies, application of an idle time between layers and a final cooling time, post-processing
of numerous simulations. . . ).

This PhD thesis is articulated around 4 main axes.
First, since the models must provide results in reasonable times on industrial scale parts, meso-

scale modeling is favored. The physical phenomena involved in the molten pool and the electric arc
are thus not taken into account. Therefore, a simplification of the modeling of the material and
the thermal input is performed. Due to the fact austenitic stainless steel 316L does not undergo
metallurgical changes, the model implemented is a thermo-mechanical model. Moreover, the thermal
and the mechanical simulations are performed sequentially, given the poor coupling found between the
thermal and mechanical calculations. The implementation of the thermal and mechanical models is
described in Chapter 3.

Because of this sequential strategy, the second axis of the manuscript focused on the calibration of
the thermal model (Chapter 4). To this end, an innovative methodology based on the resolution of the
probabilistic inverse problem, associated with the implementation of a digital twin for each simulated
test, is proposed.

The third aspect presented in this manuscript is the validation of the thermo-mechanical meso-
scopic model and the associated calibration methodology on thermal and mechanical experimental
data obtained during different instrumented tests (Chapter 5). The models developed provided very
satisfactory results with respect to these various experimental data.

Despite the simplifications made in the mesoscopic scale model, the simulations are still very com-
plex and costly in computation time, due to the many iterations of the non-linear thermal and mechan-
ical calculations and the many operations performed (mesh manipulation, energy adjustment. . . ). The
prediction of the thermo-mechanical properties of an industrial scale part of several tens of kilograms
thus seems to be unfeasible at the present time at this scale of modeling. Therefore, the last axis pre-
sented in this manuscript deals with the implementation of methods to reduce the computation time.
Chapter II deals with the optimization and validation of the macro-deposition method for the predic-
tion of stress and displacement fields. Finally, in the last chapter, an innovative exploratory study is
proposed to predict the inherent strains by data assimilation (based on the 3D scan of manufactured
parts) using Deep Learning models.

8.1 Mesoscopic thermo-mechanical model

■ Main Contributions: A mesoscopic thermo-mechanical model capable of estimating the distri-
bution of temperature, residual stresses and distortions during the manufacturing process of a
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Waam manufactured part has been implemented. An equivalent thermal source is used to rep-
resent the interaction between the arc and the molten pool. The material input is modeled with
the inactive element method. The work done in this thesis has greatly improved the understand-
ing of different aspects of the thermal modeling. A new thermal source based on the double
ellipsoid Goldak volume source is developed in order to manage better the paths encountered
during manufacturing. Indeed, the source adapts geometrically to have a more suitable behavior
during changes in path direction. Associated with the thermal source developed, the control and
correction of the heat flow is applied to provide the exact heat input. Indeed, due to the spatial
and temporal discretization of the thermal problem, the heat input is not fully provided. To
avoid wrongly correcting this numerical artefact during the calibration of the model, for example
by determining a higher η efficiency (which is a "physical" parameter), the thermal contribution
is integrated on the mesh and adjusted.

This mesoscopic model proposed allows predicting many quantities of interest (temperature pro-
file, molten pool size, inter-layer temperature, displacement evolution, and residual stress profile).
Some of the predicted quantities have been used for the validation step of the model, based on sev-
eral instrumented experimental studies. Indeed, as the models were developed to be robust and
adaptable, they can be applied to many different configurations in terms of process parameters,
geometries of the parts, and deposition strategies.

■ Perspectives: For future work, it would be interesting to perform a validation of the mechanical
model using constitutive behavior models fitted on the same experimental dataset, to better
compare the relevance of the hardening model used. It would also be interesting to validate
the proposed model on other measurable quantities such as the cooling rate, the numerical
macrographs (Figure 8.1), the hardness field (which can be estimated from the plastic deformation
by using empirical models [56]). The possibility to predict these quantities have been implemented
in the models. It would also be interesting to perform validation tests on other materials. Indeed,
the architecture of the models allows for the transposition to other materials, including with
metallurgical phase transformation, provided that the material parameters are available: the
thermal parameters, the mechanical parameters, the Trc diagram if there are metallurgical
transformations, and the constitutive behavior law.

Another possible prospect of this work is the prediction of the microstructure. Indeed, one of
the crucial points is the control of the microstructure obtained by additive manufacturing, which
is very variable depending on the path, the process parameters, or the cooling strategies. The
residual microstructure (grain size or grain orientation) can thus generate an anisotropy in the
mechanical behavior of the part [198]. It would be interesting, for example, to be able to couple
the thermal simulations to Cafe (Cellular Automaton Finite Element) type algorithms. Indeed,
these algorithms allow for the prediction of the evolution of the grain size [51]. Another approach,
simpler and easier to implement, would be to use a Hall-Petch type model [199] to predict an
equivalent grain size diameter, to take into account a possible variation of the yield strength,
which is of major importance for the accurate estimation of the mechanical residual state.

As the results presented in this manuscript are very promising, the developed numerical tools
could be used to help in the set up of future experimental trials, as in the study performed
in Chapter 5 that aimed at identifying a suitable cooling time. The prediction of the different
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Figure 8.1 – Deformed mesh obtained for the "Raster" wall using the calibration algorithm.

quantities of interest specified above could thus be used to identify parameters sets that would
be considered for the design and the optimization of the fabrications beforehand. Moreover, they
would also give access to quantities of interest difficult to measure on complex parts.

The computation time of such a model is relatively large, as indicated in Chapter 5. A first ap-
proach could be the development of some steps and operations in the source code of Code_Aster,
which would greatly reduce the computational cost of some of the intermediate steps performed.
Indeed, the management of the progressive contribution of the elements is very costly step, which
can go up to 30% of the total calculation time for large meshes. This is due to the successive and
numerous creation and suppression of several groups of meshes during the simulation. Integrating
these functionalities in Code_Aster could strongly reduce the cost of these manipulations. An-
other possibility would be the coupling with the MedCoupling library tool to manipulate meshes
and fields (developed among others by Edf).

8.2 Digital twinning assisted calibration

■ Main Contributions: A robust calibration method is implemented for the calibration of the un-
known parameters of the thermal model. The method is based on the solution of an inverse
Bayesian problem using the numerical twin of a numerical test. Since the solution of an inverse
problem often requires many calls to the numerical model (sequentially), the construction of a
numerical twin from a reasonable number of simulations allows reducing the computation time
greatly. Moreover, in the long term, one of the objectives of the method set up is to define a
standardized test for the calibration of new parts. The numerical twin of this standardized test
would be built once and used in each calibration step. In this thesis, the substitution models
are built using the Polynomial Chaos Expansion approach. For the design of experiments, the
Sobol sequences are applied. Once the digital twin is constructed, it is used for the calibration
step using Monte Carlo Markov Chain algorithms in order to obtain the probability distribution
of the parameters to be identified, given the available experimental data.

The models implemented and the calibration methodology put in place are then validated using
four instrumented experimental tests. For these four tests, thermocouple curves are used to cali-
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brate the unknown parameter sets. The thermal results are found very satisfactory in the different
cases investigated. For instance, the second case study has shown that the calibrated parameter
set is transposable to a different manufacturing configuration with a different deposition pattern.
Moreover, the 4th case study has demonstrated that the methodology developed can be deployed
for a Cmt manufactured block with a complex deposition strategy and cooling devices. After
the calibration of the parameters sets from the thermocouple data, other experimental data are
compared to the simulation results to validate the models implemented for the four test cases.
The comparisons performed on the size of the molten pool, the inter-layer temperature, and the
displacement or the residual stresses showed a very strong correspondence, showing the accuracy
and robustness of the developed models.

■ Perspectives: One of the most promising perspectives would be to help define a simple standard-
ized test to be performed before each new manufacturing. This would allow building a single
twin of this standardized case. The model construction step would thus be carried out once.
After that, only the calibration step will have to be achieved for each new manufacturing. In
order to build the most suitable test, a preliminary study may be to define the more relevant
tests, as well as the optimal instrumentation. The work presented in Appendices C and D can
provide first guidelines for the construction of such a test.

Moreover, it would be interesting to validate some modeling choices based on model selection,
considering, for instance, the thermal losses as shown in Appendix D. Indeed, because of the
great variety of possible models of equivalent thermal sources, model selection studies could
be envisaged in order to have a hierarchy of the relevance of the models to the experimental
data. This would allow identifying the most suitable modeling hypotheses for the different
configurations investigated.

Furthermore, another prospect of this PhD thesis is to study the different types of tests, with
different configurations and durations to help carry out spatial sensitivity studies as indicated
in Appendix C. This would enable the identification of the areas in which the parameters are
the most influential. These points of maximum sensitivity correspond to the locations where
the temperature in the whole part is the most sensitive to each parameter. Coupled with this
study, another possible prospect would be to calibrate the models on other types of data than
thermocouples, such as the size of the melted zone (as presented in Appendix B). The objective
would be to identify the best instrumentation and experimental measurements to be carried out
to calibrate the models. Indeed, such information can be very rich compared to a thermocouple
measurement, which is generally done far from the fusion line. In particular, this would allow in-
strumenting standardized tests with optimal yet limited instrumentation that is easily applicable
in an industrial environment.

Finally, a deeper investigation of the influence of the process parameters on target mechanical
quantities can also be of high interest. Indeed, if the mechanical quantities are the priority, it is
important to know which parameters are the most relevant and which parameters can be defined
empirically. To this end, once the uncertainties on the thermal parameters are calibrated during
the resolution of the Bayesian inverse problem on the thermal simulations, their uncertainty can
be propagated in the subsequent mechanical calculation in order to evaluate their influence on
the variability of the output of the mechanical model (deformations, stresses, etc.).
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All these studies can be carried out to help with the design of a very optimal standardized test
and with the selection of the most suitable modeling choices.

8.3 Computationally efficient approaches

■ Main Contributions: Two investigative studies are carried out on simplified methods for the
reduction of computation times.

First, although commonly used, the macro-deposition method depends on modeling parameters
that are usually chosen empirically. The first part of the study focused on the calibration of
the method for the prediction of two quantities of interest (residual stresses and displacements),
using as reference the corresponding mesoscopic thermo-mechanical simulation. Then, kriging
error response surfaces are constructed, and a constrained optimization phase is used to extract
the optimum modeling parameters to minimize the prediction error. Several conclusions are
reached. The main one is that the optimal numerical parameter sets are not similar for the
prediction of residual stresses and displacements. Indeed, in a layer-by-layer configuration, a
short heat input gives a good prediction of residual stresses, whereas displacements are obtained
for more spread-out heat input. It also appears that for the same process parameter set (U , I,
vt, . . . ), an optimal configuration can be identified and transposed to other deposition paths and
geometries. These results are very promising.

Moreover, a new and innovative approach is proposed, based on the coupling of the macro-
deposition method with a region of interest on which the mesoscopic thermo-mechanical simula-
tion is performed.

The last study of this manuscript focuses on the implementation of a shape prediction model of
a workpiece by data assimilation. In the context of an internship, a mesh calibration method
is implemented to identify a field of inherent strain to fit the mesh on 3D scans. Subsequently,
a model is proposed to predict inherent strains from the thermal history of a part by deep
learning algorithms. The preliminary results are rather promising. However, the results obtained
are not sufficient to identify whether a neural model is relevant to be transposed from a given
manufacturing configuration to another. Indeed, the lack of independent experiments has limited
the structures to be explored. Nevertheless, this study opens several perspectives.

■ Perspectives: In order to have a deeper understanding of the influence of the modeling parameters
of the macro-deposition method, new validation steps are required considering idle times between
layers, new process parameters, or other configurations such as pipes. A validation on larger
cases is also to be done. Moreover, it would be interesting to test the difference between macro-
deposition with uniform heat input and with a more complex distribution, as proposed and
presented in Section 6.5.

Finally, the macro-deposition of a group of layers (rather than layer-by-layer, or of a fraction
of layer) can be carried out to estimate the maximum number of layers deposited at once that
allows having a good estimation of the residual stresses. This type of approach is, for instance,
used for the Lbm Fe simulation, but needs to be validated for welding / Waam processes.

The local focus method is very promising since its use would allow precise numerical studies on
areas of interest. Indeed, although the macro-deposition simulation is satisfactory from a residual
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stress prediction point of view, the local and accurate thermal field prediction is not satisfactory.
This means that studies on temperature prediction, hot spots, numerical macrographs, and local
cooling rates cannot be performed accurately.

It would also be interesting to vary the layer fraction according to the zones to be studied during
the simulation. For example, several layers can be brought at the beginning, then the number
of layers brought may be progressively decreased until reaching a one-by-one deposition. After
that, the portions of layers deposited can be incrementally smaller until getting to the area of
interest where the complete mesoscopic simulation is performed.

This method of local focus would deserve a more thorough validation on an industrial case, such
as the Kaplan blade. To do so, the blade can, for instance, be manufactured with two zones
of interest, one in the first layer and another one further in the manufacturing. The associated
experimental test can be carried out with a focus on the same zones of interest in order to validate
the method and show the real contribution on the quantities of interest at the level of the zones
of focus.

For the inherent strains, other approaches are also to be explored to refine the results and identify
the influencing features. As pointed out in Chapter 7, the recurrent model should be enriched by
increasing the number of Lstm on the hidden layers, or even adding a new one to gain depth and
complexity. First, for convolution neural networks, tools can be used to identify better the areas
of interest in the time series for the prediction. To do this, it may be sufficient to reformulate the
regression problem into a classification problem by discretizing the image space, for example, and
to use the "class activation map" [196, 197]. Furthermore, taking into account spatial information
(the temperature variability in the area around a node such as a spatial temperature gradient)
can also be relevant for deformations.

Two novel studies can be considered. First, prediction models for plastic deformation of numerical
origin could be implemented. Considering that the simulations are validated, many simulations
can be performed on different manufacturing configurations and different process parameter sets.
The same methodology could be used to build a plastic deformation prediction model from the
thermal history. From a simple thermal calculation, a prediction of the residual stress state could
be made by performing an elastic calculation with an imposed pre-deformation.

The second possible study would be to predict the inherent strain that only results from the
non modeled physics: hydrodynamic phenomena in the molten pool that generate geometrical
artifacts such as local subsidence. Thus, as for the study carried out in Chapter 7, it would be
interesting to carry out the same study but not to build a model from the total strain but from
the total strain from which the plastic strain is subtracted. This would allow predicting only the
deformations that do not generate stresses. Such a model would predict the potential areas of
collapse and the defects due to an accumulation of too much temperature.

These two models would allow obtaining an inherent strain to calculate residual stresses and
mechanical deformations of a workpiece from a thermal simulation, but also predicting a second
inherent strain from which the morphological aspects of the workpiece are determined (deforma-
tions not inducing the generation of stresses).
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8.4 Final words

In this thesis, a thermo-mechanical model for the simulation of the Waam process at the mesoscopic
scale is implemented. Associated with this model, a methodology for the probabilistic calibration
of the thermal model parameters is developed, using the numerical twin of a mesoscopic simulated
test. The validation of the mesoscopic model and the calibration method for different manufacturing
configurations was successfully performed based on several experimental tests. The next step was
to accelerate the computational times in order to allow for the simulation of large industrial parts.
Therefore, after the validation of the mesoscopic models, these models were used to explore and optimize
the modeling parameters of the simplified macro-deposition method. Moreover, the last study of this
thesis focused on implementing of a data assimilation inherent strain prediction model for the rapid
prediction of the residual shape of manufactured parts from their thermal history.

All the tools and models developed in this thesis have been developed with a view to being trans-
posable to the wide variety of configurations offered by additive manufacturing (meshes, deposition
patterns, application of an idle time between layers and final cooling time, numerous simulation post-
processing, etc.). A point of honor is made on the implementation of the models for them to be reliable,
robust, and efficient.

The developed models and calibration methodologies can now be deployed to a large variety of
industrial cases for better control of the Waam process and its application in an industrial context.
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Appendix A

Additional data from the 2nd test case of
Chapter 5

A.1 Calibration steps of the "Zigzag" and of the "Raster"

■ "Zigzag" wall:
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Figure A.1 – Corner plot of the posterior distribution resulting from the calibration step of the
"Zigzag" test case. The Map θ∗z is represented in blue.
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A.2. VALIDATION OF THE THERMAL MODEL CALIBRATION METHODOLOGY ON A
CYLINDER

■ "Raster" wall:

1.2
0

1.3
5

1.5
0

1.6
5

f r

2.5

5.0

7.5

10
.0

c

0.6
8

0.7
2

0.7
6

0.8
0

0.8
4

η

0.2
4

0.3
2

0.4
0

0.4
8

ε 0

−0.3

0.0

0.3

0.6

0.9

ε 1

0.0
00

00
00.0

00
00

60.0
00

01
20.0

00
01

8

h 0

−0.2
5

0.0
0

0.2
5

0.5
0

0.7
5

h 1

8 12 16 20

ar

0.0
00

06
0.0

00
12

0.0
00

18
0.0

00
24

c l

1.2
0

1.3
5

1.5
0

1.6
5

fr

2.5 5.0 7.5 10
.0

c
0.6

8
0.7

2
0.7

6
0.8

0
0.8

4

η

0.2
4

0.3
2

0.4
0

0.4
8

ε0

−0.3 0.0 0.3 0.6 0.9

ε1
0.0

00
00

0

0.0
00

00
6

0.0
00

01
2

0.0
00

01
8

h0
−0.2

5
0.0

0
0.2

5
0.5

0
0.7

5

h1
0.0

00
06

0.0
00

12

0.0
00

18

0.0
00

24

cl

Figure A.2 – Corner plot of the posterior distribution resulting from the calibration step of the
"Raster" test case. The Map θ∗r is represented in blue.

A.2 Validation of the thermal model calibration methodology on a
cylinder

The objective of this appendix is the investigation of the generalization of the optimal set of parameters
found for a given part geometry to another one performed with the same experimental test configuration
(process parameters and material). To do so, an experimental test is performed with the same process
parameters as the two walls described in Section 5.3, but on a more complex configuration. The test
consists of an 80 beads cylinder with a diameter of 60mm. The cylinder is fabricated on a square
base plate of side length and thickness of 10 mm, clamped at two ends, as shown in Figure A.3. It is
important to note that the clamping of the cylinder and the two walls are different since it is not the
same contact surface nor the same clamp material.

In contrast to the study presented in Section 5.3, the numerical simulation of the cylinder is
performed without calibration with the experimental data of this test, but with the parameter set
obtained after calibration on the "Zigzag" test. The comparison between the experimental data and
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APPENDIX A. ADDITIONAL DATA FROM THE 2ND TEST CASE OF CHAPTER 5

b) Thermocouples positions

Top Bottom

150 mm
150 m

m

20 mm

7

13

1

8

14

6

5

2

3

4

10

11
912

a) 80 beads cylinder

x

y

z

Figure A.3 – Cylinder experimental test.

Table A.1 – Thermocouples locations.

Thermocouple x(mm) y(mm) z(mm)

1 40 40 10
2 110 110 10
3 2 148 10
4 2 75 10
5 148 2 10
6 148 75 10
7 75 148 10
8 75 2 10
9 105 75 0
10 60 101 0
11 60 49 0
12 75 75 0
13 120 30 10
14 30 120 10

the simulation for the first 25 beads is presented in Figure A.5. Only an adaptation of the thermal
heat loss at the clamped zone parameter set at the clamping is carried out since the cylinder clamping
conditions were different from the wall. The error between the thermocouple curves and the numerical
prediction is between 1 and 7%, which is very satisfactory. It is thus shown that, for the same parameter
set, after calibration on a given part geometry (wall), the simulations can be predictive for another
more complex part geometry (cylinder). Nonetheless, it would have been interesting to have the same
clamping boundary conditions to be absolutely sure of the transposition of the parameter set. For
future work, other part geometries can be considered, for example with juxtaposed beads (block for
instance).
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A.2. VALIDATION OF THE THERMAL MODEL CALIBRATION METHODOLOGY ON A
CYLINDER
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Figure A.4 – Validation of the temperature profiles for the thermocouples of the cylinder test on the
first 25 beads with the parameters θ∗z&r.
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Figure A.5 – Validation of the temperature profiles for the thermocouples of the cylinder test on the
first 25 beads with the parameters θ∗z&r and an adaptation of hcl = 200 (W.m−2.K−1).
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Appendix B

Extra study: Inverse problem using
macrographies

One of the benefits of the inverse problem method developed in Chapter 4 is that it can be extended to
other types of experimental data, provided that the experimental data are available and that the same
quantities of interest can be extracted from the simulations. For instance, this method can be easily
transposed to melted zone profiles, Heat Affected Zone (Haz) profiles, or even residual stress profiles.
Below, a simple example presents the parameter set calibration procedure developed on melted zone
profiles in the case of a fusion line.

The example shown in Figure B.1 consists of a single 120mm long fusion line. Figure B.1-a
represents the "maximum" temperature field reached by each node during the test. The 1400°C
isotherm in this field thus corresponds to the area that was melted during the test.

As shown in Figure B.1-b, by taking a slice of this field, a numerical macrograph is obtained. It is
thus possible to extract the molten zone profile (in green) or Haz. Following the methodology presented
in Chapter 4, a first example of calibration on molten zone profile is presented. 256 simulations are
performed by varying the parameters of the equivalent heat source, ar, fr, b, c, η, in the ranges shown
in Table 5.10 using Sobol sequence DoE. As for all the case studies presented in the manuscript, a
surrogate model by Pce is built from the macrography profiles (Figure B.1-c). Finally, a calibration
step is performed using the surrogate model. In the absence of experimental data from this test, an
artificial numerical profile is generated, which serves as an "experimental" profile on which the surrogate
model is calibrated (in red in Figure B.1-d). After the calibration step, the generated parameter set
gives the molten zone profile presented in blue in Figure B.1-d. This example shows very promising
results for future calibrations.

The advantage of performing calibration on other types of data is to "add" information that is not
present in the considered experimental data. Indeed, some parameters may seem to be less influential
in the case of calibration using thermocouple data, which measures the temperature quite "far" from
the molten pool. The information observed at the thermocouple location may thus be insufficient to
represent the temperature around the molten pool accurately. Therefore, considering the shape of the
molten pool in the calibration allows adding local thermal information, which can eventually help in
the better calibration of some parameters. The use of several types of experimental measurements in
future work may provide a much more accurate calibration of the simulations.
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a) Maximal temperature field observed at 
each node

b) Section of the field - Node with a maximal 
temperature observed haved been melted

c) Surrogate model of the melted zone or HAZ

256 simulations

𝒀 = 𝒇(𝑿)

d) Calibration step

Parameter calibration using a macrography

Calibrated macrography

Figure B.1 – Example of calibration of the thermal source on a molten zone profile.
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Appendix C

Extra study: Sensitivity analysis

Several studies in the literature focus on the sensitivity of the model parameters. For example, Asserin
et al. [200] performed a sensitivity analysis on material properties. Velaga et al. [201] studied the
influence of the radius of an equivalent surface source on the shape of the molten pool. The authors
determined that the molten pool is further apart and shallower as the radius increases. Moreover, since
the source used is gaussian, the larger the r, the smaller the maximum temperature reached.

One of the significant advantages of using Polynomial Chaos Expansion is the explicit computation
of Sobol indices. Sobol indices provide the areas of the relevance of the parameters, their evolution in
time, and their global influence. In this appendix, a sensitivity study is performed for the two walls
presented in Section 5.3. This sensitivity study does not only consider the data used for the calibration.
Indeed, 512 simulations are performed in this section. Moreover, the entire top surface of the wall base
plate is used. This sensitivity study is carried out considering three approaches.

For the first approach, the temperature profile is extracted at each mesh node on the upper face. For
each node, a surrogate model is built considering the following parameters: ar, fr, b, c, η, ε0, ε1, h0, h1,
and hcl. From the surrogate models built on each node, the associated Sobol indices are extracted for
different time steps of the temperature curves (1 time step out of 5 to reduce the computational costs).
A spatial and temporal field is thus obtained for each parameter. Figures C.1 and C.3 respectively
represent the first-order Sobol indices field at three different instants for the "Zigzag" test and the
"Raster" test: at 24 s, at 348 s, and at 708 s.

Several conclusions can be drawn from these fields. First of all, the Goldak parameters (ar, fr,
b, c) are not very influential during the manufacturing process. On the contrary, the efficiency η

is highly influential, and its influence decreases progressively on the base plate as the part is being
manufactured. This can be explained by the fact that, as the manufacturing progresses, the source
"moves away" from the base plate. Regarding the parameters describing the thermal dissipation by
convection and emissivity (ε0, ε1, h0, h1), their influence increases on the base plate as the part is being
produced. This observation is consistent with the analysis performed in Section 5.3 stating that one
of the particularities of the Waam process is that the influence of the thermal dissipations increases
during the manufacturing process due to the accumulation of heat during the manufacturing process.

The second approach considered for this sensitivity study is the calculation of the aggregated Sobol
indices according to time for each node: there is thus only one aggregated value of the Sobol indices
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per parameter set for each node. The Sobol indices fields are represented in Figures C.2 and C.4 for
the "Zigzag" and the "Raster", respectively. These fields allow studying the overall distribution of the
parameter sets sensitivities on the upper surface of the base plate. These figures clearly show that the
most influential parameters are the efficiency and the thermal dissipation coefficients.

Finally, the third approach consists in aggregating of the Sobol indices of all the nodes together. A
global estimate of the most influential parameters is thus obtained. As for the two previous approaches,
the efficiency is the most influential parameter by far.

Moreover, it seems that the morphological parameters of the equivalent heat source are not very
influential. Multiple reasons can justify this. The first is that the morphological parameters may not
influence the top surface of the base plate. However, a study on the whole volume could increase the
sensitivity index of these parameters. Moreover, this might also be due to the discretization of the
mesh, which may not be fine enough to see a significant influence of these parameters, but sufficient to
provide very good thermal predictions. Finally, these parameters may not significantly influence the
temperature field. However, they might have an impact on other quantities of interest (for instance,
target mechanical properties).

The parameters describing the thermal dissipation by convection and radiation appear to be influ-
ential. Moreover, the first-order parameters (ε0, h0) are superior to the second-order parameters (ε1,
h1). This means that it may not be necessary to use a time-dependent description for the dissipations,
and that constant values may be sufficient. A more detailed study could be carried out to validate this
hypothesis. The approximate Bayesian Computation (Abc) approaches described in Appendix D can
for instance be considered to estimate which of thermal dissipation models has the highest probability
of representing experimental data.
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Figure C.1 – "Zigzag" test case: Sensitivity analysis field
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Figure C.2 – "Zigzag" test case: Sensitivity analysis field aggregated on time
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Figure C.3 – "Raster" test case: Sensitivity analysis field
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Figure C.4 – "Raster" test case: Sensitivity analysis field aggregated on time
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Appendix D

Extra study: Thermal dissipation model
selection

D.1 Presentation of the study

In this section, a preliminary model selection study is performed. As indicated in Section 2.4.3.2, several
approaches to modeling heat losses are possible. In this Appendix, the three proposed modelings of
the thermal dissipation presented below are compared.

Model selection consists in choosing a model from a set of candidate models, which seems to be the
most suitable given the data. The best model is the one with the highest probability of representing the
experimental data at disposal. To do this, the Approximate Bayesian Computation approach (Abc)
[202, 203] is used.

Approximate Bayesian Computation (Abc) is a method in the field of Bayesian inference which
is used to estimate the posterior distributions of the model parameters and the estimation of the
parameters, in the same way as the Mcmc introduced in Chapter 4, but also to make model selection
[202].

In contrast to the adaptive Metropolis-Hasting algorithm, the draw rejection algorithm for the
Abc is simpler. The major difference lies in the fact that the successive draws do not depend on the
previous point. The steps of the rejection algorithm are the following: (1) the proposal is drawn on
the prior distribution of the parameters. (2) The model is estimated for each draw. (3) If the estimate
Y(θ) is too far from the experimental observations Dobs, the draw is rejected; otherwise, it is accepted.
In this study, a norm L2 is used to compute this distance and εAbc the tolerance for the acceptance
or not of a draw such that:

||Y(θ)−Dobs||2 ≤ εAbc. (D.1)

As for the Mcmc, the result of such an algorithm is an approximation of the posterior distribution
of the parameters. Nevertheless, the acceptance rates are the result used for the ranking of the
models. Thus, for a similar tolerance εAbc, the fact that a model has a higher acceptance rate than
the other candidate models means that it has a higher probability of generating predictions close to
the experimental data. Moreover, for candidate models with similar predictive power, the "simplest"
model is the most likely to be the best choice. Indeed, the higher the dimension of the problem, the
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lower the probability of generating a run whose distance from the experimental data is small. It should
also be kept in mind that the estimate obtained gives an indication of the model that seems to most
easily approximate the experimental data at hand. Although these methods are dependent on the
priority given as input, it is very interesting to have a first estimation of which model seems the most
relevant.

D.2 Models & Results

After this short presentation of the principle of the Abc approach, the case studied is presented.
For this study, the experimental test that is used for this study is the "Zigzag" test presented in the
2nd case study. The three types of thermal dissipation modeling are:

■ Constant heat losses coefficients:

h(T ) = h0 with ε(T ) = ε0. (D.2)

■ Linearly temperature-dependent heat losses coefficients:

h(T ) = h0 + h1
(120.0− h0)

2000
T, (D.3)

ε(T ) = ε0 + ε1
(1− ε0)
2000

T. (D.4)

■ Combined temperature-dependent heat losses coefficients:

h(T − Tamb) + εσ(T 4 − Tamb
4) =

(
εσ(T − Tamb)(T

2 − T 2
amb) + h

)
(T − Tamb)

= floss(T )(T − Tamb)
(D.5)

floss(T ) =

(
0.5 (c1 − c0)× tanh

(
5T

T1 − T0
+

(
2.5−

(
5T1

T1 − T0

)))
+ 0.5 (c1 + c0)

)
(D.6)

Assuming nothing is known about the parameters, a uniform prior for each parameter is employed
for the surrogate model training and the Abc step. The intervals are presented in Table D.1, D.2, and
D.3.

Table D.1 – Parameters range for the 1st model.

Parameters ar fr b c η ε h hcl
Variation [3.0,18.0] [1.10,1.7] [3.0,9.0] [1.0,10.0] [0.50,0.95] [0.2,0.8] [0.0e-6,30.0e-6] [0.0e-6,300.0e-6]

Table D.2 – Parameters range for the 2nd model.

Parameters ar fr b c η ε0 ε1 h0 h1 hcl
Variation [3.0,18.0] [1.10,1.7] [3.0,9.0] [1.0,10.0] [0.50,0.95] [0.2,0.8] [0.0,1.0] [0.0e-6,30.0e-6] [0.0,1.0] [0.0e-6,300.0e-6]

As for the Waam algorithm, a number of samples are generated from the prior distribution and
the associated estimation using the surrogate model are performed. Each estimation is compared to
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Table D.3 – Parameters range for the 3rd model.

Parameters ar fr b c η c0 c1 T0 T1 hcl
Variation [3.0,18.0] [1.10,1.7] [3.0,9.0] [1.0,10.0] [0.50,0.95] [5.5e-6,3.5e-5] [3.5e-5,9.0e-4] [50,500] [1200,2200] [0.0e-6,300.0e-6]

the experimental data, and if the distance is smaller than or equal to the defined error, the parameter
set is accepted. These steps are performed using multiple models: the constant-coefficient thermal
losses surrogate model, the linearly temperature-dependent thermal losses surrogate model and the
"tanh" temperature-dependent thermal losses surrogate model. For each surrogate model, the resulting
acceptance ratio is computed. The models are thus classified by the resulting acceptance rate with the
model, with the highest acceptance rate being the one that has the highest probability of representing
the experimental data. The acceptance rates for each of the three surrogate models are presented in
Table D.4. These results highlight the fact that the model that seems to be best suited for representing
thermocouple data is the model with constant convection and radiation coefficients, and the worst is the
"tanh". This observation is very interesting since the best fitting model is the simplest one. Moreover,
these observations coincide with the observation in Appendix C, which shows that the first-order heat
dissipation parameters are the most influential and that the other two do not seem to be very influential.

Table D.4 – Abc results: Acceptance rate for the 3 models.

Model 1st: Constant coefficients 2nd: Linear coefficients 3rd: Combined coefficient
Acceptance rate 23% 15% 8%
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Appendix E

Constitutive behavior models monotonic
response to a tensile loading
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APPENDIX E. CONSTITUTIVE BEHAVIOR MODELS MONOTONIC RESPONSE TO A
TENSILE LOADING

Figure E.1 – Constitutive behavior models monotonic response to a tensile loading for multiple tem-
peratures: 20°C, 100°C, 200°C, 300°C, 400°C, 500°C, 600°C, 700°C, 800°C, 900°C, 1000°C.
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Appendix F

Extra study: Thermal model calibration
using stress experimental data

The single-bead test of the third study presented in Section 5.4 is instrumented by X-ray diffraction on
4 profiles. The 8 associated residual stress curves are thus obtained. These experimental data provide
a wealth of information that can be used in several ways. One idea is to perform the calibration step
of the thermal model parameters on these residual stress profiles. Such a study would allow comparing
the posterior distributions to those obtained by the calibration of the temperature curves. Moreover,
as explained in Appendix C, the construction of the associated surrogate models allows performing a
sensitivity analysis of the thermal parameters to study their influence on the residual stress profiles.

The 512 simulations associated with the same DoE presented in Appendix C are performed. For
this purpose, the model Vmis_Ecmi_Line is used since it seems to give satisfactory results (Section
5.4 for more details). For the calibration step and the associated surrogate model, the 8 experimental
and numerical residual stress profiles are concatenated to obtain the longitudinal and transverse residual
stresses on the 4 measured profiles. Figures F.1 and F.2 represent the shape of the data.

The surrogate model is constructed using Sparse Pce, as presented in Chapter 4. TheR2 obtained is
0.94. As a first step, a sensitivity study is performed using the trained surrogate model. The aggregated
Sobol indices are determined and presented in Figure F.4. The results highlight that the most influential
parameters are the source length ar and depth c and the efficiency η. Interestingly, length and depth
were not among the influential parameters in the thermal sensitivity analysis (Appendix C). On the
other hand, efficiency is the most influential parameter, as for the previous sensitivity analysis study.
A global sensitivity analysis on the whole mesh could be performed to compare the influences of the
parameters on the thermal and mechanical target properties. The calibration step is done using the
same DoE as for the thermal calibration. The results show a good estimation of the stress as shown
in Figure F.5.
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APPENDIX F. EXTRA STUDY: THERMAL MODEL CALIBRATION USING STRESS
EXPERIMENTAL DATA

Figure F.1 – All the experimental data with the 512 stress curves used for the metamodel construc-
tion

Figure F.2 – All the concatenate experimental data with the 512 stress curves concatenate used for
the metamodel construction
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Figure F.3 – Corner plot of the posterior distribution resulting from the calibration step.
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EXPERIMENTAL DATA

0.00 0.01 0.02 0.03 0.04 0.05
Position z (mm)

−200

−100

0

100

200

300

S1
lo

ng
it

ud
in

al
st

re
ss

(M
Pa

)

0.00 0.01 0.02 0.03 0.04 0.05
Position z (mm)

−200

−100

0

100

200

300

S1
tr

an
sv

er
sa

ls
tr

es
s

(M
Pa

)

0.00 0.01 0.02 0.03 0.04 0.05
Position z (mm)

−200

−100

0

100

200

300

S2
lo

ng
it

ud
in

al
st

re
ss

(M
Pa

)

0.00 0.01 0.02 0.03 0.04 0.05
Position z (mm)

−200

−100

0

100

200

300

S2
tr

an
sv

er
sa

ls
tr

es
s

(M
Pa

)

0.00 0.02 0.04 0.06 0.08 0.10
Position z (mm)

−200

−100

0

100

200

300

S3
lo

ng
it

ud
in

al
st

re
ss

(M
Pa

)

0.00 0.02 0.04 0.06 0.08 0.10
Position z (mm)

−200

−100

0

100

200

300

S3
tr

an
sv

er
sa

ls
tr

es
s

(M
Pa

)

0.00 0.02 0.04 0.06 0.08 0.10
Position z (mm)

−200

−100

0

100

200

300

S4
lo

ng
it

ud
in

al
st

re
ss

(M
Pa

)

0.00 0.02 0.04 0.06 0.08 0.10
Position z (mm)

−200

−100

0

100

200

300

S4
tr

an
sv

er
sa

ls
tr

es
s

(M
Pa

)

MAP
Experimental data
95% confidence interval

Figure F.5 – Experimental and Map metamodel estimation with the confidence interval
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Appendix G

Data-driven inherent strain field
calibration method

G.1 Introduction

G.1.1 Overview of the problem

As it stated previously, the first objective is to succeed in making the link between the numerical mesh
and the two 3D scans of the Waam manufactured walls. Therefore, this first part focuses on setting
up a calibration algorithm between the 3D scan and the mesh. This means that the mesh must be
deformed to match the 3D scan. This calibration has thus three constraints:

• A good reconstruction of the object. Indeed, the mesh must fit the 3D scan as well as possible.
Therefore, it is necessary to define the distance between the two objects: the mesh and the 3D
scan. It is also necessary to choose the degree of precision of the fit. Indeed, it is necessary to
avoid capturing the measurement errors of the 3D scan. Moreover, the surface roughness of the
manufactured parts is not always relevant to take into account,

• The quality of the deformed mesh after calibration. Indeed, having a good quality mesh is
very important during finite element simulations for the calculations to be carried out with good
accuracy, for a good stability of the solutions, but also for a good convergence of the calculations,

• A realistic deformation field. The search field must, afterward, be able to be explained physically.
In particular, too large discontinuities between two adjacent mesh elements must be avoided.

The 3D scan can be considered as a point cloud. Several methods aim to deform an initial point cloud,
also called template, towards a target point cloud. Amberg et al. [204] define the problem as the
sum of three terms: one term aiming at reducing the distance between the template and the target,
another one aiming at having an ensemble motion between the points of the template by putting springs
between the neighboring points, and a last term that gathers an a priori knowledge of the relationship
between the template and the target. More precisely, in the case where we know a priori that specific
points of the template and the target must be brought closer, the last term allows associating them.
The developed algorithm has a "reduce stiffness" structure: the idea is to start by having a very stiff
mesh, and then by decreasing the force of the springs in order to have a less and less stiff mesh to
approximate as well as possible the local deformations. Moreover, the term to penalize the distance

253
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between the template and the target is based on the two-by-two association of points of these two
objects. However, the determination of this association is not feasible a priori because of the very large
dimension of the solution space. Thus, the problem is approached by considering local associations of
points. This is done by searching for the closest points in the target for each point of the template in
order to approach the "true" solution of the problem.

Yao et al. [205] propose a similar approach, but that differs regarding several points. First, in order
to decrease the algorithmic complexity of the problem, the authors introduce a template extraction.
Indeed, they only consider a part of the points of the template. Moreover, in order to move the
others, they consider a neighborhood for each point and apply an affine transformation to move the
points not included in the extraction. Finally, the authors seek to decrease the number of deformation
discontinuities between neighboring points by introducing an approximation of the L0 norm.

Another method is to have a probabilistic point of view, as developed in the article by Myronenko et
al. [206]. For this approach, the displaced points are considered to be the realization of 3-dimensional
centroids of equally-weighted gaussians with equal isotropic covariance matrices. Moreover, unlike the
two previous methods, the association of points between the target and the template is not sought.
The minimization of the distance is done by comparing the distance of all the points of the template
with all the points of the target. Finally, in order to have an ensemble motion, a regularization term
is added to tend to penalize discontinuous motions. For this, the authors introduced a high-pass filter
in order to minimize the oscillations in the deformation field [207].

The solution of the Scholkopf et al. problem [206] goes through an expectation-maximization
algorithm whose objective is to find the maximum of likelihood while using the basics of the annealing
principle by starting to have a strongly randomized search that reduces in time to explore the most
promising regions found during diversification.

There are many other variants to these three methods which are compared in the study of Tam
et al. [208]. However, most of the methods only concern point clouds that try to approximate point
clouds, or point clouds with edges, that try to approximate point clouds. From a mesh point of view,
for the template, the problem is poorly explored. Moreover, in this study, the objective is to wedge the
nodes of the edge of the mesh to a point cloud, and the points inside the mesh must be able to follow
the motion, which is much less explored in the literature.

In the following, now that the problem has been defined, methods of calibration between a mesh
and a point cloud will be explored. This study is based on the work of Amberg et al. [204], which is
widely used in the literature.

G.1.2 Proposed model

The initial mesh (the template) is denoted Ω = {ν, ε}. It is composed of N vertices ν and M edges
ε. An edge E ∈ ε is defined as a linear function of [0, 1] in R3 connecting two nodes of the mesh. The
vertices on the boundary of the mesh are called skin summits or skin nodes, τ = {x ∈ R3; x ∈ ∂Ω∩ν}.
This set is a discrete set of R3 points of cardinal Nskin. The target π is a cloud of points of R3. Denoting
X ∈ RN×3 the position of the vertices in the initial mesh, the positions of all nodes x ∈ RN×3 of the
deformed mesh searched for are written as:

x = U +X, (G.1)
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with U ∈ RN×3 the displacement of each vertex of the mesh. The displacement U corresponds to the
minimum of the energy E(U):

E(U) = Edata(U) + Ereg(U) = Edata(U) + αEjump(U) + γEsolid(U). (G.2)

This problem is based on the definition of two terms:

• The data deviation term Edata aims at minimizing the distance between the skin vertices of the
mesh and the target point cloud (Section G.2),

• The regularization term Ereg which aims to have an internal movement of the vertices of the
mesh. It must allow respecting the various criteria mentioned in Section G.3.

G.2 Data deviation term

The data deviation term Edata is intended to minimize the distance between the skin vertices and the
target point cloud. This energy term is therefore written:

Edata =
1

2

∑
xi∈τ

kidist(xi, π)2 (G.3)

The distance between the node xi and the point cloud is denoted dist(xi, τ). To define such a
distance, correspondence must be established between the skin nodes of the mesh and the points of
the target. The coefficient ki corresponds to the stiffness to be put on the spring associated with the
node xi. Since the objective is to define a surface force on the whole skin of the mesh, this stiffness is
set to be proportional to the area |Ωi| of the surface element. This element corresponds to the set of
triangles of the mesh (located on the skin of the mesh), of which one of the vertices is xi. The set of
vertices of these triangles is thus constituted by all the skin nodes that are connected by an edge to the
node xi, a set noted here by abuse of notation Ωi such as Ωi = {x ∈ τ ; ∃E ∈ ε/ E(0) = xi, E(1) = x}.
Thus, the stiffness ki associated with the node xi is defined as:

ki = k∗i |Ωi| , (G.4)

with k∗i a multiplier coefficient chosen constant and equal to 1 for all nodes.
Nevertheless, defining the distance between the node xi and the point cloud is necessary. There are

several methods to define it depending on the problem considered. For example, Amberg et al. [204]
define a Axi match for the xi node as the point of the target closest to xi. This is a mesh-to-target
approach. Nevertheless, this definition leads to some complications. Indeed, the case of study here
corresponds to the case where the point cloud contains many more points than those in the skin of the
mesh. For example, in the example case represented in Figure G.1, some pairings are not satisfactory
to best represent the target.

The target is a rectangle with a greater length than the skin of the initial mesh. In Figure G.1,
only the skin of the mesh is represented, but it is understood that the mesh is a solid that also has
interior nodes. In this case, it is easy to see that the correspondences represented by the red binders
do not allow having a deformed mesh which tends towards a good representation of the point cloud:
target points are not "seen" in such a configuration.
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Target point cloud

Skin vertices

Mesh→ Target

Centroid

Target →Mesh

Figure G.1 – Diagram illustrating the choice of correspondence between the skin of the mesh and
the target: in green the points of the target point cloud, in blue the skin nodes of the mesh, in red
the correspondences following the mesh-to-target strategy, in black the centroids associated with the
target-to-mesh method, in purple the correspondences of the target-to-mesh method.

Thus, in order to have a good representation of the target point cloud, it is better to have an
inverse approach going from the target to the skin nodes. Moreover, in order to avoid disparities in
the number of target points associated with each skin node, for instance, if a skin node has only one
target point while another skin node has many, the targets are constructed as centroids associated with
each skin node of the mesh. This is schematically shown in Figure G.1 with purple binders and black
centroids. This way, the whole target point cloud is reached.

To define this correspondence, the application B, which gives the skin node of the mesh that is
closest to the point y of the point cloud is considered:

∀y ∈ π, By = argmin
x∈τ

||y − x||2 . (G.5)

The match for the skin node x is constructed as the centroid of all target points closest to x.
Therefore:

∀x ∈ τ, Ax =


1

#B−1x

∑
z∈B−1x

z if B−1x ̸= ∅

argmin
y∈π

||x− y||2 else.
(G.6)

In the case where B−1x = ∅, the correspondence is forced by searching for the closest point in the
point cloud for a skin node. This allows overcoming the few cases where the point cloud implies, for
example, a strong contraction of the mesh.

In this configuration, the distance term penalizes the normal distance term as much as the tangential
distance term. Nevertheless, it is preferable to have a "slip" of the mesh skin on the target point cloud.
This "slip" means that tangential movements with respect to the wall surface are allowed, so they
are not penalized. For example, in a 2D case like on the diagram G.1, the blue points must not be
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penalized by transverse movements according to the vector t⃗. Moreover, these points must move more
freely in this direction to minimize the regularization term as much as possible, which corresponds to
decreasing the deformation field’s discontinuities. This will penalize the normal distance between the
skin vertices and the point cloud. For a skin node xi, the set of skin triangles where xi is one of the
vertices is denoted Ti. A skin triangle, t is a triangle of the Ω mesh such that the set of points that
compose it belongs to ∂Ω. For each skin triangle t, its normal n⃗t is defined as unitary and outgoing
from Ω. Thus, the normal n⃗i of the skin node xi is defined as the average of the normals of the skin
triangles of Ti:

n⃗i =
1

#Ti

∑
t∈Ti

n⃗t. (G.7)

This allows defining for all nodes the notion of average. It corresponds to our intuition for rela-
tively thin meshes where the changes in normal direction between neighboring skin triangles are small.
However, there are geometric areas where such a definition does not correspond to what is desired to
be approximated. This is the case, for instance, on the corners of the wall where this definition consists
in averaging two very distant directions. In such cases, this definition of normal is less justified and can
lead to a very irregular deformation behavior. This is why, for these borderline cases, the penalty is
made on the whole distance with all its components without distinction between normal and tangential
components. Nevertheless, in order to simplify the notations, in the following, the notation n⃗i will be
used for the different cases, but it will be understood that this vector is not normal, but, for example, a
simple unit vector in the same direction as xi−Axi. The energy to be minimized can then be written
as follows:

Edata(U) =
1

2

∑
xi∈τ

ki ||(xi −Axi) · n⃗i||22 . (G.8)

In this problem, the displacement U which leads to a minimization of the energy E(U) is to be
found. Indeed, the term Axi = A(Ui+Xi) is an unknown of the problem. Amberg et al. [204] propose
to solve this by iterating local correspondences in a fixed point problem. For this, a fixed point problem
is introduced, where starting from U [0] = 0,

(
Ax[j]i

)
i∈J1,NskinK

is used to determine U [j+1] so that:

{
x[j+1] = U [j+1] +X

U [j+1] minimize Ẽ[j+1](U) = Ẽ
[j+1]
data (U) + Ereg(U)

, (G.9)

where Ẽ[j+1]
data is defined as a variation of the data deviation energy of the equation G.8:

Ẽ
[j+1]
data =

1

2

∑
xi∈τ

ki

∣∣∣∣∣∣(xi −Ax[j]i

)
· n⃗i
∣∣∣∣∣∣2
2
, (G.10)

with xi = Ui +Xi for all i ∈ τ . Thus, in Equation G.10, Ax(j)i is completely known and indepen-
dent of U . The fixed point consists in finding a state where the new assignment

(
Ax[j+1]

i

)
i∈J1,NskinK

associated to x[j+1] is the same as the previous one
(
Ax[j]i

)
i∈J1,NskinK

.
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G.3 Regularization term

The regularization term allows the whole structure to deform in accordance with the constraints im-
posed on the skin of the mesh while ensuring a good quality of the mesh. For this purpose, two energy
terms are used. They are presented in this section.

G.3.1 Jump model

The idea is to minimize the jumps of deformations from one element to another directly without
minimizing the values of the deformation fields. Thus, high values of deformations are possible. The
first regularization, Ejump, aims at penalizing the discontinuities in the deformation field by penalizing
the discontinuities in the displacement gradient.

In the Galerkin method, the solution u ∈ H1(Ω) is approximated by a function Uh of a finite-
dimensional subspace Vh. This function is then formed by a linear combination of the shape functions
in the finite element case P1. Finally, the discontinuities of the gradient are defined as the difference
on the boundary between two elements T+ and T−:

J∇UhK =
(
∇U+

h −∇U−
h

)
· n⃗, (G.11)

with n⃗ the normal vector oriented from T+ to T− as represented in Figure G.2, and with U+
h and

U−
h the functions defined on T+ and T− respectively. The quantity Ereg must then be minimized:

Ereg(Uh) =
1

2

∑
e∈εint

h

∫
e
J∇UhK · J∇UhKdS (G.12)

Figure G.2 – Orientation of the normal between two elements T+ and T− for the definition of the
gradient jump.

G.3.2 Neo-Hook term

Another term, Esolid, is also taken into account. This extension guarantees a good quality of the mesh
and prevents elements from degenerating. Indeed, there is no way to control or guarantee that a mesh
element does not degenerate. However, this type of case can happen for configurations where the point
cloud and the mesh are distant. For this, a constitutive behavior law of large deformations called
hyperelasticity is used [209]. Finally, the potential energy is decomposed, in a general way, in three
terms:
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Esolid(u) =

∫
Ω
ψ(u)dx−

∫
Ω
B · udx−

∫
∂Ω
T · uds, (G.13)

where B represents the volumetric forces and T the forces on the boundary (surface forces). In the
calibration case, these forces are introduced via the energies Ejump(U) and Edata(U), so B = 0 and
T = 0. The energy density of a compressible solid is given by:

ψ(u) =
µ

2
(Ic − 3)− µ ln (J) + λ

2
ln (J)2 , (G.14)

with λ and µ the Lamé coefficients, and Ic, J two invariants.

G.4 Overview of the method

For a fixed skin node-to-target cloud correspondence, i.e., for a fixed j, the problem is written:{
Find U by minimizing Ẽ[j](U)

Ẽ[j](U) = Ẽ
[j]
data(U) + Ereg(U) = Ẽ

[j]
data(U) + αEjump(U) + γEsolid(U)

(G.15)

This is a non-linear problem because of the expression of ψ(u). To solve it, Newton’s method is
used. Newton’s iterations are noted with the index n. The developed mathematical model uses two
convergence loops. The first one consists of a fixed point algorithm to find the local correspondences,
due to the first energy term Ẽ

[j]
data(U). The second convergence loop is nested in the first one due to

the last added term from the large deformation theory. Finally, a third level is added to these loops.
This one comes from the "jump" regularization term αEjump(U). It consists of starting by having a
rigid motion wedge and gradually reducing the rigidity of the structure to have motions less and less
constrained by a solid rigidity. The structure must first be globally wedged. Then, the approximation of
the two structures needs to be progressively refined. This is done to reach the optimal correspondences
without falling into a total deconstruction of the structure. Considering initially a very rigid solid,
which is then relaxed over time, makes it possible to guide the structure towards behaviors that would
avoid this type of deformation. The implementation of this loop consists in making the coefficient α of
the system in Equation (G.15) evolve with time. Indeed, at first, this coefficient makes regularization
predominant with high values of α, then it decreases iteratively once the solution is stabilized, i.e. once
the fixed point problem on the local correspondences has converged. The structure of the algorithm is
shown below:
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Calibration algorithm

Parameters :

• ᾱ := {α1, . . . , αr}, ∀j, αj > αj+1 : stiffening coefficient in the system (G.15),

• γ : coefficient before the Neo-Hook term of the system (G.15),

• εerreur : setting accuracy,

• ε : convergence of the fixed point and Newton’s method.

Algorithm :

□ Initialize U [0] ←− 0 and Error ←− +∞
□ For each stiffness values α ∈ ᾱ and while Erreur > εerreur

• While
∣∣∣∣U [j−1] − U [j]

∣∣∣∣ ≥ ε
□ Initialize U [j](0) ←− U [j−1]

□ Find the local correspondences between (x
[j−1]
i = U

[j−1]
i + Xi)i and the target

point cloud

□ While
∣∣∣∣U [j](n−1) − U [j](n)

∣∣∣∣ ≥ ε
• Find ∆Un

• Update the displacement U [j](n) = U [j](n−1) +∆Un

• Compute the error (Error) between the centroids and the skin nodes of the mesh
from the last local match found

There is no theoretical assurance of having a stabilized solution for the local correspondences. In
particular, it has been observed numerically that specific configurations between the point cloud and
the skin nodes can lead to an oscillating solution at the level of the local correspondences. A node can
alternately change target centroids without asymptotic stabilization. Thus, the convergence condition
of the fixed point problem of local correspondences is coupled to a condition of a maximum number of
iteration j.

Moreover, knowing that there are three nested loops, the convergence of Newton’s method is not
required. Indeed, it is assumed that the total solution stabilizes under the effect of the two other
convergence loops of the problem. Thus, the convergence condition of Newton’s problem at j fixed is
coupled to a time condition, with a much shorter maximum time than in the previous condition, i.e.,
the maximum number of iterations over n at j fixed is much smaller than the maximum number of
iterations of the fixed point problem.
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Appendix H

Neural network architectures

H.1 Mlp model description

In this part, the functioning of a neural network is briefly presented, starting with the definition of
a neuron, followed then by their association to form more complex models. Finally, the difference
between the hyperparameters and the parameters of a model is explained.

A neural network model is a regression model between input and output data. It is an extension
of linear regression, which consists in finding the line that most effectively explains the output data
(yi)i∈J1,MK knowing the input data (xi)i∈J1,MK (see Figure H.1-a). In this case, one is looking for the

a) Example of linear regression b) Neuron with N inputs and 1 output

Measureddata

Linear regression

Figure H.1 – a) Example of linear regression, b) Neuron with N inputs and 1 output.

parameters (a, b) of the line, which minimize the difference between the prediction ỹi = axi + b and
the theoretical value yi. If the explanatory variable is of multiple dimensions and not simply a scalar,
xi ∈ RN , there are N + 1 parameters to determine: a = (a1, . . . , aN ) , b ∈ R. The prediction ỹi is thus
the scalar product:

ỹi = ⟨a, xi⟩+ b = aTxi + b =
∑
j=1

aixi,j + b with xi = (xi,j) ∈ RN . (H.1)

261



APPENDIX H. NEURAL NETWORK ARCHITECTURES

This model then looks for the parameters (a, b) which minimize the difference between the predictions
(ỹi)i∈J1,MK and the theoretical values (yi)i∈J1,MK. This operation corresponds to a single-layer neural
network with N inputs and 1 output, as in Figure H.1-b. The b parameter is called the bias. In
order for the neural network to learn and perform complex tasks, this scalar product is completed by a
function usually non-linear called activation function. Indeed, without an activation function, a neural
network is essentially a linear regression model. The activation functions have several fundamental
characteristics. First, they are non-linear, which implies that a neural network with 2 layers can be
considered as a universal approximator [210]. Moreover, they must be semi-differentiable since the
search for the optimal parameters (a, b) is done by gradient descent.
There are many activation functions among which:

• Sigmoïd: ϕ(x) = 1
1+e−x ,

• Hyperbolic tangent: ϕ(x) = tanh (x),

• Relu: ϕ(x) = max(0, x),

• Elu: ϕ(x) = x1x≥0 + x (ex − 1)1x<0.

The Sigmoïd ϕ activation function is typically applied after the previous scalar product as it can be
seen in the diagram presented in Figure H.2. This gives the input-output relation:

ỹi = ϕ(

N∑
j=1

ajxi,j + b) (H.2)

Complex models can be built by having several neurons in parallel, i.e., all neurons take the same

Figure H.2 – Schematic of a N input and 1 output neuron with the ϕ activation function.

inputs (xi,j)j∈J1,MK, or in series, i.e., the outputs of a layer can become the inputs of the next layer.
The layers of a neutron network can be divided into three classes: the input layer, the hidden layers,
and the output layer. The input layer contains the input features. The hidden layers consist of neurons
that perform various computations on the input features. The output layer produces the results for
the input features considered. To obtain K outputs, it is necessary to put K neurons in parallel on this
last layer. The diagram in Figure H.3 shows a network with 4 explanatory input values, 2 hidden layers
with respectively 3 and 5 neurons in parallel, and 1 output layer with 2 predicted outputs. In a neural
network, a distinction must be made between the hyperparameters and the parameters of the model.
The hyperparameters govern the structure of the network while the parameters correspond to what
directly allows predicting the output values. The parameters are all the values of the network that
must be optimized and that are learned in the learning phase. In the previous example shown in Figure

262 Sami HILAL - PhD thesis manuscript



H.2. CNN MODEL DESCRIPTION

Output layer
K outputs

ɛxx

ɛyy

ɛzz

n inputs

Hidden layers

Nl neurons per layer

Figure H.3 – Example of a neural network with 3 inputs, 2 hidden layers with respectively 9 and 14
neurons, and 1 layer of 3 outputs.

H.3, they are all the coefficients (a, b) of all the neurons. On the other hand, the hyperparameters of
the model are:

• the number of hidden layers,

• the total number of neurons in the hidden layers,

• the distribution of neurons in the layers,

• the learning rate.

The learning rate is the coefficient multiplying the gradient in the gradient descent. A value that
is too high can lead to unstable learning that fails to converge. On the other hand, a learning rate
that is too small implies slow learning and the possibility of being trapped more easily in the local
minima. The choice of these hyperparameters is not obvious and represents an important step for the
implementation of the model [211, 212].

H.2 Cnn model description

Convolution consists in applying a filter (also called kernel) to an image to extract certain character-
istics. To do so, a scalar product is performed, which in this case is the sum of the products term by
term of two matrices. One matrix is a part of the image, and the other one is a matrix of parameters to
be optimized according to the features sought. The output is then an image highlighting the features
of an image as shown in Figure H.4-a (example of a convolution with a Sobel filter [213]).

Starting from the top left corner, the scalar products are performed from left to right, then from top
to bottom. The output image is, in this case, smaller than the input image. This shift of one notch to
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a) Convolution by a Sobel filter

b) Max pooling

Figure H.4 – a) Illustration of a convolution by a Sobel filter, b) Illustration of max pooling.

the right is a hyperparameter to set for the filter. This hyperparameter is called the stride. Moreover,
the desired size of the output image can be different. In this case, it is possible to consider fictitious
0 pixels all around the image. By adjusting the number of fictive columns and lines considered with
the size of the filter, it is possible to have an output image of the same size as the input image. These
types of considerations will be made thereafter to control, as well as possible, how the size of the data
evolves. This hyperparameter is called the padding.

A neural layer can consist of several filters in parallel, i.e., each filter is applied on the same input
image. In this case, the output of the convolutional layer is a set of images that are grouped together
to form an image of dimension 3, with a depth corresponding to the number of filters applied. The
convolution of an image of dimension 3 is done in the same way as before except that the filter is a
matrix of dimension 3.

Following a convolutional layer, a dimension reduction is often applied. This dimension reduction
is based on the fact that the information around a pixel is very often redundant. Only one value per
block can be kept. In general, the maximum intensity is kept. This operation is called max pooling
(figure H.4-b). Typically, in a convolutional network, the convolution layers are put in series with a
max pooling layer [214].

Convolutions on time series have a similar principle as for images, except that the X direction
(along the lines of the image) is only made of one element. Thus, the convolution kernels are column
vectors (in the present case with a depth of 1) or column vectors with depth (i.e., of size K×1×N with
K the size of the kernel and N the considered depth). In the convolution neural network considered,
there are various types of hyperparameters:

• the number of convolutional layers,
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• for each layer, the number of filters in parallel,

• for each filter,

– the size of the kernel,

– the size of the stride,

– the padding: the addition of 0 outside the image to obtain or not an output image of the
same size as the input.

• the size of the pooling kernel after each convolutional layer.

H.3 Rnn model description

A Recurrent Neural Network Rnn is a type of neural network that uses previous outputs as additional
inputs, allowing information to be stored within the network. They are perfectly suited for processing
sequential data. Let

(
xt
)
t∈J0,T K be a time series. Then the output ỹt+1 of the network depends on xt+1

of the network depends on xt+1 but also on the previous inputs:

ỹt+1 = f
(
xt+1,

(
x0, . . . , xt

))
(H.3)

This can be represented as on Figure H.5. The network used for each term of the sequence is the same.
The parameters of the network are thus identical for each term of the time series.

Figure H.5 – Schematic illustration of a recurrent network.

The problem with these network structures is the difficulty of solving the minimization problem
during the training phase. Taking distant events into account is not possible due to the problem of
gradient vanishing [215]. Indeed, chain derivatives are used in the backpropagation of the gradient to
evaluate the derivative of the error according to the weights of the network, thus taking into account
distant events. These chain derivatives are equivalent to the product of a large number of derivatives.
This product decreases exponentially as the number of derivatives considered increase. For example,
to study the influence of the xt−k term on the ỹt output, one must consider the product:

∂ht
∂ht−1

∂ht−1

∂ht−2
. . .

∂ht−(k+1)

∂ht−k

where hi is the output of the hidden layer for the input term xi. However, for standard activation
functions and weights (i.e., values in the interval [−1, 1]), this product tends quickly towards 0. For
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this reason, another approach is proposed: the Long Short term Memory (Lstm) which corresponds
to a controlled memory cell with four inputs and one output, which are used in this section but are
not detailed.
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RÉSUMÉ 

 

Un modèle thermo-mécanique mésoscopique du procédé de fabrication additive WAAM est 

implémenté à l'aide du code éléments finis Code_Aster développé par EDF. Les simulations sont 

réalisées pour différentes géométries et avec différentes stratégies de dépôt. L'implémentation du 

modèle nécessite la détermination de paramètres d'entrée qui ne peuvent pas être mesurés ou 

caractérisés directement, tels que les paramètres de la source thermique. Afin de calibrer le modèle 

mis en place, des essais expérimentaux sont réalisés et instrumentés en utilisant différents 

équipements: thermocouples, imagerie thermique et scan 3D. Pour calibrer le modèle thermique 

sur les données expérimentales, une méthodologie de calibration des paramètres par résolution 

d’un problème inverse bayésien basée sur une approche de métamodèle est mise en place. Les 

résultats numériques sont ensuite validés par comparaison à des données expérimentales sur 

plusieurs cas d’étude. Une bonne correspondance entre les résultats numériques et les résultats 

expérimentaux a été établie. Après la validation des modèles, différentes approches 

macroscopiques sont explorées pour réduire le temps de calcul pour la simulation de grands 

composants.  

Ce travail s’inscrit dans le cadre du consortium de fabrication additive francilien "Additive Factory 

Hub" (AFH) impliquant des industriels et laboratoires académiques. 

MOTS CLÉS 

 

Fabrication additive par dépôt-fil - Simulation éléments finis thermo-mécanique - Problème 

inverse bayésien - Jumeau numérique - Approche macroscopique 

 

KEYWORDS 

 

Wire arc additive manufacturing - Thermo-mechanical FE simulation - Bayesian inverse 

problem - Digital twinning - Computationally efficient approach 

ABSTRACT 

 

The proposed research work consists in setting up, calibrating and validating a model to 

simulate the WAAM process, aiming to predict residual stresses and distortions on 316 

stainless steel industrial parts. A mesoscopic thermo-mechanical model is implemented 

using the finite element code Code_Aster. Simulations are carried out for various 

geometries and deposition strategies. The model requires the determination of input 

parameters, such as the parameters of the heat source, that can not be directly measured 

or characterized. In order to calibrate the model, instrumented experimental tests are 

conducted, using thermocouples, thermal imaging and 3D scan. A bayesian calibration 

based on a surrogate model approach is performed in order to fit the parameters of the 

thermal model. The finite element results are then compared to multiple test cases 

experimental data, and showed good agreement. Finally, different approaches are 

considered to reduce the calculation time for the simulation of large components. 

This work is part of the additive manufacturing platform “Additive Factory Hub” (AFH) 

involving French manufacturers and academics. 
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