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Abstract 

CdSe Quantum dots (QDs) doped glasses attracted enormous attention due to tunable 

optical and electronic properties, enabling their potential application in optoelectronic 

devices. However, the main roadblock of quantum dots doped glasses is the poor 

quantum efficiency compared with colloidal quantum dots.  

My Ph.D work was focused on investigating the structure and electronic structure 

origins of defect states of CdSe quantum dots doped glasses using computational 

simulations.  

Initially, simplified models of CdnSen clusters capped by non-bridging oxygen, glass 

modifiers were built to probe the impact of adatoms on the structure and electronic 

structure of QDs under the framework of density functional theory. The adatoms led to 

structural reconstruction and formed defect states near the edge of frontier orbitals.  

In depth, the local atomic structure of CdSe quantum dot-doped glass was obtained by 

a combination of classical molecular dynamics and ab initio molecular dynamics. 

Based on the analysis of radial distribution function, coordination, and ring structures, 

my results showed good agreement with experimental data, demonstrating the 

formation of Cd-O and Se-Na bonds at interface between glass matrix and CdSe QD 

with breakages of some Na-O bonds and Cd-Se bonds. 

Furthermore, the electronic structure of the CdSe quantum dot-doped glasses has been 

calculated to shed light on the influence of structural reconstruction on its optical 

properties. According to the calculation of density of states, the glass composition 

played a predominant role in determining the luminescence mechanisms of CdSe 

quantum dot-doped glasses. The disappearance of intrinsic emission of CdSe QD and 

wide bandgap distribution was observed, explaining why the quantum efficiency was 

so low and the broad emission linewidth. 

My studies enhanced the understanding of interfacial structure and optical properties 

of CdSe QD-doped glasses, serving as a new paradigm in compositional design of 

highly luminescent glasses. 

Key words: Quantum dots, Glass, Molecular simulation, Interfacial structure, 

Electronic structure  
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Chapter 1 

1 Introduction 

1.1 Quantum dot 

An exciton (a bound state consisting of a hole and an electron) in a bulk semiconductor 

has a characteristic delocalization length, which is its “Bohr radius”. The exciton 

becomes quantum-confined when one or more spatial dimensions of the semiconductor 

crystal are on the order of, or smaller than, the Bohr radius. A quantum dot (QD) is a 

semiconductor whose electronic wavefunction is quantum-confined in all dimensions. 

A distinct feature of QD regime is the discrete structure of electronic states, much 

different from the continuous energy bands of the bulk material (Figure 1.1). The 

quantized states are ordered in energy and are denoted by a pair of principal quantum 

number (n) and azimuthal quantum number (L), in which n is usually shown by the 

number and L by the letter (S, P, D, … for L = 0, 1, 2, …, respectively) and the 

corresponding states are 1S, 1P, 1D, 2S, etc.  

  

Figure 1.1 Idealized model of electronic states in a bulk semiconductor (left) and a 

spherical QD made of the same material (right). Taken from ref.1. 
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1.1.1 Quantum confinement and size effect 

The quantum-confined excitons can be approximately illustrated by a simple three-

dimensional particle-in-a box potential. The envelope function of the ground states has 

the following radial: 

Φ1,0,0(𝐫, 𝛉, 𝛗) =
1

√2𝛑𝐑

𝐬𝐢𝐧(𝛑𝐫 𝐑⁄ )

𝐫
                                     Eq. 1-1 

The corresponding energy is: 

𝑬1,0 =
ℏ2𝝅2

2𝒎𝑹2                                                    Eq. 1-2 

where ℏ is the Planck’s reduced constant and m is the particle mass, which is replaced 

by the effective electron mass (me) or hole mass (mh) in the case of conduction or the 

valence band, respectively. R is the radius of quantum dots. The bandgap energy (Eg) 

is defined by the spacing between the band-edge electron (1Se) and hole (1Sh) levels, 

and it can be calculated as the sum of the bulk bandgap (Eg,0) and the E1,0 energies of 

the electron and the hole:2 

𝑬𝒈 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝑹
2 +

ℏ2𝝅2

2𝒎𝒉𝑹2 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝒉𝑹2                         Eq. 1-3 

where meh = memh/(me+mh) is the reduced electron-hole mass. And the Coulombic 

effects should be taken into consideration: 

𝑬𝒈 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝒉𝑹2 −
1.765𝒆2

𝜺∞𝑹
                                      Eq. 1-4 

where ∞ is the high-frequency dielectric constant. By calculating the energy of 

Coulomb e-h interaction within the first-order perturbation theory, the third term at the 

right side was obtained. 

Therefore, the bandgap of the quantum dots (QDs) can be tuned by its size. A blue shift 

of the first absorption peak can be observed compared with their bulk counterparts. 

This unique feature at nanoscale has prompted development of research and 

commercialization of QDs. By choosing suitable materials with desirable bandgap and 
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changing the size of QDs, their emission spectra can cover the ultraviolet (UV), visible, 

and near-infrared regions (NIR) (Figure 1.2).3  

Quantum dots can be divided into several categories depending on their composition. 

(1) II-VI (CdS, CdSe, CdTe, ZnSe) quantum dots are the most commonly studied 

materials because their emission spectra can cover the visible region.  

(2) IV-VI (PbS, PbSe, PbTe) quantum dots also receive great attention due to their 

advantages for near-infrared emission.  

(3) III-V (GaAs, InAs) quantum dots find their application in laser amplifier for the 

mid-infrared emission.  

(4) Recently, there has been growing interest in the perovskite (CsPbBr3, CH3NH3PbCl3) 

quantum dots owing to their high quantum efficiency in visible regions. Besides, the 

carbon, silicon, and silver quantum dots also attract researchers’ attention. Their high 

quantum efficiency, narrow emission linewidth and size-tunable optical properties 

make QDs fascinating in applications for solar cells4-5, LEDs,6-8 bio-labelling9-10 and 

so on. 

 

 

Figure 1.2 Representative QDs materials scaled as a function of their emission 

wavelength superimposed over the spectrum. Taken from ref.3. 
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1.1.2 Luminescence Mechanism 

 

Figure 1.3 Surface states in a spherical CdSe colloidal quantum dot with unpassivated 

(111) facets. (a) Model, (b)Projected density of states, (c) Se-related surface state on 

the valence band side, (d) Cd-related state on the conduction band side. Taken from 

ref.11. 

Due to the high surface-to-volume ratio, there can be a lot of surface defects such as 

dangling bonds and vacancies, forming shallow or deep trap states in the bandgap 

(Figure 1.3).11 For example, the trap states were observed to be localized on the valence 

band side according to partial density of states (PDOS) (Figure 1.3 (b)), and the 

electron density of the highest occupied molecular orbitals (HOMO) was found to be 

distributed in the unpassivated Se-terminated (111) facets (Figure 1.3 (c)). Meanwhile, 

the Cd-terminated (111) facets also introduced trap states near the edge of conduction 

band, with the electron density of lowest unoccupied molecular orbitals (LUMO) 

localized on these facets (Figure 1.3 (d)).  

The luminescence mechanism of quantum dots is illustrated in Figure 1.4.12 Upon 

excitation, the electron can be excited to the high energy level in the conduction band 
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(process i), and a hole is created in the valence band, which cools rapidly to the highest 

valence level (1Sh). The electron in the high energy levels relax to the lowest 

conduction level (1Se) within hundreds of femtoseconds by dissipating the excess 

energy into thermal energy (process ii). Subsequently, the electron in the lowest 

conduction level can directly recombine with the hole in the highest valence level 

radiatively, leading to the intrinsic emission of QDs (process iii). However, the 

electrons can be trapped by the trap states (process iv), and then relax to the valence 

band (process v), contributing to the so-called defect emission, which is red-shifted 

compared with the intrinsic emission. Auger recombination is also observed in quantum 

dots upon intense excitation (process vi). Finally, the energy can be dissipated by non-

radiative process (process vii) without emission.  

 

 

Figure 1.4 Luminescence mechanism of quantum dots 

Defect emission is competitive to intrinsic emission, resulting in broad emission 

linewidth and low quantum efficiency. Usually, defects can be passivated by organic 

ligands but in realistic the insufficient coverage of organic layers may fail to remove 

defect states (Figure 1.5 (a)). However, the surface defects can be eliminated by 

forming organic ligands layer to terminate dangling bonds (Figure 1.5 (b)).13-14 As 

Core/Shell structure is also a common and effective method to remove surface defects 
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and improve the quantum efficiency.15-16  

 

Figure 1.5 The electronic structure of ligated QD illustrating the appearance of trap 

states due to imperfect passivation (a) and the elimination of these defect states by 

perfect passivation (b). Adapted from ref.14. 

1.2 Colloidal quantum dots 

Although quantum dots were first fabricated in glasses,17 most of the research efforts 

in the nanocrystal field have shifted in the direction of colloidal samples that allowed 

for a more facile size control, narrower size distributions, the ease of surface 

passivation and higher quantum efficiency. There are several methods to fabricate QDs: 

(1) aqueous methods, (2) hot-injection organometallic methods, (3) noninjection 

organometallic methods. Apart from those methods, QDs can be synthesized by 

biosynthesis,18 microwaves19, sol-gel20 and so on. However, I chose in this thesis to put 

emphasis on the introduction of these three methods, which are the most widely used. 

1.2.1 Aqueous synthesis of QDs 

The concept of “colloidal quantum dots” was first proposed by L.E. Brus et al. in 

1983.21 The aqueous colloid was prepared by slowly injecting CdSO4 solution into a 

stirring (NH4)2S solution (pH = 9). The (NH4)2S contained 0.1% by weight of 

styrene/maleic anhydride copolymer, acting as a stabilizing agent to prevent 

coagulation and flocculation. They also synthesized the acetonitrile colloid by injecting 

the Cd(NO3)2·4H2O acetonitrile solution into (NH4)2S. Electron diffraction showed the 

CdS QDs had a structure similar to the zinc blend CdS bulk structure. The average size 

of the CdS QDs was 3 nm, and a large shift of 0.8 eV to higher energy in the lowest 
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electronic excited state was observed compared to bulk CdS.  

An important landmark in the development of wet chemical routes for CdX (X = S, Se, 

Te) nanocrystals was the use of different thiols as stabilizing agents in aqueous solution. 

Rogach et al22 fabricated the CdSe nanoparticles through the addition of freshly 

prepared oxygen-free NaHSe solutions to N2-saturated Cd(ClO4)·6H2O solutions at pH 

11.2 in the presence of different thiols as stabilizing agents. It was found that the size 

of the CdSe QDs can be controlled by stabilizing agents, with thioalcohols tending to 

form smaller CdSe QDs (1.4 - 2.2 nm diameter) while larger CdSe QDs (2.1-3.2 nm 

diameter) could be obtained using thioacids. 

1.2.2 Hot-injection organometallic synthesis 

The pioneering work by Murray et al.23 in 1993 proposed a simple route to the 

production of high-quality CdSe QDs, which size ranging from 1.2 nm to 11.5 nm with 

narrow size distributions (< 5% rms in diameter). (CH3)2Cd and TOPSe (Appropriate 

masses of selenium were dissolved directly in sufficient Tri-n-octylphosphine (TOP)) 

was added to TOPO (Tri-n-octylphosphine oxide) in a drybox separately, before mixing 

together in a syringe. Then the mixture was injected into a stirring reaction flask in a 

single injection through a rubber septum and the temperature kept around 230-260 oC. 

By obtaining the product from the reaction solution at regular intervals, the size of the 

QDs increase with time. However, (CH3)2Cd is extremely toxic. Researchers have 

worked for decades to develop green and low-cost synthesis methods by adjusting the 

source of precursor and stabilizing agent. One breakthrough was by Peng et al.,24-25 

who used inexpensive and less toxic CdO instead of (CH3)2Cd. More recently, Deng et 

al.26 used liquid paraffin and oleic acid as the stabilizing agents replacing TOP/TOPO. 

1.2.3 Noninjection organometallic synthesis 

The hot-injection method requires rapid injection of the mixture of organometallic 

precursor into a hot mixture of organic solvents, indicating the difficulty to control the 
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temperature upon injection, resulting in low batch-batch reproducibility. Therefore, a 

number of nonjection organometallic synthesis methods have been developed to 

prepare the QDs at large scale. One-pot noninjection organometallic synthesis 

developed by Ouyang et al.27 used cadmium acetate dihydrate (Cd(OAc)2)·2H2O and 

elemental selenium as Cd and Se source compounds, respectively. The growth of the 

nanocrystals was carried out in a reaction flask consisting of source compounds, one 

fatty acid, and 1-octadecene (ODE) at temperature ranging from 120 - 240 oC. The 

reactants were staying at several intermediate temperature for some time like 15 mins. 

This approach fabricated three families of magic-size QDs, with sharp bandgap 

absorption at 395 nm, 463 nm, and 513 nm. Most importantly, this synthesis method 

exhibited highly synthetic reproducibility and large-scale production without 

decreasing the quality of CdSe QDs. 

1.2.4 Obstacles 

As I mentioned above, the high surface-to-volume ratio of quantum dots contributes to 

their dual nature (poor stability and high reactivity), thus they are extremely unstable 

and easily change themselves or react with active substance s to reach a relatively stable 

states in some cases. On the one hand, their high reactivity enable them can be easily 

processed into desired functional nanomaterials by suitable chemical transformations. 

On the other hand, the high reactivity also make them unstable, however, as the 

foundation of application of QDs, it is supposed to maintain a stable state during storage, 

processing, and utilization. Even passivated by ligand layers, the use of organic 

solutions cannot protect QDs from oxygen, water and thermal effects in the 

environments, so colloidal QDs can be easily oxidized or degraded during use.15 

 

1.3 Quantum dots doped glasses 

The research of quantum dots was initiated in 1980 by Ekimov et al.,17 who fabricated 

CuCl nanocrystals. Due to their size-dependent properties and narrow emission 

linewidth, QDs have attracted enormous attention in thirty years. Compared to QDs in 

glass matrix, it is easy to passivate the surface of colloidal QDs by organic ligands or 

forming core/shell structure, improving the quantum efficiency. Meanwhile, the size 
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distribution of colloidal quantum dots is also controllable. However, the main obstacle 

of colloidal QDs is the agglomeration. The organic ligands are sensitive to oxygen, 

water, and temperature of the environment, restricting the practical application of 

colloidal QDs.15 QDs embedded in glass matrix can take advantage of the mechanical, 

thermal and chemical stability of glasses. Thus, the quantum dots-doped glass can have 

potential application in lasers,28 LEDs,29-30 and so on. 

1.3.1 Fabrication Method 

Quantum dots-doped glasses can be fabricated by sol-gel method,4, 31-34 ion-

implantation method,35-37 ion-exchange method.38 The shortcoming of the sol-gel 

prepared glasses are the residual stress and the difficulty in the elimination of organic 

ligands while the depth of ions that can be implanted or exchanged is limited in the 

latter two methods. 

Apart from the above methods, the most common route of preparation of QDs in a glass 

matrix is by the melt-quenching method (Figure 1.6).39 First, the raw materials 

including glass components and QDs components are mixed thoroughly. Then the 

mixed powders are melted at high temperature in crucibles. The melts are poured onto 

a brass mold and quenched by pressing with other plates. The obtained glasses are 

subsequently annealed at a lower temperature to remove the thermal stress. After 

annealing, further heat-treatments at different temperature (depending on the transition 

and crystallization temperature of glasses) for various duration (from several minutes 

to couples of hours) are conducted on the as-prepared glasses in order to fabricate the 

quantum dots-doped glasses. 

  

Figure 1.6 Schematic diagram of the preparation process of QDs-embedded glasses. 

Taken from ref.39. 
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1.3.2 Nucleation mechanism 

 

Figure 1.7 Schematic diagram of dissolution, nucleation, and growth process of QDs 

in glasses relevant to the doping concentration and temperature. Taken from ref.39. 

The nucleation mechanism has been enormous studied in CdS,40-42 CdSxSe1-x,42-44 Cd1-

xZnxSe,44 CdSe45-49 quantum dots doped glass. It is generally classified that the 

formation of quantum dots in glass matrices occurs in three stages (Figure 1.7): (1) 

nucleation (either homogenous or heterogeneous),40 (2) diffusion-limited growth,43 and 

(3) coarsening (Oswald ripening).44 

Taking CdSe QDs as an example, Cd2+ and Se2- exist homogenously in the as-prepared 

glass after melting. The basic principle of the formation of CdSe QDs in glass is the 

diffusion-controlled phase decomposition of the over-saturated solid solutions. The 

nucleation sites get created during glass quenching due to the persistent thermal 

fluctuations. Homogenous nucleation, on the other hand, occurs when the local 

concentration exceeds the over-saturated solubility of the reactants in glasses. The 

number of the nuclei increases with the time. Heterogenous nucleation happens when 

nucleation sites such as defects sites in the glass network, preexist. The number of the 

nuclei depends on the number of these nucleation site. Formation of nuclei keeps on 

taking place, which are unstable if their size is smaller than the critical radius (Rc), and 

are stable if bigger than Rc.  
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The nucleation stage ends when the supply of Cd or Se in the glass matrix begins to 

deplete. The diffusion of dopants occurs by raising the temperature (T) of the glass to 

between glass transition temperature (Tg) and crystallization temperature (Tc). T is 

determined by three parameters : (1) composition of the glass matrix, (2) solubility of 

the dopants in the matrix, and (3) diffusion of particles in the glass.41 In the diffusion 

stage, the dopant ions diffuse from glass matrix to the position of the nucleation site, 

the driving force is the concentration difference between small-sized particles and 

large-sized ones. The size of the semiconductor gradually increases with the square root 

of the duration of heat-treatment. However, the time-dependency of the QDs size can 

be different, depending on the growth and coarsening stages.43, 47 

If the size distribution of the QDs formed by controlled diffusion stages is broad, the 

coarsening process starts to occur, with large-sized particles growing at the expense of 

the smaller-sized particles keeping overall concentration of precipitated material 

constant. The size distribution can be extremely large (56% in ref. 47) if these three 

stages happens simultaneously, which is not desirable. Nucleation is more dominant 

compared to crystallization at a lower temperature and crystallization plays a vital role 

in high temperature region. By employing a two-step heat-treatment method, this high 

size dispersion can be reduced.50  

1.3.3 Research background 

QDs made of II-VI group and IV-VI group51-53 have been extensively studied in glass 

matrices due to their remarkable luminescent properties in visible and near-infrared 

region, respectively. Most recently, these years have witnessed the bloom of the 

research on the halide perovskite quantum dots doped glass,54-55 which exhibit 

outstanding performance with high quantum efficiency compared with II-VI and IV-VI 

quantum dots. 

The CdS quantum dots-doped glasses were first reported in 1984 by Ekimov and 

Onuschchenko.56 The microscopic CdS cyrstals were grown in the interior of a silicate 

glass matrix, with radius ranging from 1.4 nm to 40 nm. The size quantization of their 

energy spectrum have been observed. As the crystal size decreases, the shift of the 

absorption edge to short wavelength direction has been found. For the smallest crystals 
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(r = 1.4 nm), the effective increase of the bandgap reached 0.8 eV with the first 

absorption peak located around 375 nm. 

My Ph.D study is focused on the optical properties of CdSe quantum dots-doped glass. 

Here, I will give some introduction to the development of II-VI quantum dots-doped 

glasses in four parts. The first two parts were focused on their fabrication while latter 

two parts on their characterization.  

Firstly, growth regimes of quantum dots in glass control the average particle size and 

size distribution. As a result, researches in earlier stages were concentrated on the 

exploration of how the type of nucleation and growth mechanisms change depending 

on the parameters such as heat-treatment temperature and duration, composition of 

semiconductor and glass matrix. Secondly, the effect of glass components and 

semiconductor dopants on the formation of nucleation sites were investigated.  

Thirdly, in later stages, the size-dependent Raman spectra were extensively studied to 

probe electron-phonon interaction. Most importantly, in recent ages, considerable 

efforts were made to enhance optical properties of quantum dots doped glasses by 

measuring photoluminescence spectra and quantum efficiency, which played an 

significant role in their practical application. 

 

Type of nucleation mechanism 

The optical properties of the quantum dots are size-tunable, thus, nucleation and growth 

mechanism are of significant importance to achieve size control of QDs, enabling their 

emission in desirable region.  

Liu and Risbud developed the best heat-treatment processing temperature maps for 

CdS QDs doped glasses to achieve their excellent quantum confinement effect. The 

QDs were prepared in 56 SiO2 - 8 B2O3 - 24 K2O - 3 CaO - 9BaO (in wt. % of each 

oxide) glass matrix.47 The average radius of CdSe QDs was estimated to be 2.5 nm, 

with a standard deviation of 1.4 nm. It was found the best heat-treatment range for QD 

in CdS doped glasses was between 577 oC (transition temperature for glass matrix) and 

735 oC (crystallization temperature for CdS doped glasses). 

Fuyu and Parker obtained CdSxSe1-x quantum dots-doped glasses using the commercial 

filter glasses (SiO2 - Na2O - ZnO - B2O3) as a matrix.43 They measured the temperature 

dependence of the growth and coarsening process. By varying the duration (t) of the 
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heat-treatment at different temperatures, the energy of the first absorption peak was 

found to be proportional to 1/t in diffusion-controlled growth and 1/t2/3 in coarsening 

growth, consistent with the theoretical predictions. The coarsening stages occurred 

after initial growth. Therefore, one can precisely control the size of QDs by controlling 

the heat-treatment duration. 

Despite the effect of heat-treatment, the type of doped semiconductors also determined 

their nucleation and growth mechanisms. Yükselici used commercial Schott glasses to 

fabricate the Cd1-xZnxS and CdSxSe1-x quantum dots doped glasses.44 Based on the 

Resonant Raman spectra analysis, it was found that the growth pattern of Cd1-xZnxS 

QDs involved a stage of homogeneous nucleation and then a rapid transition to ripening. 

However, for CdSxSe1-x QDs, the heterogeneous nucleation and growth was 

simultaneously observed, with a gradual transition into the ripening stage.  

Similar phenomena were found in CdS- and CdTe- doped borosilicate glasses.40 

According to high-resolution electron microscopy and microanalysis of the glasses. It 

was demonstrated that the homogenous nucleation led to single crystal CdTe QDs with 

a zinc-blende cubic structure while heterogeneous nucleation in CdS QDs contributed 

to relatively large polycrystals with wurtzite type hexagonal structure. 

The above work achieved size control of QDs but failed to cover the management of 

size distribution, which is predominant if we want to achieve emission with narrow 

linewidth. Müller and Woggon49 explored the phase formation of CdSe QDs in 20 K2O 

- 20 ZnO - 5 B2O3 - 54 SiO2 (in wt. % of each oxide) glasses by heating them in a 

microscope heating stages to the temperature of phase formation, followed by holding 

at this temperature to grow the microcrystals and cooling to room temperature again. 

At the same time, the absorption spectra were recorded, based on which the size 

distribution of QDs can be calculated. It was assumed that an increased CdSe content 

in glass, the addition of nucleation agents and the lower temperature of heat-treatment 

for a longer duration (for example, heated at 580 oC for more than 100 h), contributed 

to a narrow size distribution (the best result was a sample with CdSe microcrystals with 

R = 2.5 ± 0.25 nm).  

 

Nucleation sites 

Besides, there were plenty works focused on the initial stage of nucleation, especially 
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the nucleation sites, and the impact of dopants (such as CdO and ZnSe) or glass 

components ( for example, Na2O and Al2O3) on their formation.  

Demourgues et al.45, 57 employed X-ray absorption fine structure spectroscopy (XAFS) 

to investigate the local environment of Cd and Se atoms as a function of heat-treatment 

in CdSe quantum dots-doped borosilicate glasses. The dramatic decrease in Se-Se 

contacts with increase heat-treatment duration suggested that these were the nucleation 

sites for the CdSe QDs. Meanwhile, the Cd atoms were found to be dissolved in glass 

to form Cd-O contacts in as-prepared glasses. In particular, the proportion of Cd-O 

contacts decreased with progressive heat-treatment whilst the Cd-Se contacts increased. 

The same conclusion has been drawn by Lee et al. by varying the content in CdO or 

ZnSe in silicate glasses (65 SiO2 - 25 Na2O - 5BaO - 5ZnO) to probe the role of CdO 

and ZnSe in CdSe QD formation.46 When CdO was added up to 3 mol% with the 

amount of ZnSe kept unchanged at 1 mol%, the absorption due to Se2
− color centers 

decreased without any evidence of CdSe QDs formation. Importantly, the formation of 

CdSe QDs was observed when the ZnSe content exceeded 1.5 mol% without additional 

heat-treatment while the CdO content was fixed at 1 mol%. Therefore, CdO 

preferentially formed non-bridging oxygens, suppressing the formation of Se2
− color 

centers while ZnSe promoted the formation of Se-Se links within silicate glasses 

network which seem to act as nucleation sites for CdSe QDs at the early stage of 

nucleation.  

Thus, the Se2
− color centers play an important role in the formation of CdSe QDs. Choi 

et al. changed the Na2O content in silicate glasses to investigate the Se2
− color centers 

formation mechanism.58 When increasing Na2O concentration with a fixed ZnSe 

content, the characteristic absorption peak at 365 nm and photoluminescence peak at 

550 nm due to Se2
− color centers were found to be reduced and finally disappeared. 

The presence of ZnSe disrupted the silica network to provide non-bridging Se-ions, and 

these additional Se-ions can bond to them to form Se-Se links. When Na2O replaced 

SiO2, Na2O tended to break the silica network to form ≡Si-O- rather than ≡Si-Se-, 

resulting in the decrease of Se-Se links. 

Xia et al.48 studied the impact of Al2O3 on the formation of Se2
− color centers. The 

absorption attributed to Se2
−  color centers increased when the amount of Al2O3 

increased from 0 to 2 mol%. However, an opposite trend has been observed when the 
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concentration of Al2O3 further increased up to 5 mol%. The addition of Al2O3 

contributed to an increase in glass optical basicity. The higher the optical basicity, the 

larger tendency to form QDs in glasses. When the amount of Al2O3 exceeded 3 mol%, 

the as-prepared glasses were partially crystallized due to the dual effect of Al2O3, 

influencing the saturation solubility of free Se2-. 

 

Raman spectra 

After the extensive exploration of the nucleation and growth mechanisms in quantum 

dots-doped glasses, much emphasis have been put on the characterization of 

structure,59-62 electron-phonon interaction,63 photoluminescence and ultrafast charge 

carrier dynamics12, 64-68 of quantum dots, promoting the mutual understanding on the 

luminescence mechanisms of QDs in glass matrices. 

Among these characterization methods, Raman scattering is commonly used to 

determine the composition and size of QDs, instead of X-ray diffraction due to the 

amorphous nature of glass and lower concentration of QDs.  

Tanaka et al.69 reported the size- and temperature-dependency of the LO (longitudinal) 

-phonon peak and bandwidth of CdSe QDs in a 98 GeO2 - 2 Na2O (in mol%) glass 

matrix. The frequency of the peak shifted towards lower-frequency and the bandwidth 

broadened with decreasing QDs size. These dependencies can be explained by the 

phonon confinement model, demonstrating the origin of which from the relaxation of 

the q-vector selection rule.70 Meanwhile, the temperature dependency of the Raman-

scattering spectra was observed. The LO -phonon peak shifted to lower frequency and 

broadened as the temperature increased, reflecting the decay rate of the zone-center 

optical phonon and the phonon dispersion increase with the decreasing QDs size.  

In contrast, Scamarcio et al.71 found a blue shift of the phonon bands in the Raman 

spectra of CdS1-xSex quantum dots-doped borosilicate glasses. It demonstrated the 

existence of lattice contraction which overcame phonon quantum confinement in 

determining phonon energies. This can be explained by considering the dependence of 

the surface free energy of clusters on the surface-to-volume ratio, and on the thermal 

expansion mismatch between the QDs and the host medium to some extent. 

Hwang et al.63 noticed the different size-dependencies of the Raman spectra in different 

glass matrices. By comparing the phonon energies of CdSe QDs in silicate, borosilicate, 
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and germanate glasses (Figure 1.8), they were observed to be dependent on the host 

matrix as well as the quantum dot size. Although the size-dependency of decreasing 

Raman shift with decreasing quantum dot size was the same in these three hosting 

medium, the phonon energies were observed to be quite different. Since the quantum 

dots in these three kinds of glasses had the same composition, thus the observed 

difference was not expected to be connected with the intrinsic properties of quantum 

dots. In order to understand the host-material dependence, the lattice contraction effect, 

depended on the thermodynamic conditions decided by the interactions between 

quantum dots and host medium, were proposed. On the one hand, the lattice contraction 

contributed to the blueshift of the phonon energy. On the other hand, it also had impact 

on the redshift since the thermal expansion mismatch and size-dependent surface 

tension were inherent properties of the QDs in glass matrices. 

 

Figure 1.8 Raman frequency shifts of the quantum dots in borosilicate (circle), silicate 

(triangle), and germanate (square) glasses with fitting curves. Taken from ref. 63. 
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In all, according to investigation of Raman spectra, the size-dependency and 

broadening of Raman spectra were not only determined by phonon quantum 

confinement due to intrinsic properties of QDs , but also the interactions between QDs 

and glass matrix. Meanwhile, the nucleation mechanisms and formation of nucleation 

sites were also found to be determined by the glass matrix. These experimental findings 

in other researchers’ work give guidance to my research that the impact of glass matrix 

is vital and the interaction between QDs and glass matrix should be taken into 

consideration. 

 

Photoluminescence 

The practical application of quantum dots lies in their photoluminescence (PL) 

properties. Kai Xu and Jong Heo60 fabricated CdSe QDs doped glasses (50 SiO2 - 35 

Na2O - 10 ZnO - 5 Al2O3), with photoluminescence peak changed from 540 nm to 560 

nm when the heat-treatment duration ranged from 10 h to 20 h at 490 oC. A large Stokes 

shift around 66 nm compared to the absorption peak was observed due to the broad size 

distribution (20.6%) and defects on the surface of QDs. For the same composition,61 

they also used different excitation wavelength to excite the QDs in samples of 480 oC 

for 30 h. The PL spectra became broader when excited by higher energy source from 

532 nm to 325 nm with the wavelength of emission peaks remained unchanged.  

The PL spectra and quantum yield of CdSe quantum dots in fluorophosphate glasses 

with different semiconductor concentration has also been studied.50 The composition 

of the glass matrices was 0.5 P2O5 - 0.25 Na2O - 0.1 Ga2O3 - 0.05 AlF3 - 0.05 ZnF2 - 

0.05 NaF. It was found that a low concentration of CdSe made it possible to synthesize 

CdSe QDs doped glasses at lower temperature and short heat-treatment duration, 

promoting the narrow size distribution and enhancing quantum yield. The absolute 

quantum yield was found to be dependent on the excitation energy. When the excitation 

energy changed from 4.96 eV to 3.1 eV, the quantum yield of as-prepared glasses with 

higher concentration decreased from 15 % to 4 %. When the glass was heat-treated at 

410 oC for 10 min, the absolute quantum yield could reach 48.6 % upon 405 nm 

excitation.  

Karam Han, Sukeun Yoon and Woon Jing Chung synthesized the CdS and CdSe QDs 

doped glasses for application as an inorganic color converter for a 450-nm blue light-
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emitting diode (LED).29 However, their work demonstrated that the color tunability and 

conversion efficiency were still to be developed. The conversion efficiency was only 

2.91%, attributed to the lack of proper passivation layers for the CdSe QDs, without 

which surface related traps acted as fast nonradiative recombination routes for exciton 

pairs. Meanwhile, the re-absorption of the radiative emission as well as Förster resonant 

energy transfer along the beam path can also reduce the conversion efficiency. 

An enhanced color-converted photoluminescence performance was reported in their 

recent work by carful adjustment of the composition and heat-treatment condition.30 

The CdSe QDs were modified by forming a CdS inorganic shell via the introduction 

ZnS as raw materials along with ZnSe, contributing to increase the conversion 

efficiency to 20 %, which was a significant improvement compared with their former 

work.  

As demonstrated in Figure 1.9 (b), the color coordinates of the LEDs were easily 

controlled by adjusting the heat-treatment duration and the thickness of quantum dots 

doped glasses. In this study, the CdSe QDs color converter was a complete inorganic 

material based on stable silicate glass, no apparent degradation of the material or 

spectral properties was observed even after 584 days under ambient atmosphere, unlike 

for colloidal counterpart. Apart from this, the quantum dots doped glasses can 

withstand temperature up to 200 oC (Figure 1.9 (c)), with its emission intensity up to 

65% of the initial intensity. The high color rendering index (CRI, a quantitative measure 

of the ability of a light source to reveal the colors of various objects faithfully in 

comparison with a natural light source), up to 90, along with the improved thermal 

quenching property suggested the practical feasibility of quantum dots doped glasses 

as alternative color converters for high-power white LEDs (wLED). 

Similarly, Xia et al. prepared the CdSe/ Cd1-xZnxSe core/shell QDs in silicate glass by 

varying ZnSe/CdO ratios.72 When ZnSe/CdO = 20, the intensity ratio between the 

intrinsic emission and defect emission was further enhanced with the increase in heat-

treatment temperature, and pure intrinsic emission was observed in specimen heat-

treated at 570 oC for 10 h.  

Although considerable work has been done in terms of improving optical properties of 

quantum dots doped glasses by compositional design and enhanced heat-treatment 

methods, the exact origin of their lower quantum efficiency was less studied from 
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experimental part. Therefore, it is worthy of probing these origins in order to fabricate 

highly luminescent glasses. 

 

Figure 1.9 (a) Normalized absorption coefficient (dashed) and PL spectra under 455-

nm excitation (solid) of modified CdSe quantum dots-doped glasses. Images of the 

samples are also displayed within the figure. (b) Commission international de 

l’eclairage (CIE) color coordinates of LEDs mounted with modified CdSe QDs doped 

glasses of various thickness heat-treated for 5, 10, 15, and 20 h at 500 oC. Lines are 

drawn as guides for the eye. The inset presents the EL and PL spectra of wLED. Actual 

photos of the LEDs with CdSe QDs doped glasses of the same thickness (1.2 mm) with 

varying heat-treatment duration are presented at the right of the figure. (c) Thermal 

quenching (TQ) property of the wLED with modified CdSe QDs doped glasses 

compared with other wLEDs with phosphor-in-glass or phosphor with silicone resin 

employed, and colloidal QD with multi-shells as the color converter. Taken from ref. 

30. 

 

1.4 Computational simulation 

Although quantum dots were first synthesized in glass matrices, researchers put much 

emphasis on the development of colloidal QDs. The surface of colloidal QDs can be 
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easily modified by capping ligands and the size-distribution is much narrower than 

quantum dots in glass matrices, typically resulting in much higher quantum efficiency 

of colloidal QDs. However, the colloidal QDs suffer from the agglomeration and 

degradation of optical properties, hindering its practical application. As an alternative, 

QDs doped glasses exhibited the higher chemical and thermal stability but restricted to 

low quantum efficiency compared to their colloidal counterparts. It has been assumed 

that the presence of defects at the interface between QDs and glass matrix can quench 

the excitonic emission and produce unfavorable defect emission.72 Thus, the 

suppression of defect emission will extensively promote its practical application. 

In order to eliminate the defect emission, it is important to investigate the structural 

origins of the defect, which is challenging experimentally due to the amorphous nature 

of glass matrix, instability of glass matrix under electron beam, and the low 

concentration of QDs in glass. Conventional characterization methods fail to describe 

the atomic and electronic structures of quantum dots doped glasses in detail. The 

development of computational approaches provide straightforward insight into these 

issues. Both classical molecular dynamics (MD) and ab initio molecular dynamics 

(AIMD) have been successfully applied to the modelling of glasses and QDs. 

1.4.1 Computational simulation of glasses 

In this section, I will briefly review the progresses researchers made in developing 

computational methodologies to reproduce the structural properties of glasses 

comparable to experimental data, and further exploring the structure-property 

relationships. The development of these methods were initiated from classical 

approaches, and I will focus on progresses in the improvement of force field to give an 

excellent description of glass structure with high accuracy. Then it moves to the ab 

initio method with the enhancement of computational power, which is parameter-free, 

not relying on the empirical potential but restricted by small system size and short time 

scale. Thus, a combination of classical MD and AIMD method has been developed to 

consider the dynamical and structural properties of glasses with high accuracy at a 

lower computational cost. Finally, the electronic structures of glasses obtained by these 

methods have been studied within the DFT framework.  
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My work is the first exploration of quantum dots doped glasses using computational 

simulations, lacking of force fields with high accuracy to describe the interactions 

between quantum dots and glasses matrices. Those methodologies developed by other 

researchers give guidance to my design of computational methods and help me to 

investigate their electronic structures. 

 

Classical molecular dynamic methods 

Molecular dynamic is a useful tool to deeply understand structural and transport 

properties of glasses,73-87 as it provides a description of the system with a level of details 

hardly accessible via experiments. For example, the pioneering work to apply 

molecular dynamics calculations to probe the structure of a series of sodium silicate 

glasses, a common soda-lime glass, a sodium borosilicate glass and a sodium-

potassium silicate glass, was reported by T.F. Soles88 in 1979. The pairwise effective 

interatomic potential used in his work was the modified Born - Mayer - Huggin 

potential. The calculated radial distribution functions are consistent with experimental 

data based on X-ray diffraction study. It was found that the alkali and alkaline earth 

cations cluster around nonbridging oxygen atoms. The same MD method has been used 

in their another work to calculate the diffusion coefficients of sodium ions in sodium 

silicate glasses, showing consistency with experimental values at high temperature.89 

These results provided classical MD methods to generate glasses and proved their 

capability of giving a reasonable description of the structure and transport properties 

of glasses. 

In such classical molecular dynamics calculations, the forces are obtained from an 

appropriate interatomic potential model. Thus, the simulated properties rely on the 

accuracy of the pair potential. The main direction of the computer simulation of glass 

was therefore focused on improving the accuracy of the pair potential.  

In the framework of Born - Mayer - Huggin potential, atoms are treated as point charges, 

and only include repulsive and attractive terms. But it is necessary to have higher order 

terms in order to model correctly bonder angle distributions. For materials in which the 

bonding has more covalent character, reduced, partial charges may be supposed to be 

used. A. N. Cormack and Jincheng Du used the partial charges based on the Beest - 

Kramer - Santen (BKS) interactions to avoid the use of three-term in modeling the (25-
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x) Na2O -x CaO - 75SiO2 glasses.79 The interaction energy of atoms consist of a 

Coulomb term and a covalent (short-range) contribution, cast into the usual 

Buckingham form. The Coulomb forces are described by a single free parameter, the 

effective silicon charge. Only two short-range interactions are considered: Si-O to 

describe the silica bond and the O-O nonbonded interaction, which modifies the 

Coulomb repulsion and ensures the tetrahedral arrangement of oxygen atoms around 

the silicon atoms.90 

Pedone et al.91 developed a new empirical pairwise potential for ionic and semi-ionic 

oxides in order to model multicomponent glasses. A potential with 3 items has been 

developed in their work: (1) long-range potential, (2) short-range Morse function, and 

(3) repulsive contribution, which is necessary to model the interaction at high 

temperature and pressure. This potential has been shown to be able to reproduce 

structural parameters and mechanical properties of a wide range of crystal silicate 

glasses. However, the Si-O average distance have been found to be shorter than the 

experimental value because the Si-O interaction has been derived from α-quartz 

without non-bridging oxygen atoms. Thus, the potential model can be improved by 

taking into account different charges for bridging (shared by two glass former cations 

such as Si atoms) and nonbridging oxygens (with weak and non-directional bonds to 

glass modifier cations such as Na atoms), which can be determined from radial 

distribution functions and coordination number calculations. 

The large polarizability of oxygen ions should also be taken into consideration. A. 

Tilocca et al.92 developed a potential that includes polarization effects through a shell 

model, showing that the inclusion of polarization effects provides better performance 

for describing the intertetrahedral structure and the local environment surrounding 

modifier Na+ and Ca2+ cations.  

 

Ab initio molecular dynamic methods 

However, it is hard to combine most of the effects of these complex interactions in a 

computationally practical force field. An alternative computational approach is the ab 

initio molecular dynamics (AIMD), which is a parameter-free approach, explicitly 

taking into account the electronic structure of the system. It enables the accurate 

modeling of many-body and polarization effects, but at the expense of much larger 
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computational costs compared to classical MD simulations.  

X. L. Lei, Y. J, and K. Huang93 employed AIMD methodology to simulate the ionic 

transport in solid - state amorphous Na2Si2O5 in a temperature ranging from 573 K to 

973 K. Their results demonstrated that AIMD was capable of reproducing the local 

atomic structure of sodium silicate glasses by comparing their radial distribution 

functions with experimental data obtained from neutron diffraction on the glasses with 

the same composition. Based on the analysis of mean squared displacement (MSD) of 

Na+, O2- and Si4+, the amorphous Na2Si2O5 glasses were found to be a fast Na+ 

conductor as the MSDs of Na+ exhibited a monotonic increase with time. 

A. Tilocca and N. H. de Leeuw94 applied Car-Parrinello molecular dynamics (CPMD) 

simulations to study the structure of soda-lime silicate glasses, especially focusing on 

the characterization of the effect of the inclusion of Na and Ca on the local environment 

of the modifier ions and on the electronic structure of glasses. 

K. Baral, A. Li and W.-Y. Ching95 performed the AIMD simulation within the DFT 

framework as implemented in the Vienna ab initio simulation package (VASP), to shed 

light on the detailed mechanism of mixed alkali effect (MAE) which was not fully 

resolved. A large deviation in glass properties (for example, electrical conductivities, 

ionic diffusion and chemical durability) as a function of composition as one alkali ion 

(such as Na ions) is replaced by another (such as K and Li ions) has been observed 

experimentally, which phenomena are defined as MAE. The structural environments 

and spatial distributions of alkali ions in the 10 simulated models with 20% and 30% 

of Li, Na, K, and equal proportions of Li - Na and Na -K are studied in detail for subtle 

variations among the models. The structural properties, electronic structure, 

mechanical properties, and optical properties have been studied, which were  

generally in excellent agreement with experimental characterizations, and Li -doped 

glasses showed more difference in the calculated mechanical and optical properties 

than Na and K doped glasses. Their work can exemplify that AIMD in conjunction with 

the rigorous quantum mechanical evaluation of the physical properties have advantages 

in investigating properties related to ionic motion compared with classical approaches. 

 

A combination method of classical MD and AIMD 

However, due to the high computing cost of AIMD, it was most employed to determine 



1.4.1 - Computational simulation of glasses 

24 

 

structural as well as vibrational properties of glasses in small system. In order to obtain 

a precise knowledge of both structural and dynamical properties at short time scales, it 

is thus essential to develop accurate interaction potentials in classical MD with the DFT 

level of accuracy. Many-body effects such as the polarization of the ions should be 

taken into account to fit the parameters to DFT calculations as reference data. The 

combination of classical MD and AIMD enable a much lower computation cost while 

keeping a high accuracy.96  

Y. Ishii et al.97 applied aspherical ion model (AIM) to Na-including aluminosilicates, 

whose parameters were fitted on DFT data. The AIM successfully reproduced the two 

roles of Na+ (network modifiers and charge compensator). Classical MD was applied 

to generate the structure and dynamic properties of glasses, followed by the application 

of AIMD to reproduce the final structure and electronic structure with high accuracy. 

This algorithm has been successfully employed in recent work in silicate glasses.98 

 

Electronic structure calculations 

Optical properties play an important role in the application of commercial glasses, and 

electronic structure calculation can provide an different point of view into these issues. 

R. A. Murray and W. Y. Ching99 developed an orbital-charge self-consist 

orthogonalized linear combination of the atomic orbitals method (OLCAO) to calculate 

the electronic structure of the (Na2O)x(SiO2)1-x glasses with x = 0, 0.018, 0.111. 0.222 

and 0.333. Based on the analysis of the density of states (DOS) and partial density of 

states, the bandgap was found to decrease with increasing Na concentration. 

Meanwhile, the splitting of the bridging oxygen and non-bridging oxygen peaks in 

DOS has been observed, similar to experimental findings. 

However, the main problem of these method was the systematic construction of large 

models while simultaneously satisfying the periodic boundary conditions. With the 

development of computer power, Ching et al. enlarged the modeling system around 

thousands of atoms in amorphous Si1-xGexO2 glass,100 (Na2O)x(SiO2)1-x glasses,101 and 

single and mixed alkali silicate glasses,95 using the DFT framework as implemented in 

VASP and OLCAO. These algorithm gave excellent description of the bond angle, 

coordination environment, DOS, charge density, bond order and elastic properties of 

those systems. 
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1.4.2 Computational simulation of quantum dots 

Even the most thorough experimental characterization is unable to probe the electronic 

and structural properties of quantum dots in microscopic details. Computational 

methods can provide interpretation of the data and extract relevant information on 

photoexcitation, emission, transport and decay mechanism of QDs, promoting the 

design of new functional materials. It has been successfully applied to the modeling of 

ground-states geometries,102-107 electronic structures,11, 108-118 spectroscopic data,119-122 

and excited-state dynamics.105, 119, 123-131  

In this part, I will introduce researcher’s work in modelling the structure of pristine 

CdSe quantum dots at DFT level with emphasis on structural and electronic structure 

reconstructions due to interactions between organic ligands and quantum dots. Their 

researches teach me how to build structure of pristine QD and how to choose 

appropriate exchange-correlation functional according to the properties I want to model. 

 

Modelling of pristine CdSe QDs 

A. Puzder et al.118 used a plane wave implementation of DFT to probe the structure and 

electronic structure of CdnSen clusters (n = 6, 15, 33, and 45) in 2004. Each cluster was 

initially constructed on a wurtzite lattice with bulk Cd-Se bond length and relaxed to 

its lowest energy configuration. Significant geometrical rearrangements of QDs surface 

were observed with the wurtzite core was maintained. Moreover, the reconstructions 

contributed to the opening of an optical gap without the aid of passivated ligands, 

resulting in the self-healing of the surface electronic structure.  

M. Yu et al.102 also demonstrated the importance of surface atoms by performing the 

calculations using the local density approximation (LDA) within the DFT framework 

as implemented in the localized orbital SIESTA code. In the geometry optimization, 

surface Cd atoms were found to move inwards compared with surface Se atoms. The 

3-coordinated surface atoms were more stable and resulted in higher optical gap 

compared with other coordination numbers. Apart from the surface reconstruction of 

CdSe QDs, surface vacancies were observed to provide an energetically favorable 

mechanism for surface passivation and stoichiometry adjustment in colloidal QDs, 

enhancing the quantum yield.11 
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Simulations of ligated CdSe QDs 

Due to high surface-to-volume ratio, the functionalities of QDs can be modified by 

surface ligands, which is a hot topic of research. DFT calculations can shed light on the 

impact of ligands on the morphology and electronic structure of CdSe QDs.  

A. Puzder et al. simulated the interaction between the organic ligands and the surface 

of CdnSen clusters ( n = 15 and 33). 103 Oxygen atoms in the ligands were found to play 

a dominant role in the interaction with bonding to cadmium atoms. The binding 

strength of ligands to different facets was different, predicting that these binding 

energies control the relative growth rates of different facets, resulting in variable 

geometry of QDs. 

S. Kilina, S. Ivanov, and S. Tretiak132 used the generalized gradient approximation 

(GGA) functional within the DFT framework as implemented in VASP to probe the 

effect of surface ligands on Cd33Se33 QDs. Significant surface reorganization and 

substantial charge redistribution as well as polarization effects were observed on the 

surface. By comparing QDs passivated by different ligands, the hybridized states were 

denser at the edge of conduction band of the cluster capped by phosphine oxide than 

that by primary amines.  

P. Yang, S. Tretiak, and S. Ivanov111 employed the Becke, three-parameter, Lee-Yang-

Parr (B3LYP) functional incorporated in Gaussian 03 package to investigate the 

structural mechanism of ligands binding. The relative binding strength between ligands 

were found to decrease in order Cd-O > Cd-N > Cd-P with average binding energy per 

ligand being -25 kcal/mol for OPH2Me, -20 kcal/mol for NH3 and -10 kcal/mol for 

PMe3. 

A. Houtepen et al.109 carried out atomistic simulations at DFT level using the Perdew-

Burke-Ernzerhof (PBE) exchange-correlation functional and a double-zeta basis set as 

implemented in the CP2K package to study the effect of L, X and Z-type ligands on the 

electronic structure of CdSe QDs. As Figure 1.10 illustrated, L-type ligands are two 

electron donors that interact with Lewis acidic surface sites, while X-type ligands are 

one-electron donors to compensate the excess of metal charge on surface, and Z-type 

ligands are two-electron acceptors. The midgap states can be formed when chemical 

modification at the surface leads to the presence of di-coordinated Cd atoms. L-type 

and X-type ligands only slightly shift the energy level of frontier orbitals while Z-type 
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ligands had a profound impact on the electronic structure of colloidal QDs when 

displaced from the surface. 

 

 

Figure 1.10 Different types of ligands capped with CdSe quantum dots. Taken from 

ref. 109. 

Choice of exchange-correlation functional 

However, it is should be noted that the accuracy of the modeling properties depend on 

the choice of exchange-correlation functional. Each functional has its advantages and 

disadvantages in terms of describing specific properties. Therefore, intent to only 

reproduce the experimental results of some properties (for example, geometry structure ) 

will lead to incorrect interpretations of other properties (such as HOMO-LUMO gap). 

Thus, for the specific physical properties of the ligated QDs, a specific functional and 

basis set is supposed to be applied.  

For the geometry optimization and QD-ligand binding energies computed for capped 

CdSe QDs strongly depended on the basis set size, which decreased with the increasing 

basis set size.133 Besides, the exchange-correlation functional is important in describing 

appropriate atomic structure of CdSe QDs. X. W et al. found that the B3LYP strongly 

overestimated the interatomic distances while the PBE results complied better with the 

experiments.107 
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Despite the modeling of geometry structure of pristine and ligated QDs, the absorption 

spectra and HOMO-LUMO gap is also extensively simulated by various functionals. It 

was commonly acknowledged that GGA functional severely underestimated the 

HOMO-LUMO gap of QDs while the hybrid functional such as B3LYP and PBE0 

provided satisfactory results. Especially, the PBE0 functional was found to be the best 

performing model both for the geometry and for the electronic structure properties.105 

Besides, the time-dependent DFT (TDDFT) gave a better description of the absorption 

spectra than the time-independent DFT. Although the geometry and electronic structure 

are dependent on the type of functional, it should be noted that the ground and excited 

states are well reproduced even when the electronic structure calculation comes from a 

functional different from the one used to optimized the QDs geometry.  

 

1.5 Scope of this thesis 

Quantum dots received enormous attention since their first fabrication in glass in 1981, 

due to the size-tunable bandgap and narrow emission linewidth, enabling their potential 

application in optoelectronic devices and bio-labelling fields. The main roadblock of 

the application of quantum dots-doped glasses is the broad size distribution and low 

quantum efficiency compared to their colloidal counterparts. Those differences 

naturally lead to the following question: why is the quantum efficiency in the glass 

matrix so low? How can this situation be improved to promote the practical application? 

Experimentalists found the presence of defects at the interface between QD and glass 

matrix can quench excitonic emission and produce the unfavorable defect emission, 

which is detrimental to applications. However, it is experimental challenging to probe 

the interfacial defects and to characterize the atomic as well as electronic structure of 

quantum dots doped glasses. Theoretical modelling has been applied as an alternative 

to shed light on these issues, providing straightforward insight into the atomic structure 

and electronic structure of the quantum dots-doped glasses, which is not accessible 

from the experimental part. 

During my PhD, I conducted studies on computer simulation of CdSe quantum dots-

doped glasses to investigate the interfacial atomic structure and electronic structure 

using classical and ab initio simulations. This thesis is organized as follows: 
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In chapter 1, I introduce the concept of quantum dots based on quantum confinement 

effect. The advantages and disadvantages of colloidal QDs and QDs doped glass are 

presented from experimental part. Then, I briefly introduce the development of 

computational methods in modelling glasses and quantum dots. 

In chapter 2, first, I introduce the method I used in this thesis to model the quantum 

dots-doped glasses. The principles of classical molecular dynamics, density functional 

theory and ab initio molecular dynamics are presented. In the following part, the 

fabrication and characterization method of the sample I prepared to validate the 

theoretical results is provided. 

In chapter 3, I describe the simplified model I built to probe the atomic and electronic 

structure of CdnSen clusters (n = 3, 10, 13, and 33) capped by Cd, Se, non-bridging 

oxygen, glass modifier such as Na, Ca and Zn atoms. The structural reconstruction and 

redistribution of HOMO and LUMO orbitals was observed when the CdSe clusters 

were capped by adatoms, based on the analysis of the geometry structure and density 

of states as well as the localization of frontier orbitals. Besides, the deep trap states 

formed by Na ions within the bandgap predicted the near-infrared photoluminescence 

of CdSe QDs doped glass. Therefore, I fabricated glasses with composition of 65SiO2-

35Na2O-1CdSe to verify the impact of Na ions on CdSe QDs. Both the TEM 

micrographs and Raman spectra confirmed the formation of CdSe QDs, exhibiting 

near-infrared emission, consistent with the theoretical simulation. 

In chapter 4, I detail the work I carried out to model the sodium silicate glass matrix 

with the composition of Na2O-2SiO2. The model I built in chapter 3 was rather 

simplified, far from the realistic chemical environment of CdSe QDs in glass matrix. 

So CdSe quantum dot was supposed to be directly introduced into glass matrices. 

Therefore, at the first step, structure of glass matrix should be generated. At the initial 

stage, based on the analysis of radial distribution function and the formation of SiO4 

tetrahedra, I failed to reproduce the experiment data using classical MD. Thus, I probed 

the impact of cutoff radius, ensemble, temperature and force field on the final structure. 

After adjusting the force filed, I built a method to generate the glass structure with high 

accuracy and good quality, in excellent agreement with experiment data by analyzing 

radial distribution functions, formation of SiO4 tetrahedra, and bond angle distribution. 

So in chapter 5, I present the work I conducted to generate the structure of CdSe 



1.4.2 - Computational simulation of quantum dots 

30 

 

quantum dot-doped glasses by introducing the Cd33Se33 QD into the glass structure. 

Several algorithm was employed to generate the hybrid structure by a combination of 

classical molecular dynamics and ab initio molecular dynamics. The effect of 

quenching method and system size are discussed in this chapter to find an appropriate 

methodology to generate the structure of CdSe quantum dot-doped glasses. The 

interfacial structure was analyzed according to the radial distribution function, 

coordination numbers, and ring structures. It was found that Se-Na bonds and Cd-O 

bonds formed at the interface, and disrupted the Cd-Se bonds at the same time, 

contributing to significant structural reconstruction of CdSe QD. 

In chapter 6, I analyze the atomic and electronic structure of CdSe quantum dot-doped 

(Na2O)x(SiO2)1-x glasses. The sodium oxygen contents were varied in glass matrix to 

probe the impact of Na ions on the interfacial structure and electronic structure of CdSe 

QD. By comparing the density of states of pristine glass, pristine QD, hybrid glass and 

hybrid QD, the influence of the glass matrix on the electronic structure of QD and the 

effect of QD on glass was discussed. Meanwhile, a new luminescence mechanism is 

proposed in this chapter to give a better understanding of the photoluminescence of 

CdSe QDs doped glasses.  

Finally, in chapter 7, I conclude the calculated results presented in this thesis and further 

potential calculations related to the CdSe quantum dots-doped glasses.
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Chapter 2 

2 Methods 

2.1 Computational simulations 

With the increase of computational power and the development of efficient numerical 

algorithms, computational simulations, also called in silico experiments, act as a bridge 

between the real experiments and  analytical theories. They interpret the macroscopic 

properties with the microscopic structures, investigating the system on a level of detail 

which is not possible or only indirectly to reach in real experiments or characterization 

methods. There are two common methods to conduct computational simulations of 

chemical systems: classical approaches and ab initio methods. One can choose different 

methods depending on the system size, time scale and desired properties to be modeled. 

In this chapter, I will present the methods I used during my Ph.D study. In general, I 

used the combination of classical molecular dynamics (MD) and ab initio molecular 

dynamics (AIMD) to study the structure and properties of sodium silicate glasses and 

CdSe quantum dot-doped glasses. The classical MD simulations were conducted by the 

DL_POLY code134 and the AIMD runs were conducted by CP2K code.135 The 

electronic structures of the quantum dot, glasses and quantum dots doped glasses were 

calculated at the density functional theory (DFT) level using the Dmol3 code136-137 

(implemented in Material Studio package) and the CP2K code. 

 

2.2 Statistical physics 

Prior to discussing the details of computational algorithms, we need to briefly review 

some basic concepts from statistical mechanics, acting as a bridge between the atomic 

scale and macroscopic properties, and the central idea is the concept of 

thermodynamical ensemble. A thermodynamical ensemble represents all the different 

ways in which the positions and momenta of atoms in a system can arrange themselves. 

Particularly, the electronic details of the ensemble are not considered in this condition 
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and we focus on the movement of nucleus while electrons are localized in the atom 

nucleus. The nucleus are heavy enough that the behave as classical particles to a good 

approximation. 

2.2.1 Phase space and trajectories 

The phase space of a classical system can be completely described by specifying the 

positions and momenta of all particles. For a system of N particles with space being 

three-dimensional, each particle is associated with six coordinates, resulting in 6N 

coordinates. The 6N-dimensional space defined by these coordinates is called ‘phase 

space’ of the system. At any instant time, the system occupies one point in phase space: 

𝑿 = (𝒙𝟏, 𝒚𝟏, 𝒛𝟏, 𝒑𝒙,𝟏, 𝒑𝒚,𝟏, 𝒑𝒛,𝟏, 𝒙𝟐, 𝒚𝟐, 𝒛𝟐, 𝒑𝒙,𝟐, 𝒑𝒚,𝟐, 𝒑𝒛,𝟐, … )             Eq. 2-1 

where the position and momentum coordinates are defined as: 

𝒒 = (𝒙𝟏, 𝒚𝟏, 𝒛𝟏, 𝒙𝟐, 𝒚𝟐, 𝒛𝟐, … )                                      Eq. 2-2 

𝒑 = (𝒑𝒙,𝟏, 𝒑𝒚,𝟏, 𝒑𝒛,𝟏, 𝒑𝒙,𝟐, 𝒑𝒚,𝟐, 𝒑𝒛,𝟐, … )                               Eq. 2-3 

Therefore, the phase space point can be written as: 

𝑿 = (𝒒, 𝒑)                                                     Eq. 2-4 

The dynamical system maps out a ‘trajectory’ over time, which is a curve formed by 

the phase space points the system passes through. 

Accessing macroscopic quantities from microscopic ones is done by the means of 

statistical physics, thus, the basic idea of computer simulation is to probe the phase 

space in order to extract the system properties. Due to the high number of microscopic 

degrees of freedom of the system, it is almost impossible to directly compute its time 

evolution. Therefore, the statistical ensemble is proposed to act as a link between 

microstates of a system and the related macroscopic observables. The ensemble of 

microstates has to obey certain external constraints manifested as fixed thermodynamic 

variables, such as temperature, pressure, chemical potential, volume, total energy, 
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enthalpy, and so on. The choice of each ensemble depends on the experimental 

conditions that are being considered. 

Molecular simulation is all about generating a physically meaningful phase space 

sampling, which can be achieved by two main methods: molecular dynamics (MD) and 

Monte-Carlo (MC) simulations. The former one samples the phase space by following 

the system evolution over the course of time and generates time averages, while the 

latter one corresponds to generating ensemble averages by statistical sampling. 

2.2.2 Properties as ensemble averages 

Macroscopic properties can be extracted from an ensemble by taking an ensemble 

average. Because phase space is composed of every possible state of a system, the 

average value of a property A can be obtained by taking average of the observable value 

over all the states in the ensemble: 

< 𝑨 > =  ∫𝑨(𝜴)𝒇(𝜴)𝒅𝜴                                         Eq. 2-5 

where f(Ω)is the probability density of a micro-state Ω. The probability density of every 

ensemble is unique, i.e. f(Ω)= fensemble(Ω). Therefore: 

< 𝑨 > =  ∫𝑨(𝜴)𝒇(𝜴)𝒅𝜴 =< 𝑨 >𝒆𝒏𝒔𝒆𝒎𝒃𝒍𝒆= ∫𝑨(𝜴)𝒇𝒆𝒏𝒔𝒆𝒎𝒃𝒍𝒆(𝜴)𝒅𝜴     Eq. 2-6 

where <A>ensemble is the ensemble average taken over large number of replicas of the 

modelled system. In fact, during the equilibration stage of a molecular dynamics 

simulation, each timestep represents a member of the ensemble. According to the 

ergodic hypothesis, the time and ensemble averages are equivalent. Therefore，MC and 

MD simulation both sample the phase space in different ways but result in the same 

macroscopic properties. It has been only proved that the time average over the states of 

a single structure was equal to the ensemble average over many structures for a hard-

sphere gas in 1973.138  

2.2.3 Properties as time averages of trajectories 

A way to compute a property average is to compute the value of the property 

periodically at time ti and assuming: 
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< 𝑨 > =  
𝟏

𝑴
∑ 𝑨(𝒕𝒊)

𝑴
𝒊                                              Eq. 2-7 

where M is the number of times the property is sampled. In the limit of sampling 

continuously and following the trajectory indefinitely, this equation becomes: 

< 𝑨 > =  𝒍𝒊𝒎
𝒕→∞

𝟏

𝒕
∫ 𝑨(𝝉)𝒅𝝉

𝒕𝟎+𝒕

𝒕𝟎
                                      Eq. 2-8 

where t is the simulation length and t0 is the initial step of the simulation. Therefore, a 

sufficient amount of the trajectory in the phase space is required and sampled over long 

time scale to generate enough information. In order to use the molecular dynamics 

correctly, the modelling system is supposed to be ergodic, corresponding to a system 

that evolves for an infinite time and samples the full energy landscape. Besides, it 

should be noted here Eq.2-8 only applies for stationary properties at equilibrium. 

 

2.3 Classical molecular dynamics 

When a number of atoms, with a suitable composition, are cooled quickly from the 

molten state, a glass can be formed. In this thesis, the glass structures were produced 

employing the melt-quenching method conducted by molecular dynamics, to mimic 

the thermal process experienced during the melt-quenching method in experimental 

part, resulting in the amorphous state. The procedures are as follows: 

STEP 1 Melt: An atomic system is heated to a high temperature to form a liquid-like 

state.  

STEP 2 Quench: The molten system is rapidly cooled to create an amorphous system. 

STEP 3 Equilibration and Data collection: The system is allowed to equilibrate and 

data are collected from the production stage. 

The initial atomic configuration of glass was obtained by classical molecular dynamic 

simulations in my thesis. Therefore, I will give a brief introduction about molecular 

dynamics in this part.  

Molecular dynamics (MD) is involved in generating a series of time-correlated points 

in phase space (a trajectory) by propagating a starting set of coordinates and velocities 

according to Newton’s second equation by a series of finite timesteps. As a result, MD 
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is suitable for explore the influence of temperature on the time dependent properties of 

a system, ideal for reproducing the thermal process involved in glass formation. The 

application of MD can give insights into the atomic structure and composition-structure 

relationships of glasses. I will give some details of the simulation principles in the 

following sections. 

2.3.1 Equation of motion 

The positions and velocities of atoms in the system are determined by the Newton’s 

second law: 

𝒎𝒊
𝒅𝟐𝒓𝒊

𝒅𝒕𝟐
= 𝑭𝒊                                                   Eq. 2-9 

where mi, ri, and Fi is the mass, position and force acting on this atom, respectively. 

The force can be linked to the gradient of the potential energy (V) and the equation of 

motion can be written as: 

𝒎𝒊
𝒅𝟐𝒓𝒊

𝒅𝒕𝟐
= −

𝒅𝑽(𝒓𝟏,𝒓𝟐,…,𝒓𝑵)

𝒅𝒓𝒊
                                        Eq. 2-10 

in which (r1,r2,…,rN) contains the coordinates of all the particles, i.e. in Cartesian 

coordinates, it is a vector of length 3Natom. It is difficult to solve this equation 

analytically, and Newton’s law of motion can be numerically integrated with time being 

treated as a discrete quantity. The initial positions r can be determined from available 

crystallographic and structure data while the initial velocities can be assigned randomly 

to each particle subject to a thermal distribution. The relationship between 

instantaneous temperature and momentum is: 

𝑻(𝒕) =  
𝟏

(𝟑𝑵−𝒏)𝒌𝑩
∑

|𝒑𝒊(𝒕)|
𝟐

𝒎𝒊

𝑵
𝒊=𝟏                                       Eq. 2-11 

where N is the total number of atoms, n is the number of constrained degrees of freedom. 

Therefore, knowing the positions and momenta at initial (t = 0), it is possible to 

determine the positions and velocities at some later time ∆t based on the equation of 

motion. Following this approach, a discrete trajectory in the phase space is generated 
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over consecutive time intervals ∆t, i.e. timestep. 

A simple numerical integration scheme is the Verlet algorithm,139-140 considering the 

Taylor expansion of the position vector at time t for forward and reverse timesteps ∆t: 

𝑟𝑖(𝑡 + ∆𝑡) =  𝑟𝑖(𝑡) + 
𝑑𝑟𝑖(𝑡)

𝑑𝑡
∆𝑡 +

1

2

𝑑2𝑟𝑖(𝑡)

𝑑𝑡2 ∆𝑡2 +
1

6

𝑑3𝑟𝑖(𝑡)

𝑑𝑡3 ∆𝑡3 + 𝑂(∆𝑡4)     Eq. 2-12 

𝑟𝑖(𝑡 − ∆𝑡) =  𝑟𝑖(𝑡) − 
𝑑𝑟𝑖(𝑡)

𝑑𝑡
∆𝑡 +

1

2

𝑑2𝑟𝑖(𝑡)

𝑑𝑡2 ∆𝑡2 −
1

6

𝑑3𝑟𝑖(𝑡)

𝑑𝑡3 ∆𝑡3 + 𝑂(∆𝑡4)     Eq. 2-13 

The sum of the two expansions above results in the disappearance of all the odd-order 

derivatives: 

𝑟𝑖(𝑡 + ∆𝑡) = 2𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − ∆𝑡) + 𝑎𝑖(𝑡)∆𝑡2 + 𝑂(∆𝑡4)                 Eq. 2-14 

Thus, for any particle, each subsequent position is determined by the current position, 

the previous position, and the acceleration (determined from the force on the particle). 

The advantage of this scheme is that the error is of 4th order. 

However, the new position is determined by the positions difference (2ri(t)-ri(t-∆t)), in 

which the velocities do not appear explicitly, which is a problem we will see, making 

it harder to perform at constant temperature simulations with a thermostat. Moreover, 

the estimation of the velocities of the particles are not a straightforward task with 2nd 

order error, making the calculation of velocities much less accurate than those of the 

positions. 

The velocity Verlet integration scheme is an extension of the Verlet algorithm,141 which 

improves the efficiency of the scheme by introducing the velocities directly to calculate 

the position: 

𝒓𝒊(𝒕 + ∆𝒕) = 𝒓𝒊(𝒕) + 𝒖𝒊(𝒕)∆𝒕 +
𝟏

𝟐
𝒂𝒊(𝒕)∆𝒕𝟐 +  𝑶(∆𝒕𝟒)                 Eq. 2-15 

𝒖𝒊(𝒕 + ∆𝒕) =  𝒖𝒊(𝒕) + 
𝟏

𝟐
(𝒂𝒊(𝒕) + 𝒂𝒊(𝒕 + ∆𝒕)∆𝒕 + 𝑶(∆𝒕𝟑)               Eq. 2-16 

where ui and ai is the velocity and acceleration of atom i, respectively. 

The choice of the value of timestep is of vital importance to the success of the numerical 
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integration scheme. Each timestep requires a computation of all of the molecular forces, 

which is computationally intensively. A small value of timestep allows to maintain the 

integration numerically stable but may fail to explore the system at sufficiently long 

time scale to correctly sample the space phase with low computational cost. However, 

a large value of timestep may fail to sample the trajectory and get a better 

approximation. The error increases with the increase of ∆t. The largest value of ∆t that 

can be chosen in practice is determined by the fastest process occurring in the system, 

∆t typically being chosen an order of magnitude smaller than the fastest process. For 

example, in a typical molecular system, the fastest motion is bond vibration which 

frequencies are in the range of 1011-1014 s-1. Therefore, ∆t is supposed to be in the order 

of 1 fs or less to model such motions with sufficient accuracy. This means that a total 

simulation of 1 nanosecond requires ~ 106 timesteps, which is a significant 

computational effort. As a result, typical simulation times are in the nanosecond or 

picosecond range. In my thesis, the timestep was 1 fs in classical MD simulations. 

In this scheme the velocities are calculated directly from the second equation. With 

knowledge of velocities and positions of atoms at specific time, it is possible to 

calculate their positions and velocities at later time. The trajectory can be calculated by 

repeating this procedure until the desired time is reached, with numerical accuracy. In 

my thesis, this scheme was employed as implemented in the DL_POLY and CP2K 

codes. 

2.3.2 Thermostat 

In this thesis, the canonical ensemble (NVT), where the number of the atoms (N), the 

volume of the simulation cell (V) and the temperature (T) is constant, was used in MD 

simulation for equilibration runs during the melting and quenching procedure, until an 

average temperature of the system is reached. For production runs to collect part of the 

trajectory in order to calculate the desired properties, the microcanonical ensemble was 

used with number of the atoms (N), the volume of the simulation cell (V) and the total 

energy (E) kept constant in each MD simulation at 300K. 

There are several existing methods to perform MD simulation with the NVT ensemble. 

One common approach is the scaling of velocities to achieve the desired temperature. 
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As we know, the temperature of the system is given by the average of the kinetic energy: 

< 𝑬𝒌𝒊𝒏 > =  
𝟏

𝟐
(𝟑𝑵 − 𝒏)𝒌𝑻                                       Eq. 2-17 

where N is the number of atoms and n is the number of constraints. By scaling the 

velocity at each time step with a factor of (Tdesired/Tactual)1/2, we can obtain the desired 

temperature. However, such an “instant” correction procedure changes the real 

dynamics and introduces some undesired periodicity into the simulation, making the 

fluctuations unphysically small. 

Alternatively, a thermostat is introduced by gradually adding or removing energy 

to/from the system with a suitable time constant. It introduces a “soft” coupling 

between system and thermostat. The kinetic energy of the system is still modified by 

scaling of velocities but the rate of heat transfer is controlled by a coupling parameter 

τ: 

𝒅𝑻

𝒅𝒕
= 

𝟏

𝝉
(𝑻𝒅𝒆𝒔𝒊𝒓𝒆𝒅 − 𝑻𝒂𝒄𝒕𝒖𝒂𝒍)                                       Eq. 2-18 

𝒗𝒆𝒍𝒐𝒄𝒊𝒕𝒚 𝒔𝒄𝒂𝒍𝒆 𝒇𝒂𝒄𝒕𝒐𝒓 =  √𝟏 +
∆𝒕

𝝉
(
𝑻𝒅𝒆𝒔𝒊𝒓𝒆𝒅

𝑻𝒂𝒄𝒕𝒖𝒂𝒍
− 𝟏)                     Eq. 2-19 

Although this method, called the Berendsen thermostat is widely used, it produces 

correct temperature averages but incorrect fluctuations of properties. 

The Nosé-Hoover thermostat142 uses the friction coefficient  to describe the modified 

equation of motion and control the fluctuation of temperature. Then, the time evolution 

of the positions and the velocities are determined as follows: 

𝒅𝒑𝒊

𝒅𝒕
= 𝑭𝒊 − 𝒑𝒊                                                 Eq. 2-20 

𝒅(𝐭)

𝒅𝒕
= (∑

𝒑𝒊
𝟐

𝟐𝒎𝒊
−

𝟑

𝟐
𝑵𝒌𝑩𝑻) ∙

𝟐

𝑸

𝑵
𝒊=𝟏                                     Eq. 2-21 

where Q is the effective “mass” of the thermostat associated with the additional variable 

which is introduced to the modelled system. This parameter is important for regulating 
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the rate of exchange of the system energy with the fictitious heat bath, having an impact 

on the relaxation time of the thermostat. When the kinetic energy of the system is higher 

than 3/2NkBT, the friction coefficient  increases, contributing to the decrease of 

velocities. On the contrary, the friction coefficient  decreases when the kinetic energy 

of the system is less than 3/2NkBT, resulting in the increase of velocities. This method 

can accurately approximate the canonical ensemble and it is applied to all the classical 

MD simulations in this thesis. 

2.3.3 Force field 

As I mentioned above, the molecular dynamics allows the time evolution of atom 

positions by giving a set of atoms and a description of the forces acting between them. 

Therefore, the accuracy and the quality of the results are heavily dependent on the 

accurate description of the interatomic forces, and thus rely on the accuracy of the 

representation of the potential energy. This is calculated in practice from an interatomic 

potential energy function that is described by parameters, from what is called the force 

field. It is a mathematical expression describing the dependence of the energy of a 

system on the coordinates of its particles, consisting of an analytical form of the 

interatomic potential energy. These parameters are typically obtained either from ab 

initio or semi-empirical quantum mechanical calculations, or by fitting to experimental 

data such as neutron, X-ray and electron diffraction, etc.  

The force field may have a wide variety of analytical forms and in DL_POLY code, the 

total configuration energy of a molecular system maybe written as: 

𝑽(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵) = 𝑽𝒃𝒐𝒏𝒅 + 𝑽𝒂𝒏𝒈𝒍𝒆 + 𝑽𝒅𝒊𝒉𝒆𝒅 + 𝑽𝒊𝒏𝒗 

                                                     +𝑽𝒑𝒂𝒊𝒓 + 𝑽𝟑−𝒃𝒐𝒅𝒚 + 𝑽𝑻𝒆𝒓𝒔𝒐𝒇𝒇 + 𝑽𝟒−𝐛𝐨𝐝𝐲 

                              +𝑽𝒎𝒆𝒕𝒂𝒍 + 𝑽𝒆𝒙𝒕𝒏                 Eq. 2-22 

where Vbond, Vangle, Vdihed, Vinv, Vpair, V3-body,VTersoff and V4-body are empirical interaction 

functions representing chemical bonds, valence angles, dihedral angles, inversion 

angels, pair-body, three-body, Tersoff (many-body covalent) and four-body forces 



2.3.4 - Pairwise potential in this thesis 

40 

 

respectively. The first four terms are regarded by DL_POLY as intra-molecular 

interactions and the next four as inter-molecular interactions. The terms Vmetal is a 

density dependent (and therefore many-body) metal potential and the Vextn represents 

an external field potential. 

Usually for the modelling of oxide glasses, only the two-body interactions are 

considered and higher order terms are neglected. Furthermore, as all ionic species 

considered here are atomic (points in space), there are no intramolecular terms. Thus, 

in this thesis, the pair-body terms (Vpair) arise from the sum of van der Waals (short-

ranged) and electrostatic (long-ranged) interactions: 

𝑽(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵) = 𝑽𝒔𝒉𝒐𝒓𝒕 + 𝑽𝒍𝒐𝒏𝒈                               Eq. 2-23 

Van der Waals interactions between two neutral atoms originate from the balance 

between repulsive and attractive forces. The former one is due to the overlap of the 

electron clouds of both atoms while the interactions between induced dipoles result in 

an attractive component. In DL_POLY code, many short ranged pair forces are 

available such as 12-6 potential, Buckingham potential, Born-Huggins-Meyer potential, 

Morse potential and so on. Depending on the desired properties and the availability of 

the parameters for the modelled system, one can choose different pair potentials.  

2.3.4 Pairwise potential in this thesis 

As I mentioned in chapter 1 (1.4.1), researchers have worked for decades to improve 

the accuracy of pairwise potential to give a better description of the structure and 

properties of glasses. Pedone et al.91 developed a force field with high accuracy in 

handling the partial covalence of the silicate glasses, received considerable success in 

many previous modelling studies of silicate glasses of various molar composition. Thus, 

for the interaction of Na-O, Si-O and O-O pairs, I used this potential, including a 

repulsive term apart from the non-bonded energies. The full expression for the potential 

as follows: 

𝑼𝒊𝒋 = 
𝒛𝒊𝒛𝒋𝒆

𝟐

𝟒𝝅𝜺𝟎𝒓𝒊𝒋
+ 𝑫𝒊𝒋 [{𝟏 − 𝐞𝐱𝐩 [−𝒂𝒊𝒋(𝒓𝒊𝒋 − 𝒓𝟎)]}

𝟐
− 𝟏] +

𝑪𝒊𝒋

𝒓𝒊𝒋
𝟏𝟐            Eq. 2-24 
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The first term is the long-range Coulombic potential, where zi and zj are the charges of 

the atomic species i and j respectively, 0 is the vacuum permittivity, and rij is the 

interatomic distance between two atoms . The second term is a Morse potential for short 

range interactions with input parameters Dij, aij, and r0. Cij is the parameter for repulsion 

term. Besides, this model is based on a rigid ionic model with partial charges to handle 

the partial covalency of silicate systems.  

It should be noted here that a partial charge is created due to the asymmetric distribution 

of electrons in chemical bonds, which is a non-integer charge. These are “effective 

charges” and they must be treated as parameters in the potential model, and together 

with the short-range terms they form an “effective potential”. So the charge on oxygen 

atoms has been fixed at q0 = -1.2e. The partial charges on the cations are related to the 

value of oxygen charge for self-consistency of the force field. Thus, the silicon atom 

has a charge of 2q0 and the sodium ions of 0.5q0. The potential parameters are in Table 

2.1: 

Table 2.1 Potential parameters describing interactions in glass matrices. 

 Dij (eV) aij (Å-2) r0 (Å) Cij (eV Å12) 

Na0.6-O-1.2 0.023363 1.763867 3.006315 5.0 

Si2.4-O-1.2 0.340554 2.006700 2.100000 1.0 

O-1.2- O-1.2 0.042395 1.379316 3.618701 22.0 

 

For Cd-Se pairs, there were few choices available in the scientific literatures and I only 

found the 12-6 potential to represent interactions in CdSe composites.143-144 The full 

expression is as follows: 

𝑼𝒊𝒋 = 
𝒛𝒊𝒛𝒋𝒆

𝟐

𝟒𝝅𝜺𝟎𝒓𝒊𝒋
+ [

𝐴

𝒓𝒊𝒋
𝟏𝟐 +

𝐵

𝒓𝒊𝒋
𝟔]                                     Eq. 2-25 

A and B are the input parameters for the 12-6 potential, which can be found in Table 

2.2. It is possible to define a set of parameters for each different pair of atoms, but for 

convenience most force fields give individual atomic parameters, together with some 

rules to combine them. Moreover, as far as I am concerned, it is hard to find a system 

simultaneously contain Cd, Se, O, Si, and Na atoms. Therefore, the combination rule 
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is applied to describe the interactions between glass matrices and CdSe quantum dot 

(Cd-O, Se-Si, and Se-Na pairs), where A = (A1A2)1/2 and B = (B1B2)1/2. 

Table 2.2 Parameters for the short-range potential in Eq.2-25, representing interactions 

within CdSe QD and interactions between CdSe QD and glass matrices. 

Atom A (eV Å12) B (eV Å6) 

Na0.6 9735.806 103.097 

Si2.4 368.510 0.000 

O-1.2 42895.736 29.351 

Cd2.4 21.0245 0.348926 

Se-1.2 2761307.14 119.0878 

2.3.5 Periodic boundary conditions 

In macroscopic systems, only a small percentage of the atoms are surface atoms while 

things are quite different for the small number of atoms constituting a MD simulation 

box. In simulations, due to high surface-to-volume ratio, the surface effect is enormous 

and would affect the properties of the modelled system, resulting in the inaccurate 

description of bulk properties. Therefore, periodic boundary conditions (PBC) are 

introduced to avoid the contribution of surface effect and to overcome the obstacle of 

system size, which is considerably small compared with the real system. 

A simulation cell is built, where a sample of the macroscopic system with specific 

geometry is placed in a finite box. It is supposed to have the same symmetry, size, and 

total number of atoms as decided by the molar composition and density of the target 

system. The PBC is achieved by surrounding the primary simulation cell by images of 

itself in three dimensions, as illustrated in Figure 2.1. Atoms moved in the primary cell 

are also moved in the image cells. An atom leaves the central simulation cell at one 

side, and it re-enters the cell through the opposite side with the same velocity. 

Therefore, the walls and surface atoms disappear with the introduction of PBC, making 

a bridge between the very small simulation cell and macroscopic systems. A cubic 

simulation box with periodic boundary conditions, which cell size was calculated from 

the bulk glass density, was built in all the classical MD and AIMD simulations in my 
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thesis. 

 

Figure 2.1 Illustration of the use of periodic boundary conditions 8 (2x2x2) unit cells 

are presented while only 1 is really considered in the simulation. Cd, magenta, Se, blue. 

The introduction of PBC influences the short-range and long-range interactions 

between atoms in the modelled system. For short-range interactions, it is calculated by 

assuming the potential energy between them is determined by its interaction with the 

nearest atoms or nearest periodic images of its neighbors. 

The time needed to calculate the forces will scale as N2, and the interatomic potential 

will decay to a negligible value for distances much smaller than half of the lattice size 

if the system size is large enough. Therefore, there is no need to compute all the forces. 

So a cutoff distance is employed to truncate the potential, meaning the interaction only 

happens when the distance is smaller than the cutoff, which should be smaller than the 

half of simulation box. Meanwhile, it is supposed to be large enough so that the 

potential can be safely neglected beyond cutoff radius. In all classical MD run, the 

cutoff radius for short-range interaction was set at 7.6 Å in my thesis. 

It must also be noted here that this truncation should be applied only to short-ranged 

interactions. Long-range forces (typically electrostatic interactions) should not be 

truncated because they do not decay with distance rapidly enough. There are several 

methods to solve this problem, and the Ewald sum method145 was employed in my 

thesis. 
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2.4 Quantum Mechanics 

The mathematical form for the dynamical equation is determined by the velocity and 

mass of particles. The classic mechanics apply for heavy and slow-moving particles 

while light particles such as electrons display both wave and particle characteristics, 

which must be described by quantum mechanics. A major difference between classical 

mechanics and quantum mechanics is that the former one is deterministic while the 

latter one is probabilistic. Quantum mechanics only allow the calculation of the 

probability of a particle being at a certain place at a certain time. The probability 

function is given as a square of the wavefunction: 

𝑷(𝒓, 𝒕) = |𝜳(𝒓, 𝒕)|𝟐                                           Eq. 2-26 

The wavefunction can be obtained by solving either the Schrödinger equation for non-

relativistic systems or Dirac equation for relativistic systems depending on the velocity 

of the particles. For the movement of electrons, which is the major focus of my research, 

is determined by the Schrödinger equation because I do not study heavy elements (5f 

electrons). 

2.4.1 Schrödinger equation 

The time-dependent Schrödinger equation can be written as follows: 

𝑯𝜳(𝒓, 𝒕) = 𝒊ħ
𝝏𝜳(𝒓,𝒕)

𝝏𝒕
                                            Eq. 2-27 

where H is the Hamiltonian operator, which is given as a sum of kinetic and potential 

energy operators: 

𝑯(𝒓, 𝒕) = 𝑻(𝒓) + 𝑽(𝒓, 𝒕)                                         Eq. 2-28 

In the absence of an external, time-dependent field acting on the system, for a bound 

system, the potential energy operator is time-independent, thus the Hamiltonian 

operator becomes time-independent and yields the total energy when acting on the 

wavefunction. The energy (E) is a constant, independent on time but dependent on 
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space variables: 

𝑯(𝒓, 𝒕) = 𝑯(𝒓) = 𝑻(𝒓) + 𝑽(𝒓)                                    Eq. 2-29 

𝑯(𝒓)𝜳(𝒓, 𝒕) = 𝑬(𝒓)𝜳(𝒓, 𝒕)                                       Eq. 2-30 

This equation shows that the time and space variables of the wavefunction can be 

separated: 

𝜳(𝒓, 𝒕) =  𝜳(𝒓)𝒆−𝒊𝑬𝒕                                            Eq. 2-31 

For a time-independent part of the wavefunction, this equation can be written as the 

time-independent Schrödinger equation: 

𝑯(𝒓)𝜳(𝒓) = 𝑬(𝒓)𝜳(𝒓)                                          Eq. 2-32 

2.4.2 Born-Oppenheimer approximations 

In order to solve the time-independent Schrödinger equation for polyelectronic systems, 

several approximations are made. As we know, electrons are very light particles 

compared with the nuclei, and this large mass difference contributes to a huge 

difference in velocities. Therefore, it can be assumed that the nuclei are clamped at 

fixed positions while electrons are moving in the field of fixed nuclei. Hence, the 

kinetic energy of the nuclei is zero and the potential energy is merely a constant. Under 

the Born-Oppenheimer approximations, the motion of nuclei and electrons can be 

separated and the total wavefunction of the system can be written as: 

𝜳𝒕𝒐𝒕(𝑹, 𝒓) =  𝜳𝒆(𝒓, 𝑹)𝜳𝑵(𝑹)                                    Eq. 2-33 

where r and R is the coordinates of electrons and nuclei respectively. 

The Hamiltonian operator can be written as follows: 

𝑯 = 𝑯𝒆 + 𝑻𝑵                                                 Eq. 2-34 

where He and TN is the Hamiltonian operator for electrons and the kinetic energy of 
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nuclei respectively, and the Eq.2-32 can be written as: 

(𝑯𝒆 + 𝑻𝑵)𝜳𝒆(𝒓, 𝑹)𝜳𝑵(𝑹) = 𝑬𝒕𝒐𝒕𝜳𝒆(𝒓, 𝑹)𝜳𝑵(𝑹)                    Eq. 2-35 

among which the full expression of He is: 

𝑯𝒆(𝒓, 𝑹) = 𝑻𝒆(𝒓) + 𝑽𝒆−𝒆(𝒓) + 𝑽𝒆−𝑵(𝒓, 𝑹) + 𝑽𝑵−𝑵(𝑹)                Eq. 2-36 

𝑯𝒆(𝒓, 𝑹)𝜳𝒆(𝒓, 𝑹) = 𝑬𝒆(𝑹) 𝜳𝒆(𝒓, 𝑹)                               Eq. 2-37 

where Eq. 2-37 is the Schrödinger equation for electrons and Ee is the energy of the 

electrons. Use the orthonormality of the Ψe(r,R) by multiplying from the left by a 

specific electronic function Ψe
*(r, R) and integrate over the electron coordinates, then 

the Eq. 2-35 can be written as:  

∫𝜳𝒆
∗(𝑯𝒆 + 𝑻𝑵)𝜳𝒆(𝒓, 𝑹)𝜳𝑵(𝑹)𝒅𝒓 = ∫𝜳𝒆

∗  𝑬𝒕𝒐𝒕𝜳𝒆(𝒓, 𝑹)𝜳𝑵(𝑹)𝒅𝒓      Eq. 2-38 

Considering the Etot is constant and ΨN(R) is independent on the coordinates of 

electrons, by inserting Eq. 2-37 into Eq. 2-38, and the Hamiltonian operator is an 

Hermitian operator, thus < Ψe
*∣HΨtot> = <Ψe

*H∣Ψtot>, the following equation can 

be obtained: 

∫𝜳𝒆
∗𝜳𝒆(𝒓, 𝑹)𝒅𝒓(𝑬𝒆(𝑹) + 𝑻𝑵)𝜳𝑵(𝑹) = ∫𝜳𝒆

∗ 𝜳𝒆(𝒓, 𝑹)𝒅𝒓𝑬𝒕𝒐𝒕𝜳𝑵(𝑹)    Eq. 2-39 

Thus, the Schrödinger equation of the nuclei can be obtained: 

(𝑬𝒆(𝑹) + 𝑻𝑵)𝜳𝑵(𝑹) = 𝑬𝒕𝒐𝒕𝜳𝑵(𝑹)                                Eq. 2-40 

Therefore, in Born-Oppenheimer picture, the nuclei move on a potential energy surface 

(PES) which is a solution to the electronic Schrödinger equation. Solving Eq. 2-40 for 

the nuclei wavefunction leads to the energy levels for molecular vibrations and 

rotations, which in turn are the fundamentals for many forms of spectroscopy, such as 

infrared spectra, Raman and so on. It can be solved numerically in nuclear quantum 

simulations. 
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2.4.3 Density functional theory 

To solve the electronic Schrödinger equation, many approaches have been employed 

such as the Hatree-Fock self - consistent field method, post-Hatree Fock methods, 

quantum Monte-Carlo methods, and the density functional theory (DFT). In my work, 

I used DFT approach which I will describe here. The wavefunction approach for an N 

electrons system contains 4N variables, three spatial and one spin coordinates. 

Therefore, the complexity of a wavefunction increases exponentially. The obvious 

advantage of DFT is that it depends on the electron density, which is the square of 

wavefunction (Eq. 2-26), integrated on N-1 electron coordinates, and each spin density 

is only decided by three spatial coordinates, independent of the number of electrons. 

In the following part, I will present two main ways in which we have used DFT: it can 

be used for “static” calculations where only the energy is calculated for a given 

configuration of the nuclei. The other one is ab initio molecular dynamics where the 

forces and velocities are computed from the electron density to propagate the equations 

of motion. 

2.4.4 Hohenberg-Kohn theorems 

The DFT methods rely on two Hohenberg-Kohn theorems146 to decrease the 

dimensionality of the problem. In the language of DFT, electrons interact with one 

another and with an external potential, which is the attraction of the nuclei in a molecule. 

As the total integration of the density gives the number of electrons in the system, so 

all that remains to define the Hamiltonian operator is the determination of the external 

potential (i.e., the charges and positions of the nuclei). Therefore, the first theorem is 

an existence theorem, which demonstrates that there is a unique electron density that is 

linked unambiguously to the external potential. The second theorem states that the 

ground-state electron density minimizes the overall energy functional and subsequently 

is the solution of the electronic Schrödinger equation. This, in turn, implies that the 

ground state density can be determined by variational methods.  
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2.4.5 The Kohn-sham scheme 

The discussion above emphasized that the density uniquely determines the Hamiltonian, 

which determines the wavefunction. However, it is still challenging to solve the 

Schrödinger equation, which difficulty derives from the electron-electron interaction 

term. In a key breakthrough, Kohn and Sham developed a scheme which considerably 

simplified the problem by assuming the electron density of a fictitious system of N non-

interacting electrons is the same as the interacting, real system, which can be described 

by a Slater determinant of N{Φi(ri)} single-particle orbitals. These fictitious non-

interacting electrons move in local effective potential, which is different from that of 

the real system. Thus, the wavefunction of the system under Hatree-Fock 

approximation can be written as: 

𝜳𝒆(𝒓) =  𝚽(𝐫𝟏)𝚽𝟐(𝐫𝟐)…𝚽𝐢(𝐫𝐢)…𝚽𝐍(𝐫𝐍)                          Eq. 2-41 

Hence, the energy of the system is the sum of one-electron energy (Ei): 

𝑬(𝒓) =  ∑ 𝑬𝒊
𝑵
𝒊=𝟏                                                 Eq. 2-42 

In Kohn-Sham approach,147 the electron density can be constructed from wavefunction 

of N single-electron: 

𝝆[𝒓] =  ∑ |𝚽𝒊(𝒓)|
𝟐𝑵

𝒊=𝟏                                            Eq. 2-43 

Therefore the kinetic energy is: 

𝑻[𝝆] =  ∑ ∫𝒅𝒓𝚽𝒊
∗(𝒓) (−

𝟏

𝟐
𝛁𝟐)𝑵

𝒊=𝟏 𝚽𝒊(𝒓)                            Eq. 2-44 

According to Eq. 2-36, for a single-electron system, the full expression of Koh-Sham 

equation is: 

{−
𝟏

𝟐
𝛁𝟐 + 𝑽𝑲𝑺[𝝆(𝒓)]}𝚽𝒊(𝒓) = 𝑬𝒊𝚽𝒊(𝒓)                            Eq. 2-45 

among which: 

𝑽𝑲𝑺[𝝆(𝒓)] = 𝑽𝒆−𝑵(𝒓) + 𝑽𝒆−𝒆[𝝆(𝒓)] + 𝑽𝒙𝒄[𝝆(𝒓)] 
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                     = 𝑽𝒆−𝑵(𝒓) + ∫𝒅𝒓′ 𝝆(𝒓′)

|𝒓−𝒓′|
+

𝜹𝑬𝒙𝒄[𝝆(𝒓)]

𝜹𝝆[𝒓]
                       Eq. 2-46 

where VKS is the effective Kohn-Sham potential, which includes the potential between 

the nuclei and electron, the repulsion between electron and the total electron density 

and the exchange-correlation potential, respectively. 

As we can see from Eq. 2-46, the Ve-e potential includes a self-interaction contribution 

as the electron described by the Kohn-Sham equation also contribute to the electron 

density. Therefore, to solve this equation, the definition of VKS requires the electron 

density (ρ(r)), which is determined by the single-electron wavefunction (Φi(ri)), which 

in turn requires the solution of the Kohn-Shame equation. As a result, an iterative 

approach is employed to solve the problem. This scheme is illustrated in Figure 2.2. 

The starting point is a generated guess of the initial electron density which is inserted 

into the VKS in order to solve the Kohn-Sham equation and obtain a single-electron KS 

orbital. Then the new electron density is calculated from the orbitals. By comparing the 

difference between this density and the density from previous step with a 

predetermined cut off, one can determine whether the KS equation is converged and 

the ground state density is obtained. Otherwise, the updated density needs to be inserted 

back to the VKS and the single-particle orbitals recalculated. 

The accuracy of the computational simulation depends on the approximation of 

exchange-correlation functional. One can choose appropriate functional concerning the 

properties they want to model. 
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Figure 2.2 Flow chart of the Kohn-Sham self-consistent field method 

In my thesis, both the geometry optimization and electronic structures calculation are 

conducted at DFT level. In chapter 3, due to the small system size and the excellent 

performance of B3LYP functional, both the geometry optimization and electronic 

structures calculation was conducted using B3LYP functional as exchange-correlation 

functionals. However, in chapter 4, 5, and 6, the system size is enormously increased 

and the hybrid functional is not suitable for the generation of the geometry structure in 

terms of computational cost, thus, the GGA functional was applied in AIMD run. But 

GGA functional has a well-known problem in describing the electronic structures, so 

the PBE0 hybrid functional was employed to do the electronic structures calculation in 

chapter 4 and 6.  

2.4.6 Ab initio molecular dynamics 

The classical molecular dynamics methods have enjoyed tremendous success in the 
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treatment of glasses systems as I mentioned in chapter 1, however, there are a number 

of serious limitations. Firstly, charges appear as static parameters in the force field, so 

electronic polarization effects are not included. Although several attempts to rectify this 

problems have been made by allowing the charges and/or induced dipoles to fluctuate 

in response to a changing environment, those polarized classical models lacks 

transferability and generality. Secondly, force fields generally assume a pre-specified 

connectivity between the atoms, therefore, suffering from an inability to describe 

chemical bond breaking and forming events. It can solved by using techniques such as 

the empirical valence bond method, but such methods are also not fully transferable. 

Furthermore, once a specific system is understood after elaborate development of 

satisfactory potentials, changing a single species provokes typically enormous efforts 

to parameterize the new potentials needed.148-150 

Due to the limitations of force field based approaches, the so-called ab initio molecular 

dynamics (or first-principles MD) was developed to address these problems. It differs 

from classical MD in two ways. For one thing, AIMD is based on the quantum 

Schrödinger equation for the electronic degree of freedom while its counterparts relies 

on Newton’s equation. For another thing, classical MD relies on semiempirical 

effective potentials which approximate quantum effects while AIMD is based on the 

real physical potential. The basic idea of the AIMD method is to compute the forces 

acting on the nuclei from electronic structure calculations that are performed “on-the-

fly” as the molecular dynamics trajectory is generated. There are several types of AIMD, 

the Ehrenfest dynamics, the Car-Parinello dynamics (CPMD), and the Born-

Oppenheimer dynamics (BOMD). During my Ph.D study, I used the CP2K code to 

conduct AIMD simulations. In CP2K, AIMD comes in two distinct flavors, second-

generation CPMD and BOMD.151 Here, I will give a brief introduction to BOMD, 

which was employed in my thesis. 

Within the Born-Oppenheimer approximation, the nuclei are considered classical 

particles whose potential is determined by the Ehrenfest theorem. It states that the 

potential is equal to the average, in the quantum sense, of the electronic Hamiltonian 

with respect to the electronic wavefunction. In the BOMD approach, it is further 

assumed that the electronic wavefunction is in its ground states. Under the holonomic 

orthonormality constraint (<Ψi(r)∣Ψj(r)> = δij), the Schrödinger equation must be 
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solved while enforcing a Lagrange multiplier, leading to the following Lagrangian, 

which is defined as the difference between the kinetic and the potential energy: 

𝑳𝑩𝑶 =
𝟏

𝟐
∑ 𝑴𝑰𝑹̇𝑰

𝟐−< 𝜳𝟎 ∣ 𝑯𝒆 ∣ 𝜳𝟎 > +∑ 𝜦𝒊𝒋(< 𝜳𝒊 ∣ 𝜳𝒋 > −𝜹𝒊𝒋)𝒊,𝒋𝑰       Eq. 2-47 

The first term of the Lagrangian is the kinetic energy of the nuclei, the second term 

corresponds to the nuclear potential as obtained from the Ehrenfes theorem, and the 

last term represents a Lagrange function which ensures that the orbitals remain 

orthonormal all the time, where Λ is a Hermitian Lagrangian multiplier matrix since 

the electrons obey the Pauli Exclusion Principle (two electrons cannot be in the same 

quantum state). One can obtain the associated equation of motion by solving the 

corresponding Euler-Lagrange equations: 

𝒅

𝒅𝒕

𝝏𝑳

𝝏𝑹̇𝑰
=

𝝏𝑳

𝝏𝑹𝑰
                                                    Eq. 2-48 

𝒅

𝒅𝒕

𝝏𝑳

𝝏<𝜳̇𝒊∣
=

𝝏𝑳

𝝏<𝜳𝒊
                                                 Eq. 2-49 

For the nuclear equations of motion: 

𝑴𝑰𝑹̈𝑰 = −𝛁𝑰𝒎𝒊𝒏 < 𝜳𝟎 ∣ 𝑯𝒆 ∣ 𝜳𝟎 >                               Eq. 2-50 

For the electronic equations of motion: 

𝑯𝒆𝜳𝒊(𝒓) = ∑ 𝜦𝒊𝒋𝜳𝒊(𝒓)𝒋                                          Eq. 2-51 

Thus, according to Eq. 2-50, <Ψ0∣He∣Ψ0> correspond to the Kohn-Sham total  

energy in Eq. 2-45 and can be calculated from the single-particle orbitals, It should be 

noted that this energy changes as the results of motions of the ions, therefore, in the 

BOMD approach, the self-consistent one-particle Kohn-Sham equations are calculated 

and solved at each timestep. Thus, the drawback of this approach is that the electronic 

structure needs to be solved at each timestep, making the BOMD simulation 

computationally expensive. The classical MD can be applied to systems consisting of 

104-106 atoms with timescales on the order of tens of nanoseconds. However, the 
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BOMD approach can be employed in systems composed of just a few hundreds of 

atoms and access timescales on the order of tens of picoseconds. For example, for 

simulations in the NVT ensemble of systems with composition of 39Na2O-78SiO2-

33CdSe (417 atoms in total), it costs 48 hours using 384 cores on high performance 

computing systems for 20 ps simulations.  

The definition of force field in AIMD is a parameter-free simulation compared with the 

classical MD especially considering the fact that there is little availability of pairwise 

potential in describing my research items (containing Cd, Se, O, Si, and Na elements). 

AIMD exhibits excellent performance on describing the atomic structure of the system 

but smaller system size and shorter timescale compared with the classical MD. 

Therefore, in this thesis, classical MD was employed to explore the size effect of the 

modelled system and generated initial configurations for the AIMD run. The AIMD 

calculation was applied to obtain the atomic structure with high accuracy and then used 

to conduct the electronic structure calculations. 

 

2.5 Modelling properties 

By analyzing the trajectories of the production run in MD, the radial distribution 

function (RDF), the coordination environment, and the ring structure was calculated by 

using the R.I.N.G.S. code.152 These results played an predominant role in determining 

the interfacial bond formation between the QD and glass matrix. Meanwhile, it is also 

useful for probing the impact of the glass matrix on the QD structure, giving a 

straightforward description of the local atomic structure of the CdSe quantum-dot 

doped glasses, which is not possible experimentally. 

The optical properties are closely related to the energy diagram of the CdSe quantum 

dot-doped glasses. Thus, the density of states and the HOMO-LUMO gap were 

calculated. By comparing the density of states and HOMO-LUMO gap of the pristine 

QD, pristine glass, and CdSe quantum dot-doped glasses, I was able to investigate the 

impact of glass matrix on the electronic structure and further luminescence mechanism 

of CdSe quantum dot-doped glasses. 
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2.5.1 Short-range order structure 

The radial distribution function is important in testing the reliability of my simulations 

by comparing it with experimental data (such as X-ray and neutron diffraction data) 

and in investigating the local atomic structure of the CdSe quantum dot-doped glasses. 

Considering an homogeneous repartition of the particles in space, it represents the 

probability to find a particle (yellow circles) in the shell dr at the distance r of another 

atom (the red circle), as illustrated in Figure 2.3: 

 

Figure 2.3 Space discretization for the evaluation of the radial distribution function.  

By discretizing the space in intervals dr, it is possible to compute for a given atom of 

ith species (the red circle), the number of atoms of jth species (yellow circles) at a 

distance between r and r + dr of this atom: 

𝒅𝒏𝒊𝒋(𝒓) =  
𝑵

𝑽
𝒈𝒊𝒋(𝒓)𝟒𝝅𝒓𝟐𝒅𝒓                                      Eq. 2-52 

where N is the total number of particles, V is the volume, and gij(r) is the radial 

distribution function. Therefore: 

𝒈𝒊𝒋(𝒓) =
𝒅𝒏𝒊𝒋(𝒓)

𝟒𝝅𝒓𝟐𝒅𝒓𝝆𝒊
                                               Eq. 2-53 



2.5.1 - Short-range order structure 

55 

 

𝝆𝒊 =
𝑽

𝑵𝒊
                                                       Eq. 2-54 

Determining gij(r) from a MD simulation involves computing all i-j distances, and each 

occurrence is added to the appropriate bin of a histogram running from r=0 to the 

maximum radius for the system. The distinct peaks in gij(r) give information of the 

nearest neighbors, second-nearest neighbors, etc., of specific species of atoms in a solid. 

In R.I.N.G.S. code (http://rings-code.sourceforge.net/), the existence or the absence of 

a bond between two atoms is determined by the analysis of the partial gij(r) and total 

g(r) radial distribution function. Precisely the program will consider that a bond exists 

if the interatomic distance Dij is smaller than both the cutoff given to describe the 

maximum distance for first neighbor atoms between species i and j, the first minimum 

of the gij(r), and the first minimum of the total radial distribution (g(r)). For example, 

Figure 2.4 illustrates the radial distribution of Si-O pairs. It goes to zero very rapidly 

when r become less than the sum of van der Waals radii of Si and O atoms. The first-

peak indicates preferred locations for O atoms and the average interatomic distance can 

be obtained. 

 

Figure 2.4 A radial distribution function for Si-O pairs in silicate glasses. The 

interatomic distance of Si-O pairs is 1.64 Å. 

http://rings-code.sourceforge.net/
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The integration of the gij(r) between two positions, r1 and r2, provides information 

about the coordination number (CN) of the respective coordination shell, which can be 

obtained based on the radial distribution function: 

𝑪𝑵𝒊(𝒓𝟏, 𝒓𝟐) = ∑ ∫ 𝟒𝝅𝝆𝒊𝒓
𝟐𝒓𝟐

𝒓𝟏
𝒈𝒊𝒋(𝒓)𝒅𝒓𝒋                              Eq. 2-55 

The stability of the glass network and CdSe units depend on the coordination between 

Si and O atom, and Cd and Se atoms respectively. In the description of the local atomic 

structure of glasses, most of the emphasis is put on the geometry of the first 

coordination shell of the atoms. Therefore, the radial distribution function and 

coordination number was calculated in my simulations in order to describe the short-

range order structure. 

2.5.2 Medium-range order structure 

In glass science, the exploration of the origin of the disorder and understanding the 

origin of the intermediate range order is a key for the interpretation of the optical and 

conduction phenomena. Thus, ring statistics is mainly used to gain knowledge 

inaccessible using standard tools such as the radial distribution functions and the 

neutron or X-ray structure factor when studying amorphous systems. Particularly, it 

allows to scan the network at a larger scale than the first or second coordination shell. 

The analysis of topological networks is often based on the part of the structural 

information which can be presented in the graph theory, which uses nodes for the atoms 

and links for the bonds. The absence or existence of a link between two nodes is 

determined by the analysis of the total and partial radial distribution function of the 

system. 

In such a network, a series of nodes and links connected sequentially without overlap, 

which is defined as a path, and a ring therefore is simply a closed path. In my Ph.D 

thesis, I focused on the ring size to give description of the glass network and CdSe units, 

using R.I.N.G.S. code, which has been successfully applied to the description of 

amorphous SiO2 glass.152 The ring size in my thesis was determined by the total number 

of nodes of the ring, therefore a N-membered ring is a ring containing N nodes. Besides, 

the bond angle distribution was also calculated to test the reliability of my simulations. 



2.5.3 - Mean squared displacement 

57 

 

2.5.3 Mean squared displacement 

As molecular dynamics allows one to follow the time evolution of the system, therefore 

we can obtain the dynamic properties of the system. The mean squared displacement 

(MSD) contains information about the atomic diffusivity of the individual species in 

the glass structure. It measures the average distance that an atom of the jth species 

travels in the time t: 

𝑴𝑺𝑫 (𝒕) =  
𝟏

𝑵𝒋
∑ < |𝒓⃗ 𝒊(𝒕) − 𝒓⃗ 𝒊(𝒕 = 𝟎)|𝟐 >

𝑵𝒋

𝒊=𝟏
                        Eq. 2-56 

where 𝒓⃗ 𝒊(𝒕) − 𝒓⃗ 𝒊(𝒕 = 𝟎) is the vector distance travelled by an atom i during the time 

interval of length t. The squared magnitude of this vector is averaged over many such 

time intervals and over all the atoms of the jth species in the simulated glasses. Based 

on the analysis of MSD, one can calculate the self-diffusion coefficient, which can be 

experimentally measured. In chapter 4, I calculated the MSDs of sodium silicate glasses 

to test the accuracy of force fields using the code developed by Guillaume Fraux in my 

lab. 

2.5.4 Electronic Structures 

The investigation of electronic structures is of predominant importance in 

understanding the optical properties of CdSe QDs in glass matrix. Particularly, based 

on the analysis of the total density of states and partial density of states (DOS), I can 

find the structural origin of the defect emission. The density of states for a given band 

n, Nn(E), is defined as: 

𝑵𝒏(𝑬) =  ∫
𝒅𝒌

𝟒𝝅𝟑 𝜹(𝑬 − 𝑬𝒏(𝒌))                                     Eq. 2-57 

where En(K) describes the dispersion of the given band and the integral is determined 

over the Brillouin zone. The total density of states is obtained by summation over all 

bands, which is often used for quickly visual analysis of the electronic structure. 

Characteristics such as the energy gap between the highest occupied molecular orbital 

(HOMO) and lowest unoccupied molecular orbital (LUMO), and the number and 
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intensity of the main features are helpful in qualitatively interpreting experimental 

spectroscopic data. DOS can also help to understand the changes in electronic structure 

caused by, for example, adatoms. Local density of states shows which atoms in the 

system contribute electronic states to various parts of the energy spectrum. Partial 

density of states further qualifies results by resolving the contributions according to the 

angular momentum of the states.  

In chapter 3, the electronic structures calculation of CdSe clusters were conducted with 

the Dmol3 code as implemented in Materials Studio package.136 The B3LYP functional 

was selected as exchange-correlation functionals as it can give better description to the 

HOMO-LUMO gap. In chapter 6, the density of states was calculated by CP2K codes 

and the PBE0 hybrid functional was applied. Different exchange-correlation 

functionals were chose because the system size of CdSe quantum dot-doped glass 

(several hundreds of atoms) was much bigger than CdSe clusters (66 atoms). Besides, 

it should be noted that in Dmol3, the energy level of HOMO and LUMO was directly 

given but in CP2K, the energy level of HOMO was set at 0 eV as a reference. Since we 

are only interested in energy differences, this is not a problem in my studies. 

 

2.6 Experimental method 

In chapter 3, CdSe quantum dots doped glasses were prepared in order to validate the 

near-infrared photoluminescence of CdnSen-Na (n= 3, 10, 13, and 33) clusters, which 

was predicted by the DFT calculation. I fabricated the glass samples and characterize 

the optical properties of the quantum dots doped glass by measuring its absorption and 

emission spectra. The details of the fabrication method will be presented in chapter 3. 

Besides, the formation of the CdSe QDs was proved by using the high-resolution field 

transmission electron microscope and micro-confocal laser Raman spectrophotometer, 

conducted by the colleagues in our lab.
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Chapter 3 

3 Atomic and Electronic Structure of Capped CdnSen-X 

Clusters and Experimental Validation 

3.1 Introduction 

Due to the high surface-to-volume ratio, there are many defects (dangling bonds, 

vacancies and so on) on the surface of quantum dots, encompassing radiative or 

nonradiative recombination channels, which can easily compete with the intrinsic 

recombination. Therefore, it is of predominant importance to explore the atomic and 

structural origin of defect luminescence of the CdSe quantum dots in glass matrices. 

However, it is experimentally challenging to characterize the defect states and chemical 

environment of QDs in glasses, due to the lower number densities of QDs and the 

instability of glass matrices under electron beam as well as the amorphous nature of 

glass matrices. Computational methods, such as density functional theory (DFT), have 

been applied to search for new ways of surmounting these issues.  

Surface states of QDs in glass matrices are complex, such as color centers (e.g. S2
−, 

Se2
− without forming semiconductor QDs when they are incorporated successfully in 

the inorganic host materials, leading to the visible emission and giving color to the 

glasses),153-154 and intrinsic defects155 of QDs including dangling bonds. Additionally, 

interfacial defects between the glass and the QD surface (e.g. non-bridging oxygens 

and network modifiers, such as sodium and other alkaline-earth metal ions) have a 

significant impact on the electronic structure of QDs.57 In terms of CdSe QD embedded 

in glass matrices, Cd and Se can be present in the as-prepared glasses environments 

such as Cd-O, Cd-Se, Cd-Cd, and Se-Se. Upon thermal annealing, Se-Se contacts were 

considered as the nucleation sites, and thermal diffusion of Cd to the Se-rich zones 

promote the growth of CdSe QDs. During these processes, Cd-O gradually changed 

into Cd-Se, as evidenced by the extended X-ray absorption fine structure spectroscopy 

analysis.57 At the interface between CdSe QDs and the glass matrices, presence of Cd-

O, Cd-Cd, and Se-Se linkages is still possible due to the random distribution of these 
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elements in glassy matrices, leading to a large number of combination of surface states. 

For the charge balance, the dangling bonds of CdSe QDs in glasses can be compensated 

by non-bridging oxygen, structure intermediates (such as Ca, Zn, etc., which does not 

form glasses by themselves but acts like glass formers when combined with others), 

and structural modifiers (such as Na, etc.) in glasses. However, effects of these interface 

states on the optoelectronic properties of CdSe QDs still remain largely unknown. 

Therefore, I wanted to investigate structures containing the above mentioned surface 

and interface states such as Cd-CdnSen, CdnSen-Se, CdnSen-Cd, CdnSen-O, CdnSen-Na, 

CdnSen-Ca, CdnSen-O-Na, CdnSen-O-Ca and so on.  

In this chapter, the dangling bonds of the CdSe QDs and their interactions with the 

glass matrices were systematically explored over combining DFT calculations and 

experimental approaches. Because of size constraints of the DFT method for tackling 

a comprehensive collection of many different cluster configurations, I have confined 

my study to atomistic simulations of the morphology and electronic structure of Cd3Se3, 

Cd10Se10, Cd13Se13 and Cd33Se33 nanoclusters as the most representative models. 

Effects of adatoms such as Cd, Se, O, Na, and Ca on the HOMO/LUMO energies and 

density of states of CdSe QDs in glasses were investigated, and experimentally 

examined using large-sized CdSe QDs precipitated in glasses. Especially, the near-

infrared emission from Na-CdSe QDs in glasses was forecasted through the simulation 

and experimentally confirmed in this work. This work was published as 

“Understanding the atomic and electronic structures origin of defect luminescence of 

CdSe quantum dots in glass matrix” in J Amer Ceram Soc.156 

 

3.2 Methods 

3.2.1 Computational details 

As CdSe QDs in the glass matrices mainly consist of the wurtzite phase, validated 

according to the TEM image, each cluster was initially constructed from this phase with 

the bulk Cd-Se geometry, and then relaxed to the lowest energy configuration.131 This 

method has been successfully applied to the modelling of CdSe clusters to give an 

accurate description of CdSe QDs.105, 129 In addition to the pristine CdnSen (n= 3, 10, 
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13 and 33) nanoclusters (Figure 3.1), much emphasis was placed on the defect 

engineering of CdnSen nanoclusters with different types of atoms attached to the surface 

of the dot, denoted as CdnSen-X (X=Se, Cd, O, Na, Ca) (Figure 3.2). The capped atoms 

were neutral when added to CdnSen clusters and charge transfer between capped atoms 

and clusters happened after geometry optimization. Therefore, in the optimized 

structure, the capped atoms were not neutral but with charges. 

 

Figure 3.1 The optimized structure of CdnSen clusters (n = 3, 10, 13, 33) constructed 

based on a wurtzite phase with the bulk Cd-Se bond length. White balls represent the 

Cd atoms while the yellow balls represent Se atoms. 

 

Figure 3.2 Initial structure of CdnSen-X (X=Se, Cd, O, Na, and Ca). White, yellow, and 

blue balls represent the Cd atoms, Se atoms and X atoms, respectively. 

Furthermore, from the experimental point of view, the glass matrix is often a multi-

component glass. Thus, the model I built above is the simplest model to mimic the 

chemical environment of CdSe clusters in glass matrix. The realistic chemical 

environment of the interface between CdSe clusters and glass matrices was supposed 

to be more complicated and rich in multiple types of interfacial bonds. Here, I also built 

some more complex models to probe the effect of the glass matrices (Figure 3.3) by 
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capping the CdSe clusters with multiple types of atoms. 

 

Figure 3.3 Initial structure for Cd33Se33 clusters capped by (a) O (red ball)-Na (purple 

ball); (b) O-Ca (green ball), (c) Na, Ca; (d) Na, O, Ca. 

In Dmol3 code, an iterative procedure is conducted in which the coordinates of the 

atoms are adjusted that the energy of the structure is brought to a stationary point, one 

in which the forces on the atoms are zero. The geometry optimization is an energy 

minimization procedure, searching a relative minimum on the energy hypersurface, but 

it does not guarantee a global minimum. Therefore, multiple optimizations from 

different starting configurations should be run to confirm that a global minimum has 

indeed been found. However, in my simulation, I only chose one initial configuration 

for each composition other than multiple conformations. On the one hand, in the 

wurtzite structure, Se (Cd) atoms at different coordinates are equivalent, there is little 

difference for X atoms bonding with another Se (Cd) surface atoms. On the other hand, 

I employed a similar routine to other researchers work, which successfully capped the 

organic ligands with the CdSe clusters as I reviewed in chapter 1.  

According to previous studies,113 the electronic structure calculations based on the 

generalized gradient approximations (GGA)157 or local density approximations 

(LDA)158 functional severely underestimated Egap and long-range Coulombic 

interactions. Hence, I chose in this study, a more accurate approach, the hybrid 

functional, Becke, three-parameter, Lee-Yang-Parr (B3LYP)159 incorporated in the 

Dmol3 module136-137 in Materials Studio. It was employed in this work to obtain values 

of the bandgaps, which were found to be very close to the experimental data. The d-

polarization functions (DNP) basis set was applied to all calculations, while the core 

treatment was based on DFT Semi-core Pseudopotentials (DSPP). The geometry 
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optimizations were performed with a convergence threshold of 0.002 au/Å on the 

gradient, 0.005 Å on displacements, and 10-5 au on the energy. The self-consistent field 

(SCF) procedure was used with a convergence threshold of 10-6 au on the energy and 

electron density. 

3.2.2 Experimental methods 

Glasses with nominal compositions (mol%) of 65SiO2-35Na2O-1CdSe were prepared 

using the conventional melt-quenching method (1.3.1). Raw chemical powders with 

purity of >99.9% were mixed thoroughly and melted in alumina crucibles at 1350 °C 

for 40 minutes under the ambient atmosphere. The melts were poured onto a brass 

mould and quenched by pressing with another plate. The as-obtained glasses were 

annealed at 300 °C for 3 h to reduce the thermal stress. After annealing, the glasses 

were cut into small samples for further treatment. CdSe QDs were precipitated in the 

glasses through one-step heat-treatment at various temperatures, i.e., 490 C (10 h), 

510 C (10 h), 530 C (10 h). 

The absorption spectra were recorded using an UV/Vis/NIR spectrophotometer 

(UV3600, Shimadzu, Japan). Photoluminescence spectra were recorded using 

QM/TM/NIR time-resolved spectrofluorometer (QM/TM/NIR, PTI, USA). Raman 

spectra of the as-prepared and heat-treated glasses were recorded using a micro-

confocal laser Raman spectrophotometer (INVIA, Renishaw, UK) with a 20 mW at 488 

nm laser as the excitation. TEM micrographs were measured by high-resolution field 

emission transmission electron microscope (FEI Tecnai G2 F3, USA). The Raman 

spectra and TEM micrograph were obtained by the characterization center of materials 

in our lab. 

 

3.3 Results & Discussion 

3.3.1 CdSe clusters capped by Se atoms 

The final optimized structures of the CdnSen clusters capped with Se atoms are shown 

in Figure 3.4. It is found that the added Se atom breaks the Se-Cd bonds nearby, and 

forms Se-Se-Cd bonds, consistent with the experimentally observed Se-Se bonds.57-58, 
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160 Meanwhile, compared with the DOS of pristine CdnSen clusters (Figure 3.4), the 

added Se introduces occupied Se 4p lone pair orbitals localized on the QD beyond the 

valence band within the electronic gap, pairing with unoccupied Cd 5s orbitals situated 

above the conduction band edge for each size of CdnSen QDs. This leads to a reduction 

in the effective Egap of capped clusters, compared to the pristine clusters. By 

comparison, for pristine CdnSen clusters, the HOMO states principally comprise 

occupied lone pair Se 4p orbitals, while LUMO states are formed from unoccupied Cd 

5s states. Here, the gap between HOMO and LUMO states was defined as Egap. The 

capped cluster sizes are small ranging from 0.8 to 1.6 nm compared with the size of 

experimentally fabricated CdSe QDs in glass matrices, with Egap decreasing from 3.48 

to 2.63 eV.  

 

Figure 3.4 Optimized structures, DOS, and HOMO/LUMO levels of the pristine 

clusters (black line), the Se atom (yellow balls)-capped CdnSen clusters (red line). The 

value in the insets represents the Egap of capped CdnSen QDs. The black arrows and red 

arrows represent the energy level of frontier orbitals of pristine and capped clusters, 

respectively. Structure of pristine QDs are on Figure 3.1. 
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Table 3.1 Visualization of HOMO and LUMO of CdnSen and CdnSen-Se clusters. 

 (CdSe)3 (CdSe)10 (CdSe)13 (CdSe)33 

HOMO 

 

 (CdSe)3-Se (CdSe)10-Se (CdSe)13-Se (CdSe)33-Se 

HOMO 

 
 (CdSe)3 (CdSe)10 (CdSe)13 (CdSe)33 

LUMO 

 
 (CdSe)3-Se (CdSe)10-Se (CdSe)13-Se (CdSe)33-Se 

LUMO 

 

 

For CdnSen-Se, the energy diagrams originate from the individual DOS, inferring the 

shift of the frontier orbitals as the size of the QDs changes, providing one explanation 

of unusual Stokes shifts of QDs. The Stokes shift was commonly observed in 

semiconductor QDs and several underlying mechanisms have been proposed, which 

were far from clear. For CdSe QDs, this shift decreases with the increase in radius of 

QDs, and disappears beyond a certain radius.161-162 As the position of the defect states 

is size-dependent, this verifies the theoretical models that the energy level of defect 



3.3.2 - CdSe clusters capped by Cd atoms 

66 

 

states changes as the size of QDs increases inducing a size-dependent Stokes shift.163-

164 However, such size-dependent Stokes shift was not observed in my work, probably 

due to the small size in molecules or clusters, where the Stokes shift originates from 

the energy difference of the ground state vibrational levels.161 

In addition, redistribution of the HOMO and LUMO orbitals is observed for the Se- 

capped CdnSen clusters (Table 3.1). For pristine clusters, the majority of the HOMO 

density is distributed over Se atoms, while the LUMO density is spread over the Cd 

atoms. For Se capped clusters, the majority of HOMO density in the total DOS is 

distributed over the Se-Se bonds for the small clusters, but the HOMO density changes 

little in Cd33Se33-Se clusters owing to the concentration of the defects is lower than that 

in the CdnSen (n=3, 10 and 13), whereas the LUMO density rarely changes. 

In all, the introduction of Se atoms to the CdSe clusters contributed to the structural 

reconstruction with the formation of Se-Se-Cd bonds. Besides, it also led to the 

formation of defect states and smaller bandgap compared with pristine QDs. 

Particularly, the redistribution of HOMO orbitals were observed. 

3.3.2 CdSe clusters capped by Cd atoms 

A similar phenomenon was observed when one of the surface Cd atoms of the pristine 

cluster was bonded with another Cd atom. The geometry was retained when the initial 

structure was fully relaxed. Similar to CdnSen-Se clusters, Figure 3.5 shows how the 

edge of the valence band originates from the orbitals localized on the Cd-CdnSen QDs, 

while unoccupied states are introduced near the edge of the conduction band, belonging 

to the electron density localized over the added Cd atom. Likewise, the defects states 

formed by the Cd-Cd bonds decrease the bandgap of pristine clusters, which match 

well to the experimental findings.165 In comparison, for Cd-CdnSen clusters, the 

majority of LUMO density, and HOMO density is redistributed towards the Cd-Cd 

bonds (Table 3.2). The increase in the size of the pristine and CdnSen-Se QDs leads to 

the separation of HOMO and LUMO orbitals, thus contributing to the spatial separation 

of holes and electrons that mitigates the possibility of defects-related recombination. 

However, the introduction of the Cd-Cd bonds narrows the spatial separation of HOMO 

and LUMO orbitals, indicating high possibility of defect related recombination.166-168 
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Figure 3.5 Optimized structures, DOS, and HOMO/LUMO levels of the pristine 

clusters (black line), the Cd atom (white balls)-capped CdnSen clusters (red line). The 

value in the insets represents the Egap of capped CdnSen QDs. The black arrows and red 

arrows represent the energy level of frontier orbitals of pristine and capped clusters, 

respectively. 

In addition, models of Cd or Zn atoms bonded to Se atoms of the QDs were also 

explored, as experimentally Zn is employed to fix Se which tends to evaporate when 

the temperature is high. However, computational results were inconclusive, signifying 

little possibility of interactions between Cd or Zn atoms and Se, with Cd or Zn is 

dissociating from the optimized CdnSen QDs when the size was small (Figure 3.6). In 

the contrary, there exists a bonding between the added Cd or Zn atom and surface Cd 

atom when the size was large, which is concordant with Cd-CdnSen clusters as 

discussed earlier (Figure 3.5).  

 

Table 3.2 Visualization of HOMO and LUMO of CdnSen and Cd-CdnSen clusters. 
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 (CdSe)3 (CdSe)10 (CdSe)13 (CdSe)33 

HOMO 

 
 Cd-(CdSe)3 Cd-(CdSe)10 Cd-(CdSe)13 Cd-(CdSe)33 

HOMO 

 

 (CdSe)3 (CdSe)10 (CdSe)13 (CdSe)33 

LUMO 

 
 Cd-(CdSe)3 Cd-(CdSe)10 Cd-(CdSe)13 Cd-(CdSe)33 

LUMO 
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Figure 3.6 (a) The initial structure of CdnSen-Cd QDs where Cd is bonded with surface 

Se atom of CdSe clusters. (b) The optimized structure of CdnSen-Cd QDs. The Zn atom 

has the same structural reconstruction as Cd atom so I just put the results of Cd atom. 

We concluded that preferential bonds between Cd or Zn atoms and CdSe clusters were 

Cd-Cd or Cd-Zn bonds other than Cd-Se or Zn-Se bonds. These results were interesting 

because Cd atoms were supposed to be bonded with surface Se atoms from electrostatic 

point of view. Computational simulation demonstrated a different tendency but it was 

consistent with the experimental finding that Cd-Cd linkages were observed in XAFS 

results.57 The simplest Group 12 species were reported to display a metal-metal 

interaction, which was the diatomic M2 dimer (M = Zn, Cd, Hg) and has been studied 

experimentally and theoretically.169-170 For transition-metal elements, two σ bonds, one 

pair of π bonds, and one pair of δ bonds are possible owing to the availability of s and 

d orbitals. Thus, a maximum possible bond order of six has been proposed.169 

Furthermore, the binding energy of Cd-Se122 and Cd-Cd bonds169 is around 60 Kcal/mol, 

so the tendency to form Cd-Se and Cd-Cd bonds is supposed to be similar. Moreover, 

the Cd defects named as Cd-Cd energy levels were observed during CdS QDs 

sensitization, as a result of covalent dangling bonds between the sp2 hybrid orbitals of 

cadmium cations according to XPS analysis.170 



3.3.3 - CdSe clusters capped by O atoms 

70 

 

3.3.3 CdSe clusters capped by O atoms 

 

Figure 3.7 Optimized structures, DOS, and HOMO/LUMO levels of the pristine 

clusters (black line), the O atom (red balls)-capped CdnSen clusters (red line). The value 

in the insets represents the Egap of capped CdnSen QDs. The black arrows and red arrows 

represent the energy level of frontier orbitals of pristine and capped clusters, 

respectively. 

For QDs embedded oxide glasses, the interface between CdSe clusters and the glass 

matrices will also likely to include non-bridging oxygens, similar to the interface 

between the glass network and the micro-segregation of modifiers, like Na and Ca.171-

172 Capping CdnSen clusters with O atoms leads to surface reconstruction (Figure 3.7), 

where they enter the six-membered CdnSen rings, breaking Cd-Se bonds to form Se-O 

bonds. Figure 3.7 illustrates how extrinsic O atoms result in the electron density of the 

QD being localized at the edges of the valence and conduction bands. Defect states 

involving Se-O bonds also decrease the band gap of pristine QDs. Moreover, HOMO 

states are mainly spread over the Se atoms (Table 3.3), spatially separated from LUMO 
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orbitals, thus offering little possibilities for defect emission. However, the electron 

density of frontier orbitals are not mainly localized on the Se-O bonds in Cd33Se33-O 

clusters, similar to that of Se capped CdSe clusters. One possible explain may be that 

O atoms are in the same group as Se atoms, so that the slight structural reconstruction 

and redistribution of electron density are observed. 

 

Table 3.3 Visualization of HOMO and LUMO of CdnSen-O QDs. 

 (CdSe)3-O (CdSe)10-O (CdSe)13-O (CdSe)33-O 

HOMO 

 

LUMO 

 

3.3.4 CdSe clusters capped by Na atoms  

Within the silicate glass network, cationic modifiers, such as alkalis and alkaline-earth 

metal ions, form micro-segregation area, i.e. clustering of these ions.171-172 To explore 

the interaction between these ions and the surface of CdSe QDs, several models, which 

CdSe clusters were capped by different type and number of alkalis and alkaline-earth 

atoms, were established to examine bonding between specific modifier ions and QD 

surface atoms. The theoretical results demonstrated that sodium ions, acting as structure 

modifier in glass, had an enormous effect on the electronic structure of the pristine 

clusters, by introducing defect states in the middle of the Egap (Figure 3.8), leading to 

a sharp decrease in band gap energy, compared to pristine clusters. In particular, the 

Egap of Na atoms capped clusters is ~1.2 eV, indicating that the wavelength of defect 
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emission is expected to be in the visible-near infrared region. Moreover, the HOMO 

and LUMO states are spread over the same region (Table 3.4), indicating that holes 

and electrons are generated in the same place. This will typically result in localized 

excitons and associated recombination of holes and electrons excited from these defect 

states, indicating high possibility of defect emission, which is not desirable in practical 

applications. 

 

Figure 3.8 Optimized structures, DOS, and HOMO/LUMO levels of the pristine 

clusters (black line), the Na atom (purple balls)-capped CdnSen clusters (red line). The 

value in the insets represents the Egap of capped CdnSen QDs. The black arrows and red 

arrows represent the energy level of frontier orbitals of pristine and capped clusters, 

respectively. 

However, it was a simplified model that the CdSe clusters were only capped by one Na 

atoms. As glass modifiers, the sodium ions were in the space around Si-O skeleton, and 

the dangling bonds in the surface of CdSe cluster may attract two or more Na ions 

rather than one Na ion in a realistic environment. Based on our calculations, sodium 
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could play an important role in the electronic structure of the CdSe cluster. Therefore, 

I studied models with different number of sodium ions (n = 1, 2, 3, 22) bonded to 

Cd33Se33 clusters, to probe the impact of different number of sodium ions on the 

electronic structures of it. The optimized structure is shown in Figure 3.9, i.e. it is a 

local minimum in energy with displacement, force and energy gradient converged. All 

the surface Se atoms were bonded with Na atoms when n =22 in optimized structure. 

However, the Mayer bond order of 19 Na ions bonded with Se atoms were negative, 

indicating antibonding between Na atoms and Se atoms and instability of this structure. 

Thus, it indicated that bonding between Na atoms and Se atoms should be further 

investigated.  

 

Table 3.4 Visualization of HOMO and LUMO of QDs capped by Na ions. 

 (CdSe)3-Na (CdSe)10-Na (CdSe)13-Na (CdSe)33-Na 

HOMO 

 

LUMO 

 

 

Different number of Na atoms contributed to variable electronic structures of capped 

Cd33Se33 clusters (Figure 3.10(a)), resulting in different Egap (Figure 3.10(b)). But due 

to the instability of the optimized Cd33Se33-22Na cluster structure, it was not 

appropriate to use this structure to conduct further DFT calculations. Another 

interesting result was the bandgap of n =2 (Egap = 2.3 eV) much higher than n =1 (Egap 

=1.2 eV) and n =3 (Egap = 0.59 eV). It seems like that when the CdSe clusters capped 

by odd number of sodium atoms, the bandgap was sharply decreased compared with 

even number. The underlying mechanism should be studied in depth by building more 

models with clusters capped by different number of Na atoms. Overall, the number of 



3.3.5 - CdSe clusters capped by Ca atoms 

74 

 

sodium bonded to Se atoms significantly changed the electronic structure of pristine 

QD by forming midgap states deep inside the HOMO-LUMO gap, and most 

importantly, the electron density of HOMO and LUMO orbitals were found to be 

localized on the same spatial region, which may greatly lead to unfavorable defect 

emission. 

 

Figure 3.9 Optimized structures of Cd33Se33 clusters capped with different number of 

Na atoms. (n = 1, 2, 3, and 22) 

 

Figure 3.10 (a) Density of states of pristine Cd33Se33 clusters and Cd33Se33 clusters 

capped by 1, 2, 3 and 22 sodium atoms. (b) Energy diagrams originated from DOS 

include HOMO and LUMO levels of pristine clusters, capped clusters and Egap values 

formed by Se-Na bonds. 

3.3.5 CdSe clusters capped by Ca atoms 

For alkaline-earth modifying ions like Ca capping CdnSen QDs, the surface 

reconstruction is relatively larger compared to Na ions. I observe that Ca ions break the 
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bonds between the neighbor Se-Cd pairs, forming Cd-Ca-Se bonds (Figure 3.11). The 

structure reconstruction of Cd3Se3-Ca, Cd10Se10-Ca and Cd13Se13-Ca clusters was 

bigger than that of Cd33Se33-Ca, which may be attributed to the higher defect 

concentration in the former three models. Unlike CdSe clusters capped by sodium 

atoms, the Ca-Se bonds introduce defect states beyond the HOMO level inside the 

pristine cluster Egap (Figure 3.12), leading to the majority of HOMO density being 

spread over the Se atom, while the majority of the LUMO density is unchanged (Table 

3.5). 

 

Figure 3.11 The optimized structure of CdnSen-Ca QDs. 

 

Figure 3.12 Energy diagrams originated from DOS include HOMO and LUMO levels 

of pristine clusters (black line), capped clusters (red dashed line) and Egap values formed 

by Cd-Ca bonds. 
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Table 3.5 Visualization of HOMO and LUMO of CdnSen-Ca. 

 (CdSe)3-Ca (CdSe)10-Ca (CdSe)13-Ca (CdSe)33-Ca 

HOMO 

 

LUMO 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.6 CdSe clusters capped by multiple types of atoms 

 

Figure 3.13 Optimized structure for Cd33Se33 clusters capped by (a) O (red ball)-Na 

(purple ball); (b) O-Ca (green ball), (c) Na, Ca; (d) Na, O, Ca. 

The final optimized structure of Cd33Se33 clusters capped by O-Na pairs, O-Ca pairs, 

Na and Ca atoms, and Na, O, Ca atoms is shown in Figure 3.13. Compared with the 

initial structure (Figure 3.3), little structural reconstruction was observed. Besides, the 

structural reconstruction was smaller of CdSe clusters capped by multiple types of 

atoms than it capped by single type of atoms. These results may be due to the 

simultaneous introduction of cations and anions. Moreover, although the structure at 

the local minimum in energy of those clusters can be obtained after geometry 

optimization, the Mayer bond order calculation showed the bond order between Na and 
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Se atoms was negative when the CdSe clusters were capped by Ca atom at the same 

time. It demonstrated that there is little possibility of structures of the clusters capped 

with Na, Ca (Figure 3.13 (c)) or Na, O, Ca (Figure 3.13 (d)), simultaneously. The 

repulsion between Na cation and Ca cation may contribute to the little possibility of 

those structures. It also indicated the preferential structure of CdSe clusters in glass 

matrix, that the CdSe clusters were more likely to be capped by Ca atoms than Na 

atoms. However, more criteria should be employed to discuss the possibility of bonding 

between Na and Se atoms in those structures as the geometry optimization and Mayer 

bond order calculation give different results. 

 

Figure 3.14 (a) Density of states of pristine Cd33Se33 clusters and clusters capped by 

Na, O, Ca, Na and Ca, Na, Ca and O, O and Ca, O and Na atoms. (b) Energy diagrams 

from DOS include HOMO and LUMO levels of pristine clusters, capped clusters and 

Egap values.  

The density of states and the Egap were calculated for each clusters (Figure 3.14). When 

the CdSe clusters capped by Na atoms only, we can clearly see the two trap states 

formed deep inside the bandgap of pristine QD (two peaks in redline), resulting in a 

sharply decreased bandgap (1.2 eV). However, when the CdSe clusters were capped by  

O-Na bonds, the peak near the valence band appeared in Cd33Se33-Na clusters 

disappeared, leading to a higher bandgap (2.24 eV) compared with Cd33Se33-Na 

clusters (1.2 eV). The existence of O atoms may passivate the defect states formed by 

Na atoms. 

Meanwhile, the defect states near the conduction band were observed when CdSe 
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clusters were only capped by O atoms. However, the introduction of Na atom and Ca 

atoms to the O capped CdSe clusters, making the disappearance of those defect states, 

contributing to a higher value of Egap (2.24 eV for Cd33Se33-O-Na clusters and 2.78 eV 

for Cd33Se33-O-Ca clusters ) than that of Cd33Se33-O clusters (2.10 eV). So Na atoms 

and Ca atoms can also eliminate the defect states formed by O atoms. 

Although the Mayer bond order calculation indicated little possibility of Na-Se bonding 

when the CdSe clusters capped by Na, O, Ca atoms and Na, Ca atoms simultaneously, 

the density of states indicated a different electronic structure of those structure from the 

Cd33Se33-O-Ca and Cd33Se33-Ca clusters, respectively. Interestingly, the curve of the 

density of states of CdSe clusters capped by Na, O, Ca atoms and Na, Ca atoms 

simultaneously was the same, resulting in a similar HOMO-LUMO gap, 1.03 eV and 

1.02 eV respectively. And we can clearly see the characteristic peaks in the bandgap 

formed by Na atoms in those structures. Overall, the geometry optimization results, the 

Mayer bond order calculation, and the density of states gave controversial conclusions 

about the bonding between Se and Na atoms at the presence of Ca atoms. More criteria 

should be taken into consideration. However, it was apparent that the doping of 

adatoms decreased the HOMO-LUMO gap of CdSe clusters and the structural 

reconstruction were smaller than that of CdSe clusters capped by single atoms. 

3.3.7 Experimental validation 

The presence of capping atoms induces changes in the electronic structure of CdnSen 

clusters, which I illustrated experimentally using CdSe QDs embedded in sodium 

silicate glass. During melting, sublimation of CdSe could occur, however, due to the 

well-controlled melting condition and high viscosity of the glass melt, most of the CdSe 

was kept in the quenched glasses, where most of the Cd was bonded with O and Se 

were transformed into Se-Se clusters, chains, etc.57 As a result, precipitation of CdSe 

QDs was largely unaffected.  

Precipitation of CdSe QDs in glass was confirmed by TEM images (Figure 3.15(a)) 

and the Raman spectra (Figure 3.15(b)) analysis. The structure of the nanocrystals was 

analyzed according to TEM micrograph of samples heat treated at 530 oC for 10 h. The 

inter-planar distance of the QDs was found to be 0.214 nm (upper inset in Figure 
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3.15(a)), corresponding to the {110} facet, which is comparable to that of the bulk 

CdSe crystal (JCPDS No.: 77-2307, d=0.215 nm). The mean size of the nanocrystals 

was ~3.6 nm with a size dispersion of 15.9% (bottom inset in Figure 3.15(a)). These 

results were obtained by measuring the size of quantum dots according to the TEM 

micrograph. It was difficult to characterize the CdSe QDs doped glass by TEM since 

these small-sized CdSe QDs were buried by the amorphous matrices and the insulating 

properties of glass matrices made it prone to be damaged by the high energy electron 

beam irradiation. Consequently, the computational modelling is of vital importance to 

investigate the QDs doped glasses. Besides, a strong Raman peak at 205 cm-1 and its 

overtone at 410 cm-1 were observed for heat-treated glasses, consistent with the 

longitudinal optical phonon of CdSe (Figure 3.15(b)).63 

 

Figure 3.15 (a) TEM micrograph of glass heat treated at 530 oC for 10 h under an 

accelerating voltage of 150 kV. Upper inset: TEM image of one nanocrystal in the glass. 

Bottom inset: Size distribution histogram of nanocrystals shown in (a). (b) Raman 

spectra of the as-prepared glasses and glasses heat treated at 490 oC, 510 oC and 530 

oC for 10 h. 

𝑫 = (𝟏. 𝟔𝟏𝟐𝟐 × 𝟏𝟎−𝟗)𝝀𝟒 − (𝟐. 𝟔𝟓𝟕𝟓 × 𝟏𝟎−𝟔)𝝀𝟑 + (𝟏. 𝟔𝟐𝟒𝟐 × 𝟏𝟎−𝟑)𝝀𝟐 −

          (𝟎. 𝟒𝟐𝟕𝟕)𝝀 + (𝟒𝟏. 𝟓𝟕)                                      Eq. 3-1 

where D is the size and λ is the wavelength of the first excitonic absorption peak. 

The optical absorption peak (Figure 3.16(a)) shifted from 374 nm (3. 31 eV) to 451 

nm (2.75 eV), 498 nm (2.49 eV), and 565 nm (2.19 eV) as the heat treatment 
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temperature varied from as-prepared to 490 oC, 510 oC, and 530 oC for 10 h, 

respectively. The shift of these absorption peaks indicated the growth of CdSe QDs 

during heat-treatment. Using the empirical equation (Eq. 3-1),173 the calculated 

diameters of these CdSe QDs increased from 1.3 nm to 2.0 nm, 2.3 nm, and 3.4 nm, 

through the magic-sized range.174 The calculated diameter based on first excitonic 

absorption peak of CdSe QDs formed in specimen heat-treated at 530 oC for 10 h was 

almost the same as that observed from the TEM image (Figure 3.15(a)). Meanwhile, 

the calculated diameter of QDs in the as-prepared glass is the same as the pristine 

Cd33Se33 clusters (1.3 nm). However, band gap energy of 1.3 nm-sized CdSe QDs in 

glass is found to be ~3.31 eV (Figure 3.16(a)), slightly larger than the calculated value 

(2.86 eV). 

 

Figure 3.16 (a) Absorption spectra and (b) normalized photoluminescence spectra 

(recorded under 365 nm laser excitation) of as-prepared and heat-treated glass 

specimens. (c) Energy level diagram of pristine and capped CdnSen QDs with different 

adatoms. The black, blue, pink, green lines and red lines correspond to the HOMO and 
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LUMO of pristine CdSe QDs, and Cd-Cd, Se-O, Se-Se, and Se-Na bonds, respectively. 

(d) Near-infrared photoluminescence spectra of as-prepared and heat-treated glass 

specimens recorded under 404 nm laser excitation. 

Several factors can be responsible for this. Firstly, the experimental gap is usually 

obtained from optical experiments, and therefore, HOMO-LUMO and optical gaps can 

be different, because some transitions can have vanishing oscillator strength. Secondly, 

DFT calculations do not include hole-electron interactions.175 Consequently, the 

B3LYP functionals tend to slightly underestimate the band gap. Thirdly, the dielectric 

constant of the local environment may also exert a strong effect on the band gap energy 

of CdSe QDs. For example, the experimental band gap energy of Cd33Se33 colloidal 

quantum dots dispersed in solution was found to be 2.99 eV,176-177  similarly different 

from the optical gap we obtained from our specimens. The different dielectric constants 

of glass matrices and solutions may lead to the different sizing curves of first absorption 

peaks.  

Upon 365 nm light excitation, both visible and near-infrared emission were observed 

from these glass specimens (Figure 3.16). Central wavelength of the visible emission 

band shifted from 425 nm (2.92 eV, as-prepare specimen) to 519 nm (2.39 eV, specimen 

annealed at 490 oC), 557 nm (2.23 eV, specimen annealed at 510 oC) and to 610 nm 

(2.03 eV, specimen annealed at 530 oC), exhibiting small Stokes shifts compared with 

the absorption spectra (Figure 3.16(b)). However, all the visible emission spectra were 

found to be non-symmetric, rising sharply at short wavelength side and extending to 

long wavelength side.  

All these visible emission spectra can be fitted with at least three Gaussian functions 

(Figure 3.17), where the left (high energy) peak can be assigned to the band edge 

emission from CdSe QDs in glasses, and the other two to the emission from the surface 

states. For CdSe QDs formed in as-prepared glasses, the emissions from surface states 

peaked at 2.86 eV and 2.68 eV, comparable to the values obtained from Cd-Cd33Se33 

and Cd33Se33-O (or Se). As the heat-treatment temperature increased, both the band 

edge emission and defect emissions shifted towards long wavelength side (Figure 

3.16(b) and Figure 3.17), consistent with the absorption spectra (Figure 3.16 (a)) and 

the calculated band gap energy of the pristine and capped CdnSen QDs (Figure 3.18 
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and Figure 3.16(c)). However, due to the complex local environment of CdSe QDs in 

glasses, emission spectra from the surface states were broader than those of band edge 

emissions (Figure 3.17), indicating the presence of multiple surface states for CdSe 

QDs in glasses. These broad surface states emission showed the surface states were 

more complex than the single-atom capped CdnSen QDs, probably with two or more 

capping atoms.  

 

Figure 3.17 (a), (b) and (c) The experimental data of each sample are shown in hollow 

circles. The blue and green lines are the individual components by Gaussian fitting, and 

the red lines are the sum of individual fitting lines. (d) Egap is the energy of the first 

absorption peak and the solid line demonstrates that the energy of the PL peak is equal 

to the energy of the first absorption peak. 
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Figure 3.18 Egap of pristine CdnSen QDs and capped CdnSen QDs of different size. (n=3, 

10, 13 and 33) 

Most importantly, the reduction in Egap of CdnSen QDs capped with Na was confirmed 

by the near-infrared emission spectra (Figure 3.16(d)). As shown in Figure 3.18, Egap 

of Na-capped CdnSen QDs gradually decreased from 1.54 eV (Cd3Se3-Na QDs) to 1.2 

eV (Cd33Se33-Na QDs), and larger Na-capped CdnSen QDs should have even smaller 

Egap, resulting in the appearance of broad band emission in near-infrared range (Figure 

3.16 (d)). Due to the large surface to volume ratio, the CdSe QDs formed in the glass 

can be further capped with additional Na atoms, other than the single Na atom, which 

further lead to the wider variation in Egap of Na-capped CdnSen QDs and broader 

emission band (Figure 3.16 (d)). The variation in Egap for different number of Na atoms 

capped by Cd33Se33 clusters has been proved in our previous calculations (Figure 3.10). 

 

3.4 Summary & Conclusions 

In summary, I have modeled CdnSen QDs capped by non-bridging oxygens and glass 

modifiers to computationally model the interactions between glass matrices and small 

QDs. The DFT calculations demonstrate that the introduction of ions contributes to 

significant surface reconstruction and redistribution of HOMO and LUMO orbitals, 

thus substantially altering the electronic structure of pristine CdnSen clusters. 
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Importantly, once CdnSen QDs are capped by Na ions, defect states are created deep 

inside the band gap, from which near infrared emission (NIR) is predicted and actually 

observed in experimental measurements. However, the number of Na ions that can be 

introduced to the surface of CdSe clusters is limited. As for alkaline-earth metal ions 

ligated to CdnSen QDs, Ca ions result in considerable electronic structure distortion, 

replacing Cd, providing insights into the core-shell structure formed by these elements. 

Meanwhile, Se and O atoms exhibited a similar impact on the surface reconstruction 

and electronic structure of CdnSen clusters by entering six-membered rings and 

decreasing the Egap. It should be highlighted here, these results reveal that defects states 

shift with the size of the QDs, providing new understanding of the mechanism of the 

size-dependent Stokes shift. However, the clusters are small, therefore minimizing the 

relationship between QD size and Stokes shift.  

The experimental studies for defect and size effects on CdnSen QDs in glass matrices 

are also presented here. Red shifts in the first optical absorption peak with heat 

treatment indicate how QDs grow into the magic-sized region, with optical emission in 

the UV-Vis region matching the predictions of defects influencing Egap. From 

simulations, emission at longer wavelengths approaching the near infrared (i.e. 

narrower Egap) can be associated with Na ion defects. 

However, the calculation of Mayer bond order and the geometry optimization often 

give controversial results of the bonding between sodium and selenium atoms, while 

the former one indicated antibonding between those atoms. It reflects that the bonding 

of CdSe clusters capped by multiple type of atoms is complicated and one is supposed 

to be cautious to decide the bonding, with more criteria should be taken into account. 

It is apparent that the structural reconstruction is smaller when the cations and anions 

are introduced to the surface of CdSe clusters simultaneously compared to CdSe 

clusters capped only by one atoms.  

Meanwhile, at the initial configuration, the CdSe clusters were capped by neutral atoms 

rather than cations or anions. Although the charge transfer is observed between adatoms 

and CdSe clusters at the final configuration, the cation or anion is supposed to be 

introduced to the surface of CdSe clusters directly for the initial configuration to see 

the impact of charges. Moreover, these models in this chapter is rather simplified and 

idealistic in terms of realistic chemical environment, more complicated interfacial 
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environment should be developed to model the real interfacial structure of CdSe 

quantum dots-doped glasses. 
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Chapter 4 

4 Local atomic structure of a Na2O-2SiO2 glass 

4.1 Introduction 

In the last chapter, I used a rather simplified model to simulate the CdSe clusters in a 

glass matrix, far from the realistic description of their chemical environment. For one 

thing, there is little possibility of CdSe clusters being capped by only several atoms in 

glass matrix considering the sufficient supply of glass network modifiers, non-bridging 

oxygen atoms in glass matrix and the high ratio of active 2-coordinated surface Cd or 

Se atoms. For another thing, the electrical neutrality of CdSe clusters can be destroyed 

when they are capped by one glass network modifier atom or non-bridging oxygen 

atom, thus it tends to interact with other atoms in the glass matrix in order to maintain 

the electrical neutrality. Therefore, the real local atomic structure of the CdSe quantum 

dots doped glass is supposed to be more complex than the model I built and studied in 

last chapter. 

The best approach to mimic the interfacial environment of CdSe QD in glass matrix is 

to introduce the QD in a glass matrix model, describing the QD/glass interface 

explicitly. Although there are various studies of the computer simulation of glass and 

QD separately, to the best of my knowledge, no literature has been reported to probe 

this hybrid system modelled explicitly. It is technically challenging to generate these 

hybrid structures through classical MD simulations especially considering the scare 

availability of adequate pair potentials for a system simultaneously containing all the 

elements (O, Si, Na, Cd, and Se). Moreover, the methodology to incorporate the CdSe 

QD into glass matrix is hard to develop. The great difference between the geometry  

of the CdSe cluster and the glass matrix makes it hard to relax the interface between 

them. As I presented in chapter 1, the CdSe QDs are prepared in the glass matrix by a 

nucleation and subsequent crystal growth stage, the time scale of which is far beyond 

the current capabilities of computational simulation. Therefore, I did not intend to 

simulate the thermal process in the melt-quenching and heat-treatment procedure of 
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preparing the CdSe quantum dots doped glasses. 

In this thesis, I made the approximation that it would be a good starting configuration 

for the classical MD and ab initio MD simulations by directly introducing CdSe QD 

into the preformed glass matrix. As a result, the glass matrix configurations are 

supposed to be generated before the CdSe QD being incorporated. According to the 

continuous random network model proposed by Zachariasen,178 silicon atoms in 

silicate glasses are mostly coordinated with 4 oxygen atoms, forming the [SiO4]4- 

tetrahedra, which are connected by an oxygen atom (bridging oxygen) at the corner. 

This connection method forms a polymerized network, and the random distribution of 

inter-tetrahedral angles in the glass network leads to the disorder at the long-range. 

Thus, the silicate glasses are amorphous solids that exhibit short-range order and long-

range disorder, making the simulation of glasses not easy due to the large time scale 

needed compared with modelling crystalline.  

From the experimental part, glasses can be prepared by melting the glass components 

at high temperature and quenching it quickly. Therefore, molecular dynamics can 

mimic the thermal process happened on glass, to generate the local atomic structure of 

glasses.  

In this chapter, I investigated various methods of generating the sodium silicate glass 

matrix in order to find an appropriate methodology with high quality and accuracy. By 

comparing the radial distribution functions (RDF), the mean squared displacements 

(MSDs) of the simulation results with the experimental data, an appropriate method 

was chose to generate the initial glass matrix structures for the introduction of CdSe 

QD in the following chapters.  

 

4.2 Classical molecular dynamics 

4.2.1 Initial methodology to generate glass matrix 

The starting configuration for the glass matrix was generated by placing atoms 

randomly in a cubic simulation box using Packmol code (Figure 4.1).179-180 The total 

number of atoms for the glass was 300 (66 Na, 67 Si, and 167 O), with the simulation 

cell sizes (a = b = c = 15.93 Å, α = β = γ = 90°), giving the density consistent with 
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experimental values ( = 2.492 g/cm3).97 From the experimental part, this Na2O/SiO2 

ratio is commonly adapted in fabricating the CdSe QDs doped glasses. Besides, it is 

also an enormous studied system in computer simulation of glasses, providing 

sufficient data to validate the accuracy of my modelling. Hard constraints were imposed 

to avoid unphysically small interatomic distances. In this initial stage, an initial 

classical molecular dynamics simulation was performed using 12-6 Lennard Jones 

potential in DL_POLY code.134 The expression and parameters of the potential are in 

chapter 2 (2.3.3). The Coulomb interactions were calculated using the Ewald 

summation method with a precision of 10–5 eV.145 The velocity Verlet algorithm was 

applied for the integration of the equations of motion with a timestep of 1 fs.141  

 

Figure 4.1 Initial structure of the classical molecular dynamics simulation. The red, 

yellow, and purple balls represent O atoms, Si atoms and Na atoms respectively.  

The glass structures were generated using an in silico melt-quenching approach, in NPT 

ensemble using a Nosé–Hoover thermostat and barostat with relaxation times of 0.1 ps 

and 0.5 ps respectively.142, 181 The initial structure was heated up gradually in steps of 

100 K with a 60 ps MD run at each temperature from 300 K to 4000K with a timestep 

of 1 fs. After equilibration of the liquid at 4000 K during 600 ps, the system was cooled 

gradually in steps of 50 K with a 60 ps MD run at each temperature from 4000 K to 
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300 K. A further 200 ps NPT simulation was carried out at 300 K, together with a 200 

ps NVE simulation in order to equilibrate the structure. The data was collected from 

the final 40 ps during the equilibration. It is should be noted here that a 2 ps 

equilibration stage was set in the initial stage of 60 ps run at each temperature in the 

quenching procedure. The whole procedure was illustrated in Figure 4.2. 

 

Figure 4.2 Temperature profile during the stepwise melt-quenching approach followed 

to generate a Na2O-2SiO2 glass structure of 300 atoms, with molecular dynamics 

simulations. 

4.2.2 Results and discussion 

The final cell size was 14.495 Å with the density of 2.708 g/cm3, much higher than the 

experimental value of Na2O-2SiO2 glasses (2.492 g/cm3). The final configurations have 

been extracted from the trajectories of different temperature, as illustrated in Figure 

4.3. In the initial configuration (Figure 4.3 (a)) before conducting MD simulations, 

almost all Si atoms did not interact with O atoms due to the random distribution. 

However, in the highest temperature at 4000K after equilibration in NVE ensemble 

(Figure 4.3 (e)), the percentages of the [SiO4]4- tetrahedra was very high, which was 

not in a liquid-like states that atoms were randomly distributed. The tendency of the 

formation of [SiO4]4- tetrahedra was not similar to the experimental finding, which was 
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supposed to increase at low temperature during quenching process (Figure 4.3 (f)-(h)).  

Besides, the radial distribution functions for the Si-O pairs, Na-O pairs, and the whole 

system were calculated based on the configurations from the final production run at 

300K within the NVE ensemble (Figure 4.4).  

 

Figure 4.3 (a) The initial configuration of Na2O-2SiO2 glasses, (b) 300 K at melting 

stage, (c) 4000 K at melting stage, (d) 4000K at the end of NPT equilibration stage, (e) 

4000K at the end of NVE equilibration stage, (f) 300K at quenching stage, (g) 300K at 

the end of NPT equilibration stage, and (h) 300K at the end of NVE equilibration stage. 

The yellow parts represent the [SiO4]4- tetrahedra. The yellow, red and purple atoms 

represent Si, O, and Na atoms respectively. 

Si atoms are the main glass formers in the continuous random network of the silicate 

glasses. The calculated value of the first-neighbor peak was 1.875 Å and 2.475 Å for 

Si-O and Na-O pairs respectively, however, the experimental values are 1.64 Å and 

2.36 Å respectively.96, 98 These results demonstrated that the interactions in 

computational simulation between these pairs were much weaker than the real 

interactions. The parameters of the 12-6 potential were derived from the alkali 

borosilicate glasses. 182-183 In their work,183 the height and position of the Si-O pairs 

was in very good agreement with the neutron diffraction results. However, the poor 
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reproducibility of results in this thesis may be attributed to the different system studied, 

which does not contain boron atoms.  

Therefore, the inconsistency in the tendency of the formation of [SiO4]4- tetrahedra and 

the first-neighbor peak value of the RDF both indicated that the classical molecular 

dynamics run failed to mimic the experimental fabricated glasses. 

 

Figure 4.4 Radial distribution functions of Si-O pairs (Black line), Na-O pairs (Red 

line), and the whole system (Blue line), averaged over the 200ps equilibration run at 

300K in NVE ensemble.  

However, the analysis of the mean squared displacement over time showed a similar 

tendency with the experimental findings. Figure 4.5 shows the average MSDs 

calculated for the whole system, Si4+, O2-, and Na+ at different temperatures. The plots 

of mean squared displacement can clearly show diffusive behavior of the ions. It is well 

known that the plots of MSDs for all ions feature plateaus independent of time for a 

poor conductor while they exhibit a monotonic increase with time for a good conductor. 

It was obvious that the MSDs increased linearly with time during the melting process, 

indicating a fast Na transport (Figure 4.5 (a) and (b)). The non-linear portion of the 

MSDs plot, corresponding to the initial ballistic regime. Meanwhile, with the decrease 

of temperature and the formation of glass matrix during the quenching process (Figure 

4.5 (c)), the MSDs of Na ions dropped sharply (~ 0.55 Å2) compared with that of 4000 

K (maximum at 350 Å2). The diffusion of Na ions in general increases with temperature.  
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Lei, Jee, and Huang demonstrated93 that the favorable pathway for Na+ transport in 

amorphous Na2Si2O5 was along the two-dimensional channels formed by the SiO4 

tetrahedra layers, which was attributed to the disruption of Na-O coulombic attraction 

by the long-range disorder, resulting in the enhanced Na+ conduction compared with 

crystalline Na2Si2O5. In contrast, the MSDs of O2- and Si4+ were almost parallel to the 

time axis, demonstrating immobile O2- and Si4+.  

 

Figure 4.5 The average mean squared displacement (MSD) for Na, O, and Si ions, 

simulated in (a) 300K at melting stages, (b) 4000K at equilibration NVE stages, and (c) 

300K at equilibration NVE stages. 

Although the MSDs calculations showed consistency with previous research, the great 

difference between the RDF calculations in my thesis and experimental findings 

indicates the poor performance of the classical MD methodology I applied to generate 

the glass matrix. Thus, the methodology was necessary to be adjusted to increase its 

accuracy and quality. Several factors has been considered: (a) cutoff radius, (b) 

ensemble, (c) temperature, (d) force field. Several classical MD runs have been 

conducted to probe the reasons for the inaccuracy of our computational simulations. I 

will present those studies in the following. 

 

4.2.3 Adjustment of the parameters 

Firstly, as I mentioned in chapter 2 (2.3.5), the cutoff radius for the short-range 

interaction is predominant in the quality and accuracy of computational simulations as 

well as their computational cost. The cutoff radius is supposed to be smaller than the 

half of the simulation cell. Hence, in my tests, three cutoff radiuses have been set 
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ranging from 6 Å, 7.5 Å, to 7.9 Å. The initial configuration was illustrated in Figure 

4.6, which was the final configuration of the previous classical MD run at 3900 K 

within NPT ensemble for 60 ps. The initial configurations were melted at 4000K with 

NVT or NPT ensemble for 60 ps to investigate the impact of the cutoff radius and 

simulation ensemble. 

 

Figure 4.6 Final configuration of previous classical MD simulations at 3900 K within 

NPT ensemble during the melting stage. The yellow, red and purple atoms represent Si, 

O, and Na atoms respectively. 

Based on the analysis of RDF of various cutoff radiuses (Figure 4.7), it was apparently 

that the cutoff radius had little impact on the final results. Although with different cutoff 

radius, the first-neighbor peaks were still at 1.875 Å and 2.475 Å for Si-O (Figure 4.7 

(a)) and Na-O contacts (Figure 4.7 (b)).  
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Figure 4.7 Radial distribution functions for Si-O (a) and Na-O (b) pairs averaged over 

the 60 ps run at 4000K within NPT ensemble. C6, C7.5, and C7.9 represents the cutoff 

radius of 6 Å, 7.5 Å, and 7.9 Å respectively. 

 

Figure 4.8 Radial distribution functions for Si-O pairs and Na-O pairs averaged over 

the 60 ps run at 4000K within NPT ensemble (Black lines) or NVT ensemble (Red 

lines). C6, C7.5, and C7.9 represents the cutoff radius of 6 Å, 7.5 Å, and 7.9 Å 

respectively. 

Besides, the ensembles were also proved to have little impact on the RDF of these 

structures, with similar curves in NVT and NPT ensemble (Figure 4.8). Similarly, 
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although there were some fluctuations, little differences can be observed in the MSDs 

curves for different cutoff radiuses both within the NPT (Figure 4.9) and NVT 

ensemble (Figure 4.10). Moreover, ensembles were also less likely to influence the 

transportation behavior of those ions. For instance, the highest value for Na ions within 

NPT ensemble was ~ 70 Å2while the counterpart within NVT ensemble was ~80 Å2. 

 

Figure 4.9 Mean squared displacements for the Na+, O2-, and Si4+ in Na2O-2SiO2 

system averaged over the 60 ps run at 4000K within NPT ensemble.  

 

Figure 4.10 Mean squared displacements for the Na+, O2-, and Si4+- in Na2O-2SiO2 

system averaged over the 60 ps run at 4000K within NVT ensemble. 

Another factor- temperature was also taken into consideration, the final configuration 

of the previous classical MD run at 4000 K within NPT ensemble for 60 ps (Figure 4.3 

(c)) was taken as the initial configuration (Figure 4.11 (a)) for the further MD run at 

4000 K or at 1000K within NPT ensemble for 200 ps. The final structure was shown in 

Figure 4.11 (b) and Figure 4.11 (c). By comparing the initial configuration and the 

final configuration of temperature at 4000K, the structure was the same, indicating that 

the 60 ps was enough for the system to achieve the equilibration. Although, the final 

structure with temperature at 1000K was a little different from the initial structure, only 

a slight difference was observed in terms of the RDF (Figure 4.12 (a)). The first-
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neighbor peak at 4000 K was broader than 1000 K, due to thermal agitation of the 

liquid-like states. As it was expected, the lower the temperature, the slower the transport 

for ions in systems based on the MSDs analysis for structure at 4000 K (Figure 4.12 

(b)) and 1000 K (Figure 4.12 (c)). 

 

Figure 4.11 (a) is the final configuration of previous classical MD run at 4000K within 

NPT ensemble for 60 ps. (a) is the initial configuration of the subsequent classical MD 

run at 4000K and at 1000K within NPT ensemble for 200 ps, which final configuration 

was (b) and (c) respectively. 

 

Figure 4.12 (a) Radial distribution functions for Si-O (black lines) and Na-O (red lines) 

pairs for MD runs at 1000 K (solid lines) and 4000 K (dashed lines), (b) and (c) MSDs 

for temperature at 4000 K and 1000 K respectively. 

Overall, I have taken the cutoff radius, ensemble, and temperature into account in order 

to find the factors contributed to the failure of describing the interatomic distance of 

Si-O and Na-O pairs. However, the results indicated little connection between them. 

Hence, the pair potential was taken into consideration to enhance the quality and 
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accuracy of the computational simulation and a new method has been developed. 

4.2.4 New methodology to generate glass matrix 

Pedone et al91 developed a pair potential based on a rigid ionic potential using partial 

charges to handle the partial covalency of silicate systems, which transferability and 

reliability have been proven by comparing the structural and mechanical properties of 

a wide range of silicate glasses with experimental data. Moreover, it includes a 

repulsive term compared to 12-6 potential. I used this potential instead of 12-6 potential 

to describe the force acting on the atoms. Besides, in my previous study, the final 

density changed a lot in classical MD runs with NPT ensemble compared with initial 

structure, resulting in big differences between the densities of calculated structure and 

experimental values. Thus, the NVT ensemble was applied to the MD simulation with 

a higher melting temperature at 6000 K. 

The initial structure (Figure 4.1) was heated up gradually in steps of 1000 K with a 60 

ps MD run at each temperature from 300 K to 6000 K. After equilibration of the liquid 

at 6000 K during 400 ps, the system was cooled gradually in steps of 500 K with a 60 

ps MD run at each temperature from 6000 K to 300 K. A further 200 ps NVT simulation 

was carried out at 300 K, together with a 200 ps NVE simulation in order to equilibrate 

the structure.  

4.2.5 Results and discussion 

Figure 4.13 illustrates the atomic structure of the final configuration obtained from the 

molecular dynamics run. All the silicon atoms were found to form [SiO4]4- tetrahedra 

by calculating their coordination using the R.I.N.G.S. code. A nearly perfect Si-O 

network was formed in our calculation. 
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Figure 4.13 Final structure of the classical MD simulations. The left graph is in the 

ball-stick view while the right graph is in the polyhedron view, where the yellow parts 

represent the [SiO4]4- tetrahedra. 
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Figure 4.14 Radial distribution functions of Si-O pairs in melting process (a) and 

quenching process (c), and Na-O pairs in melting process (b) and quenching process 

(d).  

Furthermore, the radial distribution functions were analyzed based on the final structure 

at each temperature. Figure 4.14 (a) and (c) show the RDF of Si-O contacts during the 

melting process and quenching process, respectively. When the glass was quenched to 

300 K, the interatomic distance was found to be 1.64 Å (Figure 4.14 (a)), the same as 

the previous research.96 The accuracy of this potential was also confirmed by the first-

neighbor peak value for Na-O pairs at 2.34 Å (Figure 4.14 (d)), which was close to the 

previous research.96 

Interestingly, as the temperature increased, the interatomic distance of Si-O contacts 

and Na-O contacts both exhibited broader distribution and lower peak height. Similar 

temperature-dependencies of the interatomic distances have been found both in the 

melting process and quenching process. When the structure was heated at high 

temperature, the system was more likely to be at a liquid-like state, resulting in the 

disorder of the structure, thus contributing to the broader first-neighbor peak in the 

RDFs.  

Moreover, the bond angle distribution was also employed to test the accuracy of my 

results, providing further information about the local atomic structure of the first 

coordination shell of each atomic species in the glass matrix. The Si-O-Si bond angle 

distribution is shown in Figure 4.15 (a). Although the peak fluctuated because only the 

final structure was calculated, the center of the peak was located at 148o. In pure 

amorphous SiO2 glasses, this angle is supposed to be 150o,184 and it is found that the 

addition of sodium ions into pure SiO2 glasses deceases this value, consistent with our 

calculations. The value of Si-O-Si bond angle indicated the connection method between 

the [SiO4]4- tetrahedra within the glass network. In this work, all the [SiO4]4- tetrahedra 

were observed to share corners.  

Figure 4.12 (b) presented the bond angle distribution of the O-Si-O for the final 

structure, with the center of the peak being at 106o. In a perfect tetrahedron, the value 

of this angle is supposed to the 109.5o, which is in good agreement with my results.  
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Figure 4.15 (a) Silico-oxygen-silicon bond angle distributions for the final structure of 

the MD runs, (b) Oxygen-silicon-oxygen bond angle distributions for the final structure 

of the MD runs. 

Furthermore, I compared the MSDs of structure obtained from this simulation using 

the potential developed by Pedone et al. (Figure 4.16 (a)) and previous simulations 

using the 12-6 potential (Figure 4.16 (b)). Both configurations were heated at 4000 K 

for 60 ps within NVT ensemble. These potentials demonstrated the same tendency of 

diffusions of Na, O, and Si ions. However, the highest values of the MSDs described 

by the new methodology were an order of magnitude higher than previous simulations. 

For example, for Na ions, the highest MSD of this method was ~ 600 Å2 while that of 

the former method was ~ 70 Å2. Unlike the limited effect of cutoff radius, ensemble 

and temperature in my tests, we can conclude that force field indeed impact the 

calculations of MSDs. 
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Figure 4.16 Mean squared displacements for the Na+, O2-, and Si4+ in Na2O-2SiO2 

system averaged over the 60 ps run at 4000 K within NVT ensemble using potential 

developed by (a) Pedone et al. and (b)12-6 potential respectively. 

In all, both the value of the first-neighbor peak of the Si-O and Na-O contacts, the Si-

O-Si and O-Si-O bond angle distribution showed excellent similarity to the 

experimental findings, demonstrating the formation of amorphous glass structure 

through my computational simulations. The force field used in the new methodology 

was capable of reproducing the glass structure with high accuracy. 

 

4.3 Summary & Conclusions 

In this chapter, I have developed and tested the methodology of running classical 

molecular dynamics simulation to generate the local atomic structure of a glass matrix 

with composition of Na2O-2SiO2.  

In the initial methodology, a 12-6 Lennard - Jones potential with formal charges was 

employed, exhibiting poor performance in describing the interatomic distance between 

Si-O and Na-O pairs and calculating the density. In order to enhance the accuracy and 

quality of computational simulations, the impact of cutoff radius, ensemble, 

temperature and pairwise potential was investigated by changing corresponding 

parameters in several classical MD runs.  

However, the cutoff radius and ensemble were found to have little impact on the first-

neighbor peak of the Si-O and Na-O contacts as well as the mean squared 

displacements of those ions in glass matrix. The higher the temperature, the broader the 

peak, which was attributed to the liquid-like states at high temperature, indicating the 

disorder of structure. 

By replacing the 12 - 6 potential with a rigid ionic potential using partial charges 

developed by Pedone et al. to describe the interactions between Na-O, Si-O, and O-O 

pairs, nearly-perfect glass networks were formed with all the Si atoms were 4-

coordinated with O atoms. This potential showed excellent consistency with the 

experimental finding in terms of describing the first-neighbor peak of Si-O and Na-O 

contacts and bond angle distribution of Si-O-Si and O-Si-O. Thus, I validated a scheme 
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of classical MD simulations to generate the glass matrix with high accuracy and quality. 

This will be used in the rest of my work to generate the glass matrix for the CdSe 

quantum dots doped glasses.
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Chapter 5 

5 Local atomic structures of CdSe quantum dot-doped 

glasses 

5.1 Introduction 

In the last chapter, I explored the methodology developed for generating the structure 

of a glass matrix with high quality and accuracy using classical MD calculations. In 

this chapter, I started from these classical MD calculations of the glass matrix, and the 

quantum chemical models of the quantum dots validated in chapter 3. Because the 

interaction between the CdSe QD and glass matrix cannot be described accurately in 

classical MD due to the lack of the appropriate interatomic potentials in the existing 

literature, I decided to use ab initio methods. The ab initio MD methodology is based 

on quantum mechanics at density functional theory (DFT) level, which means it does 

not rely on a fixed functional form for interatomic interactions, but the electronic 

degrees of freedom of each atom are fully modelled. To keep the computational cost 

reasonable, before running AIMD calculations, several classical MD simulations were 

conducted in order to find the appropriate quenching method and representative system 

size. 

In this chapter, firstly, the appropriate quenching methods to relax the interface between 

the CdSe QD and glass matrix have been explored. Two methods have been employed 

to generate the CdSe quantum dot-doped glasses using classical MD, whose difference 

lay on the treatment of forces on CdSe quantum dot. 

Secondly, taking the computational cost and the limitation of system size in AIMD into 

account, it is impossible to simulate a large-scale system which size is comparable to 

experiments. On the other hand, size-effect is an important character of quantum dots 

so we do not want to simulate that is not too small to be realistic. From the experimental 

part, the QD’s size usually is bigger than the Cd33Se33 quantum dot (~ 1.3 nm). However, 

if I increase the size of the QD, the total number of atoms of the glass matrix will be 
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increased enormously considering the compositional ratio between CdSe QD and glass 

matrix, resulting in a system size beyond the computational power currently accessible. 

Thus, in order to explore this effect, the size of the glass matrix instead of the size of 

the QD has been changed. The maximum total number of atoms that it is possible to 

have in a simulation cell in classical MD is much higher than AIMD. Therefore, three 

simulation cells have been built to investigate whether the interfacial structure changed 

with the cell size, from which I knew whether the simulation cell I used to further 

conduct the AIMD simulation was representative of all sizes. 

Based on the investigation of the impact of quenching method and system size on the 

final interfacial structure through classical MD simulation, I developed a combination 

of classical MD and AIMD methods to generate CdSe quantum dot-doped glasses. Due 

to limitations of computational power cost, I chose a model of the composite system 

with the composition of 60 Na2O-120 SiO2-33 CdSe (mol%) to conduct the AIMD 

simulations. The radial distribution functions for Si-O, Na-O, Cd-Se, Cd-O, Se-Na, Se-

Se and Cd-Cd were calculated to compare with experimental data available. The 

coordination environment and the ring structures were analyzed. The results 

demonstrate that enormous structural reconstruction happens simultaneously in the QD 

and surrounding glass matrix, with creation of Cd-O bonds and Se-Na bonds at the 

interface. The incorporation of the CdSe QD disrupts Na-O bonds, while stronger SiO4 

tetrahedra are reformed. The glass matrix contributes to great structural reconstruction 

at the external surface of the quantum dot, making it hard to maintain the bulk structure 

even at its core. We will see in the next chapter that this has an impact on the electronic 

properties of CdSe QDs. 

 

5.2 Development of the methodology 

5.2.1 Quenching method 

My goal in this thesis is to analyze the nature of the QD/glass matrix interface, and to 

quantify the reconstruction that takes place. As such, the initial structure is a “naïve” 

view of the hybrid system, and somewhat representative of the simplistic models that 

are sometimes used in the existing literature. In order to find an appropriate quenching 
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method for the generation of these models, several ways have been employed for 

different glass matrix sizes. The Cd33Se33 quantum dot obtained in chapter 3 was 

incorporated into the glass matrix. Glass matrices with composition of 33 Na2O-67 

SiO2 (mol%) and 60 Na2O-120 SiO2 were generated through the methodology I 

developed in chapter 4, and some glass atoms were removed so interatomic distances 

between the QD and the glass matrix were longer than 2.5 Å, making a “hole” in the 

glass to incorporate the QD. The final composition was 16 Na2O-32 SiO2-33 CdSe 

(Figure 5.1(a)) and 39 Na2O-78 SiO2-33 CdSe (Figure 5.1(b)). The interatomic 

interactions in CdSe QD used a Lenard-Jones pairwise potential validated in the 

literature144 and the Lorentz-Berthelot combining rules were used for interactions 

between CdSe QD and the glass matrix for the classical simulations.  

 

Figure 5.1 The initial configuration for the classical MD calculations. CdSe QD-doped 

glass compositions: (a) 16 Na2O-32 SiO2-33 CdSe; (b) 39 Na2O-78 SiO2-33 CdSe; (c) 

180 Na2O-360 SiO2-33 CdSe. Si: yellow, O: red, Na: purple, Se: magenta, Cd: blue  

 

 

Figure 5.2 (a) The initial configuration of Cd33Se33 QD in a simulation box which size 
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is 2.5 nm; (b) The final configuration of the 200 ps MD run at 1300 K of NVT dynamics. 

In order to find the starting quenching temperature, a classical MD simulation has been 

employed to find the melting point of CdSe QD. The Cd33Se33 QD was put into a 

simulation cell (lattice size = 2.5 nm), and then it was heated from 300 K in steps of 

100 K with a 200 ps MD run at each temperature of NVT dynamics. The initial 

configuration is illustrated on Figure 5.2 (a). The initial structure of Cd33Se33 as a well-

defined QD was maintained until the temperature reaching 1300 K, at which 

temperature the Cd33Se33 was melted and evaporated (Figure 5.2 (b)).  

Therefore, regarding the choice of starting quenching temperatures, the initial 

temperature should be chosen to be high enough to allow good reorganization of the 

whole system and melting the glass matrix, especially over the relatively short time 

scales accessible to simulation. On the other hands, it needs to be not too hot for the 

QD to retain its integrity. I chose 1000 K as starting temperature, which allows good 

mobility of the atoms in the glass. However, some preliminary classical MD 

simulations showed that 1000K was still a little hot for QD. Yet, simulations starting 

only at lower temperature would not adequately let the glass relax. Therefore, I decided 

to take a two-stage simulation approach, in which I first equilibrate the glass at high 

temperature (keeping the CdSe QD frozen not letting its atoms move), then equilibrate 

the whole system (glass and QD free dynamics) at intermediate temperatures. Besides, 

in order to make sure this treatment will not lead to unphysical properties, the 

quenching method without frozen QD atoms were also investigated, to be compared 

with the frozen method. 

In the first quenching method, the whole structures were equilibrated at 1000 K, first 

using 200 ps of NVT dynamics and then 200 ps of NVE dynamics. The structures were 

then cooled gradually in steps of 50 K with a 60 ps MD run at each temperature from 

1000 K to 300 K. Finally, the structures were further equilibrated at 300 K with a 200 

ps NVT dynamics, and a final 200 ps NVE dynamics (Figure 5.3 (a) and Figure 5.3 

(b)). In the second quenching method, the CdSe QD was frozen from 1000 K to 500 K 

while allowed to move from 500 K to 300 K (Figure 5.3 (c) and Figure 5.3 (d)). 
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Figure 5.3 The final configuration for the classical MD calculations. The CdSe QD 

was allowed to move in (a) and (b) while kept frozen from 1000 K to 500K in (c) and 

(d). 

I analyzed the radial distribution functions for the final structure with these two 

different quenching methods (Figure 5.4). Though there were slight shifts for the 

position of the peaks, the interatomic distances were almost keep the same in each 

method. The interatomic distance of Si-O, Cd-O, O-Na, Cd-Se, and Se-Na pairs was 

around 1.64 Å, 1.92 Å, 2.34 Å, 2.62 Å and 3.20 Å, respectively. It should be mentioned 

that the interatomic pair potential used to describe the interactions between the QD and 

glass matrix was not accurate enough in molecular dynamics. It was not explicitly 
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developed or validated for this hybrid system, so the interatomic distance for the Cd-O 

and Se-Na pairs was a little different from the experimental value.  

 

Figure 5.4 Total radial distribution functions for glass with different quenching method 

and glass compositions. (a) 16 Na2O-32 SiO2-33 CdSe; (b) 39 Na2O-78 SiO2-33 CdSe. 

The first method was referred as “Not Frozen” (Black Lines) and the second method 

was referred as “Frozen” (Red Lines). 

Besides, the coordination environment summarized in Table 5.1 and Table 5.2 as well 

as the ring structures (Table 5.3 and Table 5.4) of these systems were explored to give 

a deeper insight into the quantum dot/glass interface. Although there were some 

fluctuations, the conclusions were the same for these two methods for these two hybrid 

system sizes. For instance, 52.94% of O atoms were bonded to Na atoms in the initial 

structure, while in the MD that number was 28.14% for the “not frozen” method and 

40.24% for the “frozen method” when the composition of glass was 16 Na2O-32 SiO2-

33 CdSe (Table 5.1). Similarly, for the composition of 39 Na2O-78 SiO2-33 CdSe, 52.4% 

of O atoms were found to be bonded with Na atoms in the initial configuration, and this 

ratio decreased to 40.52% for the “not frozen” method and 43.46% for the “frozen” 

method (Table 5.2). 

In contrast, there were opposite tendencies for the coordination between O atoms and 

Si atoms, with percentages increased from 46.61% in the initial structure to 55.41% for 

the “not frozen” method and 50.60% for the “frozen” method (Table 5.1). Thus, we 

can conclude that the introduction of CdSe QD breaks Na-O bonds but promote Si-O 
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bonding for both methods and compositions. Additionally, it was found that 16.45% O 

atoms for the “not frozen” method were bonded with Cd atoms and 9.16% for the 

“frozen” method, proving the formation of Cd-O bonds in the interface. 

Furthermore, the coordination number between those pairs were also changed in final 

configurations compared with initial configurations. For example, Si atoms were 

coordinated with ~ 3 O atoms in initial structures. However, after MD runs, Si atoms 

were found to be almost 4-coordinated with O atoms in both methods (Table 5.1). 

Hence, it contributed to the formation of [SiO4]4- tetrahedra.  

 

Table 5.1 Average coordination number (CN) and percentages of Na, O, Si, Se and Cd 

with different atoms in initial configuration (16 Na2O-32 SiO2-33 CdSe), and averaged 

over the MD simulation 

System Initial Structure Not Frozen Frozen 

Atom Bond CN Percentage CN Percentage CN Percentage 

Na 
Na–O 3.66 86.03% 2.03 91.55% 3.15 84.87% 

Na–Se 0.19 4.41% 0.03 1.41% 0.09 2.52% 

O 

O–Na 1.46 52.94% 0.81 28.14% 1.26 40.24% 

O–Si 1.29 46.61% 1.60 55.41% 1.59 50.60% 

O–Cd -- -- 0.48 16.45% 0.29 9.16% 

Si Si–O 3.22 84.43% 4.00 97.71% 3.97 93.38% 

Se 

Se–Cd 3.30 87.90% 2.49 98.80% 2.73 96.77% 

Se–Na 0.18 4.84% 0.03 1.20% 0.09 3.23% 

Se–O 0.03 0.81% -- -- -- -- 

Cd 
Cd–O -- -- 0.15 31.15% 0.70 19.33% 

Cd–Se 3.30 93.16% 2.49 67.12% 2.73 75.63% 

 

Table 5.2 Average coordination number (CN) and percentages of Na, O, Si, Se and Cd 

with different atoms in initial configuration (39 Na2O-78 SiO2-33 CdSe), and averaged 

over the MD simulation 
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System Initial Structure Not Frozen Frozen 

Atom Bond CN Percentage CN Percentage CN Percentage 

Na 
Na–O 4.06 88.80% 3.18 89.53% 3.45 92.12% 

Na–Se 0.08 1.68% 0.06 0.72% -- -- 

O 

O–Na 1.63 52.40% 1.27 40.52% 1.38 43.46% 

O–Si 1.42 45.62% 1.60 50.98% 1.60 50.40% 

O–Cd -- -- 0.27 8.50% 0.20 6.14% 

Si Si–O 3.54 87.64% 4.00 92.86% 4.00 94.26% 

Se 

Se–Cd 3.36 82.84% 2.06 97.14% 2.33 100.00% 

Se–Na 0.18 4.48% 0.06 2.86% 0.09 -- 

Se–O 0.36 8.96% -- -- -- -- 

Cd 
Cd–O -- -- 1.58 40.94% 1.15 30.89% 

Cd–Se 3.36 94.87% 2.06 53.54% 2.33 62.60% 

 

Table 5.3 The number of rings with different ring size for different ring members in 

initial structure (16 Na2O-32 SiO2-33 CdSe) and averaged over molecular dynamics.  

Ring Members Ring Size Initial Structure Not Frozen Frozen 

Si-O 

6 -- -- 1 

8 2 6 8 

10 -- 10 5 

Na-O 

4 22 2 19 

6 8 1 1 

8 1 2 9 

Cd-Se 

4 12 2 3 

6 67 4 8 

8 6 3 4 

10 -- 3 16 

12 -- 1 4 

14 -- 4 1 
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Therefore, it can be concluded that the presence of the CdSe QD disturbed the Na-O 

bonds but promoted the reformation of Si-O bonds, while Cd-O bonds can be observed 

at the interface. It should be noted that the interatomic pair potential failed to describe 

the coordination between the Se atoms and Na atoms, so I cannot make a concrete 

conclusion about the formation of Se-Na bonds at the interface in classical MD 

simulations. We will study this later with AIMD. 

 

Table 5.4 The number of rings with different ring size for different ring members in 

initial structure (39 Na2O-78 SiO2-33 CdSe) and averaged over molecular dynamics.  

Ring Members Ring Size Initial Structure Not Frozen Frozen 

Si-O 

8 -- 11 15 

10 3 6 8 

12 -- 2 2 

14 1 -- -- 

16 1 1 -- 

Na-O 

4 88 42 44 

6 26 16 19 

8 16 1  

Cd-Se 

4 12 2 1 

6 67 -- 2 

8 6 2 6 

10 -- 1 6 

12 -- -- 1 

14 -- 6 -- 

 

Meanwhile, the rings statistics further strengthened the conclusions I drew. For 

example, for the composition of 16 Na2O- 32 SiO2- 33 CdSe (Table 5.3), the number 

of 8-membered rings (8MR) for Si-O rings changed from 2 in the initial structure to 6 

in the final structure in the “not frozen” method and 8 in the “frozen” method. Besides, 

11 8-membered rings (8MR) can be found in the final structure of the “not frozen” 



5.2.2 - System size 

112 

 

method while there were no 8-membered Si-O ring (8MR) in the initial structure of 39 

Na2O-78 SiO2-33 CdSe (Table 5.4). Furthermore, in the “frozen” method, 15 8-

membered Si-O ring (8MR) were observed. In addition, the number of 4MR in the 

CdSe QD was found to decrease from 12 in the initial structure to 2 in the “not frozen” 

method and 1 in the “frozen” method (Table 5.4). The presence of the glass matrix 

therefore contributed to a significant structural reconstruction of the CdSe QD. 

In all, despite that there were some differences in the final structures derived from these 

two methods, similar conclusions still can be drawn. Due to the instability of the CdSe 

QD in the “not frozen method”, we chose the “frozen” method to conduct the further 

MD simulation and the following AIMD simulation, which was more analogous to the 

experimental condition at the same time. The heat-treatment temperature for the 

fabrication of CdSe QDs doped glasses is higher than the glass transition temperature 

but lower than the crystallization temperature. Therefore, the CdSe QDs are formed in 

relatively low temperature but not undergo high temperature treatment compared to its 

melting point. 

5.2.2 System size 

To achieve a balance between the accuracy of the method and the computational power 

required, I tested these hybrid systems with different matrix size with the same QD size. 

The QD was introduced into three different glass matrix, and the final compositions 

were 16 Na2O-32 SiO2-33 CdSe (Figure 5.1 (a)), 39 Na2O-78 SiO2-33 CdSe (Figure 

5.2 (b)) and 180 Na2O-360 SiO2-33 CdSe (Figure 5.2 (c)), and the corresponding cell 

size were 1.6 nm, 1.9 nm and 2.9 nm, respectively. The whole structures were 

equilibrated at 1000 K, first using 200 ps of NVT dynamics and then 200 ps of NVE 

dynamics. The structures were then cooled gradually in steps of 50 K with a 60 ps MD 

run at each temperature from 1000 K to 500 K while the CdSe QD was kept frozen. 

Subsequent cooling from 500 K to 300 K took place in steps of 10 K, with all atoms 

allowed to move. Finally, all the structures were further equilibrated at 300 K with a 

200 ps NVT dynamics, and a final 200 ps NVE dynamics (Figure 5.5). 
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Figure 5.5 The final configuration for the classical MD calculations for (a) 16 Na2O-

32 SiO2-33 CdSe; (b) 39 Na2O-78 SiO2-33 CdSe; (c) 180 Na2O-360 SiO2-33 CdSe. 

The CdSe QD was frozen from 1000 K to 500 K and allowed to move from 500K to 

300K. 

Table 5.5 Percentages of Na, O, Si, Se and Cd with different atoms in initial 

configuration, and averaged over the MD simulation. 

System 
16Na2O-32SiO2-

33CdSe 

39Na2O-78SiO2-

33CdSe 

180Na2O-360SiO2-

33CdSe 

Atom Bond Initial MD Initial MD Initial MD 

Na 
Na–O 86.03% 84.87% 88.80% 92.12% 92.78% 92.78% 

Na–Se 4.41% 2.52% 1.68% -- 0.27% 0.12% 

O 

O–Na 52.94% 40.24% 52.40% 43.46% 54.52% 52.06% 

O–Si 46.61% 50.60% 45.62% 50.40% 44.90% 46.68% 

O–Cd -- 9.16% -- 6.14% -- 1.26% 

Si Si–O 84.43% 93.38% 87.64% 94.26% 91.06% 92.73% 

Se 

Se–Cd 87.90% 96.77% 82.84% 100.00% 79.29% 97.44% 

Se–Na 4.84% 3.23% 4.48% -- 3.57% 2.56% 

Se–O 0.81% -- 8.96% -- 12.86% -- 

Cd 
Cd–O -- 19.33% -- 30.89% -- 28.47% 

Cd–Se 93.16% 75.63% 94.87% 62.60% 94.87% 55.47% 
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According to the final structures (Figure 5.5), most of the basic units of the CdSe QD 

were broken and it was hard for them to maintain the bulk structure in all system sizes. 

Meanwhile, the Cd-O bonds were found to be formed at the interface. We analyzed the 

radial distribution functions for the Si-O, Cd-O, Cd-Se, O-Na and Se-Na pairs in each 

system (Figure 5.6), and the interatomic distances were almost the same for each pair 

in different sizes of the hybrid system, despite minor shifts of peaks.  

Figure 5.6 Total radial distribution functions for glass with different size of glass 

matrix. Black lines: 16 Na2O-32 SiO2-33CdSe; Red lines: 39 Na2O-78 SiO2-33 CdSe, 

Blue lines: 180 Na2O-360 SiO2-33 CdSe.  

To give insight into the local atomic structure, the coordination environment was 

further explored (Table 5.5). According to the Table, the same tendencies are observed 

when compared the final configuration of the MD simulation with the initial 

configuration in all the glass matrices with different sizes. The percentages of O atoms 

bonded with Na atoms in the initial structure were 52.94%, 52.40% and 54.52% in three 

glass matrix sizes, respectively, decreased to 40.24%, 43.46% and 52.06% in the final 

structures. Meanwhile, an increase of the percentages of O atoms bonded with Si atoms 

in the final structure compared with the initial structure have been found, from 46.61%, 

45.62%, and 44.90% to 50.60%, 50.40% and 46.68% in all the systems.  

The formation of Cd-O bonds can be further confirmed by the coordination analysis, 

where 9.16%, 6.14% and 1.26% of O atoms were found to be bonded with Cd atoms 
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in the final configuration (Table 5.5). 

The structure reconstruction of the CdSe QD also be proved by the changes of 

coordination between Cd atoms and Se atoms. A big decrease of the percentages of Cd 

atoms bonded with Se atoms can be seen in all the systems, from 93.16%, 94.87%, and 

94.87% in the initial structure to 75.63%, 62.6% and 55.47% in the final structure. 

Table 5.6 The number of rings with different ring size for different ring members in 

initial structure and averaged over molecular dynamics.  

System 
16Na2O-32SiO2-

33CdSe 

39Na2O-78SiO2-

33CdSe 

180Na2O-360SiO2-

33CdSe 

Ring 

Members 

Ring 

Size 
Initial MD Initial MD Initial MD 

Si-O 

6 -- 1 -- 15 -- -- 

8 2 8 3 8 16 28 

10 -- 5 -- 2 35 42 

12 -- -- 1 -- 22 17 

14 -- -- 1 -- 2 6 

Na-O 

4 22 19 88 44 567 450 

6 8 1 26 19 298 247 

8 1 9 16 -- 82 65 

10 -- -- -- -- 25 19 

12 -- -- -- -- 5 5 

14 -- -- -- -- 12 -- 

Cd-Se 

4 12 3 12 1 12 -- 

6 67 8 67 2 67 9 

8 6 4 6 6 6 1 

10 -- 16 -- 6 -- 6 

12 -- 4 -- 1 -- -- 

14 -- 1 -- -- -- -- 
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I have also analyzed the ring statistics for each system size(Table 5.6). There was no 

6-membered Si-O rings in the initial structure, but 1 and 15 6MR Si-O rings were 

observed in the final structure of the former two system size, respectively. The number 

of 8MR Si-O rings almost doubled in the final structure compared to the initial structure. 

4-Membered and 6-Membered Cd-Se rings are the basic units of CdSe QDs, and it had 

12 4MR and 67 6MR in the initial structure. However, after being introduced to the 

glass matrix, the number of 4MR decreased to 3, 1, and 0, while the number for 6MR 

was 8, 2, and 9 in these systems, respectively. Both system sizes indicated the formation 

of small Si-O rings and breaks of the 4-Membered and 6-Membered Cd-Se rings. 

In conclusion, I increased the size of the glass matrix in the MD simulations of 

QD/glass models and the findings based on the results in all the systems are found to 

be rather uniform. Thus, the configuration with smaller cell size can represent their 

bigger counterparts in AIMD simulations, without loss of quality in the description. 

5.2.3 Computational details 

Based the results and discussion above, I have demonstrated that the two-step 

quenching method proposed enables to relax the glass/QD interface and at the same 

time keep the integrity of QD without any unphysical phenomenon such as QD melting 

or dispersion. Moreover, the investigation of various system sizes showed even a small 

system size can give similar descriptions of the interfacial structure to the bigger 

systems. Due to the limitation of the AIMD simulations, the maximum total number of 

the computing system is around 500 atoms, so I used the glass composition with 39 

Na2O-78 SiO2-33 CdSe, which can represent models of bigger sizes.  

Based on those results, a new consistent methodology has been developed to generate 

the models of CdSe quantum dot-doped glasses, involving in three steps:  

(1) Generation of the glass matrix with composition of 60 Na2O-120 SiO2. The melt-

quenching procedure was the same as chapter 4. 

(2) Generation of Cd33Se33 quantum dot-doped glasses structure using classical 

MD. The Cd33Se33 QD was incorporated into the glass matrix, removing glass atoms 

so interatomic distances between the QD and the glass matrix were longer than 2.5 Å. 

The final composition was 39 Na2O-78 SiO2-33 CdSe (Figure 5.7(a)). The whole 
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structure was equilibrated at 1000 K, first using 200 ps of NVT dynamics and then 200 

ps of NVE dynamics, initially with atoms from the CdSe QD frozen. The structure was 

then cooled gradually in steps of 50 K with a 60 ps MD run at each temperature from 

1000 K to 500 K, while keeping CdSe QD frozen. Subsequent cooling from 500 K to 

300 K took place in steps of 10 K, with all atoms allowed to move. Finally, the structure 

were further equilibrated at 300 K with a 200 ps NVT dynamics, and a final 200 ps 

NVE dynamics (Figure 5.7 (b)).  

(3) Ab initio molecular dynamics of CdSe quantum dot in glass matrix. After

equilibration of these systems using classical MD simulations as described above, we 

used the resulting configurations as starting point for ab initio modelling at the Density 

Functional Theory (DFT) level, using Kohn–Sham formulation as implemented in the 

CP2K code. Simulations were run at the Generalized Gradient Approximation level, 

employing the PBE exchange–correlation functional. The plane wave cutoff was set to 

600 Ry. For Na, Cd, and Se, we used short-range molecularly optimized double- single 

polarized basis sets (DZVP-MOLOPT-SR-GTH), while for O and Si we used a double-

 single polarized basis set (DZVP-MOLOPT-GTH). After an initial geometry 

optimization with DFT, the resulting relaxed structure (Figure 5.7(c)) was used as 

initial structure for the AIMD simulations. The structure was quenched from 500 K to 

300 K in steps of 50 K, with a total 10 ps AIMD run at a time step of 2 fs. The 

production run was conducted in the NVT ensemble at 300 K for 10 ps. This step is the 

most demanding stage in terms of computational cost compared with the first two steps. 

For example, for simulations in the NVT ensemble of systems with composition of 

39Na2O-78SiO2-33CdSe ( 417 atoms in total), it costs 48 hours using 384 cores on high 

performance computing systems for 20 ps simulations.  

5.3 Results & discussion 

5.3.1 Geometry 

Compared with the initial configuration (Figure 5.7 (a)), by visual inspection, large 

structural reconstructions are found to occur after equilibration of the system, 

regardless of whether it is the final configuration of classical MD simulations of the 
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glass matrix relaxation (Figure 5.7 (b)), the DFT geometry optimization (Figure 

5.7(c)), or the final structure of AIMD simulations (Figure 5.7 (d)).  

 

Figure 5.7 (a) The initial configuration for the classical MD calculations. (b) The final 

configuration for classical MD simulations, used as initial configuration for the 

geometry optimization by DFT method. (c) The geometry-optimized structure at the 

DFT level, used as the initial configuration for the ab initio molecular dynamics. (d) 

The final configuration from the AIMD simulations. Se atoms and Cd atoms 

dissociated from the quantum dot are highlighted in pink and green, respectively. 
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In particular, I clearly observed the influence of the matrix in the introduction of strong 

disorder in the quantum dot structure. For the original QD structure, the Cd atoms were 

either coordinated with 4 Se atoms (in the core of the QD) or 3 Se atoms (at its external 

surface). A more complex coordination of the Cd and Se atoms in the glass-embedded 

QD can be found, where some of the Cd–Se linkages were broken, the coordination 

rings opened up, and coordination between the QD and glass was observed. The fact 

that the QD, in its glass matrix, cannot maintain its pristine structure, is an important 

conclusion that is very different from most of the models studied in the existing 

literature of QD in solution.126, 185 

In addition to these changes in the environment of the QD atoms, I observed a small 

number of Cd ions from the QD surface that completely dissociated from the quantum 

dot structure, and migrated into the glass matrix (highlighted in green in Figure 5.7). 

This was observed for one atom during MD at the classical level, and confirmed in the 

AIMD with the migration of a second ion. Therefore, it is not an artefact of the classical 

pair potential. Furthermore, during the ab initio MD I observed the dissociation of Cd–

Se–Cd clusters (Se atom highlighted in pink). For the system size under study here, the 

percentages of dissociation were found to be 1.52% (Figure 5.7 (b) and Figure 5.7 (c) ) 

and 6.06% (Figure 5.7 (d)), respectively. These observations at the microscopic scale 

are novel, but they were in good agreement with experimental evidence of Cd atoms 

found to be dissolved in the matrix in as-prepared glass, seen by the extended X-ray 

absorption fine structure spectroscopy analysis (EXAFS).57 In the CdSe QD-doped 

glass with the initial composition of 50 SiO2-20 K2O-20 ZnO-5 B2O3-1.5 CdO-1.5 

CdS-1.0 Na2SeO3 (wt%), the Cd-O contacts in all specimens with different thermal 

treatment were observed, attributed to the cadmium dissolved in the glass matrix. 

 

5.3.2 Radial distribution function 

I then analyzed the radial distribution functions for Si-O (Figure 5.8 (a)), Na-O (Figure 

5.8 (b)), Cd-Se (Figure 5.8 (c)) pairs. In each case, I compared RDFs for the initial 

structure of classical MD run (Figure 5.7 (a)) and distribution functions obtained over 

the ab initio molecular dynamics simulation. Compared with the initial structure, only 
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minor changes in Si-O and Na-O interatomic distances were observed, with first-

neighbor peaks at 1.64 Å and 2.34 Å respectively, consistent with previous research of 

silicate glasses.96, 98 

 

Figure 5.8 Radial distribution functions for (a) Si–O, (b) Na–O and (c) Cd–Se pairs in 

the initial structure (black lines) and averaged over the ab initio molecular dynamics 

(red lines), for a quantum dot embedded in the 39 Na2O-78 SiO2 glass matrix.  

Interestingly, an evolution in the Cd-Se distances was observed, from 2.59 Å to a 

broader distribution with an average of 2.64 Å (2% longer), due to both the finite 

temperature and the influence of the glass matrix, which weakens some of the Cd-Se 

bonds. This influence of coordination was previously discussed in the literature.104, 107, 

118, 122, 131, 186 The Cd-Se bond length was measured at 2.68 Å when one Se atom is 

coordinated with 4 Cd atoms, and 2.62 Å when one Se atom is coordinated with 3 Cd 

atoms in Cd33Se33 clusters.129 Besides, the Cd-Se bond length was 2.60 Å when one Se 

atom is coordinated with 2 Cd atoms in Cd3Se3 clusters.104 These geometry structures 

were obtained from DFT calculations rather than AIMD calculations in the this thesis. 

Hence, we can conclude that the higher the coordination between Cd-Se pairs, the 

longer the bond length. 

In this thesis, it was also interesting to note the size dependence of the Cd-Se bond 

length,104, 131 i.e., the smaller the QD’s size, the shorter the average Cd-Se bond length 

- while a lattice contraction was observed in the CdSe QD-doped glasses.63 This effect 

was linked to the surface/volume ratio, where smaller QDs had more surface atoms 

leading to shorter Cd–Se bonds. I noted however in our ab initio MD simulations, that 

the diameter of the QD in final structure was 16 Å, increased from 13 Å in the initial 

structure. This demonstrates that the glass-embedded QD does not behave like the QD 

in vacuum: firstly, because of the chemical environment that the glass matrix 
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constitutes, with glass/QD coordination. But other explanations have been advanced in 

the literature,187 it was suggested that the isotropic nature of the ordering of QDs in 

solution given rise to the strain effects between QDs and solution, resulting in the size-

dependent and ligand dependent reconstruction of the QD surface. Moreover, the 

thermal and elastic mismatch between the nanocrystals and glass matrix can give rise 

to residual stresses upon cooling,188-190 increasing the extent of surface reconstruction. 

 

Figure 5.9 (a) The final configuration from the ab initio molecular dynamics. Radial 

distribution functions for (b) Cd-O, (c) Se-Na, (d) Se-O, (e) Se-Se, and (f) Cd-Cd pairs, 

averaged over the ab initio molecular dynamics (red), for a quantum dot embedded in 

the 39 Na2O-78 SiO2 glass matrix. 

Now I turn my attention to the QD/glass interface (Figure 5.9 (a)). Looking at the 

respective radial distribution functions, I observed the formation of Cd-O and Se-Na 

bonds. They were characterized by interatomic distance of 2.25 Å (Figure 5.9 (b)) and 

2.91 Å (Figure 5.9 (c)), respectively. These values, obtained from the ab initio 

molecular dynamics, are in excellent agreement with experimental data available. The 

interatomic Cd-O distances were found to be 2.25 Å based on the EXAFS 

characterization of CdSe QD-doped glasses,57 while the Se-Na distances in the bulk 

Na2Se structure are known to be around 2.95 Å (Crystallography Open Database ID: 

9009065). From the experimental crystal lattice energies of CdO, CdSe, Na2O and 
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Na2Se,191 it is expected that the Na-Se bond would be weaker than Na-O, and the Cd-

O bond to be stronger than Cd-Se. This can explain that the driving force for this 

reconstruction find its root in the Cd-O interactions. On the other hand, ab initio MD 

simulations confirm that there were no close contacts with formation of Se-O (Figure 

5.9 (d)), Se-Se (Figure 5.9 (e)) and Cd-Cd pairs (Figure 5.9 (e)) at the QD/glass 

interface. The interatomic distances of first neighbors for these pairs are 3.92 Å, 4.46 

Å and 3.70 Å, inconsistent with the previous research, which were 1.83 Å (obtained 

from DFT calculations),156 2.53 Å57 and 4.20 Å (experimental EXAFS data for wurtzite 

CdSe QDs )57. This shows that they are not actual bonds, because the distances in such 

a case would be smaller. 

5.3.3 Coordination &ring structures 

Table 5.7 Average coordination number and percentages of Na, O, Si, Se and Cd with 

different atoms in initial configuration, and averaged over the ab initio MD simulation 

System Initial Structure Ab initio MD 

Atom Bond 
Coordination 

Number 
Percentage 

Coordination 

Number 
Percentage 

Na 
Na–O 4.06 88.80% 3.54 86.21% 

Na–Se 0.08 1.68% 0.33 8.05% 

O 

O–Na 1.63 52.40% 1.42 44.54% 

O–Si 1.42 45.62% 1.60 50.29% 

O–Cd -- -- 0.16 5.17% 

Si Si–O 3.54 87.64% 4.00 100% 

Se 

Se–Cd 3.36 82.84% 2.52 76.26% 

Se–Na 0.18 4.48% 0.78 23.72% 

Se–O 0.36 8.96% -- -- 

Cd 
Cd–O -- -- 0.97 27.70% 

Cd–Se 3.36 94.87% 2.52 71.72% 

 

In order to understand the QD/glass interface in more depth, the coordination 
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environment (Table 5.7) as well as the ring structures inside the CdSe QD/glass 

systems were explored. I found that 52.40% of O atoms were bonded to Na atoms in 

the initial structure, while in the ab initio MD that number was 44.54%. Meanwhile, 

there were opposite tendencies for the coordination between O and Si atom, with the 

percentages increased from 45.62% (initial structure) to 50.29% (ab initio MD). 

Moreover, while there was no Cd-O bond in the initial structure, the AIMD showed 

5.17% of O atoms were bonded with Cd atoms, confirming the formation of Cd-O 

bonds in the interface. These are not well described by the classical potentials and their 

presence shows the value of conducting AIMD simulations. 

Somewhat surprisingly, 100% of Si atoms were 4-coordinated with O atoms in our 

AIMD trajectory, while the coordination number of the Si atom with O atoms was 3.54 

in the initial structure. This points to a dissymmetry in the Si-O and Na-O bonds of the 

glass, where the presence of the QD leads to disruption of the Na-O bonds, while Si-O 

coordination (and Cd-O, to a smaller extent) is kept intact, due to its stronger bond. In 

addition, the glass matrix also has a marked impact on the Cd-Se bonds in the QD. 

23.72% of Se atoms were bonded with Na atoms and 27.70% of Cd atoms were bonded 

with O atoms in the QD/glass interface, with great decrease of the bonds between Cd 

atoms and Se atoms.  

It is should be noted here in chapter 3, I studied a simple model of Cd33Se33 clusters 

capped with one sodium ion, and demonstrated that this results in the introduction of 

defect states in the HOMO–LUMO gap, giving rise to unusual near-infrared 

luminescence. In addition, the HOMO and LUMO states were spread in the same 

region, indicating high probability of recombination of holes and electrons excited from 

these defect states.  

The results obtained in this chapter from ab initio MD show that when QD are 

surrounded by a glass matrix, the number of surrounding sodium ions within short 

distance (Na-Se linkages) is quite important. The defects at the interface are found to 

be not as simple as I expected in chapter 3: a large percentage of Se atoms are bonded 

with Na atoms, in the glass where Na2O was introduced as glass modifier. Again, this 

highlights the importance of realistic modelling. The abundant nature of the sodium 

atoms in the glass matrix will greatly contribute to the defect emission, and a decrease 

in sodium content may diminish the number of interfacial defects, giving guidance to 
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the design of glass composition in future work. 

 

Figure 5.10 Histograms of coordination numbers for different pairs of atoms, 

comparing the initial structure (in black) and the average over the ab initio MD 

simulation (in red). (a) O coordination around Si atoms. (b) O coordination around Na 

atoms. (c) Se coordination around Cd atoms. (d) Cd coordination around Se atoms. 

I further analyzed the details of the coordination numbers for Si-O pairs (Figure 5.10 

(a)), Na-O pairs (Figure 5.10 (b)), Cd-Se pairs (Figure 5.10 (c)) and Se-Cd pairs 

(Figure 5.10 (d)). These confirmed the strong rearrangement of the interface to 

promote the formation of SiO4 tetrahedra, which was also seen in the ring statistics 

(Table 5.8) — with the occurrence of small ring sizes for Si-O rings. For example, I 

observed 16 8-membered rings (8MR) in the final structure, while no such ring was 

present in the initial configuration. Consistent with the data in Table 5.7, the occurrence 

of higher coordination numbers of Na atoms with O atoms (O/Na = 6, 5, and 4) 
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decreased while the frequency of lower coordination number for Na atoms with O 

atoms increased (O/Na = 3, 2, 1) compared with the initial structure (Figure 5.10 (b)). 

Additionally, I observed a clear reduction of Na-O rings, for all ring sizes but especially 

for the 4-member rings. This strengthens our conclusion that the rearrangement at the 

interface of the CdSe QD tends to break the weaker Na-O bonds to maintain Si-O 

coordination. 

 

Table 5.8 The number of rings with different ring size for different ring members in 

initial structure and averaged over ab initio molecular dynamics.  

Ring Members Ring Size Initial Structure Ab initio MD 

Si-O 

8 -- 16 

10 3 10 

12 -- 4 

14 1 1 

16 1 -- 

Na-O 

4 88 45 

6 26 9 

8 16 2 

Cd-Se 

4 12 1 

6 67 3 

8 6 7 

10 -- 4 

12 -- 1 

 

The basic coordination environments of the CdSe QD are CdSe4 and CdSe3, whose 

counts were 12 and 21 in the initial structure, respectively. However, the average 

number of Se atoms around Cd dropped down compared with initial structure of 

classical MD simulations, with counts for CdSe4, CdSe3, CdSe2, and CdSe1 of 6, 11, 

12, and 3 in the ab initio MD (Figure 5.10 (c)), respectively. The total number of the 

Cd atoms bonded with Se atoms was 32, with one Cd atom not bonded with any Se 
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atom ( that atom had migrated in the glass matrix, see Figure 5.7(d)). In terms of the 

coordination environment of Se atoms, all the Se atom were bonded with Cd atoms in 

the initial and final structure. The number of Se atoms with the Cd/Se ratio = 4 and 3 

changed from 12 and 21, to 2 and 15. In the same time, the appearance of Se atoms 

with a ratio of Cd/Se = 2 and Cd/Se = 1 was observed (Figure 5.10 (d)). The obvious 

changes in the ring size of Cd-Se member rings confirmed the huge reconstruction of 

the quantum dot. The 4-membered and 6-membered Cd-Se rings opened up, with only 

one 4-membered and three 6-membered Cd-Se rings left in the final structure.  

The significant reconstruction of QD in this work distinguishes it from other work for 

the reason that the QDs almost keep the bulk structure in the center in other computer 

simulations. The common method to explore the QDs in solutions was to passivate the 

surface atom with limited number of organic ligands while the QD was incorporated 

into the inorganic glass matrix in our work. Only the surface atom were capped with 

organic ligands, without the simulation of the real chemical environment of the solution, 

leading to the smaller structural reconstruction compared to our work. Although there 

were some simulations where the QD was directly introduced into the solid crystalline 

matrix,192 my work was aimed at the amorphous inorganic matrix for the first time, 

which constitutes a big part of research regarding the application of QDs for which the 

atomic structure and origin of defect emission have been rarely studied. The 

simulations in my work are closer to the real situation of a QD in a glass matrix, in 

which the matrix can have a more direct influence on the QD compared with the 

intended passivation of the QD.126, 129, 185 Apart from the different initial structure 

building method, the difference in the bond nature between the inorganic atoms with 

QDs, such as glass modifiers Na atoms and non-bridging O atoms, and the organic 

ligand with QDs might have a relation to the different structure of QDs in glass matrix 

and solutions.  

 

5.4 Summary & conclusions 

In the first part of this chapter, I proposed and explored two different classical MD 

approaches for relaxing the glass/QD interface while keeping the integrity of CdSe QD 

in a hybrid QD/glass model: (a) Cd and Se atoms were allowed to move feely during 



5.3.3 - Coordination &ring structures 

127 

the whole quenching-process (the “not frozen” method), (b) Cd and Se atoms were 

frozen from 1000 K to 500 K while allowed to move from 500 K to 300 K (the “frozen” 

method). Both methods demonstrated similar structural reconstructions in the interface 

while the latter could better maintain the integrity of CdSe QD.  

Besides, several classical MD simulations were conducted on systems with different 

size before further AIMD simulation, in which the system size were limited due to 

computer power. The results indicated that the formation of interfacial bonds and the 

breakage of bonds within glass matrix or CdSe QD were qualitatively similar even the 

system sizes were different. Therefore, for the sake of lowering computational cost, the 

CdSe quantum dot-doped glass with composition of 39 Na2O-78 SiO2-33 CdSe were 

chose to perform the further AIMD simulations. 

To the best of my knowledge, my calculations are the first ab initio molecular dynamics 

study of a CdSe quantum dot embedded in a glass matrix. Particularly, the structure of 

the CdSe QD-doped glass was obtained by the melt-quenching method, generated by 

the combination of the molecular dynamics and the ab initio molecular dynamics. 

Distinct structural reconstructions were observed simultaneously in the glass matrix 

and CdSe QD. The incorporation of CdSe QD greatly disrupts the bonds between Na 

atoms and O atoms, with a reduction in the number of O atoms bonded with Na atoms, 

replaced by the Si atoms and Cd atoms. 

Unexpectedly, it also gives rise to the formation of the SiO4 tetrahedra and small ring 

size of Si–O member rings, with all the Si atoms are 4-coordinated with the O atoms 

in the final structure. The Si-O bonds are clearly favored during reconstruction. 

As for the interfacial structure, both the radial distribution function for the interatomic 

distance of Cd atoms and O atoms, Se atoms and Na atoms, as well as the analysis of 

the coordination environment of these atoms directly, confirm the existence of both Cd-

O bonds and Se-Na bonds, consistent with previous experimental findings. 

Furthermore, it seems that there are very few possibilities of the formation of the Se-O 

bonds, Se-Se bonds, and Cd-Cd bonds.  

In terms of the CdSe QD, the glass matrix has a greater influence on the reconstruction 

of the QD compared to QD in solutions. It is hard to maintain the stable 3-coordinated 

and 4-coordinated CdSe basic units when it is introduced into the glass matrix, with the 

3-membered and 4- membered ring disappearing. Additionally, a few examples of
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disassociated Cd atoms and Se-Cd-Se clusters were observed to migrate in the glass 

matrix. The complex structure of the glass matrix and the difference of the bond nature 

between the inorganic ions and QD might be linked to the instability of QD in the glass 

matrix compared with the QD in organic solutions.  

The work in this chapter gives an intuitive visual illustration of the local atomic 

interfacial structure of the CdSe QD-doped glass, promoting the understanding of the 

structural reconstructions of the glass matrix as well as the CdSe QD. These results 

shed light on the impact of the glass matrix on the CdSe QD, exploring the possible 

defect structure of the QD, thus can give guidance to the adjustment of the component 

of the glass matrix and to the fabrication of highly luminescent CdSe QD-doped glasses. 

However, my current investigations only cover the geometry structure, which is not 

enough in order to further improve the mutual understanding of defect emission of 

CdSe QDs doped glasses. It is necessary to calculate their electronic structures. Based 

on this calculation, I can probe the impact of these structure reconstructions found in 

this chapter on the luminescence properties of CdSe QD-doped glasses, which I will 

explore in the next chapter.  
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Chapter 6 

6 Atomic and electronic structures of CdSe quantum dot-

doped xNa2O-(1-x)SiO2 glasses 

6.1 Introduction 

In last chapter, a combination of classical MD and AIMD has been employed to 

investigate the interfacial structure between the glass matrix and QD, the reconstruction 

occurring in this composite system. Interfacial Se-Na and Cd-O bonds were observed 

to be formed and the breakage of some stable Cd-Se rings were found, demonstrating 

the local atomic structure is far more complex than the simplified model I had 

previously built in chapter 3. However, the exploration of the local atomic structure of 

CdSe quantum dot-doped glass may provide the possible structural origins of defects, 

but did not shed light on the relationships between these structures and defect emission. 

In order to answer the question why the quantum efficiency of quantum dots-dopped 

glasses is so low compared with their colloidal counterparts, the electronic structures 

are of predominant importance to the understanding of their luminescence mechanisms. 

Thus, in this chapter, I have studied the electronic structures of CdSe quantum dot-

doped glasses to probe the possible origins at the microscopic scale of the poor 

performance of QD embedded in glasses. 

Furthermore, in chapter 3, sodium ions were found to sharply decrease the HOMO-

LUMO gap by static DFT calculations.156 Moreover, in their role of glass modifiers, 

sodium ions can also alter the structure of silicate glasses, and it was experimentally 

observed that there is a disappearance of the visible absorption of Se-Se color centers 

upon increasing concentration of Na2O in a silicate glass doped with ZnSe.58 The Se-

Se contacts are considered to be the nucleation sites of the CdSe QD. Therefore in this 

chapter, I varied the amount of Na2O in the glass (Na2O)x(SiO2)1-x (x = 0, 0.25, 0.33, 

0.5 in molar fraction) to explore the compositional dependence of the atomic and 

electronic structure of CdSe quantum dot in glass matrices. 

The results demonstrate that an increase in the amount of Na2O contributes to the 
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formation of Cd-O and Se-Na bonds, with breaking of Si-O, O-Na and Cd-Se bonds. 

The density of states (DOS) and projected density of states (PDOS) were also 

calculated. From this systematic study I conclude that, with the same chemical 

composition, the dominant luminescence mechanisms in different configurations can 

be very different. The top of the valence band and the bottom of the conduction band 

are decided by the hybrid QD in most compositions. However, in the majority of 

configurations of CdSe quantum-dot-doped glass with composition of 0.33Na2O-

0.67SiO2 (in molar fraction) exhibit totally different luminescence mechanisms, that 

the top of the valence band is determined by the hybrid glasses. These results provide 

a better understanding of the electronic structure and luminescence mechanisms of 

these complex systems, giving guidance for future compositional design of highly 

luminescent glass containing quantum dots. 

 

6.2 Computational details 

First of all, I want to outline some definitions here to better illustrate the complex 

hybrid systems I modelled. Actually, the CdSe quantum dot-doped glasses can be 

divided into three parts or regions of space: (a) the hybrid QD, (b) the hybrid glasses, 

and (c) the pristine glasses whose structure is not affected by the QD, as Figure 6.1 

illustrates.  
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Figure 6.1 Illustration of structural composition of CdSe quantum dot-doped glasses. 

When the pristine CdSe QD is introduced into the glass matrices, enormous structural 

reconstruction is observed, resulting in the formation of hybrid QD (including Cd and 

Se atoms) whose structure is very different from the pristine QD. At the same time, the 

structural reconstruction also happens in the glass matrices due to interactions with QD, 

forming a hybrid glass (including O, Na and Si atoms). The hybrid QD and hybrid glass 

are connected by forming interfacial bonds such as Na-Se and Cd-O bonds. However, 

the density of the QDs in the glass matrix is small, thus the incorporation of CdSe QD 

can only influence the glass structure in the short range, without further impact on the 

glass structure in the long range. Therefore, the structure of the pristine glass which is 

far from the CdSe QD remains unchanged. These micro regions are separated by dense 

and amorphous pristine glass. 

 

6.2.1 Generation of x Na2O-(1-x) SiO2 glasses matrix 

The pristine glass configurations were generated using the classical MD method 

developed in chapter 4 (4.2.4). The randomly distributed atoms in a simulation cell, 

giving the same glass composition and density, were melted from 300 K to 6000 K in 

steps of 1000 K with a 60 ps MD run at each temperature in NVT ensemble. After 

equilibration of the liquid at 6000 K during 400 ps, the system was cooled gradually in 

steps of 500 K with a 60 ps run at each temperature from 6000 K to 300 K. Another 

200 ps NVT simulation was carried out at 300 K, together a 200 ps NVE simulation in 

order to equilibrate the structure. It should be noted here the CdSe QD will be 

introduced into the glass structure obtained only by classical MD. 

Besides, I wanted to investigate the impact of CdSe QD on the electronic structures of 

pristine glass, thus, for each chemical composition, a further AIMD simulation was 

conducted using the final configuration of classical MD as initial configuration. It was 

quenched from 1000 K to 300 K in steps of 50 K, with a total 10 ps AIMD run at a time 

step of 2 fs. The production run was conducted in the NVT ensemble at 300 K for 10 

ps. 500 configurations were selected at equal interval from a 10 ps production run of 

ab initio molecular dynamics simulation. Among those, 50 configurations were picked 
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to perform the full calculation and analysis of the electronic structure of pristine glass. 

6.2.2 Generation of CdSe quantum dot-doped glasses structure 

The pristine CdSe QD was directly introduced to the glass matrix by removing the glass 

atoms so interatomic distances between the QD and the glass matrix were longer than 

2.5 Å. The whole structure was equilibrated at 1000 K, first using 200 ps of NVT 

dynamics and then 200 ps of NVE dynamics, initially with atoms from the CdSe QD 

frozen. The structure was then cooled gradually in steps of 50 K with a 60 ps MD run 

at each temperature from 1000 K to 500 K, while keeping CdSe QD frozen. Subsequent 

cooling from 500 K to 300 K took place in steps of 10 K, with all atoms allowed to 

move. Finally, the structure were further equilibrated at 300 K with a 200 ps NVT 

dynamics, and a final 200 ps NVE dynamics (as described in detail in 5.2.3). 

6.2.3 AIMD of CdSe quantum dot in glass matrix 

Then, after equilibration of systems using the classical MD simulations described 

above, I used the resulting configurations as starting point for AIMD runs. The structure 

was quenched from 500 K to 300 K in steps of 50 K, with a total 10 ps AIMD run at a 

time step of 2 fs. The production run was conducted in the NVT ensemble at 300 K for 

10 ps (as described in detail in 5.2.3). 500 configurations were selected at equal interval 

from a 10 ps production run of ab initio molecular dynamics simulations. Among those, 

50 configurations were picked to perform the calculation and analysis of the electronic 

structure of CdSe quantum dot-doped glasses. 

6.2.4 Electronic structures calculation 

Before performing the electronic structures calculations of all the configurations 

obtained from AIMD runs, the density of states of Cd33Se33 QD (Figure 6.2) was 

calculated to test the accuracy of several exchange-correlation functionals. The PBE, 

PBE0, B3LYP, and HSE06 exchange-correlation functionals incorporated in the CP2K 

code were chosen. The top of the valence band and Fermi level was set at 0 eV. The 

HOMO-LUMO gap was measured 1.23 eV, 2.07 eV, 2.24 eV and 3.43 eV, obtained 

from calculations based on PBE,157 PBE0,193 B3LYP,159 and HSE06194 exchange-
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correlation functionals respectively. 

 

Figure 6.2 Density of states of Cd33Se33 quantum dot calculated based on B3LYP 

(black line), PBE (red line), PBE0 (blue line), and HSE06 (magenta line) exchange-

correlation functionals. The top of the valence band and the Fermi level was set at 0 eV. 

Comparing with the experimental value (~ 2.86 eV) of Cd33Se33 QD, we can see that 

hybrid functionals have better performance in estimating the HOMO-LUMO gap. 

However, the computational cost of calculations based on B3LYP and HSE06 

functionals are demanding especially considering the large system of CdSe quantum 

dot-doped glasses. Therefore, the hybrid functional PBE0-TC-LRC was chosen for the 

further electronic structures calculation of pristine glasses and CdSe quantum dot-

doped glasses with a cutoff radius of 2 Å. It underestimates the bandgap but we will be 

intended in relative trends, not absolute values. 

The 50 configurations of pristine glasses and CdSe quantum dots-doped glasses of each 

composition together the pristine QD performed the calculations and analysis of the 

electronic structures. Table 6.1 shows the compositions of pristine glasses and CdSe 

quantum dot-doped glasses with various sodium oxygen content. 

 

Table 6.1 Composition of the different x Na2O (1–x) SiO2 (in molar fraction) glasses 

investigated in this study and their respective densities. For each system, I list the 

number of O, Si, Na, Cd and Se atoms in the simulation cell of the CdSe quantum dot-
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doped glass.  

Pristine Glass CdSe quantum dot-doped glasses 

(Na2O)x(SiO2)1–x Density 

(g/cm3) 

O Si Na Cd Se 

x = 0 2.20 224 112 -- 33 33 

x = 0.25 2.43 210 90 60 33 33 

x = 0.33 2.49 195 78 78 33 33 

x = 0.5 2.56 186 62 124 33 33 

 

From previous work, the electronic structure calculations based on the generalized 

gradient approximation (GGA) or local density approximation(LDA) exchange-

correlation functionals severely underestimated the HOMO-LUMO gap and long range 

Coulombic interactions. The inclusion of the Hartree-Fock exchanges was found in 

literature, to provide a more accurate description of the band gap,105, 133 moreover, the 

computational cost of nonlocal functional calculations can be reduced using the 

auxiliary density matrix method (ADMM).195 

 

6.3 Results of calculations & Discussions 

6.3.1 Atomic structure 

The final structures of the CdSe quantum dot-doped glasses with different sodium 

ratios were shown in Figure 6.3. The chemical environment of the final structure was 

analyzed as shown in Table 6.2. As glass modifiers, sodium ions can break the bond 

between Si atoms and O atoms, contributing to the appearance of non-bridging oxygen 

atoms. The percentage of O atoms bonded with Si atoms decreased from 96.79% to 

31.97% with the increasing Na2O amount. Meanwhile, the non-bridging oxygen 

preferred to be bonded with Cd atoms rather than Na atoms, as demonstrated by an 

increase of percentages of O atoms bonded with Cd atoms from 2.91% to 5.87%. Se 

atoms also tend to be bonded preferentially with sodium ions as the concentration of 

the Na2O ascended in the glass matrices, with 37.09% of Se atoms bonded with Na 
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atoms when x = 0.5. In some configurations, even 33 Se atoms were found to be bonded 

with sodium ions. It was expected to observe the increased breakage of the bond 

between Cd atoms and Se atoms when adding Na2O into the glass matrices. These 

results showed that the CdSe QD is sensitive to the composition of the glass matrices. 

This has been experimentally validated by the Raman spectra that the Raman shift of 

CdSe QDs with the same size in different hosting mediums were different. The lattice 

contraction effect, depended on the thermodynamic conditions decided by the 

interactions between QDs and glass matrix, were proposed to explain this 

phenomenon.63 In the colloidal method, the CdSe QD core was observed to maintain 

its bulk structure when capped by organic ligands.113, 120, 129 However, the interfacial 

structure and the structure of the CdSe QD is reconstructed in a large scale when the 

ratio of sodium oxygen is changed. 

 

Figure 6.3 Final configuration from the AIMD simulations of the CdSe quantum dot-

doped glasses. Glass composition: (a)112 SiO2-33 CdSe, (b) 30 Na2O-90 SiO2-33 CdSe, 

(c) 39 Na2O-78 SiO2-33 CdSe, (d) 62 Na2O-62 SiO2-33 CdSe. 
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Table 6.2 Average percentage of O, Na, Si Se, and Cd bonded with different atoms 

averaged over the AIMD simulations of CdSe QD in x Na2O - (1-x) SiO2 glass matrix. 

Bonds x = 0 x = 0.25 x = 0.33 x = 0.5 

O 

O-Si 96.79 59.44 50.29 31.97 

O-Na 36.82 44.54 62.16 

O-Cd 2.91 3.72 5.17 5.87 

Si Si-O 97.99 96.25 94.54 83.07 

Na 
Na-O 87.45 86.21 83.57 

Na-Se 7.4 8.05 7.73 

Se 
Se-Na 17.06 23.72 37.09 

Se-Cd 89.61 81.9 76.26 62.88 

Cd 
Cd-O 12.88 19.87 27.7 35.95 

Cd-Se 87.1 79.89 71.72 59.73 

6.3.2 HOMO-LUMO gap distribution 

The HOMO-LUMO gap for the pristine QD was found to be 2.08 eV with the 

methodology chosen, which is smaller than the experimental value (~ 2.84 eV).156 The 

goal of the calculation is not to reproduce the exact value of the experimentally 

observed absorption peak, but rather to predict the impact of the glass matrices on a 

relative energy scale, which can be corrected “a posteriori” by a constant energy shift 

to a first approximation. 10 configurations were selected from the AIMD production 

run of pristine glasses, and the average HOMO-LUMO gaps were 7.19 eV, 4.44 eV, 

4.33 eV and 4.41 eV when x changed from 0, 0.25, 0.33, 0.5, respectively. The reported 

experimental value for amorphous SiO2 lies in the range of 8.7-9.4eV.196-197 The 

calculated HOMO-LUMO gap of SiO2 glass in our work was comparable to other 

researchers’ work, which were 5.3 eV,98 5.35 eV,94 5.657 eV,101 and 8.47 eV99, 

depending on the computational methodology. It was found in previous research that 

when Na2O is introduced into pure SiO2, first the band gap decreases sharply but the 

decreasing rate slows down after x = 0.2.101 The gap of pristine glass with x = 0.5 was 
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higher than that with x = 0.33, which may be due to strained regions after structure 

relaxation in x = 0.5 model.99  

 

Figure 6.4 Histograms of HOMO-LUMO gap for 50 configurations of CdSe quantum 

dot-doped silicate glasses. The composition of the x Na2O- (1-x) SiO2 glass matrices: 

(a) x = 0; (b) x= 0.25; (c) x = 0.33; (d) x =0.5. A simple Gaussian function was used to 

fit the data and SD represent the standard deviation. This is not a physical model but a 

guide for the eye and a way of comparing distributions. 

50 configurations were chosen from the AIMD production runs of the CdSe quantum 

dot-doped glasses to conduct the DFT calculations. The HOMO-LUMO gap 

distribution of each composition is shown in Figure 6.4. The average values of the gap 

are 1.95 eV, 2.11 eV, 1.71 eV and 1.84 eV, when x changed from 0 (Figure 6.4 (a)), 

0.25 (Figure 6.4 (b)), 0.33 (Figure 6.4 (c)) to 0.5 (Figure 6.4 (d)), respectively. The 

relationship between the HOMO-LUMO gap and the ratio of the Na2O was nonlinear, 

different from the relationship between the HOMO-LUMO gap of the pristine glass 

and sodium oxygen contents.  
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Due to the fluctuation in the composition and thermal condition, the experimentally 

fabricated glasses are regarded as inhomogeneous in microscopic regions. Thus, each 

configuration in our calculation can represent a small part of the real glass sample, 

meaning that each CdSe QD can have different interfacial environment in the glass 

matrices. Our systems therefore represent spatial fluctuations of the real physical 

system. The optical properties of the glass sample are a collective representation of 

these micro regions. Even though the composition for each simulated configuration 

was the same with equal amount of the Na2O in glass matrices, the HOMO-LUMO gap 

still fluctuated, with standard deviation ranging from 0.15, 0.13, 0.29 and 0.12 eV, 

respectively. These results reflect that the interfacial environment of each QD in glass 

matrices is rather complicated in terms of the electronic structures.  

It should be noted that the standard deviation of x = 0.33 was much higher than other 

glasses composition. Therefore, it indicates broad distribution in absorption and 

photoluminescence of CdSe QD formed in the glasses, resulting in low 

photoluminescence quantum yield of QDs in glasses, which is unfavorable for their 

potential application. Thus, it gives guidance to the compositional design of glass 

matrix that x = 0.33 is not a desirable ratio if we want to fabricate highly luminescent 

glasses. 

6.3.3 Luminescence Mechanisms 

In order to have a better understanding of the impact of glass matrices on the electronic 

structures of the CdSe QD, I calculated the density of states and projected density of 

states of the pristine glass, pristine QD, and CdSe quantum dot-doped glass (Figure 

6.5). For the final structure of x = 0 (Figure 6.5 (a)), x = 0.25 (Figure 6.5 (b)) and x = 

0.5 (Figure 6.5 (d)), the HOMO orbitals and LUMO orbitals were determined by the 

hybrid QD. Interestingly, the HOMO orbitals in x = 0.33 (Figure 6.5 (c)) were special 

compared to other composition, because it was determined by hybrid glass instead of 

the hybrid QD. Meanwhile, the LUMO orbitals were still decided by hybrid QD. These 

results demonstrated two different luminescence mechanisms of CdSe quantum dot-

doped glasses (Figure 6.6). For what I will call type I (Figure 6.6 (a)), when the 

electrons are excited from the hybrid glass, they will leave holes on the valence band. 
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These photogenerated electrons will relax to the LUMO orbitals formed by the hybrid 

QD. The holes and electrons are in different spatial locations, resulting in indirect 

recombination (red straight dash line) and enhanced nonradiative recombination (red 

curve dash line). For what I will call Type II (Figure 6.6 (b)), both electrons and holes 

are generated in hybrid QD upon excitation, leading to the direct recombination (red 

straight line) and subsequent intrinsic emission from the hybrid QD.  

Besides, the impact of the interfacial bonds was also investigated. As we can clearly 

see from Figure 6.5, the projected density of states of Se-Na (magenta solid line ) and 

Cd-O (blue line) contribute to the peak at the bottom of conduction band. However, the 

peak formed by the hybrid QD (red solid line), Se-Na, and Cd-O are at the same 

position. Therefore, we can conclude that both Se-Na and Cd-O bonds contribute to the 

frontier orbitals but not shift the energy level of the frontier orbitals. 

Figure 6.5 Density of states and projected density of states of final structure of the 
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AIMD calculation of CdSe quantum dot-doped glasses. The hybrid glass included O 

atoms, Na atoms and Si atoms, while hybrid QD was composed of Cd atoms and Se 

atoms. Cd-O (Se- Na) represent the projected density of states of the Cd(Se) atoms 

bonded with O(Na) atoms and O(Na) atoms bonded with Cd(Se) atoms. The HOMO 

and the Fermi level are set at 0 eV. Panel (a) to (d) correspond to compositions of x = 

0, 0.25, 0.33, and 0.5, respectively. 

 

Figure 6.6 Energy diagrams of CdSe quantum dot-doped glasses. 

I further analyzed the density of states of 50 configurations of each composition. Based 

on the DOS, each configuration was assigned to one type of luminescence mechanism 

(Figure 6.7). Importantly, the luminescence mechanisms of CdSe quantum dot-doped 

glasses were found to be strongly dependent on the composition of the glass matrices. 

When x = 0, 0.25, and 0.5, luminescence was mainly determined by the direct transition 

between HOMO and LUMO of hybrid QD (Type II mechanism). On the other hand, 

when x=0.33 (Figure 6.7 (c)), the luminescence was mainly determined by the indirect 

transition between the LUMO of hybrid QD and HOMO of hybrid glass (Type I 

mechanism), and only 7 out of 50 configurations were classified to Type II. Thus, the 

composition of the glass with x= 0.33 is less favorable for practical application. For 
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one thing, the standard deviation of x = 0.33 (Figure 6.4) is much higher than other 

compositions, contributing to the broad distribution of photoluminescence. For another 

thing, the electrons and holes are generated in different spatial regions, tending to 

induce indirect recombination. Both are likely to reduce the quantum efficiency. 

Traditionally, the luminescence of the CdSe quantum dot-doped glass can be divided 

into two competitive parts, which are defect emission and intrinsic emission.29, 72 The 

defect emission is attributed to trap states formed by surface defects such as dangling 

bond, vacancies and so on. Meanwhile, the intrinsic emission of CdSe QD is related to 

the direct recombination of the excitons formed within the QD.  

 

Figure 6.7 HOMO-LUMO gap of the 50 configurations of the AIMD production run 

of CdSe quantum dot-doped glass. The solid black line represent the HOMO-LUMO 

gap of the pristine QD which is for reference here. The black symbols represent the 

luminescence mechanism of this configuration belonging to type I and red symbols 

represent type II (see Figure 6.6). 
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However, according to the atomic structure and the HOMO-LUMO gap as well as the 

density of states of each configuration, a new luminescence mechanism quite different 

from previously published researchers’ models was proposed. We hypothesize that the 

luminescence of CdSe quantum dots embedded in silicate glass matrices observed in 

experiments, was not defect emission induced by the surface defects, nor intrinsic 

emission from pristine QD as the common model proposed by experimentalists, but the 

intrinsic emission of the hybrid QD and hybrid glasses.  

It is a highly hybrid system, in which the surface defects and core cannot be separately 

discussed because their coupling is too important. Firstly, I analyzed the 200 

configurations of all the compositions, the large-scale structure reconstruction can be 

observed in each configuration and it is hard for the core to maintain its bulk crystalline 

structure (Figure 6.3). Na atoms were found to be bonded with the Se atoms even near 

the core of the QD. Therefore, there is little possibility of CdSe QD to avoid the 

interaction with glass matrices, and keep the pristine state. Secondly, only a small ratio 

of configurations were found to have the same value of HOMO-LUMO gap as the 

pristine QD (Figure 6.7) with a broad distributions of values instead, further proving 

the little possibility of the existence of pristine QD in glass matrices. Thirdly, no midgap 

state was found to be formed inside the HOMO-LUMO gap, as observed in some 

colloidal quantum dots where the orbital of pristine QD still exists.113-114, 116, 118, 126 

Based on the density of states (Figure 6.5), it is therefore clear that the peak of the 

pristine peak disappeared and the frontier orbitals were shifted in hybrid QD. Therefore, 

pristine QD is less likely to exist in the sodium silicate glass. The emission of the CdSe 

quantum dot-doped glasses originates from the exciton recombination of the hybrid 

system formed by the hybrid QD and hybrid glass, and cannot be described by 

simplistic models . 

6.3.4 Impact of glass matrices on the electronic structure of CdSe QD 

I investigated the impact of the glass matrices on the electronic structure of CdSe 

quantum dot investigated by comparing the density of states of hybrid QD and pristine 

QD (Figure 6.8). The top of the valence band of pristine QD was decided by Se atoms 

and the bottom of conduction band was determined by Cd atoms (Figure 6.8 (e)). When 
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the quantum dot was introduced to the glass matrices, the top of the valence band was 

still decided by Se atoms but the Se atoms bonded with Na atoms contributed mostly 

to the frontier orbitals. It should be noted that all Se atoms were bonded with Na atoms 

in the final structure of x = 0.5 (Figure 6.8 (d)). The bottom of the conduction band 

was determined by Cd atoms and the Cd atoms not bonded with O atoms contributed 

mostly to the LUMO. However, the energy separation between Cd atoms bonded with 

O atoms and Cd atoms not bonded with O atoms has not been observed.  

Figure 6.8 The density of states of the hybrid QD of AIMD simulation of CdSe 

quantum dot-doped glasses and pristine QD. Cd(O) represents the Cd atoms bonded 

with O atoms and Se(Na) represents the Se atoms bonded with Na atoms. Cd represents 

the Cd atoms not bonded with O atoms. Se represent the Se atoms not bonded with Na 

atoms. 

6.3.5 Impact of CdSe QD on the electronic structures of glass matrices 
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Figure 6.9 The density of states of the hybrid of the AIMD simulation of CdSe quantum 

dot-doped glasses and pristine glasses. O(Cd) represents the O atom bonded with Cd 

atom and Na(Se) represent the Na atom bonded with Se atom. 

I also investigated the effect of the presence of CdSe QD on the electronic structure of 

the pristine glass. There were two typical segments in the upper valence band of pristine 

glasses as well as the hybrid glasses (Figure 6.9). They mainly consist in oxygen 2p 

lone pair orbitals of for the highest orbitals and in bonding states between silicon sp3 

hybrids and oxygen 2p orbitals from -10 eV to -5 eV.198-199 It is apparent that the 

introduction of CdSe QD sharply decreases the gap of pristine glass with the bottom of 

the conduction band shifting to the lower energy part. Besides, an additional peak 

appears at the shoulder of the upper segments formed by the oxygen lone pair orbitals 

in CdSe quantum dot-doped glasses, which can be attributed to non-bonding oxygen 

atoms.  

Although there were 7 configurations (red symbols in Figure 6.7 (c)) which 

luminescence mechanism belonged to type II when x =0.33, the impact of the CdSe 

QD on the pristine glass and the effect of the pristine glass on CdSe was the same as in 

other configurations. For example, the configuration obtained from the AIMD 

production run at 7 ps with x =0.33, it is apparent that the top of the valence band is 

determined the hybrid QD, so the luminescence mechanism of this configuration is 

assigned to type II (Figure 6.10 (a)), different from the majority of the configurations 

of x = 0.33. However, the impact of glass or CdSe QD demonstrates similar tendency. 

A much smaller HOMO-LUMO gap of hybrid glasses compared with pristine glasses 

(Figure 6.10 (b)) can be observed, indicating the presence of CdSe QD can greatly 

decrease the bandgap of pristine glass. The hybrid orbitals formed by Se atoms and Na 

atoms played a dominate role in the HOMO orbitals. Meanwhile, similarly, the HOMO 

orbital is found to be decided by Se atoms which are bonded with Na atoms in hybrid 

QD (Figure 6.10 (c)). 
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Figure 6.10 This configuration was obtained from the AIMD production run with x = 

0.33 at 7 ps. (a) The density of states of hybrid glass, hybrid QD, pristine QD, pristine 

glass (x= 0.33), Cd-O bonds and Se-Na bonds. (b) The density of states of the hybrid 

glasses and pristine glasses (x =0.33). (c) The density of states of the hybrid QD and 

the pristine QD.  

6.4 Summary & conclusions 

To the best of my knowledge, my calculations are the first realistic electronic structure 

calculations of CdSe quantum dot-doped glasses, which is of prominent importance of 

exploring their optical properties. By varying the amount of the sodium oxygen in 

xNa2O-(1-x)SiO2 glass matrices, the compositional dependency of structural 

reconstruction and luminescence mechanisms was illustrated.  

The additional introduction of Na2O promotes the formation of Cd-O bonds and Se-Na 

bonds, breaking some Cd-Se bonds. We extend here the results of the previous chapter 

by studying this impact of glass composition. Meanwhile, the luminescence 

mechanisms show an important dependency on the composition of the glass matrices. 

When x = 0, 0.25, 0.5, the HOMO is decided by the hybrid QD, while the HOMO is 

determined by the hybrid glasses in most configurations of x = 0.33.  

The existence of the CdSe QD sharply decreases the bandgap of the glass in the 

interface between CdSe QD and glass matrices compared with pristine glasses. The 

interfacial bonds contribute greatly to the frontier orbitals, without forming midgap 

states within the HOMO-LUMO gap. Besides, the HOMO-LUMO gap show a broader 

distribution in x = 0.33 compared with other compositions. The spatial separation of 

the holes and electrons in most configurations of x = 0.33 and its wide HOMO-LUMO 

distribution, predicting the low quantum efficiency of this composition. 

In particular, given the atomic structure, HOMO-LUMO gap distribution and density 

of states of the CdSe quantum dot-doped glasses, it is apparent that there is little 

possibility of the existence of the pristine QD, demonstrating no intrinsic emission from 

the pristine QD. Thus, a totally new energy diagram model is proposed, much different 

from the colloidal QD and the model generally proposed in the literature by the 

experimentalists fabricating CdSe quantum dot-doped glasses. The CdSe QD is 
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surrounded by the glass matrices, where the structural reconstruction happens, forming 

the structure of hybrid QD and hybrid glasses. Due to the low concentration of the QDs 

in glass matrices, these hybrid system only exist in micro regions, surrounded by the 

dense amorphous pristine glass matrix, acting as a shell towards the hybrid systems 

composed of hybrid QD and hybrid glasses. Therefore, the emission of the CdSe 

quantum dot-doped glasses originate from the intrinsic emission of the hybrid systems, 

rather than the intrinsic and defect emission from the pristine QD and its trap states in 

traditional model.  

Our results answered why the quantum efficiency of CdSe quantum dot-doped glass is 

much lower than their colloidal part. On the one hand, there is no intrinsic emission 

from the pristine QD due to the strong impact of the glass matrices on CdSe QD. On 

the other hand, from the experimental part, the glass is inhomogeneous in microscopic 

regions due to the fluctuation of the thermal condition and composition. Even with the 

same composition of these hybrid systems, the electronic structures of each 

configuration was variable, exhibiting different optical properties, resulting in the 

broad emission. 

My results demonstrate that the composition of glass matrix is of significant importance 

on the optical properties of CdSe QD. Therefore, the compositional design of glass 

matrix is supposed to be taken into consideration if we want to obtain highly 

luminescent glasses. The ratio of sodium should be adjusted cautiously from 

experimental part, but the role of Na ions as glass modifiers also should be taken into 

consideration. It is suggested that x = 0.33 may not be a desirable ratio for the glass 

matrix, and x=0.25 would be a good choice. For one thing, the melting point of 

fabricating the CdSe quantum dots doped glasses will not be too high for glass with 

composition of x= 0.25. For another thing, the standard deviation is 0.13 eV, which is 

smaller compared with other compositions, indicating sharper emission peaks. 

Moreover, the HOMO and LUMO orbitals are determined by hybrid QD, resulting in 

the higher possibility of intrinsic luminescence.
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Chapter 7 

7 Conclusions and perspectives 

7.1 Conclusions 

CdSe quantum dots doped glasses combines the excellent mechanical, thermal, and 

chemical stability of glasses matrix with the remarkable optical properties of CdSe 

quantum dots. However, the development of these materials is restricted by its poor 

quantum efficiency, which reason is challenging to be investigated from experimental 

parts. In this thesis, multiscale methodologies have been developed in this thesis to 

probe the structural and electronic origins of defect emission of CdSe quantum dots 

doped glasses. 

In the first stage of the studies, a simplified model was built by capping the CdnSen (n 

= 3, 10, 13, and 33) clusters with non-bridging oxygen atoms and glass modifiers (Na, 

Ca, Zn), apart from which the intrinsic defects were also explored by capping with Se 

atoms and Cd atoms. Based on the geometry optimization results and electronic 

structures calculation under the DFT framework, the adatoms were found to contribute 

to enormous structural reconstruction and paired defect states at the edge of the valence 

and conduction band, resulting the redistribution of HOMO and LUMO orbitals. Most 

importantly, Na ions were found sharply decrease the HOMO-LUMO gap from 2.84 

eV to 1.2 eV, leading to the near-infrared photoluminescence, which has been proved 

by experiments. 

However, these simplified model was far from the real interfacial structure between the 

CdSe QD and glass matrix, and the passivation of the surface atoms was intended, 

which cannot really reflect the impact of the glass matrix on CdSe QD. Thus, CdSe QD 

was supposed to be directly introduced to the glass matrix to give a straightforward 

illustration of the local atomic structures of CdSe quantum dot-doped glasses.  

In the second stage, the structures of glass matrix have been obtained from melt-

quenching method using classical molecular dynamics simulation. The parameters of 

pairwise potential and thermal process have been adjusted by reproducing the radial 
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distribution functions with high accuracy and quality compared with experimental 

findings. 

Then, the CdSe QD was incorporated into the glass matrix by a combination of classical 

molecular dynamics and ab initio molecular dynamics. Based on the analysis of radial 

distribution functions, coordination environment and ring structures, an important 

structural reconstruction occurs at the interface between the CdSe QD and glass matrix, 

with the formation of Cd-O and Se-Na bonds and breakages of some Na-O and Cd-Se 

bonds. The structural properties and bond length were in excellent agreement with 

experimental observations, enhancing better understanding of interactions between 

CdSe QD and glass matrix. 

Finally, the electronic structures of CdSe quantum dots doped glasses have been studied 

with emphasis on the impact of glass compositions on the optical properties of the 

whole system. The types of luminescence mechanisms depended on the compositions 

of glass. In all the configurations with sodium content equal to 0, 0.25 and 0.5, both the 

top of valence band and bottom of conduction band was decided by hybrid QD. But in 

most configurations with sodium content equal to 0.33, the top of the valence band was 

determined by hybrid glass, indicating the indirect recombination of holes and electrons. 

Importantly, based on the analysis of structures, HOMO-LUMO gap distributions and 

density of states, my results provided a new explanation to the photoluminescence, 

which was originated from the intrinsic emission of these hybrid systems rather than 

the combination of defect emission and intrinsic emission of pristine CdSe QDs.  

The results of this thesis explained why the quantum efficiency of the glass matrix was 

so low. First of all, the sufficient supply of non-bridging oxygen and glass modifiers 

provided abundant source of defects of CdSe QDs by forming the interfacial bonds 

such as Se-Na and Cd-O bands. These strong interactions between glass matrix and 

CdSe QD resulted in the enormous structural reconstruction of CdSe QD, thus the 

disappearance of pristine QD. Secondly, even with the same composition, the 

inhomogeneous nature in glass microstructures contributed to various interfacial 

structures, leading to the different energy the diagram, further resulting in the broad 

emission of CdSe quantum dots doped glasses.  

To the best of my knowledge, the methodology I developed in this thesis was the first 

computational study of the local atomic structure and electronic structure of CdSe 
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quantum dot-doped glasses. These results significantly extend our understanding of the 

interfacial structure of CdSe QD-doped glasses, and provide physical and chemical 

insight into the possible defect structure origin of CdSe QD, of interest to the 

fabrication of the highly luminescent CdSe QD-doped glasses. 

 

7.2 Perspectives 

In future work, various glass systems will be studied since I only focused on the sodium 

silicate glass matrix while the glass components are much more complex in 

experimental fabrication. Glass structure with multiple components (such as CaO, 

Al2O3, and ZnO) will be built to study the effect of the glass matrix.  

Sodium ions were found to be detrimental to the optical properties of CdSe QDs in my 

study by altering the networks of glass matrix and further the structure of CdSe QD and 

forming defect states with high possibility of defect emission. These results can give 

guidance for the adjustment of the component of the glass matrix and the fabrication 

of highly luminescent CdSe QD-doped glasses. For example, my work suggest that it 

is worth adjusting the amount of sodium in the glass composition to neglect the 

unfavorable defect emission. At the same time, I recommend reaching a compromise 

between the low sodium contents and melting temperature because sodium can alter 

the melting point of glass. The sodium content equal to 0.33 would not be a good trial 

composition.  

Besides, my results demonstrated that the surface Cd atoms are more likely to be 

passivated by the oxygen in the glass matrix, which may provide possibilities of 

fabricating core-shell CdSe QDs by adjusting the thermal treatment. The fabrication of 

a core-shell structure of CdSe QDs is more difficult and less explored compared with 

colloidal quantum dots. 

I also aim at studying more in depth the influence of the QD size on the nature of the 

QD/glass interface and the properties of the hybrid system. While the influence of QD 

size on its emission properties is well known for QDs in solution, the nature of the 

interface reconstruction for QDs embedded in glass matrices is not currently known. I 

expect, from the results obtained in this thesis, that the interfacial reconstruction 

remains similar: it is, after all, linked in large part not to the system size but to the 
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nature of the competition between Cd-Se, Cd-O, and Na-O interactions. However, 

because the surface/bulk ratio is directly linked to the size of the QD, the properties of 

the composite systems would be affected. While it is not currently possible to explore 

larger QD sizes at the level of theory chosen here (ab initio molecular dynamics), 

studies using QM/MM strategies could be of use in order to directly address the 

question of larger quantum dot sizes. 

All of my calculations about the electronic structures of CdSe quantum dot-doped 

glasses were based on time-independent density functional theory. With the 

development of the computational power and algorithm, time-dependent functional 

theory (TD-DFT) can reasonably simulate the excited process in QDs, allowing for 

inclusions of electron-hole interactions at moderate computational time. The excellent 

description of qualitative trend in optical response to stoichiometry and ligand 

modifications of CdSe QDs has been reported in other researcher’s work.  

In my future work, I want to probe the optical active or inactive nature of these 

hybridized states obtained in this thesis under the TD-DFT framework, which can 

predicts the qualitative trends in lower-energy optical transitions. There are a lot of 

questions remaining to be answered in the realm of CdSe QDs. With the help of 

computational simulation, one can expect its suggestion to the adjustment of the 

fabrication method of quantum dots doped glasses to achieve its potential application. 
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Contexte de mon travail 

(1) Point Quantique ou Quantum Dot

Un exciton (un état lié composé d'un trou et d'un électron) dans un semi-conducteur 

massique a une longueur de délocalisation caractéristique, qui est appelée son «rayon 

de Bohr». L'exciton devient quantique lorsqu'une ou plusieurs dimensions spatiales du 

cristal semi-conducteur sont de l'ordre du rayon de Bohr, ou plus petites que celui-ci. 

Un point quantique, ou boîte quantique (plus souvent appelé par son nom anglais de 

quantum dot, ou QD) est un semi-conducteur dont la fonction d'onde électronique est 

confinée dans toutes les dimensions. Une caractéristique spécifique du semi-

conducteur dans le régime QD est la structure discrète des états électroniques, très 

différente des bandes d'énergie continues du matériau massique (ou bulk) (Figure S1). 

Les états quantifiés sont ordonnés en énergie et sont désignés par un couple de nombres 

quantiques principaux (n) et de nombres quantiques azimutaux (L), dans lequel n est 

généralement représenté par un nombre et L par une lettre (S, P, D, ... pour L = 0, 1, 

2, ..., respectivement) et les états correspondants sont 1S, 1P, 1D, 2S, etc. 

Figure S1 Modèle idéalisé des états électroniques dans un semi-conducteur massique 

(à gauche) et un QD sphérique fait du même matériau (à droite). Tiré de la référence 1. 
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(2) Confinement quantique et effet de taille

Les excitons quantiques peuvent être approximativement illustrés par un simple 

potentiel de particules dans une boîte en trois dimensions. La fonction d’onde des états 

du niveau fondamental a pour partie radiale l’expression suivante: 

Φ1,0,0(𝐫, 𝛉, 𝛗) =
1

√2𝛑𝐑

𝐬𝐢𝐧(𝛑𝐫 𝐑⁄ )

𝐫
Eq. 1-1 

L'énergie correspondante est:

𝑬1,0 =
ℏ2𝝅2

2𝒎𝑹2 Eq. 1-2 

où ℏ est la constante réduite de Planck et m est la masse de la particule, qui est 

remplacée par la masse effective de l'électron (me) ou la masse du trou (mh) dans le cas 

de la conduction ou de la bande de valence, respectivement. R est le rayon du point 

quantique (QD). L'énergie de la bande interdite (Eg) est définie par l'espacement entre 

les niveaux de l'électron de bord de bande (1Se) et du trou (1Sh), et elle peut être calculée 

comme la somme des énergies de la bande interdite globale (Eg,0) et E1,0 de l'électron 

et du trou:2 

𝑬𝒈 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝑹
2 +

ℏ2𝝅2

2𝒎𝒉𝑹2 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝒉𝑹2 Eq. 1-3 

où meh = memh/(me+mh) est la masse réduite des trous électroniques. Les effets de 

Coulomb doivent également être pris en considération : 

𝑬𝒈 = 𝑬𝒈,0 +
ℏ2𝝅2

2𝒎𝒆𝒉𝑹2 −
1.765𝒆2

𝜺∞𝑹
Eq. 1-4 

où ∞ est la constante diélectrique à haute fréquence. En calculant l'énergie de 

l'interaction electron–trou (e–h) de Coulomb dans le cadre de la théorie des 

perturbations du premier ordre, on obtient le troisième terme à droite. 

Par conséquent, la bande interdite des points quantiques (QDs) peut être ajustée en 

fonction de leur taille. Un décalage vers le bleu du premier pic d'absorption peut être 

observé par rapport aux matériaux homologues massiques. Cette caractéristique unique 
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à l'échelle nanométrique a suscité un développement rapide de la recherche et de la 

commercialisation des QDs. En choisissant des matériaux appropriés avec une bande 

interdite dimensionnée « sur mesure » et en modifiant la taille des QDs, leurs spectres 

d'émission peuvent ainsi couvrir les régions du spectre électromagnétique situées dans 

l’ultraviolet (UV), le visible et le proche infrarouge (NIR) (Figure S2).3  

 

Figure S2 Matériaux QDs représentatifs mis à l'échelle en fonction de leur longueur 

d'onde d'émission superposée sur le spectre électromagnétique. Tiré de la réf. 3. 

Les points quantiques peuvent être divisés en plusieurs catégories en fonction de leur 

composition： 

(1) Les points quantiques II-VI (CdS, CdSe, CdTe, ZnSe) sont les matériaux les plus 

couramment étudiés car leurs spectres d'émission peuvent couvrir tout la région visible 

du spectre.  

(2) Les points quantiques IV-VI (PbS, PbSe, PbTe) font également l'objet d'une grande 

attention en raison de leurs avantages pour l'émission dans le proche infrarouge.  

(3) Les points quantiques III-V (GaAs, InAs) trouvent une application principalement 

dans les amplificateurs laser, avec émission dans l'infrarouge moyen.  

(4) Récemment, les points quantiques basés sur des matériaux pérovskites (CsPbBr3, 

CH3NH3PbCl3) ont suscité un intérêt grandissant en raison de leur grande efficacité 

quantique dans les régions visibles. En outre, les points quantiques de carbone, de 
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silicium et d'argent attirent également l'attention des chercheurs. Leur rendement 

quantique élevé, leur largeur de raie d'émission étroite et leurs propriétés optiques 

ajustables en taille rendent les points quantiques fascinants dans les applications dans 

les cellules solaires4-5, les LED6-8, le bio-étiquetage9-10, etc. 

 

(3) Le mécanisme de luminescence 

 

Figure S3 États de surface dans un point quantique colloïdal CdSe sphérique avec des 

facettes non passivées (111). (a) Modèle, (b) Densité projetée des états, (c) État de 

surface lié au Se– du côté de la bande de valence, (d) État lié au Cd du côté de la bande 

de conduction. Tiré de la réf. 11. 

En raison de leur rapport surface/volume très important, il peut y avoir beaucoup de 

défauts de surface présents sur les points quantiques, tels que des liaisons pendantes ou 

des lacunes, formant des états dits «pièges» dans la bande interdite (Figure S3),11peu 

profonds ou profonds selon les cas. 11 Par exemple, on a observé que les états pièges 

étaient localisés du côté de la bande de valence en fonction de la densité partielle d'états 

(PDOS, partial density of state) (Figure S3(b)), et on a constaté que la densité 
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électronique des orbitales moléculaires occupées les plus élevées (HOMO, highest 

occupied molecular orbital) était distribuée dans les facettes non passivées terminées 

par Se- (111) (Figure S3(c)). Parallèlement, les facettes terminées par Cd (111) ont 

également introduit des états pièges près du bord de la bande de conduction, la densité 

électronique des orbitales moléculaires les plus basses vacantes (LUMO, lowest 

unoccupied molecular orbital) étant localisée sur ces facettes (Figure S3(d)).  

 

 

Figure S4 Schématisation du mécanisme de luminescence des points quantiques 

Le mécanisme de luminescence des points quantiques est illustré à la Figure S4.12 Lors 

de l'excitation, l'électron peut être excité à un niveau d'énergie élevé dans la bande de 

conduction (processus i), et un trou est créé dans la bande de valence, qui se refroidit 

rapidement au niveau de valence le plus élevé (1Sh). L'électron dans les niveaux 

d'énergie élevés relaxe jusqu'au niveau de conduction le plus bas (1Se) en quelques 

centaines de femtosecondes, en dissipant l'énergie excédentaire en énergie thermique 

(processus ii). Par la suite, l'électron au niveau de conduction le plus bas peut se 

recombiner directement avec le trou au niveau de valence le plus élevé par voie 

radiative, processus désiré qui entraîne l'émission intrinsèque des points quantiques 

(processus iii). Cependant, les électrons peuvent également être piégés par les états 

pièges (processus iv), puis se désexciter dans la bande de valence (processus v), 
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contribuant ainsi à l'émission dite « de défaut », qui est décalée vers le rouge par rapport 

à l'émission intrinsèque. La Auger recombinaison est également observée dans les 

points quantiques lors d'une excitation intense (processus vi). Enfin, l'énergie peut être 

totalpoement dissipée par un processus non radiatif (processus vii) sans émission.  

L'émission de défauts est en compétition par rapport à l'émission intrinsèque, ce qui 

peut se traduire par une large largeur de raie d'émission et une faible efficacité 

quantique. En pratique, les défauts peuvent être passivés par des ligands organiques 

pour en réduire le rôle, mais dans la réalité, la couverture insuffisante des couches 

organiques peut ne pas permettre de supprimer suffisament les états de défaut (Figure 

S5(a)). Cependant, les défauts de surface peuvent être éliminés en formant une couche 

de ligands organiques pour mettre fin aux liaisons pendantes (Figure S5(b)).13-14 La 

présence d’une structure cœur/couronne (core/shell) est également une méthode 

courante et efficace pour éliminer les défauts de surface et améliorer l'efficacité 

quantique.15-16  

 

Figure S5 La structure électronique du point quantique en présence de ligands illustrant 

l'apparition d'états de piège dus à une passivation imparfaite (a) et l'élimination de ces 

états de défaut par une passivation parfaite (b). Adapté de la réf.14. 

(4) Méthode de fabrication 

Il existe pour ce qui est des procédés de fabrication deux grandes catégories de points 

quantiques à considérer: les points quantiques colloïdaux, et les verres dopés aux points 

quantiques. Bien que les points quantiques aient d'abord été fabriqués dans des matrices 

de verres,17 la plupart des efforts de recherche dans le domaine des nanocristaux se sont 

orientés vers les échantillons colloïdaux car ceux-ci permettent un contrôle plus facile 

de la taille, des distributions de taille plus étroites, une facilité de passivation de la 

surface, et un rendement quantique plus élevé. Il existe plusieurs méthodes pour 
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fabriquer ces QDs colloïdaux: (1) méthodes aqueuses, (2) méthodes organométalliques 

par injection à chaud, (3) méthodes organométalliques sans injection. En dehors de ces 

méthodes, les QDs peuvent être synthétisés par biosynthèse,18 micro-ondes,19 sol-gel,20 

etc. 

Comme je l'ai mentionné plus haut, le rapport surface/volume élevé des points 

quantiques contribue à leur double nature (faible stabilité et réactivité élevée), de sorte 

qu'ils peuvent être extrêmement instables et se modifient facilement ou réagissent avec 

des substances actives, pour atteindre un état relativement stable dans certains cas de 

passivation. D'une part, leur réactivité élevée leur permet d'être facilement transformés 

en nanomatériaux fonctionnels par des transformations chimiques ciblées. D'autre part, 

leur réactivité élevée les rend également instables et difficiles à contrôler et manipuler, 

alors que pour les application des QDs, il est nécessaire de maintenir un état stable 

pendant le stockage, le traitement et l'utilisation. Même passivés par des couches de 

ligands, l'utilisation de solutions organiques ne peut pas protéger les QDs de l'oxygène, 

de l'eau et des effets thermiques, de sorte que les QDs colloïdaux peuvent être 

facilement oxydés ou dégradés pendant leur utilisation.15 C'est le principal obstacle des 

points quantiques colloïdaux en termes d'applications pratiques. 

La recherche sur les points quantiques a été lancée en 1980 par Ekimov et al.17 qui ont 

fabriqué des nanocristaux de CuCl. Les points quantiques intégrés dans une matrice de 

verre peuvent tirer parti de la stabilité mécanique, thermique et chimique des verres. 

Ainsi, le verre dopé aux points quantiques peut avoir des applications potentielles dans 

les lasers,28 les LED,29-30 etc. 

Les verres dopés aux points quantiques peuvent être fabriqués par la méthode sol-

gel,4,31-34 la méthode d'implantation ionique,35-37 et la méthode d'échange d'ions.38 Les 

défauts des verres préparés par sol-gel sont la contrainte résiduelle et la difficulté 

d'élimination des ligands organiques alors que la profondeur des ions qui peuvent être 

implantés ou échangés est limitée dans les deux dernières méthodes. 

En-dehors des méthodes ci-dessus, la voie la plus courante de préparation des QDs dans 

une matrice de verre est la méthode de trempe à l'état fondu (Figure S6).39 Tout d'abord, 

les matières premières, y compris les composants du verre et les composants des QDs, 

sont mélangées soigneusement. Ensuite, les poudres mélangées sont fondues à haute 

température dans des creusets. Les masses fondues sont versées sur un moule en laiton 
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et trempées par pressage avec d'autres plaques. Les verres obtenus sont ensuite recuits 

à une température plus basse pour éliminer la contrainte thermique. Après le recuit, 

d'autres traitements thermiques à différentes températures (en fonction de la 

température de transition et de cristallisation des verres) et d'une durée variable (de 

plusieurs minutes à quelques heures) sont effectués sur les verres tels qu'ils sont 

préparés afin de fabriquer les verres dopés aux points quantiques. 

  

Figure S6 Schéma du processus de préparation des verres intégrant des points 

quantiques. Tiré de la réf. 39. 

 

Questions scientifiques ouvertes 

Comparés à leurs homologues colloïdaux, les points quantiques incorporés dans une 

matrice de verre présentent un faible rendement quantique de photoluminescence 

(PLQY, photoluminescence quantum yield). L'énorme différence de PLQY entre les 

points quantiques dans les solutions colloïdales et dans les matrices de verre conduit 

naturellement à la question suivante : pourquoi le rendement quantique dans la matrice 

de verre est-il si faible ? Comment peut-on améliorer cette situation, afin d'améliorer 

l'application pratique, par des modifications des points quantiques ou des verres ? 

Des expérimentateurs ont travaillé pendant des décennies pour faire la lumière sur ces 

questions, et certains mécanismes ont été proposés pour expliquer ce phénomène. Il a 

été supposé que la présence de défauts à l'interface entre la QD et la matrice de verre 

peut réduire l'émission excitonique et produire une émission liée aux défauts (defect 

emission) préjudiciable pour les applications. Cependant, il est difficile, sur le plan 

expérimental, de sonder finement l'origine microscopique des défauts interfaciaux et 

de caractériser la structure et l'environnement chimique du verre dopé de points 
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quantiques, en raison de la résolution limitée des techniques existantes, de l'instabilité 

de la matrice de verre sous faisceau électronique et de la concentration relativement 

faible des QDs dans le verre. 

Les méthodes de modélisation théorique ont été appliquées comme alternatives pour 

apporter un éclairage sur ces questions, et une exploration complète de la structure 

atomique locale peut donner des indications pour la conception de verres hybrides 

hautement luminescents. L'étude numérique des matériaux permet d'étudier un système 

au niveau atomique, ce qui n'est pas directement possible dans le cadre d'expériences, 

et de mieux comprendre les propriétés physiques et chimiques des matériaux. Les deux 

principales méthodes de modélisation numérique des matériaux sont les approches 

classiques (basées sur les champs de force) et les simulations ab initio, qui ont toutes 

deux été utilisées avec succès dans la modélisation de nombreuses propriétés des 

matériaux en verre multicomposants et des nanocristaux de CdSe.  

Toutefois, aucun calcul atomique n'a encore abordé directement la question de la nature 

des systèmes composites QD/verre et de leurs propriétés interfaciales. Il existe dans la 

littérature des exemples de recherches sur la structure électronique des états de défaut, 

l'effet de ligand, la dynamique des porteurs de charge sur les CdSe QDs, mais aucun 

effort de recherche ne s'est concentrée jusqu'à présent sur la structure électronique des 

points quantiques dans une matrice de verre et la nature de l'interface par une 

modélisation atomiquement réaliste de leur interface. 

 

Apports de mes travaux 

Mon étude de la structure atomique et électronique locale du verre dopé aux CdSe QDs 

peut être divisée en quatre étapes principales: 

(1) Construction du modèle des clusters CdnSen (n=3,10,13,33) et CdnSen-X 

clusters (X = O, Na, Cd, Se, etc.) 

Les états de surface des QDs dans les matrices de verre sont complexes, comme les 

centres de couleur (par exemple, S2
− , Se2

−  incorporés dans les matériaux hôtes 

inorganiques, ce qui entraîne l'émission visible et donne de la couleur aux verres),153-

154 et les défauts intrinsèques155 des QDs, y compris la présence de liaisons pendantes. 
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En outre, les défauts interfaciaux entre le verre et la surface des QDs (par exemple, les 

oxygènes non pontants et les modificateurs de réseau, tels que les ions sodium et 

d'autres ions de métaux alcalino-terreux) peuvent avoir un impact important sur la 

structure électronique des QDs.57 En ce qui concerne les points quantiques de 

composition CdSe incorporés dans les matrices de verre, des atomes de Cd et Se 

peuvent être présents dans les environnements des verres tels qu'ils sont préparés, avec 

des contracts «premiers voisins» de type Cd-O, Cd-Se, mais aussi Cd-Cd et Se-Se. Lors 

du recuit thermique, les contacts de Se-Se sont considérés comme les sites de 

nucléation, et la diffusion thermique du Cd vers les zones riches en Se-Se favorise la 

croissance des points quantiques CdSe. Au cours de ces processus, le Cd-O s'est 

progressivement transformé en Cd-Se, comme le montre l'analyse par spectroscopie 

EXAFS (Extended X-ray Absorption Fine Structure).57 À l'interface entre les CdSe 

QDs et la matrice vitreuse, la présence de liaisons Cd-O, Cd-Cd et Se-Se est encore 

possible en raison de la distribution aléatoire de ces éléments dans les matrices vitreuses, 

ce qui conduit à un grand nombre de combinaisons d'états de surface. Pour l'équilibre 

des charges, les liaisons pendantes des CdSe QDs dans les verres peuvent être 

compensés par de l'oxygène non pontant, et des modificateurs de structure (comme Na, 

etc.) dans les verres. Cependant, les effets de ces états d'interface sur les propriétés 

optoélectroniques des CdSe QDs restent encore largement inconnus. C'est pourquoi j'ai 

voulu étudier les structures contenant les états de surface et d'interface mentionnés ci-

dessus, tels que Cd-CdnSen, CdnSen-Se, CdnSen-Cd, CdnSen-O, CdnSen-Na, CdnSen-Ca, 

CdnSen-O-Na, CdnSen-O-Ca, etc. (Figure S7).  

 

Figure S7 Structure initiale du CdnSen-X (X=Se, Cd, O, Na et Ca). Les billes blanches, 

jaunes et bleues représentent respectivement les atomes de Cd, de Se et de X. 
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Au cours de cette étape, les liaisons pendantes des CdSe QDs et leurs interactions avec 

les matrices de verre ont été systématiquement explorées en combinant les calculs de 

DFT non périodique et les approches expérimentales. En raison des contraintes de taille 

de la méthode DFT pour aborder une collection complète de nombreuses configurations 

de clusters différentes, j'ai limité mon étude aux simulations atomiques de la 

morphologie et de la structure électronique des nanoclusters Cd3Se3, Cd10Se10, Cd13Se13 

et Cd33Se33 comme étant les modèles les plus représentatifs. Les effets des adatomes 

tels que Cd, Se, O, Na et Ca sur les énergies HOMO/LUMO et la densité des états des 

CdSe QDs dans les verres ont été étudiés. 

 

(2) Construire des modèles des verres Na2O-2SiO2 en utilisant la dynamique 

moléculaire classique 

Dans la partie précédente, j'ai utilisé un modèle très simplifié pour simuler les clusters 

de CdSe dans une matrice de verre, loin de la description réaliste de leur environnement 

chimique en termes de compositions et de désordre. D'une part, il est peu probable que 

les amas de CdSe ne soient entourés que de quelques atomes dans la matrice de verre, 

compte tenu de l'apport suffisant de modificateurs du réseau de verre, des atomes 

d'oxygène ne formant pas de pont dans la matrice de verre et du rapport élevé d'atomes 

de Cd ou de Se de surface active à deux coordinateurs. Par ailleurs, la neutralité 

électrique des amas de CdSe peut être détruite lorsqu'ils sont recouverts par un atome 

de modificateur du réseau de verre ou un atome d'oxygène ne formant pas de pont, ce 

qui tend à interagir avec d'autres atomes de la matrice de verre afin de maintenir la 

neutralité électrique. Par conséquent, la structure atomique locale réelle du verre dopé 

par des points quantiques de CdSe est censée être plus complexe que le modèle que j'ai 

construit et étudié lors de la dernière étape. 

La meilleure approche pour imiter l'environnement interfacial du point quantique CdSe 

dans la matrice de verre est d'introduire le QD directement dans un modèle de matrice 

de verre, en décrivant explicitement l'interface QD/verre. Bien qu'il existe diverses 

études sur la modélisation atomistique du verre et du point quantique séparément, à ma 

connaissance, aucune étude de la littérature n’a sondé ce système hybride modélisé 

explicitement. Il est techniquement difficile de générer ces structures hybrides par des 

simulations classiques de MD, surtout si l'on considère la faible disponibilité des 
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potentiels d’interaction de paires adéquats pour un système contenant simultanément 

tous les éléments (O, Si, Na, Cd et Se). De plus, la méthodologie permettant 

d'incorporer le CdSe QD dans une matrice de verre est difficile à développer. La grande 

différence entre la géométrie du cluster de CdSe et la matrice de verre rend difficile la 

relaxation de l'interface entre eux. Comme je l'ai présenté dans l'introduction, les CdSe 

QDs sont préparés dans la matrice de verre par une étape de nucléation et de croissance 

cristalline ultérieure, dont l'échelle de temps dépasse de loin les capacités actuelles de 

la simulation. Par conséquent, je n'avais pas l'intention de simuler complètement le 

processus thermique dans la procédure de trempe et de traitement thermique de la 

préparation des verres dopés au CdSe par points quantiques, mais je cherchais 

néanmoins à m’en approcher. 

Dans cette étape, j'ai fait l'approximation qu’une bonne configuration de départ pour 

les simulations MD classiques et ab initio MD serait produite en introduisant 

directement les CdSe QDs dans la matrice de verre préformée et équilibrée. En 

conséquence, les configurations de la matrice de verre seront générées avant 

l'incorporation du CdSe QD. Expérimentalement, les verres peuvent être préparés en 

faisant fondre les composants du verre à haute température et en les trempant 

rapidement. Par conséquent, la dynamique moléculaire peut imiter le processus 

thermique qui s'est produit sur le verre, pour générer la structure atomique locale des 

verres. 

La structure initiale (Figure S8) a été chauffée progressivement par étapes de 1000 K 

avec une simulation MD de 60 ps à chaque température de 300 K à 6000 K. Après 

équilibrage du liquide à 6000 K pendant 400 ps, le système a été refroidi 

progressivement par étapes de 500 K avec une simulation MD de 60 ps à chaque 

température de 6000 K à 300 K. Une autre simulation NVT de 200 ps a été réalisée à 

300 K, ainsi qu'une simulation NVE de 200 ps afin de finir d'équilibrer la structure. 
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Figure S8 Structure initiale de la simulation classique de la dynamique moléculaire. 

Les sphères rouges, jaunes et violettes représentent respectivement les atomes de O, Si 

et Na.  

(3) Construire le modèle des verres dopés au CdSe QD 

Génération de la structure des verres quantiques Cd33Se33 dopés par points à 

l'aide de la méthode classique MD. Le point quantique Cd33Se33 (obtenu à l'étape 1) 

a alors été incorporé dans la matrice de verre (obtenue à l'étape 2), en éliminant les 

atomes de verre de sorte que les distances interatomiques entre le QD et la matrice de 

verre soient supérieures à 2.5 Å. La composition finale était de 39 Na2O-78 SiO2-33 

CdSe( Figure S9(a)). Toute la structure a été équilibrée à 1000 K, en utilisant d'abord 

200 ps de dynamique NVT, puis 200 ps de dynamique NVE, initialement avec des 

atomes du CdSe QD gelés. La structure a ensuite été refroidie progressivement par 

étapes de 50 K avec un MD de 60 ps à chaque température de 1000 K à 500 K, tout en 

maintenant le CdSe QD congelé. Le refroidissement ultérieur de 500 K à 300 K s'est 

fait par étapes de 10 K, en laissant tous les atomes se déplacer. Enfin, la structure a été 

rééquilibrée à 300 K avec une dynamique NVT de 200 ps, et une dynamique NVE 

finale de 200 ps (Figure S9(b)).  

Dynamique moléculaire ab initio du point quantique CdSe dans la matrice de 

verre. Après équilibrage de ces systèmes à l'aide de simulations MD classiques comme 

décrit ci-dessus, nous avons utilisé les configurations résultantes comme point de 

départ pour la modélisation ab initio au niveau de la théorie fonctionnelle de la densité 

(DFT), en utilisant la formulation de Kohn-Sham telle qu'elle est implémentée dans le 
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code CP2K. Les simulations ont été effectuées au niveau de l'approximation du gradient 

généralisé (méthode GGA), en utilisant la fonctionnelle d'échange-corrélation PBE. 

Après une première optimisation de la géométrie avec la DFT, la structure relaxée ainsi 

obtenue (Figure S9(c)) a été utilisée comme structure initiale pour les simulations 

AIMD. La structure a été trempée de 500 K à 300 K par pas de 50 K, avec un total de 

10 ps AIMD à un pas de temps de 2 fs. La simulation de production a été réalisée dans 

l'ensemble NVT à 300 K pour 10 ps (Figure S9(d)). 

 

Figure S9 (a) La configuration initiale pour les calculs classiques de MD. (b) La 

configuration finale pour les simulations MD classiques, utilisée comme configuration 
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initiale pour l'optimisation de la géométrie par la méthode DFT. (c) La structure à 

géométrie optimisée au niveau de la DFT, utilisée comme configuration initiale pour la 

dynamique moléculaire ab initio. (d) La configuration finale des simulations AIMD. 

Les atomes de Se et de Cd dissociés du point quantique sont mis en évidence en rose 

et en vert, respectivement. 

(4) Structure électronique des verres CdSe QD dopés x Na2O-(1-x) SiO2 (x = 0, 

0,25, 0,33, 0,5 en fraction molaire) 

Dans la dernière étape, j’ai utilisé une combinaison de la méthode MD classique et de 

la méthode AIMD pour étudier la structure interfaciale entre la matrice de verre et le 

point quantique, ainsi que la reconstruction qui s'est produite à ce niveau. Cependant, 

l'exploration de la structure atomique locale du verre dopé au CdSe QD peut fournir 

des informations sur les origines structurales possibles des défauts, ce qui ne peut pas 

nécessairement éclairer les relations entre ces structures et les propriétés d'émission. 

Afin de répondre à la question de savoir pourquoi l'efficacité quantique des verres 

dopés par points quantiques était si faible par rapport à leurs homologues colloïdaux, 

les structures électroniques sont d'une importance majeure pour la compréhension 

mutuelle de ses mécanismes de luminescence. Ainsi, dans cette partie de mes travaux, 

les structures électroniques des verres dopés aux points quantiques CdSe ont été 

étudiées pour sonder les origines possibles des faibles performances des QDs intégrés 

dans les verres. 

En outre, dans leur rôle de modificateurs du verre, les ions sodium peuvent modifier la 

structure des verres de silicate, et il a été observé expérimentalement qu'il y a une 

disparition de l'absorption visible des centres de couleur du Se-Se lorsque la 

concentration de Na2O augmente dans un verre de silicate dopé au ZnSe.58 Par 

conséquent, dans cette étape, j'ai modifié la quantité de Na2O dans le verre 

(Na2O)x(SiO2)1-x (x = 0, 0,25, 0,33, 0,5 en fraction molaire) pour explorer la dépendance 

de la composition de la structure atomique et électronique du CdSe QD dans les 

matrices de verre. 

Les structures des verres de silicate de sodium dopés au CdSe QD ont été générées par 

les trois premiers procédés que j'ai décrits. Pour calculer leurs structures électroniques, 

j'ai utilisé la fonctionnelle d'échange-corrélation non locale PBE0-TC-LRC, car d'après 
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des travaux antérieurs de la littérature, les calculs de structure électronique basés sur 

les fonctions d'échange-corrélation d'approximation de gradient généralisé (GGA) ou 

d'approximation de densité locale (LDA) sous-estiment fortement l'écart HOMO-

LUMO et les interactions coulombiennes à longue distance. L'inclusion d’une partie de 

l’échange Hartree–Fock est attestée dans la littérature afin de fournir une description 

plus précise de la bande interdite. De plus, le coût des calculs avec des fonctionnelles 

non locales peut être réduit en utilisant la méthode de la matrice de densité auxiliaire 

(ADMM). Avec cette méthode, j’ai ainsi analysé l'écart HOMO-LUMO et la densité 

des états pour étudier les propriétés optiques de ces systèmes hybrides. 

 

 

Figure S10 Configuration finale issue des simulations AIMD des verres dopés au point 

quantique CdSe. Composition du verre: (a)112 SiO2-33 CdSe, (b) 30 Na2O-90 SiO2-33 

CdSe, (c) 39 Na2O-78 SiO2-33 CdSe, (d) 62 Na2O-62 SiO2-33 CdSe. 

Conclusions et perspectives 



 

179 

 

Les verres dopés aux points quantiques CdSe combinent l’excellente stabilité 

mécanique, thermique et chimique de la matrice des verres avec les remarquables 

propriétés optiques des points quantiques CdSe. Toutefois, le développement de ces 

matériaux est limité par leur faible efficacité quantique pour la luminescence. Dans le 

cadre de cette thèse, une méthodologie d’étude théorique multi-méthodes a été 

développée pour sonder les origines structurales et électroniques de l'émission de 

défauts des verres dopés aux QDs de type CdSe. 

Dans la première étape des études, un modèle simplifié a été construit en coiffant les 

amas de CdnSen (n = 3, 10, 13 et 33) avec des atomes d'oxygène non pontants et des 

modificateurs de verre (Na, Ca, Zn). Les défauts intrinsèques ont également été 

explorés par coiffage avec des atomes de Se et des atomes de Cd. Sur la base des 

résultats de l'optimisation de la géométrie et du calcul des structures électroniques dans 

le cadre de la DFT, j’ai constaté que les adatomes contribuaient à une reconstruction 

structurelle très importante et à des états de défauts appariés au bord de la bande de 

valence et de conduction, ce qui entraîne la redistribution des orbitales HOMO et 

LUMO. Plus important encore, j’ai constaté que les ions Na diminuent fortement l'écart 

HOMO-LUMO de 2.84 eV à 1.2 eV, ce qui conduit à la photoluminescence dans le 

proche infrarouge, ce qui est en accord avec les observations issues des expériences. 

Cependant, ce modèle simplifié était loin de la structure interfaciale réelle entre le point 

quantique CdSe et la matrice de verre, et une passivation importante des atomes de 

surface était prévisible, ce qui ne peut pas vraiment refléter l'impact de la matrice de 

verre sur le QD. Ainsi, le point quantique CdSe était censé être directement introduit 

dans la matrice de verre pour donner une illustration simple des structures atomiques 

locales des verres dopés au CdSe par points quantiques.  

Dans un deuxième temps, les structures de la matrice de verre ont été obtenues par la 

méthode de trempe à l'état fondu en utilisant la simulation classique de la dynamique 

moléculaire. Les paramètres du potentiel d’interaction de paires et du processus 

thermique ont été ajustés en reproduisant correctement les fonctions de distribution 

radiale par rapport aux résultats expérimentaux. 

Ensuite, le point quantique CdSe a été incorporé dans la matrice de verre préformée par 

une combinaison de la dynamique moléculaire classique et de la dynamique 

moléculaire ab initio. Sur la base de l'analyse des fonctions de distribution radiale, de 
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l'environnement de coordination et des structures annulaires, une reconstruction 

structurelle importante se produit à l'interface entre le QD de CdSe et la matrice de 

verre, avec la formation de liaisons Cd-O et Se-Na et la rupture des liaisons Na-O et 

Cd-Se. Les propriétés structurelles et la longueur des liaisons étaient en excellent 

accord avec les observations expérimentales, ce qui a permis d'améliorer la 

compréhension mutuelle des interactions entre le point quantique CdSe et la matrice de 

verre. 

Enfin, les structures électroniques des verres dopés aux QDs de CdSe ont été étudiées 

en mettant l'accent sur l'impact des compositions de verre sur les propriétés optiques 

de l'ensemble du système. Les types de mécanismes de luminescence dépendaient des 

compositions du verre. Dans toutes les configurations où la teneur en sodium était égale 

à 0, 0.25 et 0.5, le haut de la bande de valence et le bas de la bande de conduction 

étaient décidés par le point quantique dit «hybride». Mais dans la plupart des 

configurations où la teneur en sodium était de 0.33, le haut de la bande de valence était 

déterminé par le verre hybride, ce qui indique la recombinaison indirecte des trous et 

des électrons. Il est important de noter que, sur la base de l'analyse des structures, des 

distributions de trous HOMO-LUMO et de la densité des états, mes résultats ont fourni 

une nouvelle explication à la photoluminescence, qui provenait de l'émission 

intrinsèque de ces systèmes hybrides plutôt que de la combinaison de l'émission de 

défauts et de l'émission intrinsèque de QD de CdSe « parfaits », ou isolés.  

Les résultats de cette thèse ont expliqué pourquoi l'efficacité quantique de la matrice 

de verre était si faible. Tout d'abord, l'apport suffisant d'oxygène non pontant et de 

modificateurs de verre a fourni une source abondante de défauts des points quantiques 

CdSe en formant les liaisons interfaciales telles que les bandes de Se-Na et de Cd-O. 

Ces fortes interactions entre la matrice de verre et les QDs ont entraîné une énorme 

reconstruction structurelle de ces derniers, ce qui a entraîné la disparition des QDs 

«isolés» ou «parfaits». Deuxièmement, même avec la même composition, la nature 

inhomogène des microstructures de verre a contribué à la création de diverses structures 

interfaciales, ce qui a conduit à des différences d'énergie dans le diagramme, et a 

entraîné une large émission de verres dopés par points quantiques de CdSe.  

À ma connaissance, la méthodologie que j'ai développée dans cette thèse est la première 

étude par modélisation explicite à ce niveau de la structure atomique locale et de la 
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structure électronique des verres dopés par points quantiques CdSe. Ces résultats 

élargissent considérablement notre compréhension de la structure interfaciale des 

verres dopés au QDs de type CdSe, et fournissent un aperçu physique et chimique de 

l'origine possible de la structure des défauts du point quantique CdSe, intéressant pour 

la fabrication des verres hautement luminescents.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ABSTRACT 

CdSe Quantum dots (QDs) doped glasses attracted enormous attention due to tunable optical and 

electronic properties, enabling their application in optoelectronic devices. However, the main roadblock of 

quantum dots doped glasses is the poor quantum efficiency compared with colloidal QDs. My Ph.D work 

was focused on investigating the structural and electronic structural origins of defect states of CdSe QDs 

doped glasses using multiscale computational simulations.  

I employed the combination of classical molecular dynamics and ab initio molecular dynamics method to 

generate the atomic structure of CdSe QDs doped glasses. Particularly, I am interested in characterizing the 

QD/glass interfacial structure and enormous structural reconstruction were observed, based on the analysis 

of radial distribution function, coordination and ring structures. Furthermore, I calculated their electronic 

structures to probe their optical properties. The impact of glass matrix on the electronic structures of CdSe 

QDs doped glasses was explored based on the calculation of density of states.  
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Points quantiques, Verres, Simulation moléculaire, Structure interfaciale, Structure électronique 

RÉSUMÉ 

Les verres dopés aux points quantiques (ou quantum dots, QDs) CdSe ont attiré une attention considérable 

en raison de leurs propriétés optiques et électroniques ajustables, permettant leur application dans les 

dispositifs optoélectroniques. Cependant, le principal obstacle de ces verres dopés est leur faible efficacité 

quantique par rapport aux QDs colloïdaux. Mon travail de doctorat s'est concentré sur l'étude de l’origine 

structurale et électronique des états défectueux d’émission des verres dopés aux QDs CdSe en utilisant des 

simulations moléculaires multi-échelles.  

J'ai utilisé la combinaison de la dynamique moléculaire classique et de la méthode de dynamique 

moléculaire ab initio pour générer la structure atomique des verres dopés aux CdSe QDs. En particulier, je 

me suis intéressée à la caractérisation de la structure de l’interface QD/verre et une très grande 

reconstruction structurelle a été observée. En outre, j'ai calculé leurs structures électroniques pour sonder 

leurs propriétés optiques. L'impact de la matrice de verre sur les structures électroniques des verres dopés 

par des QDs CdSe a été exploré sur la base de calculs de densité d'états.  
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