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Abstract
This thesis is devoted to the study of some asymptotic properties of Bienaymé-Galton-Watson

(BGW) trees and Lévy trees. BGW trees encode the genealogical structure of BGW processes

which describe the evolution of a population whose individuals reproduce asexually and

independently of each other. Lévy trees are the continuous analogues of BGW trees: they

emerge as the scaling limits of the latter and encode the genealogical structure of continuous-

state branching processes.

First, we study very general additive functionals of size-conditioned BGW trees whose offspring

distribution is critical and lies in the domain of attraction of a stable law. We show that in the

so-called global regime, when properly rescaled, they converge to functionals of a normalized

stable Lévy tree. For functionals depending only on the size and height of the tree, we describe

a phase transition using an integral test.

Next, we study the shape of normalized stable Lévy trees near their root. We show that, when

zooming in at the root at the proper speed, we get the immortal tree which consists of an

infinite branch onto which trees are grafted according to a Poisson point measure which

does not depend on the initial normalization. We apply this result to study the asymptotic

behavior of the aforementioned functionals of a normalized stable Lévy tree and we identify

two regimes in which either the size or the height dominates the other.

Finally, we study the maximal degree of critical and subcritical Lévy trees. We establish a

Poissonian decomposition of the tree along its large nodes and we determine the genealogical

structure of those nodes. Furthermore, we make sense of the distribution of the Lévy tree

conditioned to have a fixed maximal degree. We apply this to study the local limit of the Lévy

tree conditioned on having large maximal degree. We show that a condensation phenomenon

occurs in the subcritical case, whereas there is local convergence to the immortal tree in the

critical case.

Keywords: Galton-Watson trees, Lévy trees, additive functionals, scaling limit, random mea-

sure, phase transition, immortal tree, maximal degree, local limit, condensation.
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Résumé
Les arbres aléatoires apparaissent dans des contextes variés : en informatique, en biologie ou

encore en chimie organique. Cette thèse porte sur l’étude de quelques propriétés asympto-

tiques de deux modèles d’arbres aléatoires : les arbres de Bienaymé-Galton-Watson (BGW)

ainsi que leurs limites d’échelle continues qui sont les arbres de Lévy. Les arbres de BGW

encodent la structure généalogique des processus de BGW qui décrivent l’évolution de la taille

d’une population dont les individus se reproduisent asexuellement et indépendamment les

uns des autres. Plus précisement, on fixe une variable aléatoire ξ à valeurs dansN appelée la

loi de reproduction. L’arbre de BGW de loi de reproduction ξ peut alors être construit de façon

récursive comme suit. On commence avec un individu (la racine) qui donne naissance à un

nombre aléatoire d’enfants distribué selon ξ. Aux générations suivantes, on réitère ce procédé :

chaque individu donne naissance à un nombre aléatoire d’enfants de loi ξ indépendamment

de tous les autres. Cela permet de définir un arbre aléatoire, l’arbre de BGW de loi de reproduc-

tion ξ, dont la taille (c’est-à-dire le nombre de nœuds) est aléatoire. On note alors τn l’arbre

de BGW conditionné à avoir exactement n nœuds. Si l’on suppose que la loi de reproduction

ξ est critique (c’est-à-dire E [ξ] = 1) et qu’elle appartient au domaine d’attraction d’une loi

stable d’indice γ ∈ (1,2] (c’est-à-dire qu’il existe une suite (bn , n ≥ 1) de réels positifs tels que

b−1
n (

∑n
k=1 ξk −n) converge en loi vers une variable aléatoire X1 de transformée de Laplace

E
[
exp(−λX1)

]= exp(λγ), où (ξn , n ≥ 1) est une suite de variables aléatoires indépendantes de

loi ξ) , alors il est bien connu que l’arbre de BGW conditionné à avoir n nœuds, vu comme un

espace métrique mesuré aléatoire muni de la distance de graphe et de la mesure de probabilité

uniforme sur l’ensemble des nœuds, converge en loi après renormalisation vers l’arbre stable

T . Ce dernier est un espace métrique aléatoire (ou plus précisément un arbre réel aléatoire),

muni d’un point distingué ; appelé la racine et d’une mesure de probabilité µ (la loi uniforme

sur l’ensemble des feuilles).

Dans le premier chapitre, on étudie le comportement asymptotique des fonctionnelles ad-

ditives sur les arbres de BGW conditionnés. Une fonctionnelle F définie sur l’ensemble des

arbres est dite additive si elle est de la forme :

F (t) =
∑
w∈t

f (tw ),

où tw est le sous-arbre de t au-dessus du nœud w et f est une certaine fonction de coût. Ces

fonctionnelles apparaissent naturellement en informatique pour représenter le coût des algo-

rithmes de type “diviser pour régner”, en phylogénétique pour évaluer l’équilibre d’un arbre
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Résumé

ou encore en chimie comme un outil de prédiction de certaines propriétés chimiques d’une

molécule. Des exemples de fonctionnelles additives incluent la longueur de cheminement

total :

P (t) =
∑
v∈t

d(;, v) =
∑
w∈t

|tw |− |t|,

où |tw | est le nombre de nœuds de tw , d est la distance de graphe et ; est la racine de t, l’indice

de Wiener :

W (t) =
∑

u,v∈t
d(u, v) = 2|t|

∑
w∈t

|tw |−2
∑
w∈t

|tw |2,

et l’indice B1 de Shao et Sokal :

B1(t) =
∑

w∈t◦
w 6=;

1

h(tw )
,

où t◦ est l’ensemble des nœuds internes de t et h(tw ) est la hauteur du sous-arbre tw . L’idée,

qui trouve son origine dans l’article [52], consiste à voir une fonctionnelle additive
∑

w∈t f (tw )

comme l’intégrale de la fonction f par rapport à une certaine mesure associée à l’arbre t. Plus

précisément, on associe à tout arbre réel T , muni d’une distance d , d’une racine ; et d’une

mesure finie µ, une mesureΨT définie par :

〈ΨT , f 〉 =
∫

T
µ(dx)

∫ d(;,x)

0
f (Tr,x )dr,

où Tr,x est le sous-arbre de T au-dessus du niveau r qui contient le nœud x. On montre alors

que 〈ΨT , f 〉 est une approximation de la fonctionnelle additive associée à la fonction de coût

f et que l’application T 7→ΨT est continue. Ce résultat purement analytique permet alors de

déduire la convergence des fonctionnelles additives sur les arbres de BGW conditionnés vers

des fonctionnelles de l’arbre stable lorsque la fonction de coût f est suffisamment régulière.

Notons que cette méthode est robuste puisqu’elle s’applique à toute suite d’arbres aléatoires

qui possède une limite d’échelle continue. On cherche ensuite à améliorer ce résultat de

convergence dans le cas particulier des arbres de BGW conditionnés en prenant des fonctions

de coût singulières. On se concentre sur des fonctions de coût de la forme f (t) = |t|ah(t)b où a

et b sont deux réels quelconques et on montre le résultat suivant.

Théorème. Supposons que la loi de reproduction ξ est critique et qu’elle appartient au domaine

d’attraction d’une loi stable d’indice γ ∈ (1,2], avec une suite renormalisante (bn , n ≥ 1) qui

satisfait b ≤ n−1/γbn ≤ b où b et b sont deux réels strictement positifs. Soit τn l’arbre de BGW de

loi de reproduction ξ conditionné à avoir n nœuds.

(i) Si γa + (γ−1)b > 1, on a la convergence en loi :

b1+b
n

n1+a+b

∑
w∈τn,◦

|τn
w |ah(τn

w )b (d)−−−−→
n→∞ Zγa−1,b ,

xii



Résumé

où la variable aléatoire limite Zγa,b admet la représentation suivante en terme de l’arbre

stable T :

Zγa,b =
∫
T
µ(dx)

∫ d(;,x)

0
µ(Tr,x )ah(Tr,x )b dr,

où Tr,x est le sous-arbre de T au-dessus du niveau r qui contient la feuille x, µ(Tr,x ) est

sa masse et h(Tr,x ) sa hauteur.

(ii) Si γa + (γ−1)b ≤ 1, on a la convergence en loi :

b1+b
n

n1+a+b

∑
w∈τn,◦

|τn
w |ah(τn

w )b (d)−−−−→
n→∞ ∞.

En particulier, ce théorème met en évidence une transition de phase en γa + (γ−1)b = 1. Ce

résultat est complété par l’étude de la variable aléatoire limite Zγa,b pour laquelle on observe la

même transition de phase.

Proposition. Soit γ ∈ (1,2] et soient a,b ∈R. On a l’alternative suivante :

γa + (γ−1)b > 1−γ ⇐⇒ Zγa,b <∞ a.s. ⇐⇒ E
[

Zγa,b

]
<∞,

γa + (γ−1)b ≤ 1−γ ⇐⇒ Zγa,b =∞ a.s. ⇐⇒ E
[

Zγa,b

]
=∞.

De plus, l’espérance de Zγa,b admet une expression explicite en fonction des moments de la

hauteur de l’arbre stable.

Dans le deuxième chapitre, on étudie le comportement asymptotique de la fonctionnelle

Zγa,b sur l’arbre stable lorsque max(a,b) tend vers l’infini. Cela nécessite de comprendre la

géométrie locale de l’arbre stable au voisinage de sa racine. En effet, on montre qu’en se

rapprochant de la racine à la bonne vitesse, on obtient un arbre de Kesten formé d’une

branche infinie sur laquelle sont greffés des arbres stables (non normalisés) selon une mesure

ponctuelle de Poisson. Plus précisément, on choisit une feuille U uniformément au hasard

dans l’arbre stable T et on considère la branche reliant la feuille U à la racine ;. On note

Ti , i ∈ IU les sous-arbres de T greffés sur cette branche, chacun à une hauteur hi . On fixe une

fonction f : (0,∞) → (0,∞) qui représente la vitesse à laquelle on se rapproche de la racine et

on définit pour tout ε> 0 une mesure ponctuelle M
f
ε(U ) par :

M
f
ε(U ) =

∑
hi≤f(ε)d(;,U )

δ(ε−1hi ,Rγ(Ti ,ε−1)),

où Rγ(Ti ,ε−1) est une renormalisation de l’arbre Ti . Ainsi, la mesure ponctuelle M
f
ε(U ) dé-

crit la lignée ancestrale de la feuille U à partir de la racine et jusqu’à une certaine hauteur

f(ε)d(;,U ). En d’autres termes, cela revient à faire un zoom sur la racine à la vitesse f(ε) tout

en renormalisant en même temps.

Théorème. Soit T l’arbre stable d’indice γ ∈ (1,2].
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Résumé

(i) Si limε→0 ε
−1/2f(ε) = 0 et limε→0 ε

−1f(ε) =∞, alors on a la convergence en loi :

M
f
ε(U )

(d)−−−→
ε→0

∑
s≥0

δ(s,Ts ),

au sens de la convergence vague des mesures, où
∑

s≥0δ(s,Ts ) est une mesure ponctuelle de

Poisson indépendante de (T ,d(;,U )).

(ii) Si f(ε) = ε, alors on a la convergence en loi :

M
f
ε(U )

(d)−−−→
ε→0

∑
s≤d(;,U )

δ(s,Ts ),

où
∑

s≥0δ(s,Ts ) est une mesure ponctuelle de Poisson indépendante de (T ,d(;,U )).

En application de ce théorème, on peut décrire le comportement asymptotique de Zγa,b lorsque

max(a,b) tend vers l’infini. On distingue deux régimes selon la vitesse de b/a1−1/γ.

Théorème. Soit T l’arbre stable d’indice γ ∈ (1,2].

(i) Supposons que a →∞, b ≥ 0 et b/a1−1/γ→ c ∈R+. Alors, on a la convergence en loi :

lim
a→∞a1−1/γh(T )−bZγa,b =

∫ ∞

0
e−St−ct/h(T ) dt ,

où (St , t ≥ 0) est un subordinateur stable de transformée de Laplace E
[
exp(−λSt )

] =
exp(−tγλ1−1/γ), indépendent de T .

(ii) Supposons que b →∞, a ≥ 0 et a1−1/γ/b → 0. Alors, on a la convergence en probabilité :

lim
b→∞

bh(T )−bZγa,b = h(T ).

Dans le régime b/a1−1/γ→ c la masse prédomine, ce qui explique l’apparition du subordina-

teur à la limite. Au contraire, dans le régime b/a1−1/γ →∞, la hauteur prédomine et il n’y a

plus de subordinateur à la limite.

Dans le troisième chapitre, on étudie le conditionnement d’un arbre de Lévy par son degré

maximal. Les arbres de Lévy forment une famille importante d’arbres réels aléatoires qui

contient les arbres stables. Dans un certain sens, ils codent la structure généalogique des

processus de branchement à espace d’état continu et constituent ainsi les limites d’échelle pos-

sibles des arbres de BGW. Tout comme les processus de branchement, la loi d’un arbre de Lévy

est entièrement caractérisée par une fonction qui s’appelle le mécanisme de branchement et

qui admet la forme de Lévy-Khintchine suivante :

ψ(λ) =αλ+βλ2 +
∫

(0,∞)
(e−λr −1+λr )π(dr ), ∀λ ∈R+,

où α ∈R, β ∈R+ et π est une mesure σ-finie sur (0,∞) qui vérifie
∫

(0,∞)(r ∧ r 2)π(dr ) <∞. On

dit que l’arbre de Lévy est critique (resp. sous-critique) si α= 0 (resp. α> 0). La fonction ψ est
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Résumé

en particulier l’exposant de Laplace d’un certain processus de Lévy X sans sauts négatifs et

c’est grâce à ce processus X que l’on peut construire l’arbre de Lévy. Il est bien connu qu’un

point de branchement x de l’arbre de Lévy est soit binaire (cela est dû à la partie brownienne

βλ2), soit de degré infini (cela est dû à la mesure de Lévy π). Dans ce dernier cas, le nœud

x correspond exactement à un saut du processus de Lévy sous-jacent X dont la taille ∆x est

prise comme définition du degré généralisé du nœud x. De façon plus intrinsèque à l’arbre,

on peut montrer que ∆x est la limite correctement renormalisée du nombre n(x,ε) de sous-

arbres au-dessus du nœud x dont la hauteur est plus grande que ε. Le degré maximal ∆ de

l’arbre de Lévy est alors défini comme le supremum du degré généralisé ∆x lorsque x parcourt

l’ensemble des nœuds de l’arbre. Dans la littérature, plusieurs décompositions de l’arbre de

Lévy ont été obtenues : citons la décomposition de Bismut le long de la lignée ancestrale d’une

feuille choisie uniformément au hasard [58], la décomposition de Williams le long de la lignée

ancestrale de la feuille la plus haute [2] ou encore la décomposition le long du diamètre de

l’arbre [60]. Ici, on établit une nouvelle décomposition de l’arbre de Lévy T le long de ses

gros nœuds. Plus précisément, on fixe un seuil δ> 0 et on s’intéresse à l’arbre réduit selon les

nœuds de degré plus grand que δ. On montre que l’arbre élagué T δ obtenu à partir de l’arbre

T en effaçant ces nœuds est à nouveau un arbre de Lévy dont le mécanisme de branchement

est changé. De plus, on décrit comment obtenir l’arbre de départ T en greffant de façon

poissonnienne des arbres de loi connue sur l’arbre élagué T δ. Ensuite, cette décomposition

sert à donner un sens à l’arbre de Lévy conditionné à un degré maximal fixé.

Théorème. Supposons que δ> 0 n’est pas un atome de la mesure de Lévy π. Alors, condition-

nellement à ∆= δ, l’arbre de Lévy peut être construit de la façon suivante :

(i) prendre un arbre de Lévy biaisé T̃ par la taille de degré maximal inférieur à δ,

(ii) choisir une feuille x au hasard dans l’arbre T̃ ,

(iii) à cette feuille x, greffer un arbre de Lévy de degré initial δ conditionné à ne pas avoir

d’autres nœuds de degré supérieur à δ.

En application de ce théorème, on peut obtenir le comportement asymptotique de l’arbre

de Lévy conditionné à avoir un degré maximal tendant vers l’infini. On voit apparaître deux

comportements radicalement différents. Dans le cas sous-critique, on observe un phénomène

de condensation : un nœud de degré infini apparaît à une hauteur finie. Cela constitue le

premier résultat de convergence vers un arbre de condensation continu. Dans le cas critique,

le nœud de degré infini part à l’infini et il y a alors convergence vers un arbre de Kesten formé

d’une branche infinie sur laquelle sont greffés des arbres de Lévy selon une mesure ponctuelle

de Poisson.
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Introduction

The goal of this thesis is to study some functionals on two related models of random trees:

Bienaymé-Galton-Watson (or BGW for short) trees and Lévy trees. It contains three papers.

• [7]: Global regime for general additive functionals of conditioned Bienaymé-Galton-

Watson trees, with R. Abraham and J.-F. Delmas, Probab. Theory Related Fields 182

(2022), no. 1-2, 277-351.

• [128]: Zooming in at the root of the stable tree, Electron. J. Probab. 27: 1-38 (2022).

• [6]: Conditioning (sub)critical Lévy trees by their maximal degree: decomposition and

local limit, with R. Abraham and J.-F. Delmas, to be submitted.

This introductory chapter is divided into three parts. In Section 0.1, we give a historical

overview (without any pretense of exhaustion) of BGW trees and Lévy trees to motivate our

work. We also point out some connections to other fields of probability. In Section 0.2, we

introduce the main mathematical objects we consider: in particular, we define the two models

of random trees that we will be studying. Finally, Section 0.3 presents the main contributions

of this thesis.

0.1 Historical context

0.1.1 The BGW process

In probability, a branching process is a stochastic process used to model a population which

evolves randomly in time. As its name suggests, a key feature of such process is the so-called

branching property, which roughly speaking means that two disjoint subpopulations evolve

independently of each other. The simplest example of a branching process is the BGW process,

which corresponds to the following population model: start with one individual; at generation

n, each individual has a random number of children distributed according to some probability

distribution (called the offspring distribution), independently of all others. The origin of this

model goes back to the 19th century where it was introduced by Galton and Watson [75] to

study the extinction of family names. While their method based on generating functions is
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correct, they concluded erroneously that the population will always go exctinct almost surely.

Much later, in 1972, Heyde and Senata [89] discovered a note written by Bienaymé in 1845

where he correctly states that the extinction probability is equal to 1 if and only if the mean

of the offspring distribution is at most 1. Bienaymé gave some explanations, but no proof

was ever found. We refer the reader to Kendall [102, 103] and [25] for a historical background.

Ever since, the long-time behavior of BGW processes has received a lot of attention, the

classical reference on the subject being the monograph of Athreya and Ney [23]. In particular,

a celebrated result by Lamperti [114] in 1967 identifies all possible scaling limits of BGW

processes. It turns out that these are exactly the continuous-state branching (CB for short)

processes introduced by Jiřina [97] in 1958. CB processes are the continuous (in space and

time) analogues of BGW processes. Roughly speaking, they are R+-valued Markov processes

that describe the evolution of a continuous population and that enjoy the branching property.

Without too much foreshadowing, let us mention that Lamperti [113] provided a relationship

between CB processes and spectrally positive Lévy processes: more specifically, there is a

one-to-one correspondance via a random time change which is commonly referred to as the

Lamperti transformation. We shall revisit this relationship between the two families through a

different lens when we discuss Lévy trees.

0.1.2 Scaling limits of BGW trees

When dealing with population dynamics, it is natural to study the behavior of the whole

genealogy rather than just a single generation at a time. The genealogy of a BGW process can

be represented by a random plane (i.e. rooted and ordered) tree, called the BGW tree, which is

finite if and only if the population goes extinct. The size of the tree (which corresponds then to

the size of the population) is random. In applications, one usually possesses some information

concerning the size of the population; different notions of size can be interesting such as the

total number of individuals but also the number of “leaves”. Therefore, it is often more natural

to consider BGW trees conditioned by their size. This family of random trees is particularly

rich as one can recover the uniform distribution on different classes of “combinatorial trees”

simply by changing the offspring distribution. Of particular interest was the behavior of BGW

trees conditioned to be large in some sense (for example large size, large height, etc). Up to

the 1990’s, this was done through a case by case study where only certain statistics of the tree

were considered, see e.g. Takács [148]. It was Aldous [16, 17, 18] who first suggested to study

the scaling limits of large random trees as a whole. More specifically, he showed that when the

offspring distribution has mean 1 and finite variance, conditioned BGW trees, considered as

(random) compact subsets of the space `1 of summable sequences, converge in distribution

after rescaling toward a (random) compact subset called the Brownian tree. One central idea

emerging from this work was the advantage of viewing random trees as random metric spaces

and to study their scaling limits with respect to some variant of the Hausdorff topology on

compact subsets of a metric space. Aldous also gave several constructions of the Brownian tree:

via the coding by a normalized Brownian excursion, through its finite-dimensional marginals,

or through a line-breaking construction. There was another major development in this field

2
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in 2003 when Evans, Pitman and Winter [70] suggested to use the formalism of real trees –

introduced earlier for geometric and algebraic purposes – together with the Gromov-Hausdorff

topology, see e.g. [133]. This point of view is inspired by Aldous’ idea of considering random

trees as random metric spaces; however, it is intrinsic as it does not require embedding the

tree into `1. As such, it is now widely used in the field of random combinatorial structures and

gives a powerful framework for studying scaling limits.

0.1.3 Universality of the Brownian tree

The importance of the Brownian tree stems from the fact that it is the scaling limit of a large

class of random trees such as unordered binary trees [123], uniform unordered trees [82, 131],

critical multitype BGW trees [126] and some random trees with a prescribed degree sequence

[43]. It is also the scaling limit of several models of large random graphs which are not trees

including random dissections [47], random quadrangulations with a large boundary [35],

random outerplanar maps [44, 145], random bipartite maps with one macroscopic face [96]

and subcritical random graphs [132]. In addition to combinatorial motivations, the Brownian

tree has applications in statistical physics for its connection with random surfaces. Indeed,

one important question to physicists is whether there is a “uniform” 2-dimensional surface;

see e.g. Ambjørn, Durhuus and Jonsson [22]. One way to answer this question is to consider a

discrete version of random surfaces, namely random planar maps, and to study their scaling

limits. In the seminal work [45], Chassaing and Schaeffer established a bijection between

random maps and labelled trees, the so-called Cori-Vauquelin-Schaeffer (CVS) bijection.

Then, it makes sense that the “uniform” 2-dimensional surface is coded by the “uniform”

labelled tree through the CVS bijection. This is the construction given in 2007 by Le Gall

[117] of the so-called Brownian map in terms of the Brownian tree with Brownian labels. The

Brownian map was then shown to be the scaling limit of a large class of random maps, see

e.g. [127, 118, 36, 11, 12].

0.1.4 Superprocesses

A superprocess is a measure-valued Markov process which combines the branching structure

of a CB process with a spatial motion given by some Markov process, see e.g. Dawson [48],

Perkins [134] and references therein. In other words, individuals do not only reproduce

but they also move in space independently according the same law. The superprocess at a

given time t is then a random measure describing the positions of individuals alive at time

t . It has been known for a long time that superprocesses are related to partial differential

equations, see Dynkin [64, 65], and stochastic nonlinear partial differential equations, see

the survey [49] by Dawson and Perkins. The super-Brownian motion is a special instance

of a superprocess where the spatial motion is given by a linear Brownian motion and the

genealogical structure is given by the Brownian tree. In [57], Duquesne and Le Gall make a

connection between the Brownian tree and superprocesses. More precisely, they explain how

to combine the genealogical structure of the Brownian tree with a Brownian motion to obtain
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a super-Brownian motion, see also Etheridge [67, Chapter 3].

0.1.5 Lévy trees

Lévy trees were introduced by Le Gall and Le Jan [119] and Duquesne and Le Gall [57] as a gen-

eralization of Aldous’ Brownian tree. They are coded by the so-called height process, which is a

local time functional of a spectrally positive Lévy process. Duquesne and Winkel [62] provided

an alternative construction which does not make use of the height process: they obtain Lévy

trees as the limit of a growing family of BGW trees with edge lengths which is consistent under

Bernoulli percolation on leaves. Lévy trees constitute the possible scaling limits of BGW trees

just like CB processes are the scaling limits of BGW processes. Furthermore, a generalization

of the celebrated second Ray-Knight theorem states that the process describing the size of

the population alive at a given “time” in a Lévy tree is in fact a CB process. This justifies that

Lévy trees encode the genealogy of CB processes. Since their introduction, Lévy trees have

received a lot of attention: Duquesne and Le Gall [58] studied their fractal properties and

proved that they enjoy a branching property similar to that of BGW trees which states that the

subtrees above a given level are independent and distributed as the original tree; they also

showed in [59] that Lévy trees are invariant under re-rooting. Their importance is also due to

the fact that they are the building blocks used to construct scaling limits of some models of

random graphs, see e.g. Broutin, Duquesne and Wang [41, 42]. The success of Lévy trees has

also led to a couple of interesting generalizations. We mention Duquesne’s continuum random

trees with immigration [56] which encode the genealogy of CB processes with immigration, as

well as the recent work of Berestycki, Fittipaldi and Fontbona [28] and also Li, Pardoux and

Wakolbinger [120] providing a description of the genealogy of a CB process with interaction

which is motivated by biological applications.

0.1.6 Stable trees and coalescent processes

Stable trees constitute a one-parameter subfamily of Lévy trees indexed by γ ∈ (1,2] that

includes Aldous’ Brownian tree (the latter corresponding to γ= 2). Duquesne [54] showed that

a conditioned BGW tree whose offspring distribution belongs to the domain of attraction of a

stable law with index γ converges to the γ-stable tree when the size goes to infinity. Stable trees

enjoy some remarkable properties such as self-similarity. Curien and Haas [46] showed that

stable trees are nested in the sense that inside the γ-stable tree one can find a rescaled version

of the γ′-stable tree for every 1 < γ< γ′ ≤ 2. In [77], Goldschmidt and Haas gave a line-breaking

construction of the stable tree which generalizes Aldous’ construction of the Brownian tree.

Stable trees are also intimately related to coalescent and fragmentation processes, see Bertoin

[33] for a general introduction on the subject. Coalescent processes go back to 1982 when

Kingman [105, 106] introduced his coalescent; then Pitman [135] and Sagitov [142] generalized

this model to the so-calledΛ-coalescent. They are now widely used in population genetics to

study the genealogy of branching processes backward in time: in other words, the idea is to

trace back the ancestral lines of individuals (or species to be more exact) to see where they

4
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diverged, see e.g. Tavaré [149]. Berestycki, Berestycki and Schweinsberg [27] proved that the

Beta-coalescent (which is a special case of theΛ-coalescent) can be embedded in the stable

tree. Similarly, Berestycki and Berestycki [26] gave a construction of Kingman’s coalescent

in terms of the Brownian tree. In both cases, those embeddings were applied to obtain new

results about the coalescents using fine properties of stable trees.

0.1.7 Fragmentation processes and trees

Time-reversing a coalescent process gives a fragmentation process: this is a Markov process

that describes how an object with given total mass evolves as it breaks into several fragments

randomly as time passes. Fragmentation processes were introduced by Bertoin [30, 31, 32].

The first connection between fragmentation processes and continuum random trees was

established implicitly by Aldous and Pitman [19] who showed that one can obtain the 1/2-

self-similar fragmentation process by splitting the Brownian tree in a Poissonian fashion

along its skeleton; see also Bertoin [30] for a somewhat simpler construction of the Aldous-

Pitman fragmentation process. Miermont [125] obtained a self-similar fragmentation process

in a similar way from the stable tree. In this case, some care needs to be taken as there is

a fundamental difference between the Brownian tree and the non-Brownian stable trees:

indeed, the latter contain nodes with infinite degree (these are absent from the Brownian tree)

that need to be removed. More generally, Abraham and Delmas [1] and Voisin [152] studied

fragmentation processes associated with the Lévy tree by placing marks both on the skeleton

and on infinite branching nodes.

Instead of splitting along certain nodes, one can also fragment the tree by simply discarding all

the nodes located under a certain height t . This was first studied in the case of the Brownian

tree by Bertoin [32] who obtained a striking connection with the Aldous-Pitman fragmentation:

the only difference between the two is the speed at which fragments decay. This “duality” was

later extended to the non-Brownian stable case by Miermont [124, 125]. Delmas [51] then

studied this fragmentation at height in the general Lévy case with no Brownian part.

Conversely, there is a natural genealogical structure associated with any fragmentation process:

the common ancestor of two fragments is simply the block that contained both of them for

the last time, before a dislocation event had separated them. Haas and Miermont [81] showed

that one can encode the genealogy of a self-similar fragmentation process with negative index

by a continuum random tree, such that one recovers the original fragmentation process by

splitting the tree at height. This provides another model of continuum random trees, called

fragmentation trees, different from Lévy trees, with the intersection of those two models being

exactly the stable trees. This competing model of continuum random trees has also received

a lot of attention: Haas [80] studied the asymptotic behavior of a fragmentation tree when

the distances between nodes converge to infinity (or, equivalently, a fragmentation process

with initial mass converging to infinity); Haas, Miermont, Pitman and Winkel [83] showed

that fragmentation trees arise as the scaling limits of discrete models of random trees which
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notably include Aldous’ beta-splitting model and Ford’s alpha model; Haas and Miermont

[82] also proved that Markov branching trees converge after suitable rescaling to self-similar

fragmentation trees.

0.2 BGW trees and Lévy trees

In this section, we shall introduce the main mathematical objects that we will handle, namely

BGW trees and Lévy trees, and see how they relate to each other.

0.2.1 Discrete trees

A discrete tree is a connected acyclic graph. The trees that we will consider will be finite,

rooted (i.e. they have a distinguished vertex called the root) and ordered (i.e. children of each

vertex are ordered from left to right). Such trees are also called plane trees in the litterature.

We shall use Neveu’s formalism for discrete trees, see [129]. Let U =∪n≥0(N∗)n be the set of

labels, with the convention (N∗)0 = {;}. In other words, an element of U is a (possibly empty)

finite sequence of positive integers. If v = (v1, . . . , vn) ∈U , we denote by H(v) = n its “height”

or generation. By convention, we set H(;) = 0. If v = (v1, . . . , vn), w = (w1, . . . , wm) i nU , we

write v w = (v1, . . . , vn , w1, . . . , wm) for the concatenation of v and w . In particular, we have

v;=;v = v . We say that v is an ancestor of w and write v 4w if there exists u ∈U such that

w = vu. Define a mapping pr: U \ {;} →U by pr(v1, . . . , vn) = (v1, . . . , vn−1) (i.e. pr(v) is the

parent of v). Finally, a discrete tree is a finite subset of U satisfying the following conditions:

(i) ;∈ t,

(ii) v ∈ t \ {;} =⇒ pr(v) ∈ t,

(iii) for every v ∈ t, there exists a finite integer kv (t) ≥ 0 such that, for every j ∈N∗, v j ∈ t if

and only if 1 ≤ j ≤ kv (t).

The number kv (t) should be interpreted as the number of children of the vertex v in t and

pr(v) is its parent. The vertex ; is called the root of t. The vertex v is called a leaf if kv (t) = 0

and an internal vertex otherwise. We denote the set of leaves by Lf(t) and the set of internal

vertices by t◦. If v ∈ t, we define the subtree tv of t above v (rooted at v) by:

tv = {w ∈U : v w ∈ t}.

We denote by |t| = Card(t) the size of t and by h(t) = maxv∈t H(v) its height.

We now introduce a way of coding discrete trees. For a discrete tree t, denote by v0 =
;, v1, . . . , v|t|−1 the vertices of t listed in lexicographical order (which corresponds to the depth-

6



0.2. BGW trees and Lévy trees

first search of the tree). The height function Ht = (Ht(n) : 0 ≤ n < |t|) is defined by:

Ht(n) = H(vn), ∀0 ≤ n < |t|.

In words, the height function is simply the sequence of the generations of the individuals of t

v0 =;
t

v1

v2 v3

v4 v5

v6

1

n

Ht(n)

1

2

3

1 2 3 4 5 6

1

Figure 1 – Example of a discrete tree (left) and its associated height function (right).

listed in the lexicographical order, see Figure 1. It is easily checked that the height function Ht

characterizes the tree t.

0.2.2 BGW trees

A BGW tree is the genealogical tree of a BGW process. It corresponds to the evolution of a

population in which each individual has, independently of the others, a random number of

children distributed according to the same probability measure onN.

Definition 0.2.1. Let ξ be a non-constantN-valued random variable with mean 1 (ξ is said to

be critical). A random variable τ with values in the set of discrete trees is said to be a BGW tree

with offspring distribution ξ (or BGW(ξ) tree for short) if:

(i) P
(
k;(τ) = k

)=P (ξ= k) for k ∈N.

(ii) For every k ≥ 1 with P (ξ= k) > 0, conditionally on k;(τ) = k, the subtrees above the root

τ1, . . . ,τk are independent and distributed as τ.

We exclude the case ξ = 1: this corresponds to a (deterministic) population in which each

individual has exactly one child. Equivalently, we always assume that P (ξ= 0) > 0. Property

(ii) is called the branching property of the BGW tree. One can show that this distribution exists

7
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and that it is uniquely determined by the offspring distribution. In fact, we have the following

characterization: the random tree τ is a BGW(ξ) tree if and only if

P (τ= t) =
∏
v∈t
P (ξ= kv (t)) , (0.2.1)

for every discrete tree t.

Remark 0.2.2. The definition above still works when ξ is subcritical (i.e. E [ξ] < 1). However,

when ξ is supercritical (i.e. E [ξ] > 1), some care needs to be taken as the BGW tree is infinite

with positive probability. Let us mention that it is still possible to define the supercritical BGW

tree in that case, but we do not enter such considerations as we will only deal with the critical

case.

We now turn to the coding of BGW trees. Consider the height function Hτ of the BGW tree τ.

In general, this random process is not Markovian, but Le Gall and Le Jan [119] noticed that it

can be written as a simple functional of a random walk.

Proposition 0.2.3. Let τ be a BGW(ξ) tree and let (Rn , n ∈ N) be a random walk on Z with

initial value R0 = 0 and jump distribution P (R1 = k) = P (ξ= k +1) for every k ≥ −1. Set T =
inf{n ≥ 1: Rn =−1} and

Kn = Card

{
0 ≤ k ≤ n −1: Rk = inf

k≤ j≤n
R j

}
. (0.2.2)

Then, we have the following identity:

(Hτ(n) : 0 ≤ n < |τ|) (d)= (Kn : 0 ≤ n < T ). (0.2.3)

This will serve as motivation for the coding of Lévy trees, see Section 0.2.6 below.

0.2.3 Size-conditioned BGW trees

The size of a BGW tree is random. More precisely, if we let (Rn , n ∈ N) be a random walk

starting from 0 with jump distribution P (R1 = k) =P (ξ= k +1), the well-known Otter-Dwass

formula (see Otter [130], Dwass [63] and Pitman [137, Chapter 6]) writes:

P (|τ| = n) = 1

n
P (Rn =−1) . (0.2.4)

Remark 0.2.4. In fact, the preceding identity can be recovered from (0.2.3), which implies

that |τ| is distributed as the hitting time T of −1 by the random walk (Rn , n ∈N), together with

Kemperman’s formula [100, 101], which identifies the distribution of T .

Recall that the span of the integer-valued random variable ξ is the largest integer λ0 such that

P (ξ ∈ a +λ0Z) = 1 for some a ∈Z. Since we assume that P (ξ= 0) > 0, the span λ0 is also the

8
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greatest common divisor of {k ≥ 1: P (ξ= k) > 0}. In particular, using (0.2.4), one can show

that P (|τ| = n) = 0 if n 6≡ 1 (mod λ0) while P (|τ| = n) > 0 for all large n with n ≡ 1 (mod λ0), see

Section 1.4 of Chapter 1.

For every n such that P (|τ| = n) > 0, we denote by τn a BGW(ξ) tree conditioned to have size

n. In other words, the tree τn is distributed as τ conditionally on |τ| = n. In what follows, we

implicitly assume that n is such that P (|τ| = n) > 0.

Remark 0.2.5. For special choices of offspring distribution ξ, the size-conditioned BGW(ξ)

tree is uniformly distributed on a class of “combinatorial trees” with n vertices, see Table 1. Let

us give some examples. We say that ξ follows the geometric distribution with parameter 1/2

and write ξ∼G (1/2) if P (ξ= k) = 2−k−1 for every k ∈N. In that case, the conditioned BGW(ξ)

tree τn is uniformly distributed over the set of all discrete (i.e. rooted ordered) trees with n

vertices. If ξ∼P (1) has a Poisson distribution with parameter 1 (i.e. P (ξ= k) = e−1/k !), then

τn is uniformly distributed over the set of all rooted Cayley (i.e. rooted unordered) trees with n

vertices. Finally, if P (ξ= 0) = P (ξ= 2) = 1/2, then τn is uniformly distributed over the set of

complete binary trees with n vertices.

Class of trees Rooted ordered trees Rooted Cayley trees Complete binary trees

Offspring
distribution

ξ∼G (1/2) ξ∼P (1) P (ξ= 0) =P (ξ= 2) = 1/2

Span 1 1 2
Variance 2 1 1

Table 1 – Uniform trees viewed as conditioned BGW trees

0.2.4 Real trees

Real trees (also known as R-trees) are abstract metric spaces that generalize discrete trees

in a continuous way. Take a discrete tree and embed it in the plane, allowing edges to have

different lengths. Now, instead of thinking of the tree as just its finite set of vertices with a

collection of distances between them, regard the edges as also part of the metric space. In

other words, elements of the tree are not only the “vertices” of the discrete tree but also all the

points lying in between. This space one obtains, formed by a union of line segments, should

be a real tree. In fact, the definition of a real tree will allow for more erratic behavior.

Definition 0.2.6. A quadruple (T,d ,;,µ) is called a real tree (resp. a compact real tree) if (T,d)

is a metric space (resp. a compact metric space) equipped with a distinguished vertex ; ∈ T

called the root and a nonnegative finite measure µ on T and if the following two properties hold

for every x, y ∈ T :

(i) (Unique geodesics). There exists a unique isometric map fx,y : [0,d(x, y)] → T such that

fx,y (0) = x and fx,y (d(x, y)) = y.

9
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(ii) (Loop-free). If ϕ is a continuous injective map from [0,1] into T such that ϕ(0) = x and

ϕ(1) = y, then we have ϕ([0,1]) = fx,y
(
[0,d(x, y)]

)
.

Property (ii) says that there is a unique path joining any two nodes in a real tree and this is

what makes it “tree-like”. For example, the space R2 – which is certainly not tree-like – satisfies

property (i) but not (ii) since there are infinitely many paths between any two points in the

plane.

Remark 0.2.7. In the litterature, a real tree is generally defined as a metric space (T,d) satis-

fying properties (i) and (ii) above without being equipped with a distinguished vertex ; or a

measure µ. In this terminology, the quadruple (T,;,d ,µ) is usually called a rooted measured

real tree. However, we choose to include the root and the measure in the definition of a real

tree since the trees that we will consider (viz. BGW trees and Lévy trees) are naturally equipped

with this structure. In particular, the measure µ gives an intrisic way of choosing a vertex of

T uniformly at random. In that sense, our definition is in the spirit of Aldous’ definition of a

continuum real tree; see [16].

Remark 0.2.8. We will need to view discrete trees as real trees. Let a > 0. We simply embed

the discrete tree t in the plane, connect every vertex to its children in such a way that the

distance between any two adjacent vertices (of the discrete tree) is a and equip this resulting

metric space with the uniform probability measure on the set of vertices of the discrete tree.

We denote this real tree by at.

If (T,d ,;,µ) is a real tree, we define its set of leaves by:

Lf(T ) = {x ∈ T \ {;} : T \ {x} is connected},

with the convention that Lf(T ) = {;} if T = {;} is the trivial tree. The height of the tree T is

defined by h(T ) = supx∈T H(x), where H(x) = d(;, x) denotes the height of x. Note that if

(T,d ,;,µ) is a compact real tree, then h(T ) <∞. The range of the mapping fx,y described in (i)

above is denoted by �x, y� (this is the line segment between x and y in the tree). In particular,

�;, x� is the path going from the root to x, which we will interpret as the ancestral line of the

node x. We define a partial order on the tree by setting x 4 y (x is an ancestor of y) if and

only if x ∈ �;, y�. If x, y ∈ T , there is a unique z ∈ T such that �;, x�∩�;, y� = �;, z�. We write

z = x ∧ y and call it the most recent common ancestor of x and y . Let x ∈ T be a node. Let

r ∈ [0, H(x)]. We denote by xr ∈ T the unique ancestor of x with height H(xr ) = r . As in the

discrete case, we also define the subtree Tx of T above x by:

Tx = {
y ∈ T : x 4 y

}
,

and the subtree Tr,x of T above level r containing x by:

Tr,x = {
y ∈ T : H(x ∧ y) ≥ r

}= Txr .

10
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Then Tx (resp. Tr,x ) can be naturally viewed as a real tree, rooted at x (resp. at xr ) and endowed

with the distance d and the measure µ|Tx = µ(· ∩Tx ) (resp. the measure µ|Tr,x ). Note that

T0,x = T and TH(x),x = Tx .

Similarly to the discrete case, there is a way to code a real tree via excursion-type functions

which we now present, see e.g. [69, Chapter 3, Example 3.14]. Let e be a positive excursion,

that is e : R+ → R+ is a continuous function such that e(0) = 0, e(s) > 0 for 0 < s < σ and

e(s) = 0 for s ≥ σ, where σ = inf{s > 0: e(s) = 0} ∈ (0,∞) is the lifetime of the excursion. Set

de (t , s) = e(t )+e(s)−2inf[t∧s,t∨s] e for every t , s ∈ [0,σ] and define an equivalence relation on

[0,σ] by letting t ∼e s if and only if de (t , s) = 0. Then the real tree Te coded by the excursion e

is defined as the quotient space [0,σ]/ ∼e , rooted at pe (0) where pe : [0,σ] → Te is the quotient

map and equipped with the distance de and the pushforward measure µe =λ◦p−1
e where λ is

the Lebesgue measure [0,σ]. Informally, this passage to the quotient corresponds to putting

t

e(t )

1

Figure 2 – Example of an excursion (left) and the real tree that it codes (right).

some glue on the bottom of the graph of e then folding it horizontally; see Figure 2. It can

be checked that this defines a compact real tree. Notice that the total mass of Te is given by

µ(Te ) =σ and its height by h(Te ) = sups≥0 e(s).

Remark 0.2.9. Conversely, every compact real tree (T,;,d) (notice that we do not assume

that T is equipped with a measure) can be coded by a continuous excursion. Furthermore,

every compact (measured) real tree (T,;,d ,µ) equipped with a linear order ≤ that satisfies

some natural compatibility assumptions can be coded by a càglàd excursion. We refer the

reader to Duquesne [55] for these results and for futher details on the coding of real trees.

0.2.5 Convergence of real trees

One of our goals is to study the convergence of (rescaled) discrete trees to continuous ones. To

this end, it is necessary to have a notion of convergence for real trees. We shall use a variant of

the Gromov-Hausdorff distance between compact metric spaces (which was introduced by

Gromov [79] for geometric applications) which takes into account that the metric spaces we

consider are marked and measured.

11
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Let (T,;,d ,µ) and (T ′,;′,d ′,µ′) be two compact real trees. We say that a mappingϕ : (T,;,d ,µ)

→ (T ′,;′,d ′,µ′) is a root-preserving and measure-preserving isometry if ϕ : (T,d) → (T ′,d ′)
is an isometry such that ϕ(;) =;′ and µ◦ϕ−1 = µ′. Denote by T the set of root-preserving

and measure-preserving isometry classes of compact real trees. We will often identify a class

with an element of this class, writing (T,;,d ,µ) (or simply T when there is no ambiguity) for

the class of (T,;,d ,µ) in T. We start by recalling the definition of the Hausdorff distance. Let

(E ,δ) be a metric space. Given a non-empty subset A ⊂ E and ε> 0, the ε-neighborhood of

A is defined by Aε = {x ∈ E : δ(x, A) < ε}. The Hausdorff distance δH between two non-empty

subsets A,B ⊂ E is defined by:

δH(A,B) = inf
{
ε> 0: A ⊂ Bε and B ⊂ Aε

}
.

Next, we give the definition of the Lévy-Prokhorov distance which metrizes the topology of

weak convergence of finite (nonnegative) measures. The Lévy-Prokhorov distance between

two finite measures µ,ν on E is defined by:

δP(µ,ν) = inf
{
ε> 0: µ(A) ≤ ν(Aε)+ε and ν(A) ≤µ(Aε)+ε, ∀A ⊂ E measurable

}
.

We can now give the standard definition of the Gromov-Hausdorff-Prokhorov (or GHP for

short) topology. Given two compact real trees (T,;,d ,µ), (T ′,;′,d ′,µ′) ∈T, we set:

d◦
GHP(T,T ′) = inf

{
δ(ϕ(;),ϕ′(;′))∨δH(ϕ(T ),ϕ′(T ′))∨δP(µ◦ϕ−1,µ′ ◦ϕ′−1)

}
,

where the infimum is taken over all isometriesϕ : T → E andϕ′ : T ′ → E into a common metric

space (E ,δ). It can be checked that the space (T,d◦
GHP) is a Polish metric space, see e.g. [5].

Remark 0.2.10. Other topologies on the set of compact real trees (and more generally, com-

pact metric measure spaces) have appeared in the litterature. As mentioned by Villani [151],

there are essentially two approaches. The first one – which we follow – consists in combining

the Hausdorff metric with the Prokhorov metric to compare both geometric and measure-

related properties of the spaces. The second approach is to emphasize the role of the measures.

This idea originates from the work of Gromov [79] where it is induced by the so-called box-

metrics. Greven, Pfaffelhuber and Winter [78] introduced the so-called Gromov-weak topology

which can be defined by the Gromov-Prokhorov distance. Later, it was shown by Löhr [121]

that Gromov’s box metric and the Gromov-Prokhorov metric are bi-Lipschitz equivalent. In

a sense, this topology is weaker than the GHP topology since we do not take into account

the Hausdorff distance between the two spaces. When working with this metric, the features

outside the support of the measure in the underlying space are discarded which leads to

different isometry classes. Building on the Gromov-weak topology, Athreya, Löhr and Winter

introduced the stronger Gromov-Hausdorff-weak topology which additionally compares the

Hausdorff distance of the supports of the respective measures. This is more closely related

to the GHP topology; we refer the reader to [5, 24, 104] for further discussion of the two

topologies.
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0.2.6 Lévy trees

Following Duquesne and Le Gall [57, 58], we will define Lévy trees as the compact real trees

coded by the so-called height process that we now introduce. Just like CB processes, the distri-

bution of the height process is characterized by a function ψ : R+ →R+ called the branching

mechanism and having the Lévy-Khintchine form:

ψ(λ) =αλ+βλ2 +
∫

(0,∞)
(e−λr −1+λr )π(dr ), ∀λ ∈R+, (0.2.5)

where α ∈R, β ∈R+ and π is a σ-finite measure on (0,∞) satisfying the integrability condition∫
(0,∞)(r ∧ r 2)π(dr ) <∞. We say that the branching mechanism ψ is critical (resp. subcritical,

resp. supercritical) if α= 0 (resp. α> 0, resp. α< 0). We will restrict ourselves to the critical

and subcritical cases. We also assume that the Grey condition holds:∫ ∞ dλ

ψ(λ)
<∞. (0.2.6)

Our starting point is a spectrally positive (i.e. without negative jumps) Lévy process X =
(X t , t ≥ 0) with Laplace exponent ψ starting from 0. Namely, we have:

E
[
exp(−λX t )

]= exp(tψ(λ)), ∀t ,λ ∈R+.

Note that (0.2.5) entails that X does not drift to ∞, see e.g. Bertoin [29, Chapter VII]. Further-

more, the Grey condition (0.2.6) implies that

β> 0 or
∫

(0,1)
r π(dr ) =∞, (0.2.7)

which is equivalent to the paths of X being a.s. of infinite variation, see Bertoin [29]. In analogy

with (0.2.2), the idea is to define the height process as the “measure” of the set{
s ≤ t : Xs = inf

[s,t ]
X

}
in a local time sense. Notice that here the Lévy process X plays the role of the random walk

R. In this direction, one can show that there exists a process H = (Ht , t ≥ 0) with continuous

paths such that the following convergence holds in probability for every t ≥ 0:

Ht = lim
ε→0

1

ε

∫ t

0
1{I s

t <Xs<I s
t +ε} ds, (0.2.8)

where I s
t = inf[s,t ] X is the past infimum of X . The process H is called the ψ-height process. In

the Brownian case ψ(λ) =λ2, it can be checked that H is distributed as a reflected Brownian

motion. Heuristically, the height process codes a Lévy forest. In order to construct the Lévy

tree, we first need to introduce the excursion measure of the height process.
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To that end, denote by I = (It , t ≥ 0) the infimum process of X defined by It = inf[0,t ] X . Basic

results on Lévy processes, see e.g. [29, Chapter VII], ensure that X − I is a strong Markov

process with values in R+ and that the point 0 is regular. Furthermore, the process −I is a local

time at 0 for X − I . Denote by Nψ the associated excursion measure of the process X − I away

from 0. In the Brownian case, Nψ is the Itô positive excursion measure up to a scaling factor.

Now it is not difficult to derive from (0.2.8) that the value Ht of the height process at time t

only depends on the excursion of X − I away from 0 which straddles time t . Furthermore, the

excursion intervals of H away from 0 coincide with those of X − I away from 0. It follows that

the excursion measure of H away from 0 is the “distribution” of H under Nψ. We still denote it

by Nψ and we let

σ= inf{t > 0: Ht = 0} (0.2.9)

be the lifetime of H under Nψ (which coincides with the lifetime of X − I ). We also let

h= sup
0≤t≤σ

Ht . (0.2.10)

Definition 0.2.11. The ψ-Lévy tree T = TH is the compact real tree coded by the ψ-height

process H under Nψ.

With a slight abuse of notation, we denote by Nψ(dT ) the “distribution” of the ψ-Lévy tree

under Nψ(dH). Observe that under Nψ, the Lévy tree T has total mass σ and height h.

Remark 0.2.12. The notation Ht for the height process is consistent with the height (i.e. dis-

tance to the root) in the Lévy tree T . Indeed, recall from Section 0.2.4 that pH : [0,σ] →T is

the canonical projection. Then, if we denote by x = pH (t ) the node of T associated with t , it

is easy to see that the height of x satisfies H(x) = Ht .

Remark 0.2.13. There are some other ways to define Lévy trees. Most notably, Duquesne and

Le Gall [57, Chapter 2] showed that Lévy trees arise as scaling limits of BGW trees. Alternatively,

Duquesne and Winkel [62] constructed Lévy trees as limits of growing families of BGW trees

with exponential edge lengths, consistent under Bernoulli percolation on leaves.

We gather some properties of the Lévy tree under its excursion measure Nψ.

(i) Height. For Nψ-almost every T , there is a unique leaf x∗ ∈ T realizing the height,

i.e. such that H(x∗) = h. Furthermore, the height h of T satisfies:

Nψ [h> a] = v(a), (0.2.11)

where the function v : (0,∞) → (0,∞) is the unique nonnegative solution of the equation:∫ ∞

v(a)

dλ

ψ(λ)
= a. (0.2.12)
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(ii) Mass measure. For Nψ-almost every T , the mass measure µ is supported on the set of

leaves Lf(T ). Furthermore, the total mass σ=µ(T ) satisfies:

Nψ
[

1−e−λσ
]
=ψ−1(λ), (0.2.13)

where ψ−1 is the right-continuous inverse of ψ.

(iii) Local times. For Nψ-almost every T , there exists a process (La , a ≥ 0) with values in

the space of finite measures on T which is càdlàg for the topology of weak convergence

and such that

µ(dx) =
∫ ∞

0
da La(dx). (0.2.14)

For every a ≥ 0, the measure La is supported on T (a) := {x ∈T : H(x) = a} the set of

nodes at height a. Furthermore, the real-valued process
(
La
σ := 〈La ,1〉, a ≥ 0

)
is a CB

process with branching mechanism ψ under its canonical measure.

(iv) Branching property. For every a ≥ 0, let (T i , i ∈ Ia) be the subtrees of T originating

from level a and let xi be their respective roots. Then, under Nψ and conditionally on

ra(T ) := {x ∈T : H(x) ≤ a}, the measure
∑

i∈Ia
δ(xi ,T i ) is a Poisson point measure on

T (a)×Twith intensity La(dx)Nψ(dT ′).

(v) Branching points. For Nψ-almost every T , the branching points of T are either binary

or of infinite degree. The set of binary branching points is empty if β = 0 and is a

countable dense subset of T if β> 0. The set

Br∞(T ) := {x ∈T : T \ {x} has infinitely many connected components}

of infinite branching points is nonempty with Nψ-positive measure if and only if π 6= 0.

If 〈π,1〉 = ∞, the set Br∞(T ) is countable and dense in T for Nψ-almost every T .

Furthermore, the set {H(x), x ∈ Br∞(T )} coincides with the set of discontinuity times

of the mapping a 7→ La . For every such discontinuity time a, there is a unique xa ∈
Br∞(T )∩T (a) and ∆a > 0 such that

La = La−+∆aδxa .

For convenience, we define ∆a for every a ≥ 0 by setting ∆a = 0 if La = La−. In particular,

we have La
σ = La−

σ +∆a , that is ∆a is exactly the size of the jump of the associated CB

process at time a. We will call ∆a the degree (or the mass) of the node xa . This is an

abuse of language since a node xa ∈ Br∞(T ) has infinite degree by definition.

We end this section with a useful decomposition of the Lévy tree. Bismut [39] gave a description

of the Itô positive excursion measure at a time chosen uniformly at random. The next theorem

extends this result to the excursion measure Nψ. First, let us introduce some notations. If

T ∈T is a compact real tree and x ∈ T , we denote by (T i , i ∈ Ix ) the subtrees originating from

the branch �;, x� and let hi be the height at which T i is grafted. Define a point measure on
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R+×T by:

M T
x =

∑
i∈Ix

δ(hi ,T i ).

We will also need the probability measure Pψr (dT ) defined on Twhich is the distribution of a

“Lévy forest” with initial degree r , see e.g. Abraham and Delmas [3] for a precise definition.

Definition 0.2.14. Let
∑

i∈I δTi be a Poisson point measure on Twith intensity r Nψ. Then Pψr
is defined as the distribution of the random tree T obtained by gluing together the trees Ti at

their root.

Finally, define:

Nψ

B (dT ) = 2βNψ(dT )+
∫

(0,∞)
r π(dr ) Pψr (dT ). (0.2.15)

The following theorem gives a decomposition of the Lévy tree along the ancestral line of a leaf

chosen uniformly at random; see Duquesne and Le Gall [58, Theorem 4.5] or Abraham and

Delmas [3, Theorem 2.1].

Theorem 0.2.15. For every measurable functionΦ : R+×T→R+ and for every λ≥ 0, we have:

Nψ

[∫
T

La(dx)e−λH(x)−〈MT
x ,Φ〉

]
= e−λa exp

(
−

∫ a

0
g (u)du

)
, (0.2.16)

where we set:

g (u) =α+Nψ

B

[
1−e−Φ(u,T )

]
. (0.2.17)

In particular, we have:

Nψ

[∫
T
µ(dx)e−λH(x)−〈MT

x ,Φ〉
]
=

∫ ∞

0
da e−λa exp

(
−

∫ a

0
g (u)du

)
. (0.2.18)

In other words, under Nψ[σdT ], if we choose a leaf U uniformly at random (i.e. according to

the normalized mass measure σ−1µ), its height H(U ) has distribution e−αa da and, condition-

ally on H(U ) = a, the point measure MT
U is a Poisson point measure on [0, a] with intensity

Nψ

B . Let us mention that there are other known decompositions for the Lévy tree: a Williams’

decomposition along the ancestral line of the heighest leaf (see Abraham and Delmas [2]) and

a decomposition along the diameter of the Lévy tree (see Duquesne and Wang [60]).

0.2.7 Stable trees

Stable trees are special instances of Lévy trees that enjoy remarkable scaling properties. We say

that ψ is a stable branching mechanism if it is of the form (up to a multiplicative constant):

ψ(λ) =λγ, ∀λ ∈R+, (0.2.19)
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where γ ∈ (1,2]. We will write Nγ for the excursion measure of the stable tree instead of Nψ.

Observe that the Brownian case ψ(λ) = λ2 corresponds to α = 0, β = 1 and π = 0 while the

non-Brownian stable case ψ(λ) =λγ with γ ∈ (1,2) corresponds to α=β= 0 and

π(dr ) = γ(γ−1)

Γ(2−γ)

dr

r 1+γ , (0.2.20)

where Γ is Euler’s gamma function.

When the branching mechanism is stable, the Lévy process X is self-similar. More precisely,

the process (a−1/γXat , t ≥ 0) is distributed as X for every a > 0. This implies the following

identity in distribution for the stable tree:

Rγ(T , a) under Nγ (d)= T under a1/(γ−1) Nγ, (0.2.21)

where the rescaling map Rγ : T× (0,∞) →T is defined by:

Rγ

(
(T,;,d ,µ), a

)= (
T,;, ad , aγ/(γ−1)µ

)
. (0.2.22)

In words, Rγ(T, a) is the compact real tree obtained from T by multiplying the distance by a

and the measure by aγ/(γ−1). Using the scaling property 0.2.21, one can make sense of the

stable tree conditioned by its total mass. More precisely, there exists a regular conditional

probability Nγ

(a) = Nγ[·|σ= a] such that Nγ

(a)-a.s.σ= a and the following disintegration formula

holds:

Nγ[dT ] = 1

γΓ(1−1/γ)

∫ ∞

0

da

a1+1/γ
Nγ

(a)[dT ]. (0.2.23)

In particular, the distribution of the lifetime σ under Nγ is given by:

Nγ[σ ∈ da] = 1

γΓ(1−1/γ)

da

a1+1/γ
· (0.2.24)

Informally, the probability measure Nγ

(a) can be seen as the distribution of the stable tree

T with total mass a. Moreover, we have the following scaling property for the stable tree

conditioned by its total mass:

T under Nγ

(a)
(d)= Rγ(T , a1−1/γ) under Nγ

(1) . (0.2.25)

Definition 0.2.16. We call the stable tree with branching mechanism ψ(λ) =λγ under Nγ

(1) the

normalized γ-stable tree.

We end this section by stating the convergence of size-conditioned BGW trees towards nor-

malized stable trees. Let ξ be aN-valued random variable which is critical (i.e. E [ξ] = 1) and

satisfies the following condition
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(Hγ) ξbelongs to the domain of attraction of a stable law with indexγ ∈ (1,2], i.e. E
[
ξ21{ξ≤n}

]=
n2−γL(n), where L : R+ →R+ is a slowly varying function.

By [72, Theorem XVII.5.2], assumption (Hγ) is equivalent to the existence of a positive se-

quence (bn , n ≥ 1) such that Rn/bn
(d)−→ X1 where R is the random walk defined in Proposition

0.2.3 and X is the stable Lévy process with Laplace exponent ψ(λ) =λγ. The following result

is due to Aldous [16] in the Brownian case γ= 2 and to Duquesne [54] in the non-Brownian

stable case γ ∈ (1,2), see also Kortchemski [110].

Theorem 0.2.17. Assume that the offspring distribution ξ is critical and satisfies (Hγ). Let τn be

a BGW(ξ) tree conditioned to have n vertices. The following convergence in distribution holds

in the space T:
bn

n
τn (d)−−−−→

n→∞ T , (0.2.26)

with respect to the GHP topology, where T is the normalized γ-stable tree.

Remark 0.2.18. Another natural notion of size for discrete trees is the number of leaves.

Kortchemski [109] showed that a BGW tree with critical offspring distribution belonging to the

domain of attraction of a stable law conditioned to have n leaves converges in distribution to

the normalized stable tree after rescaling.

Remark 0.2.19. More generally, a stable branching mechanism is of the form ψ(λ) = κλγ

with κ > 0, and the associated tree enjoys the same self-similarity properties as above. We

choose the normalization κ= 1: notice that one can always modify the sequence bn so that

the convergence (0.2.26) holds with T being the normalized γ-stable tree with branching

mechanism ψ(λ) =λγ.

0.3 Main contributions

0.3.1 Additive functionals on BGW trees

In this section, we present the main results of [7] which corresponds to Chapter 1.

Knowing that conditioned BGW trees converge in distribution to stable trees after rescaling

(see Theorem 0.2.17), one can wonder if certain functionals of those trees converge. Obviously,

the answer is positive for any functional which is continuous with respect to the GHP topology,

for example the height of the tree. However, the GHP topology is not strong enough to deal

with all interesting functionals. A typical example is the height profile of the tree, that is the

number of vertices at any given level. As Theorem 0.2.17 suggests, this turns out to converge

towards the local time process of the Brownian tree in the finite variance case; see [53, 136].

Here, we will be be interested in a class of functionals called additive.
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Definition 0.3.1. A functional F defined on the set of discrete trees is said to be additive if it

satisfies the recursion:

F (t) =
k;(t)∑
i=1

F (ti )+ f (t), (0.3.1)

where t1, . . . ,tk;(t) are the subtrees rooted at the children of the root of the tree t, and f is a given

toll function.

Notice that an additive functional F can also be written as:

F (t) =
∑
w∈t

f (tw ), (0.3.2)

where tw is the subtree of t above vertex w . Such functionals are naturally encountered in

computer science where they represent the cost of divide-and-conquer type algorithms, in

phylogenetics where they are used as a rough measure of the imbalance of trees or in chemical

graph theory where they are employed as a predictive tool for some chemical properties.

Among these, we mention the total path length defined by:

P (t) =
∑
v∈t

H(v) =
∑
w∈t

|tw |− |t|, (0.3.3)

the Wiener index [147] defined by:

W (t) =
∑

u,v∈t
d(u, v) = 2|t|

∑
w∈t

|tw |−2
∑
w∈t

|tw |2, (0.3.4)

the shape functional, the Sackin index, the Colless index and the cophenetic index, see [144]

for their definitions and also [52] for their representation using additive functionals, and

references therein. We also mention the Shao and Sokal B1 index [15, 144] defined by:

B1(t) =
∑

w∈t◦
w 6=;

1

h(tw )
. (0.3.5)

It is used for assessing the balance of phylogenetic trees, see e.g. [71, 91, 107, 138, 143].

We shall consider size-conditioned BGW trees whose offspring distribution is critical and lies

in the domain of attraction of a stable law. Roughly speaking, one can distinguish between

two regimes: the local and the global regime. In the local regime, the toll function is small

when the subtree is large so that the main contribution to the additive functional comes

from small subtrees. These are almost independent which intuitively explains the asymptotic

normality; see [95, 139, 153]. In the global regime, the toll function is large when the subtree

is large and the main contribution comes from large subtrees which are strongly dependent.

Thus the global shape of the BGW tree comes into play, which is why we expect the limit to

be non-Gaussian but to depend on the normalized stable tree. We shall focus on the global

regime for toll functions depending both on the size and height. Let us briefly review known

results in the litterature. Fill and Kapur [74] studied the case of additive functionals associated
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with the toll function f (t) = |t|a for uniform binary trees (which is a special case of conditioned

BGW trees, see Table 1); they observed a phase transition at a = 1/2 between the local and the

global regime. In the global regime, corresponding to a > 1/2, they proved convergence in

distribution after rescaling to a random variable characterized by its moments. This was very

recently generalized by Fill and Janson [73] to BGW trees with critical offspring distribution

with finite variance (this implies that γ = 2 in our notations below). When the offspring

distribution has infinite variance but lies in the domain of attraction of a stable distribution

with index γ ∈ (1,2], Delmas, Dhersin and Sciauveau [52] proved convergence in distribution

for a ≥ 1 and conjectured a phase transition at a = 1/γ. We shall prove this conjecture as a

particular case of our main result.

Let us compare the results of Fill and Janson [73] to ours which were obtained at the same

time and independently. In that paper, the authors only consider offspring distributions with

finite variance and toll functions of the form f (t) = |t|a . They view the additive functional as a

function of a; thus, on conditioned BGW trees it becomes a random analytic function. Using

powerful techniques from complex analysis, they are able to show convergence for ℜa > 1/2

but also to extend their results to the so-called the intermediate regime which corresponds to

0 <ℜa < 1/2. They also obtain interesting results on the line ℜa = 1/2 under an additional

moment assumption on the offspring distribution. We use a very different approach which

is intrinsic to trees, treating additive functionals on BGW trees as random measures. The

problem is then reduced to the study of random measures, with the goal of showing their

convergence in some appropriate space of measures which integrate functions with possible

blow-up. This approach allows us to drop the finite variance assumption and also to consider

more general toll functions, in particular of the form f (t) = |t|ah(t)b . One advantage of our

approach is that it applies (at least partially) to other families of random trees that have scaling

limits, for example random Pólya trees.

By letting f vary in (0.3.2), we obtain a measure associated with every tree. More precisely, for

every discrete tree t and every a > 0, we define a (finite) measure A ◦
t,a on the space T×R+ by:

〈A ◦
t,a , f 〉 = a

|t|
∑

w∈t◦
|tw | f (atw , aH(w)) , (0.3.6)

where atw is the compact real tree obtained from tw by multiplying all distances by a, equipped

with |t|−1 times the counting measure. The measure A ◦
t,a was already considered in [52] in

a less general form. In Chapter 1, we show that A ◦
t,a is a discretization of another (finite)

measureΨat, where for every compact real tree (T,;,d ,µ), we set:

〈ΨT , f 〉 =
∫

T
µ(dx)

∫ H(x)

0
f (Tr,x ,r )dr. (0.3.7)

Then, we prove that the mapping T 7→ΨT is continuous for the GHP topology on T and the

topology of weak convergence on the space of measures on R+×T. In conjunction with the

scaling limit of conditioned BGW trees (see Theorem 0.2.17), this immediately yields the

20



0.3. Main contributions

following result.

Proposition 0.3.2. Let τn be a BGW(ξ) tree conditioned to have n vertices, with a critical

offspring distribution ξ satisfying (Hγ) for some γ ∈ (1,2]. We have the following convergence in

distribution and of all positive moments:

bn

n2

∑
w∈τn,◦

|τn
w | f

(
bn

n
τn

w ,
bn

n
H(w)

)
(d)−−−−→

n→∞ 〈ΨT , f 〉, (0.3.8)

for every continuous and bounded function f : T×R+ →R, where T is the normalized γ-stable

tree.

Clearly, the above reasoning is not specific to BGW trees but is very general: for any sequence

of random discrete tree (τn , n ∈N) such that anτ
n converges in distribution to some random

compact real tree T for the GHP topology where (an , n ∈N) is a sequence of positive numbers

converging to 0 and such that (an E [h(τn)] , n ∈N) is bounded, one has the convergence in

distribution of the random measure A ◦
τn ,an

to ΨT . As an example, this applies to random

Pólya trees which are known to converge to the Brownian tree; see [82, 131].

As a consequence of Proposition 0.3.2, the random variable∑
w∈τn,◦

|τn
w |ah(τn

w )b (0.3.9)

converges after rescaling for a ≥ 1 and b ≥ 0. Observe that when b = 0, this is not sufficient to

get the phase transition conjectured in [52] at a = 1/γ< 1. In the specific case of conditioned

BGW trees, we can improve this result as follows. We make the stronger assumption on the

offspring distribution ξ:

(H ′
γ) E

[
ξ21{ξ≤n}

]= n2−γL(n) where L : R+ →R+ is a slowly varying function which is bounded

away from zero and infinity.

This is equivalent to the existence of a positive sequence (bn , n ≥ 1) such that bn/n1/γ is

bounded away from zero and infinity and Rn/bn
(d)−→ X1 where R is the random walk defined in

Proposition 0.2.3 and X is the stable Lévy process with Laplace exponent ψ(λ) =λγ.

Theorem 0.3.3. Let τn be a BGW(ξ) tree conditioned to have n vertices, with a critical offspring

distribution ξ satisfying (H ′
γ) for some γ ∈ (1,2].

(i) If γa + (γ−1)b > 1, we have the convergence in distribution and of the first moment:

b1+b
n

n1+a+b

∑
w∈τn,◦

|τn
w |ah(τn

w )b (d)−−−−→
n→∞ Zγa−1,b . (0.3.10)
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(ii) If γa + (γ−1)b ≤ 1, we have the convergence in distribution and of the first moment:

b1+b
n

n1+a+b

∑
w∈τn,◦

|τn
w |ah(τn

w )b (d)−−−−→
n→∞ ∞. (0.3.11)

The limiting random variable Zγa,b has the following representation in terms of the normalized

γ-stable random tree T :

Zγa,b =
∫
T
µ(dx)

∫ H(x)

0
µ(Tr,x )ah(Tr,x )b dr, (0.3.12)

where Tr,x is the subtree of T above level r containing x.

Thus, we obtain a phase change for functionals of the size and height at γa + (γ−1)b = 1.

Heuristically, the condition on a and b is due to the fact that the height of a (unnormalized)

stable tree scales as its total mass to the power (γ−1)/γ. In particular, we recover the result

of Fill and Janson [73] by taking b = 0 in the finite variance case (so that γ = 2 and Z2
a,b is

a functional of the Brownian tree); in that case one can take bn = p
σξn/2 where σ2

ξ
is the

variance of ξ. Taking b = 0 also confirms the conjecture of Delmas, Dhersin and Sciauveau [52]

as we observe a phase transition at a = 1/γ. If we fix a = 0 and let b vary, the phase transition

occurs at b = 1/(γ−1) ≥ 1. In particular, Shao and Sokal’s B1 index is not covered by our result.

Let us mention that in (0.3.10) and (0.3.11), we only sum over the set of internal vertices τn,◦

instead of the whole tree τn to avoid problems with dividing by 0 (indeed, if w is a leaf then

h(τn
w ) = 0) but one can add the leaves as long as b ≥ 0. More generally, instead of the toll

function f (t) = |t|ah(t)b , our result applies to toll functions of the form f (t) = |t|a g (h(t)) or

f (t) = h(|t|)h(t)β, with the condition on a,b being replaced by an integral test; see Chapter 1

for further details.

Remark 0.3.4. Theorem 0.3.3-(ii) means that when γa + (γ− 1)b ≤ 1, the normalization

b1+b
n /n1+a+b is not the correct one to get a nontrivial convergence result. Let us restrict

ourselves to the finite variance case so that γ= 2. Then the main result of Janson [95] implies

that under the condition 2a +b < 0, the random variable in (0.3.9) converges in distribution

after recentering and rescaling by
p

n to a normal distribution, see Remark 1.1.2. This leaves a

gap for 0 ≤ 2a +b ≤ 1. When b = 0 and 0 < a < 1/2, the situation is pretty well understood. Fill

and Janson [73] proved that there is convergence in distribution after recentering at the same

speed as our global regime, namely na+1/2. However, they do not have an explicit expression of

the limit in terms of the Brownian tree, see Remark 1.27 therein in this direction. The nontrivial

asymptotic behavior of (0.3.9) in the regime γa + (γ−1)b < 1 in the non-Brownian stable case

γ ∈ (1,2) remains an open problem.

Problem 0.3.5. In the finite variance case, find an expression of the limit of (0.3.9) in terms

of the Brownian tree for 0 < a < 1+2 and b = 0. More generally, determine the asymptotic

behavior of (0.3.9) for b 6= 0 and express the limit in terms of the Brownian tree.

Problem 0.3.6. In the non-Brownian stable case γ ∈ (1,2), find the asymptotic behavior of

(0.3.9) in the regime γa + (γ−1)b < 1.
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Next, we move on to the study of the limiting random variable Zγa,b . We give a complete

description of its finiteness with the same phase transition at γa + (γ−1)b = 1−γ (notice

that the random variable considered in Theorem 0.3.3 is Zγa−1,b) and we also compute its first

moment.

Proposition 0.3.7. Fix γ ∈ (1,2] and let a,b ∈R. We have:

γa + (γ−1)b > 1−γ ⇐⇒ Zγa,b <∞ a.s. ⇐⇒ E
[

Zγa,b

]
<∞, (0.3.13)

γa + (γ−1)b ≤ 1−γ ⇐⇒ Zγa,b =∞ a.s. ⇐⇒ E
[

Zγa,b

]
=∞. (0.3.14)

Furthermore, for every a,b ∈R such that γa + (γ−1)b > 1−γ, we have:

E
[

Zγa,b

]
= 1

|Γ(−1/γ)|B
(
a + (b +1)(1−1/γ),1−1/γ

)
E
[
h(T )b

]
, (0.3.15)

where T is the normalized γ-stable tree, Γ is the gamma function and B is the beta function.

Thanks to Duquesne and Wang [60], the height of the normalized γ-stable tree has finite

moments of any order. In the Brownian caseγ= 2, the moments of the height of the normalized

Brownian tree are known explicitly:

E
[

Z2
a,b

]
=π(b−1)/2Ξ(b)B(a + (b +1)/2,1/2) , (0.3.16)

where Ξ is the Riemann xi function defined by Ξ(s) = 1
2 s(s −1)π−s/2Γ(s/2)ζ(s) for every s ∈C

and ζ is the Riemann zeta function.

More generally, we can compute the intensity measure of the random measureΨT where T

is the normalized γ-stable tree. The next result is taken from [128].

Proposition 0.3.8. Let T be the normalized γ-stable tree with γ ∈ (1,2]. Let f and g be non-

negative measurable functions defined on T and R+ respectively. We have:

E

[∫
T
µ(dx)

∫ H(x)

0
f (Tr,x )g (r )dr

]
= Nγ

[
σ(1−σ)−1/γ1{σ<1} f (T )G(1−σ)

]
, (0.3.17)

where we set:

G(a) = E
[∫

T
µ(dx)g

(
a1−1/γH(x)

)]
, ∀a > 0. (0.3.18)

In particular, we have:

E

[∫
T
µ(dx)

∫ H(x)

0
f (Tr,x )dr

]
= Nγ

[
σ(1−σ)−1/γ1{σ<1} f (T )

]
. (0.3.19)

This is a key result in the proof of Proposition 0.3.7 and can be interpreted as giving the

distribution of the subtree Tr,x of the normalized stable tree, when x is a leaf chosen uniformly

at random and r is chosen “uniformly” in [0, H(x)].
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Recall that Proposition 0.3.2 applies to other families of random trees having a scaling limit

such as random Pólya trees. In particular, this implies the convergence of∑
w∈τn,◦

|τn
w |ah(τn

w )b ,

for a ≥ 1 and b ≥ 0, where τn is a uniform Pólya tree with n vertices. In [131], Panagiotou and

Stufler showed that the shape of a uniform Pólya tree is essentially given by a large BGW tree

(with finite variance) that it contains. This begs the question of whether additive functionals

on uniform Pólya trees exhibit the same phase transition as conditioned BGW trees with finite

variance.

Problem 0.3.9. Determine the phase transition for functionals of the size and height on

random Pólya trees.

0.3.2 Zooming in at the root of the stable tree

In this section, we present the main results of [128] which corresponds to Chapter 2.

We study the shape of the normalized stable tree T near its root. More precisely, we show

that, when zooming in at the root and rescaling, one gets the immortal tree, that is an infinite

branch on which subtrees are grafted according to a Poisson point process. In particular, the

rescaled subtrees near the root of T are independent and distributed as the unnormalized

stable tree. In other words, we forget the conditioning for the total mass to be equal to 1 when

zooming in. This idea to zoom in at the root of the stable tree is closely related to the small

time asymptotics of the self-similar fragmentation process obtained from the stable tree by

removing vertices located under height t , see Miermont [124] and Haas [80]. On the other

end, Goldschmidt and Haas [76] studied the behavior of the aforementioned fragmentation

process near its extinction time, which amounts to zooming in at the heighest leaf of T .

Before stating our results, we first introduce some notations. Let T be the normalized γ-stable

tree and, conditionally on T , let U be a uniformly chosen leaf, that is U is a T -valued random

variable with distribution µ. Denote by Ti , i ∈ IU the trees grafted on the branch �;,U� joining

the root ; to the leaf U , each one at height hi and with total mass σi =µ(Ti ), see Figure 3. Fix

f : (0,∞) → (0,∞) (this represents the speed at which we zoom in) and define for every ε> 0 a

point measure on R+×T by:

M
f
ε(U ) =

∑
hi≤f(ε)H(U )

δ(ε−1hi ,Rγ(Ti ,ε−1)). (0.3.20)

Observe that M
f
ε(U ) describes the (rescaled) ancestral line of the leaf U starting from the root

and up to a certain height given by f(ε)H(U ). In words, this amounts to zooming in at the

root and rescaling everything at the same time. Finally, for any metric space E , we denote by

Mp (E) the space of point measures on E equipped with the topology of vague convergence.
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;

U

hi

Ti

1

Figure 3 – The subtrees Ti grafted on the branch �;,U� at height hi .

Our first main result states that the measure M
f
ε(U ) converges to a Poisson point measure

which is independent of the underlying tree T and of H (U ). Recall from (0.2.22) the definition

of the rescaling map Rγ and from (0.2.15) the definition of the measure Nψ

B on T. For γ ∈ (1,2],

denote by Nγ

B the measure Nψ

B associated with a stable branching mechanism ψ(λ) =λγ.

Theorem 0.3.10. Let T be the normalized γ-stable tree with γ ∈ (1,2]. Conditionally on T , let

U be a T -valued random variable with distribution µ. Let (Ts , s ≥ 0) be a T-valued Poisson

point process with intensity Nγ

B, independent of (T , H(U )).

(i) If limε→0 ε
−1/2f(ε) = 0 and limε→0 ε

−1f(ε) =∞, then we have the following convergence

in distribution in the space T×R+×Mp (R+×T):

(
T , H(U ),M f

ε(U )
)

(d)−−−→
ε→0

(
T , H(U ),

∑
s≥0

δ(s,Ts )

)
. (0.3.21)

(ii) If f(ε) = ε, then we have the following convergence in distribution in the space T×R+×
Mp (R+×T): (

T , H(U ),M f
ε(U )

)
(d)−−−→
ε→0

(
T , H(U ),

∑
s≤H(U )

δ(s,Ts )

)
. (0.3.22)

In other words, zooming in at the speed f(ε) = ε gives a finite branch on which subtrees are

grafted in a Poissonian manner, whereas zooming in at a slower speed gives an infinite branch

at the limit.

As an application of this result, we study the asymptotic behavior as max(a,b) →∞ of additive

functionals Zγa,b on the normalized stable tree. Fill and Janson [73] considered the case

γ = 2 and b = 0 (i.e. functionals of the mass on the Brownian tree) and proved that there is
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convergence in distribution as a →∞ of Zγa,0 properly normalized to∫ ∞

0
e−St dt ,

where (St , t ≥ 0) is a 1/2-stable subordinator. Their proof relies on the connection between the

normalized Brownian excursion which codes the Brownian tree and the three-dimensional

Bessel bridge. Our aim is twofold: we extend their result to the non-Brownian stable case

γ ∈ (1,2) while also considering polynomial functionals depending on both the mass and

the height. We use a different approach – intrinsic to trees – which relies on the Bismut

decomposition of the stable tree.

We distinguish two regimes according to the behavior of b/a1−1/γ. The regime b/a1−1/γ→ c ∈
R+ is related to Theorem 0.3.10 and can be stated as follows.

Theorem 0.3.11. Assume that a →∞, b ≥ 0 and b/a1−1/γ→ c ∈R+. Fix γ ∈ (1,2] and let T be

the normalized γ-stable tree. Then we have the following convergence in distribution:

lim
a→∞a1−1/γh(T )−bZγa,b =

∫ ∞

0
e−St−ct/h(T ) dt , (0.3.23)

where (St , t ≥ 0) is a stable subordinator with Laplace exponent ϕ(λ) = γλ1−1/γ, independent of

T .

Let us briefly explain why we get a subordinator S at the limit. It is well known that µ is

supported on the set of leaves of T . Let x ∈ T be a leaf and recall that Tr,x is the subtree

above level r containing x. Since the total mass of the stable tree is 1, the main contribution

to Zγa,b as a →∞ comes from large subtrees Tr,x with r close to 0. The height h(Tr,x ) of such

subtrees is approximately h−r . On the other hand, their mass is equal to 1 minus the mass we

discarded from the subtrees grafted on the branch �;, x� at height less than r . By Theorem

0.3.10, subtrees are grafted on �;, x� according to a point process which is approximately

Poissonian, at least close to the root. Thus the mass µ(Tr,x ) is approximately 1−Sr .

Notice that as long as the exponent b of the height does not grow too quickly, viz. b/a1−1/γ→ 0,

the additional dependence on the height makes no contribution at the limit. On the other

hand, in the regime b/a1−1/γ →∞, the height h(Tr,x )b dominates the mass µ(Tr,x )a so we

get the convergence in probability of Zγa,b with a different scaling and there is no longer a

subordinator at the limit.

Theorem 0.3.12. Assume that b →∞, a ≥ 0 and a1−1/γ/b → 0 and fix γ ∈ (1,2]. Then we have

the following convergence in probability:

lim
b→∞

bh(T )−bZγa,b = h(T ). (0.3.24)
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Recall from Proposition 0.3.7 that the random variable Zγa,b is finite if and only if γa + (γ−
1)b > 1−γ, see Figure 4. Observe that we have only investigated the asymptotic behavior of

Zγa,b in the first quadrant a,b ∈R+.

γa + (γ−1)b = 1−γ

a

b

0

Figure 4 – Phase transition for Zγa,b : the random variable is finite in the shaded area and infinite
otherwise.

Problem 0.3.13. Find the asymptotic behavior of Zγa,b in the rest of the region γa + (γ−1)b >
1−γ as max(a,b) →∞.

As mentioned above, the behavior of Zγa,b depends on which of the mass or height dominates

the other. One can then ask for a finer comparison between the two quantities near the root.

Problem 0.3.14. Determine the behavior of

µ(Tr,U )

h(Tr,U )γ/(γ−1)

as r → 0, where T is the normalized γ-stable tree, U ∈ T is a uniform leaf and Tr,U is the

subtree of T above level r containing U .

We believe the exponent γ/(γ−1) is the correct one due to the scaling properties of the stable

tree under its excursion measure.

0.3.3 Maximal degree of Lévy trees

In this section, we present the main results of [6] which corresponds to Chapter 3.

We study the maximal degree of critical and subcritical Lévy trees. We establish a Poissonian

decomposition of the tree along its large nodes and we determine the genealogical structure
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of those nodes. Furthermore, we make sense of the distribution of the Lévy tree conditioned

to have a fixed maximal degree. Finally, we study the local limit of the Lévy tree conditioned

on having large maximal degree. We show that a condensation phenomenon occurs in the

subcritical case, whereas there is local convergence to the immortal tree in the critical case.

Questions regarding the maximal degree in the context of random graphs have been thor-

oughly investigated in the case of BGW trees. The first results in this direction were obtained

by Jonsson and Stefánsson [98] who showed that a condensation phenomenon appears for a

certain class of subcritical BGW trees conditioned to have a large size, in the sense that with

high probability there exists a unique node with degree proportional to the size. Furthermore,

the tree converges locally to a condensation tree consisting of a finite spine with random

geometric length onto which independent and identically distributed BGW trees are grafted.

This was later generalized by Janson [94], with further results in Kortchemski [111], Abraham

and Delmas [4], Stufler [146]. On the other hand, He [85] shows that BGW trees conditioned

on having large maximal degree converge locally to Kesten’s tree (which consists of an infinite

spine onto which independent and identically distributed BGW trees are grafted) in the critical

case and to a condensation tree in the subcritical case.

In the continuum setting, Bertoin [34] determined the distribution of the maximal degree of a

stable Lévy tree (his result is formulated in terms of Lévy processes). Using the formalism of

CB processes, He and Li [88] treated the case of a general branching mechanism (in fact their

result is more general as they considered CB processes with immigration). In [87], they also

studied the local limit of a CB process conditioned to have large maximal degree (i.e. large

maximal jump). In the critical case, they showed that it converges locally to a CB process with

immigration. Later , He [86] extended the local convergence result to the whole genealogy:

more precisely, he showed that a critical Lévy tree conditioned on having large maximal

degree converges locally to an immortal tree (which is the continuous counterpart of Kesten’s

tree, consisting of an infinite spine onto which trees are grafted according to a Poisson point

process). We improve these results by considering the density version of the conditioning

instead of the tail version: more explicitly, we study the asymptotic behavior of critical Lévy

trees conditioned to have maximal degree equal to (and not larger than) a given value. Density

versions are finer than their tail counterparts and are usually more difficult to prove.

The existing litterature in the subcritical case is less developped. He and Li [87] showed

that a subcritical CB process conditioned to have large maximal degree converges locally

to a CB process with immigration which is killed (i.e. sent to infinity) at an independent

exponential time, thus underlining a condensation phenomenon. We improve this result in

several directions. Again we consider the density version of the conditioning instead of the tail

version. We also extend the convergence result to the whole genealogical structure instead of

the population size at a given time: this gives more information and, as an example, allows us

to see that only one large node emerges. Finally, we are also able to describe precisely what

happens above the condensation node.
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Before stating these results, we need to introduce some notations. We consider a general

branching mechanism ψ of the form (0.2.5) satisfying the Grey condition (0.2.6). We assume

that π 6= 0 as otherwise the Lévy tree has no infinite branching points. Finally, for the sake of

simplicity, we will assume that the Lévy measure π is diffuse. We refer the reader to Chapter 3

for results when this condition is not fulfilled.

Denote by π̄ the tail of the Lévy measure π defined by:

π̄(δ) =π ((δ,∞)) , ∀δ ∈R+. (0.3.25)

Furthermore, for every δ> 0, define the Laplace exponent ψδ by:

ψδ(λ) =
(
α+

∫
(δ,∞)

r π(dr )

)
λ+βλ2 +

∫
(0,δ]

(
e−λr −1+λr

)
π(dr ), ∀λ ∈R+, (0.3.26)

which, in terms of the associated Lévy process, amounts to removing all the jumps with size

(strictly) larger than δ. If the Lévy measure π is finite, we also define:

ψ0(λ) =
(
α+

∫
(0,∞)

r π(dr )

)
λ+βλ2, ∀λ ∈R+. (0.3.27)

Recall from Section 0.2.6 that every infinite branching point xa (at height a) of the Lévy tree

has a “degree” ∆a > 0. We denote by ∆ the maximal degree of the Lévy tree defined by:

∆= sup
a≥0

∆a . (0.3.28)

The distribution of the maximal degree ∆ under the excursion measure Nψ has already been

determined by He and Li [88] in the context of CB processes. However, the next result giving

the joint distribution of the maximal degree ∆ and the lifetime σ is new.

Proposition 0.3.15. For every δ> 0 and λ≥ 0, we have:

Nψ
[

1−e−λσ1{∆≤δ}

]
=ψ−1

δ (π̄(δ)+λ). (0.3.29)

Furthermore, if the Lévy measure π is finite, we have:

Nψ
[

1−e−λσ1{∆=0}

]
=ψ−1

0 (〈π,1〉+λ). (0.3.30)

Next, we give a decomposition of the Lévy tree along its large nodes, see Figure 5. More

precisely, we show that the pruned Lévy tree (i.e. the subtree obtained by removing all nodes

with large degree and the subtrees above them) is again a Lévy tree. Furthermore, one can

recover the original tree from the pruned one (in distribution) by simply grafting Lévy forests

at uniformly chosen leaves in a Poissonian manner. Before stating the result, we first need

some notations. Recall from Definition 0.2.14 that Pψr denotes the distribution of the Lévy

forest with initial degree r . For every δ> 0 such that π̄(δ) > 0, we letQψ
δ

be the distribution of
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a Lévy forest with random initial degree with distribution π conditioned on being larger than

δ. More formally, we set:

Q
ψ

δ
(dT ) = 1

π̄(δ)

∫
(δ,∞)

π(dr )Pψr (dT ). (0.3.31)

We also need to define the grafting procedure. Given a real tree T ∈T and a finite or countable

family ((xi ,Ti ), i ∈ I ) of elements of T ×T, we denote by

T ~i∈I (xi ,Ti )

the real tree obtained by grafting Ti on T at the node xi . For a precise definition, we refer the

reader to [3, Section 2.4].

Theorem 0.3.16. Let δ≥ 0 such that π̄(δ) <∞. Under Nψδ and conditionally on (T ,;,d ,µ),

let ((xi ,Ti ), i ∈ I ) be the atoms of a Poisson point measure with intensity π̄(δ)µ(dx)Qψ
δ

(dT ′).

Then, under Nψδ , the random tree T ~i∈I (xi ,Ti ) has distribution Nψ.

Figure 5 – Decomposition of the Lévy tree T along the nodes with degree larger than δ

(left) and the associated discrete forest (right). In blue: the pruned subtree T δ, in red: the
first-generation nodes with degree larger than δ.

Theorem 0.3.16 is a special case of the main result of Abraham, Delmas and Voisin [8]. In that

paper, the authors study a pruning procedure where they cut the tree according to some marks

on the skeleton and on the infinite branching points. However, our proof is much simpler

than theirs in this special case as the number of marks is finite.

As an application of Theorem 0.3.16, we determine the genealogical structure of the large

nodes. More precisely, under Nψ, let tδ be the (random) discrete forest consisting of nodes with

degree larger than δ and respecting the tree structure of T ; see Figure 5. Unsurprisingly, due

to the branching property of the Lévy tree, the random forest tδ is a BGW forest. Given twoN-

30
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valued random variables Z0 and ξ, we call a (Z0,ξ)-BGW forest a collection of Z0 independent

BGW(ξ) trees. We call Z0 the initial distribution and ξ the offspring distribution.

Proposition 0.3.17. Under Nψ, the random forest tδ is a BGW forest, with initial distribution

Z δ
0 given by:

Nψ
[

1−e−λZ δ
0

]
=ψ−1

δ

(
(1−e−λ)π̄(δ)

)
, ∀λ> 0, (0.3.32)

and offspring distribution ξδ given by:

Nψ
[

e−λξ
δ
]
= 1

π̄(δ)

∫
(δ,∞)

e−rψ−1
δ

(
(1−e−λ)π̄(δ)

)
π(dr ), ∀λ> 0. (0.3.33)

One of our main results is the following theorem in which we make sense of the distribution of

the Lévy tree conditioned to have a fixed maximal degree.

Theorem 0.3.18. There exists a regular conditional probability Nψ[·|∆= δ] for δ> 0 such that

π[δ,∞) > 0, which is given by, for every measurable and bounded F : T→R:

Nψ[F (T )|∆= δ] = 1

Nψ[σ1{∆<δ}]
Nψ

[∫
µ(dx)Pδ(dT̃ |∆≤ δ)F (T ~ (x,T̃ ))1{∆<δ}

]
. (0.3.34)

Furthermore, if 〈π,1〉 =∞, then Nψ-a.e. ∆> 0. If 〈π,1〉 <∞ then we have:

Nψ[F (T )1{∆=0}] = Nψ0 [F (T )e−〈π,1〉σ]. (0.3.35)

In particular, the Lévy tree conditioned to have maximal degree δ can be constructed as follows:

take T̃ with size-biased (and degree-restricted) distribution Nψ[σ1{∆≤δ}]
−1 Nψ[·;σ1{∆≤δ}],

choose a leaf uniformly at random in T̃ and on this leaf graft an independent Lévy for-

est with initial degree δ conditioned to have maximal degree ∆≤ δ. In fact, this conditioned

random forest will have no nodes with degree δ other than the root, which entails that there is

a unique node X∆ with degree ∆. We show that the height of X∆ is exponentially distributed

and give a decomposition of the Lévy tree conditioned on ∆ and on the height of its largest

node X∆.

Finally, we turn to the behavior of the Lévy tree conditioned to have a large maximal degree.

Similarly to the case of conditioned BGW trees, two drastically different types of limiting

behavior appear. In the subcritical case, there is a condensation phenomenon where a node

with infinite degree emerges at a finite exponentially distributed height. Denote by T −
∆ the

pruned Lévy tree, that is the subtree obtained from T by removing the largest node X∆ (and

the subtree above it). We let F+
∆ be the forest above X∆, seen as a point measure on R+×T (we

refer to Chapter 3 for the precise definition); this artefact is introduced to deal with the fact

that the limiting object, which we now introduce, is not a locally compact real tree. Denote by

P
ψ
∞(dF ) the distribution of a Poisson point measure on R+×Twith intensity d`Nψ[dT ]: this

should be seen as the distribution of a Lévy forest with infinite initial degree.
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LetT∗ be the set of (isometry classes of) compact real trees that are marked, i.e. equipped with

a distinguished vertex in addition to the root ;. The set T∗ can be made into a Polish space

when equipped with a variant of the GHP topology which takes into account the additional

mark.

Theorem 0.3.19. Assume that ψ is subcritical and that the Lévy measure π is unbounded. Let

F : T∗ →R and G : Mp (R+×T) →R be continuous and bounded and let Aδ be equal to any one

of the following events: {∆= δ}, {∆> δ}, {T has exactly one node with degree larger than δ} or

{T has exactly one first-generation node with degree larger than δ}. We have:

lim
δ→∞

Nψ
[
F (T −

∆ , X∆)G(F+
∆ )

∣∣Aδ

]=αNψ

[∫
T

F (T , x)µ(dx)

]
P
ψ
∞(G(F )). (0.3.36)

In particular, conditionally on Aδ, the height H (X∆) of X∆ converges to an exponential distribu-

tion with mean 1/α.

In the critical case, He [86] showed that conditionally on ∆> δ, Lévy tree converges locally to

the immortal tree. It should be no surprise then that the density version ∆= δ gives rise to the

same limiting behavior. We need to define the notion of local convergence for locally compact

real trees. For every h > 0, define the restriction mapping on the set of (isometry classes of)

real trees by:

rh(T,d ,;,µ) = (T h ,d|T h×T h ,;,µ|T h ) where T h = {x ∈ T : H(x) ≤ h}.

In other words, rh(T ) is the real tree obtained from T by removing all nodes whose height is

larger than h, equipped with the same metric and measure restricted to T h . Recall that the

Hopf-Rinow theorem implies that if T is a locally compact real tree, the closed ball rh(T ) is

compact. In particular, rh(T ) ∈T and we can use the GHP topology. We say that a sequence

Tn of locally compact trees converges locally to a locally compact tree T if for every h > 0, the

sequence rh(Tn) converges for the GHP topology to rh(T ) in the space T.

Before stating our result, we need to define the immortal tree. Let
∑

i∈I δ(si ,Ti ) be a Poisson

point measure onR+×Twith intensity ds Nψ

B (dT ), where the measure Nψ

B is defined in (0.2.15).

The immortal Lévy tree T
ψ
∞ with branching mechanism ψ is the real tree obtained by grafting

the point measure
∑

i∈I δ(si ,Ti ) on an infinite branch. More formally, we set:

T
ψ
∞ =R+~i∈I (si ,Ti ), (0.3.37)

where R+ is considered as a real tree rooted at 0 and equipped with the Euclidean distance

and the zero measure.

Theorem 0.3.20. Assume that ψ is critical and that π is unbounded. Let Aδ be equal to any of

the following events: {∆= δ}, {∆> δ}, {T has exactly one node with degree larger than δ} or {T

has exactly one first-generation node with degree larger than δ}. Then, conditionally on Aδ, the
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Lévy tree T converges in distribution locally to the immortal Lévy tree T
ψ
∞ , i.e. we have:

lim
δ→∞

Nψ [F (rh(T ))|Aδ] = E
[

F (rh(T ψ
∞ ))

]
. (0.3.38)

Remark 0.3.21. Let us briefly highlight the changes when the Lévy measure π has atoms;

we refer to Chapter 3 for further details. The joint distribution of ∆ and σ (Proposition

0.3.15), the decomposition of the Lévy tree along its large nodes (Theorem 0.3.16) and the

branching structure of large nodes (Proposition 0.3.17) all remain unchanged. We can still

make sense of the conditional distribution Nψ[·|∆ = δ] (Theorem 0.3.18) when π({δ}) > 0:

instead of the conditioned Lévy tree having exactly one node with degree δ, the number of

first-generation nodes with degree δ has a Poisson distribution conditioned on being at least 1.

In the subcritical case, when letting δ→∞, there is exactly one node with degree δ with high

probability. As a result, we observe the same condensation as in Theorem 0.3.19, that is only

one condensation node emerges. In the critical case, we show that there is local convergence

to the immortal tree (as in Theorem 0.3.20) provided some condition on the size of the atoms

is satisfied. However, we do not know whether this additional assumption is necessary.

We conclude with some open problems. In [60], Duquesne and Wang investigate a similar

question on Lévy trees: conditioning by the diameter. They apply their results to study the

asymptotic behavior of the cdf of the diameter of the normalized stable tree at zero and infinity.

Problem 0.3.22. Find the asymptotic behavior of the cdf of the maximal degree of the nor-

malized stable tree at zero and infinity.

Finally, conditioning Lévy trees by their width could be another interesting line of research.

Some results are already obtained in this area: He [86] showed that a critical Lévy tree condi-

tioned to have large width converges locally to the immortal tree; Abraham, Delmas and He

[9] studied the asymptotic behavior of the Brownian tree conditioned to have local time at

level t equal to some determinstic function at and identified four regimes (one of them being

conjectured) depending on the growth rate of at .

Problem 0.3.23. Determine the local limit of a (sub)critical Lévy tree conditioned by its width

or its local time at a given level.
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1 Global regime for general additive
functionals of conditioned BGW trees

This chapter is based on the paper [7], published in Probability Theory and Related Fields.

We give an invariance principle for very general additive functionals of conditioned Bienaymé-

Galton-Watson trees in the global regime when the offspring distribution lies in the domain of

attraction of a stable distribution, the limit being an additive functional of a stable Lévy tree.

This includes the case when the offspring distribution has finite variance (the Lévy tree being

then the Brownian tree). We also describe, using an integral test, a phase transition for toll

functions depending on the size and height.

1.1 Introduction

In view of the many applications of trees (in computer science, biology, physics, ...), the study

of additive functionals on large random trees has seen a lot of development in recent years,

see references below. In this paper, we consider asymptotics for general additive functionals

on conditioned Bienaymé-Galton-Watson (BGW for short) trees in the so-called global regime.

Recall that a functional F defined on finite rooted ordered discrete trees is said to be additive

if it satisfies the recursion

F (t) =
d∑

i=1
F (ti )+ f (t), (1.1.1)

where t1, . . . ,td are the subtrees rooted at the d children of the root of the tree t and f is a given

toll function. Notice that this can also be written as

F (t) =
∑
w∈t

f (tw ), (1.1.2)

where tw is the subtree of t above the vertex w and rooted at w . Such functionals are encoun-

tered in computer science where they represent the cost of divide-and-conquer algorithms, in

phylogenetics where they are used as a rough measure of tree shape to detect imbalance or in

chemical graph theory where they appear as a predictive tool for some chemical properties.
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Among these, we mention the total path length defined as the sum of the distances to the root

of all vertices, the Wiener index [147] defined as the sum of the distances between all pairs of

vertices, the shape functional, the Sackin index, the Colless index and the cophenetic index,

see [144] for their definitions and also [52] for their representation using additive function-

als, and the references therein. See also [139] for other functionals such that the number of

matchings, dominating sets, independent sets for trees. We also mention the Shao and Sokal

B1 index [15, 144] defined by

B1(t) =
∑

w∈t◦
w 6=;

1

h(tw )
, (1.1.3)

where for every finite rooted ordered tree t, h(t) is its height and t◦ is the set of internal vertices.

It is used for assessing the balance of phylogenetic trees, see e.g. [71, 91, 107, 138, 143].

We shall consider in this paper random discrete trees τn which are BGW trees conditioned to

have n vertices, and then study the limit of rescaled additive functionals as n goes to infinity.

One can distinguish between local and global regime. In the local regime, the toll function

is small or even vanishes when the subtree is large; so the main contribution to the additive

functional comes from the small subtrees. These being almost independent, we understand

intuitively why the limit distribution is Gaussian. See [95, 139, 153] for asymptotic results in

the local regime. In the global regime, the toll function is large when the subtree is large; so the

main contribution comes from large subtrees which are strongly dependent. This intuitively

explains why we expect the limit to be non-Gaussian. As far as we know, asymptotic results in

the global regime deal with toll functions depending only on the size. In this paper, we shall

focus on the global regime for general toll functions. In particular, our results apply to toll

functions depending on the size and height. When the toll function is monomial in the size of

the tree f (t) = |t|α′
, with |t| the cardinal of t, Fill and Kapur [74] observed a phase transition at

α′ = 1/2 for binary trees under the Catalan model (which is a special case of conditioned BGW

trees): the global regime corresponds to α′ > 1/2. This was later generalized by Fill and Janson

[73] to BGW trees with critical offspring distribution with finite variance using techniques

from complex analysis; they identified a local regime for α′ < 0 and an intermediate regime for

0 <α′ < 1/2. When the offspring distribution has infinite variance but lies in the domain of

attraction of a stable distribution with index γ ∈ (1,2], Delmas, Dhersin and Sciauveau [52]

proved convergence in distribution for α′ ≥ 1 using stable Lévy trees and conjectured a phase

transition at α′ = 1/γ. We shall prove this conjecture, as a particular case of our main result,

see Theorem 1.1.1.

Let ξ be an N-valued random variable. We write BGW(ξ) tree for a BGW tree with offspring

distribution (the law of) ξ. We denote by τn a BGW(ξ) tree conditioned to have n vertices and

we assume that ξ is critical, i.e. E [ξ] = 1, and that it belongs to the domain of attraction of a

stable distribution with index γ ∈ (1,2], i.e. there exists a positive sequence (bn , n ≥ 1) such

that if (ξn , n ≥ 1) is a sequence of independent random variables with the same distribution

as ξ then b−1
n

(∑n
k=1 ξk −n

)
converges in distribution towards a stable random variable whose

Laplace transform is given by exp(κλγ) for λ≥ 0, with index γ ∈ (1,2] and normalizing constant

36



1.1. Introduction

κ > 0 (the constant κ depends on the choice of the sequence (bn , n ≥ 1)). Notice that ξ is

necessarily nondegenerate, i.e. ξ is not constant, since κ> 0. Under these assumptions, it is

also well known that, as n goes to infinity, τn properly rescaled converges in distribution with

respect to the Gromov-Hausdorff-Prokhorov topology to the stable Lévy tree T with index γ

(and branching mechanism ψ(λ) = κλγ, see Section 1.4.2 for a precise definition), see Aldous

[16] for the finite variance case and Duquesne [54] for the general case. The stable Lévy tree is

a generalization of Aldous’ Brownian continuum random tree which corresponds to γ= 2. We

refer the reader to Le Gall and Le Jan [119], Duquesne and Le Gall [57, 58] for the definition

of Lévy trees, see also Section 1.4.2 for a brief summary in the stable case. We recall that any

real tree T is endowed with the length measure `(dy) (which roughly speaking is the Lebesgue

measure on the branches of the tree) and that the Lévy tree is naturally endowed with a mass

measure (which roughly speaking is the uniform probability measure on the infinite set of

leaves). One of our main results can be stated as follows. We refer the reader to Proposition

1.7.1 and Theorem 1.7.3 for more general statements. Recall that t◦ denotes the set of internal

vertices of the discrete tree t.

Theorem 1.1.1. Let τn be a BGW(ξ) tree conditioned to have n vertices, with ξ being critical and

in the domain of attraction of a stable distribution with index γ ∈ (1,2]. We suppose moreover

that the sequence (bn , n ≥ 1) defined as above is such that (bn/n1/γ, n ≥ 1) is bounded away

from zero and infinity. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ.

Let α′,β ∈R.

(i) If γα′+ (γ−1)β> 1, we have the convergence in distribution and of the first moment

b1+β
n

n1+α′+β
∑

w∈τn,◦
|τn

w |α′
h(τn

w )β
(d)+mean−−−−−−−→

n→∞

∫
T
m(Ty )α

′
h(Ty )β`(dy), (1.1.4)

where the right-hand side of (1.1.4) has finite mean and, for y ∈T , Ty is the subtree of

T above y, m(Ty ) is its mass, and h(Ty ) its height.

(ii) If γα′+ (γ−1)β≤ 1, we have the convergence in distribution and of the first moment

b1+β
n

n1+α′+β
∑

w∈τn,◦
|τn

w |α′
h(τn

w )β
(d)+mean−−−−−−−→

n→∞ ∞. (1.1.5)

We complete the previous result with some comments.

Remark 1.1.2. (i) From Theorem 1.1.1, we obtain a phase change for functionals of the

mass and height at γα′+ (γ−1)β = 1. Heuristically, the condition on α′ and β is due

to the fact that the height of a (unnormalized) stable Lévy tree scales as its mass to the

power (γ−1)/γ. Let us mention that this phase change is specific to BGW trees, see

Remark 1.4.14 in this direction.

(ii) See conditions (ξ1) and (ξ2) in Section 1.4 for a more detailed discussion of the as-

sumptions on the offspring distribution. The additional boundedness assumption on
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(bn/n1/γ, n ≥ 1) is also equivalent to (ξ2)′. The latter can be dropped in (i) of Theorem

1.1.1 when α′ ≥ 1 and β≥ 0 according to Proposition 1.4.11.

(iii) We also have the convergence (and finiteness) of the moments of all order p > 1 in (1.1.4)

as soon as p(γα+ (γ−1)β) > 1−γ, with α=α′−1, see Proposition 1.7.1. In particular for

β= 0, we have the convergence of all nonnegative moments for α′ ≥ 1. However, in the

finite variance case, for α′ ∈ (1/2,1) (and β= 0), our result is not optimal, see (vi) below.

(iv) Theorem 1.1.1 generalizes a result by Delmas, Dhersin and Sciauveau where only func-

tionals of the mass are considered (i.e. β = 0), see [52, Lemma 4.6]. In particular, we

prove the conjecture stated therein: when β= 0, there is a phase transition at α′ = 1/γ

(the parameter α therein corresponds to α′−1 here). If we fix α′ = 0 and let β vary, the

phase transition occurs at β = 1/(γ−1) ≥ 1. In particular, Shao and Sokal’s B1 index,

which corresponds to α′ = 0 and β=−1, lies in the local regime, regardless the value of

the index γ and is therefore not covered by our results. See also (vi) below.

(v) If the offspring distribution has finite variance σ2
ξ
∈ (0,∞), one can take bn = b

p
n in

which case T is distributed as the Brownian continuum random tree with branching

mechanism ψ(λ) = σ2
ξ
λ2/(2b2). For b = σξ, the contour process of T is a standard

Brownian motion under its normalized excursion measure.

(vi) Assume that the offspring distribution has finite variance σ2
ξ
∈ (0,∞), which implies

that γ= 2. We consider the asymptotics in the local regime of
∑

w∈τn,◦ |τn
w |α′

h(τn
w )β, that

is when α′,β ∈ R such that 2α′+β < 0. Denote by Fα′,β the additive functional (1.1.2)

associated with the toll function fα′,β(t) = |t|α′
h(t)β1{|t|>1}. By [95, Theorem 1.5] and

Lemma 1.4.5, we have
Fα′,β(τn)−nµ

p
n

(d)−−−−→
n→∞ N (0,ς2),

whereµ,ς2 are finite and given byµ= E[
fα′,β(τ)

]
and by ς2 = 2E

[
fα′,β(τ)

(
Fα′,β(τ)−|τ|µ)]

−Var( fα′,β(τ))−µ2/σ2
ξ
, and τ is the corresponding unconditioned BGW tree. In partic-

ular, this covers Shao and Sokal’s B1 index (where α′ = 0 and β=−1). Notice that this

leaves a gap for 0 ≤ 2α′+β≤ 1. At least when β= 0, the situation is well understood. Fill

and Janson [73] identify three different regimes: the global regime for α′ > 1/2, the local

regime for α′ < 0 and an intermediate regime for 0 <α′ < 1/2. The nontrivial asymptotic

behavior of Fα′,β(τn) for γ ∈ (1,2) and γα′+ (γ−1)β≤ 1 (that is the non global regime in

the non quadratic case) is an open question.

(vii) When τn is uniformly distributed among the set of full binary ordered trees with n

vertices (which corresponds to a conditioned BGW(ξ) tree withP (ξ= 0) =P (ξ= 2) = 1/2),

Fill and Kapur [74] studied the local and global regime when the toll function is a power

of the size of the tree. Concerning the global regime, they showed the convergence in

distribution, using the convergence of all positive moments in (1.1.4) for α′ > 1/2 and

β= 0, see Eq. (3.14) and Proposition 3.5 therein. In that case, one can take bn =p
n and

T is the Brownian tree with branching mechanism ψ(λ) =λ2/2. See also Fill and Janson
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[73] for general critical offspring distribution with finite variance. The explicit formula

for the first moment of the right-hand side of (1.1.4) are given by the right-hand side of

(1.1.12) with κ= 1/2 and α=α′−1.

(viii) As an application, using (1.1.4), we obtain, when α′ > 1/γ, in Example 1.7.5 (with α′ =
α+1) an asymptotic expansion in distribution for bn n−(1+α′) ∑

w∈τn,◦
∣∣τn

w

∣∣α′
log

∣∣τn
w

∣∣.
(ix) Panagiotou and Stufler [131] showed that the shape of a uniform Pólya tree is essentially

given by a large BGW tree (with finite variance) that it contains. Using this decomposi-

tion, they proved the convergence of uniform Pólya trees after rescaling to the Brownian

tree. One may then conjecture that additive functionals on uniform Pólya trees exhibit a

phase change at 2α′+β= 1, similarly to the finite variance BGW trees. In this paper, we

only prove that the convergence (1.1.4) holds for uniform Pólya trees when α′ ≥ 1 and

β≥ 0 as an easy consequence of our approach, see Remark 1.4.13. We do not investigate

this further and we leave the phase transition as an open question. However, let us

mention that, as shown in Remark 1.4.14, slightly modifying BGW trees may result in a

different phase change.

More generally, if one views a discrete tree as a real tree, then the left-hand side in (1.1.4) is

related to the discrete length measure `n(dy) =∑
w∈τn δw (dy) of τn (after rescaling by bn/n).

One way to interpret the result would be to say that the sequence of measures
∫
τn δτn

y
`n(dy)

converges in distribution to
∫
T δTy `(dy) in some sense. One might then hope to prove that

the mapping T 7→ ∫
T δTy `(dy) is continuous on the space of compact real trees. This is not

true however, see Remark 1.4.14, one problem being that the length measure is not finite in

general. To overcome this difficulty, our approach, inspired by [52], consists in considering

the length measure biased by the size of the subtree above y , thus penalizing small subtrees.

More precisely let T be the space of (equivalent classes of) weighted rooted compact real trees

(i.e. the set of quadruplets (T,;,d ,µ) where (T,d) is a real tree, ; is a distinguished vertex of T

called the root, and the mass measure µ is a finite measure on T ). We recall that the length

measure ` on a real tree (T,d) has an intrinsic definition. For every (T,;,d ,µ) ∈T, we define a

measureΨT on T×R+ as follows: for every nonnegative measurable function f defined on

T×R+,

ΨT ( f ) =
∫

T
f
(
Ty , H(y)

)
µ(Ty )`(dy), (1.1.6)

where H(y) = d(;, y) denotes the height of y (i.e. the distance to the root) in T . We also

consider the measureΨmh
T on R2

+ defined similarly toΨT for functions depending only on the

mass and height of the tree, see (1.3.2).

If t is a finite rooted ordered tree and a > 0, we denote by at the real tree associated with t,

rescaled so that all edges have length a and equipped with the uniform probability measure

on the set of vertices whose heights are integer multiples of a, see Section 1.2.4 for a precise

definition. Furthermore, for w ∈ t, we write aw for the corresponding vertex in at and atw for

the subtree of at above aw . The height of w in t is denoted by H(w); thus the height of aw in
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

at is aH(w). In the spirit of [52], we consider the measure A ◦
t,a on T×R+ defined as follows:

for every nonnegative measurable function f defined on T×R+,

A ◦
t,a( f ) = a

|t|
∑

w∈t◦
|tw | f (atw , aH(w)) . (1.1.7)

In (1.1.7), instead of summing over all the internal vertices (w ∈ t◦) one could also sum over

all vertices including the leaves (w ∈ t); in this case the measure is denoted by At,a . The two

measures are close in total variation as dTV(At,a ,A ◦
t,a) ≤ a; see (1.4.18). We mention that the

measure At,a was already considered in [52] for functions f depending only on the size.

For every finite rooted ordered tree t and a > 0, we show (see Lemma 1.4.9) that the measures

A ◦
t,a and At,a can be approximated byΨat. In Proposition 1.3.4, we give another expression

forΨT :

ΨT ( f ) =
∫

T
µ(dx)

∫ H(x)

0
f
(
Tr, x ,r

)
dr, (1.1.8)

for every nonnegative measurable function f defined on T×R+. Here Tr, x is the subtree of T

above level r containing x. This latter expression ofΨT is used to prove it is continuous as a

function of T , see Proposition 1.3.3.

Theorem 1.1.3. The mapping T 7→ΨT , fromT endowed with the Gromov-Hausdorff-Prokhorov

topology to M (T×R+), the space of nonnegative finite measures on T×R+, endowed with the

topology of weak convergence, is well defined and continuous.

This allows us to derive a general invariance principle: for any sequence of random discrete

trees (τn , n ∈N) such that anτ
n converges in distribution to some random real tree T in the

Gromov-Hausdorff-Prokhorov topology where (an , n ∈N) is a sequence of positive numbers

converging to 0 and such that (an E [h(τn)] , n ∈N) is bounded, one has the convergence in

distribution of the measures A ◦
τn ,an

and Aτn ,an toΨT (this is a consequence of Lemma 1.4.9

and Theorem 1.1.3). For example, this applies to Pólya trees, see Remark 1.4.13, which were

shown to converge to the Brownian tree, see [82] and [131]. For BGW trees, we have the

following result which is a direct consequence of the convergence of conditioned BGW trees

to stable Lévy tree, see [54], and Theorem 1.1.3 and Lemma 1.4.9.

Corollary 1.1.4. Let τn be a BGW(ξ) tree conditioned to have n vertices, with ξ satisfying (ξ1)

and (ξ2), and (bn , n ≥ 1) be defined as in Theorem 1.1.1. Let T be the stable Lévy tree with

branching mechanism ψ(λ) = κλγ. We have the following convergence in distribution and of

all positive moments

bn

n2

∑
w∈τn,◦

|τn
w | f

(
bn

n
τn

w ,
bn

n
H(w)

)
(d)+moments−−−−−−−−−→

n→∞ ΨT ( f ),

where f is a bounded continuous real-valued function defined on T×R+.

We improve this result by allowing the function f to blow up as either the mass or the height

goes to zero under the stronger assumption (ξ2)′: see Proposition 1.7.1, and more precisely
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Theorem 1.7.3 when f is a product of a function of the mass and a function of the height, one

of them being a power function. As a particular case, property (i) of Theorem 1.1.1 gives a

precise result when f is a power function of the mass and the height. Related to the latter

result, we give a complete description of the finiteness ofΨmh
T

( f ) for power functions f where

T is the stable Lévy tree and we also compute its first moment. We refer to Corollaries

1.6.4 and 1.6.7, and Proposition 1.6.9 for a more general statement. By convention, we write

Ψ
mh
T

(g (x)h(u)) for Ψmh
T

( f ) where f (x,u) = g (x)h(u) and we see g as a function of the mass

and h as a function of the height. In particular, thanks to (1.1.6), we have for α,β ∈ R that

Ψ
mh
T

(xαuβ) = ∫
T m(Ty )α

′
h(Ty )β`(dy) with α′ =α+1.

Proposition 1.1.5. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ and

let α,β ∈R. We have

γα+ (γ−1)(β+1) > 0 ⇐⇒ Ψ
mh
T

(xαuβ) <∞ a.s. ⇐⇒ E
[
Ψ

mh
T

(xαuβ)
]
<∞, (1.1.9)

γα+ (γ−1)(β+1) ≤ 0 ⇐⇒ Ψ
mh
T

(xαuβ) =∞ a.s. ⇐⇒ E
[
Ψ

mh
T

(xαuβ)
]
=∞. (1.1.10)

For every α,β ∈R such that γα+ (γ−1)(β+1) > 0, we have

E
[
Ψ

mh
T

(xαuβ)
]
= 1

κ1/γ|Γ(−1/γ)|B
(
α+ (β+1)(1−1/γ),1−1/γ

)
E
[
h(T )β

]
, (1.1.11)

whereΓ is the gamma function and B is the beta function. Furthermore, we have E
[
Ψ

mh
T

(xαuβ)p
]

<∞ for every p ≥ 1 such that p(γα+ (γ−1)β) > 1−γ. In the Brownian case (γ= 2), for every

α,β ∈R such that 2α+β+1 > 0, we have

E
[
Ψ

mh
T

(xαuβ)
]
= 1p

πκ

(π
κ

)β/2
ξ(β)B

(
α+ β+1

2
,

1

2

)
, (1.1.12)

where ξ is the Riemann xi function defined by ξ(s) = 1
2 s(s−1)π−s/2Γ(s/2)ζ(s) for every s ∈C and

ζ is the Riemann zeta function.

Thanks to Duquesne and Wang [60], E
[
h(T )β

]
is finite for all β ∈R, so that the right-hand side

of (1.1.11) is finite.

We conclude the introduction by giving a formula for the distribution of Ty , the subtree above

y , when y is chosen according to the length measure `(dy) on the stable Lévy tree T , see

Proposition 1.6.3. This is a key result for the proof of Proposition 1.1.5 and it is also interesting

by itself (it is in particular related to the additive coalescent and the uniform pruning on

the skeleton of the Lévy tree, see Remark 1.6.2 in this direction). Let N denote the excursion

measure of height process H which codes the (unnormalized) stable Lévy tree TH . (Notice

that T under P is distributed as TH conditionally on {m(TH ) = 1} under N.)
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

Proposition 1.1.6. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where

κ> 0 and γ ∈ (1,2]. Let f be a nonnegative measurable function defined on T. We have:

E

[∫
T

f (Ty )`(dy)

]
= N

[
(1−m(TH ))−1/γ1{m(TH )<1} f (TH )

]
.

The paper is organized as follows. Section 1.2 establishes notation and defines the main objects

used in this paper (discrete trees using Neveu’s formalism, real trees, Gromov-Hausdorff-

Prokhorov topology). In Section 1.3, we give properties of the measure ΨT and prove its

continuity with respect to T . Section 1.4 introduces the setting of BGW trees and stable

Lévy trees and contains a first convergence result for continuous functions. We gather some

technical results in Section 1.5. Section 1.6 is devoted to the study of functionals of the mass

and height on the stable Lévy tree and Section 1.7 presents the general convergence result

for functions that may blow up and describes the phase change. Appendix 1.A introduces a

space of measures and studies random elements thereof; its results are used in the proofs of

Proposition 1.7.1 and Theorem 1.7.3.

1.2 Definitions and notations

1.2.1 Basic notation

Throughout the sequel, N = {0,1, . . .} will denote the set of integers, N∗ = {1,2, . . .} the set of

positive integers, R the set of real numbers, R+ = [0,+∞) the set of nonnegative real numbers

and R∗
+ = (0,+∞) the set of positive real numbers.

1.2.2 Weak convergence in a Polish space

Let (S,ρ) be a Polish metric space. We denote by B(S) (resp. B+(S), resp. Bb(S)) the set of

measurable functions defined on S and taking values in [−∞,+∞] (resp. in [0,+∞], resp. in

R and bounded) and by C (S) (resp. C+(S), resp. Cb(S)) the set of continuous real-valued

functions defined on S (resp. nonnegative, resp. bounded). For f ∈ B(S), we set
∥∥ f

∥∥∞ =
supx∈S | f (x)|. For f ∈Cb(S), we define its Lipschitz and bounded Lipschitz norm:

∥∥ f
∥∥

L = sup
x 6=y

| f (x)− f (y)|
ρ(x, y)

and
∥∥ f

∥∥
BL =

∥∥ f
∥∥∞+

∥∥ f
∥∥

L .

We denote by M (S) the set of nonnegative finite measures on S. For every µ ∈ M (S) and

f ∈ B+(S), we write µ( f ) = ∫
f (x)µ(dx). We also write f µ for the measure f (x)µ(dx). The

set M (S) is endowed with the topology of weak convergence which can be metrized (see

[40, Section 8.3 and Theorem 8.3.2]) by the bounded Lipschitz distance (also known as the

Kantorovich-Rubinstein distance): if µ,ν ∈M (S), set

dBL(µ,ν) = sup
{|µ( f )−ν( f )|, f ∈Cb(S) such that

∥∥ f
∥∥

BL ≤ 1
}

.
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Moreover, the space (M (S),dBL) is Polish by [40, Theorem 8.9.4]. We also recall the total

variation distance given by

dTV(µ,ν) = sup{
∣∣µ(A)−ν(A)

∣∣ , A ⊂ S measurable}

= 1

2
sup

{|µ( f )−ν( f )|, f ∈B(S) such that
∥∥ f

∥∥∞ ≤ 1
}+ 1

2

∣∣µ(1)−ν(1)
∣∣ .

1.2.3 Discrete trees

We recall Neveu’s formalism for rooted ordered discrete trees. Let U = ∪n≥0(N∗)n be the

set of labels with the convention (N∗)0 = {;}. If v = (v1, . . . , vn) ∈ U , we denote by H(v) = n.

By convention, we set H(;) = 0. If v = (v1, . . . , vn), w = (w1, . . . , wm) ∈ U , we write v w =
(v1, . . . , vn , w1, . . . , wm) for the concatenation of v and w . In particular, v; = ;v = v . We

say that v is an ancestor of w and write v 4 w if there exists u ∈ U such that w = vu. If

v 4 w and v 6= w then we shall write v ≺ w . The mapping pr: U \ {;} → U is defined by

pr(v1, . . . , vn) = (v1, . . . , vn−1) (i.e. pr(v) is the parent of v). A finite rooted ordered tree t is a

finite subset of U such that

(i) ;∈ t,

(ii) v ∈ t \ {;} ⇒ pr(v) ∈ t,

(iii) for every v ∈ t, there exists a finite integer kv (t) ≥ 0 such that, for every j ∈N∗, v j ∈ t if

and only if 1 ≤ j ≤ ku(t).

The number kv (t) is interpreted as the number of children of the vertex v in t, H(v) is its

generation, pr(v) is its parent and more generally, the vertices v,pr(v),pr2(v), . . .prH(v)(v) =;
are its ancestors. The vertex v is called a leaf (resp. internal vertex) if kv (t) = 0 (resp. kv (t) > 0).

The vertex ; is called the root of t. We denote the set of leaves by Lf(t) and the set of internal

vertices by t◦. If v ∈ t, we define the subtree tv of t above v as

tv = {w ∈U : v w ∈ t}.

Moreover, for every 0 ≤ k ≤ H(v), we define the subtree tk, v of t above level k containing v as

tk, v = tprH(v)−k (v)

where prH(v)−k (v) is the unique ancestor of v with height k, with the convention that pr0(v) = v .

We denote by |t| = Card(t) the number of vertices of t and by h(t) = supv∈t H(v) the height of t.

1.2.4 Real trees

We recall the formalism of real trees, see [69]. A metric space (T,d) is a real tree if the following

two properties hold for every x, y ∈ T .
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(i) (Unique geodesics). There exists a unique isometric map fx,y : [0,d(x, y)] → T such that

fx,y (0) = x and fx,y (d(x, y)) = y .

(ii) (Loop-free). If ϕ is a continuous injective map from [0,1] into T such that ϕ(0) = x and

ϕ(1) = y , then we have ϕ([0,1]) = fx,y
(
[0,d(x, y)]

)
.

For a rooted real tree (T,;,d), that is a real tree with a distinguished vertex ;∈ T called the

root, we define the set of leaves by

Lf(T ) = {x ∈ T \ {;} : T \ {x} is connected} ,

with the convention that Lf(T ) = {;} if T = {;}. A weighted rooted real tree (T,;,d ,µ) is a

rooted real tree (T,;,d) equipped with a nonnegative finite measure µ. In what follows, real

trees will always be weighted and rooted and we will simply call them real trees.

Let us consider a real tree (T,;,d ,µ). The total mass of the tree T is defined by m(T ) = µ(T )

and its height by h(T ) = supx∈T H(x) ∈ [0,∞], with H(x) = d(;, x) denoting the height of x.

Note that if (T,d) is compact, then h(T ) <∞. The range of the mapping fx,y described in

(i) above is denoted by �x, y� (this is the line segment between x and y in the tree). We also

write �x, y�= �x, y� \ {y}. In particular, �;, x� is the path going from the root to x, which we

will interpret as the ancestral line of vertex x. We define a partial order on the tree by setting

x 4 y (x is an ancestor of y) if and only if x ∈ �;, y�. If x, y ∈ T , there is a unique z ∈ T such

that �;, x�∩�;, y� = �;, z�. We write z = x ∧ y and call it the most recent common ancestor of

x and y . Let x ∈ T be a vertex. Let r ∈ [0, H(x)]. We denote by xr ∈ T the unique ancestor of x

with height H(xr ) = r . As in the discrete case, we also define the subtree Tx of T above x as

Tx = {
y ∈ T : x 4 y

}
,

and the subtree Tr, x = Txr of T above level r containing x as

Tr, x = {
y ∈ T : H(x ∧ y) ≥ r

}= Txr .

Then Tx (resp. Tr, x ) can be naturally viewed as a real tree, rooted at x (resp. at xr ) and

endowed with the distance d and the measure µ|Tx =µ(·∩Tx ) (resp. the measure µ|Tr, x ). Note

that T0, x = T and TH(x), x = Tx .

Remark 1.2.1. We recall the construction of a real tree from an excursion path, see e.g. [69,

Example 3.14] or [58, Section 2.1]. Let e be a positive excursion path, that is e ∈C+(R+) such

that e(0) = 0, e(s) > 0 for 0 < s <σ and e(s) = 0 for s ≥σ where σ := inf{s > 0: e(s) = 0} ∈ (0,∞)

is the duration of the excursion. Set de (t , s) = e(t )+e(s)−2inf[t∧s,t∨s] e for every t , s ∈ [0,σ] and

define an equivalence relation on [0,σ] by letting t ∼e s if and only if de (t , s) = 0. The real tree

Te coded by e is defined as the quotient space [0,σ]/ ∼e rooted at p(0) where p : [0,σ] → Te is

the quotient map and equipped with the distance de and the pushforward measure λ◦p−1

where λ is the Lebesgue measure on [0,σ]. This defines a compact weighted rooted real tree.

Notice that the mass and height of Te are given by m(Te ) =σ and h(Te ) = ‖e‖∞.
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We will need to view discrete trees as real trees. Let t be a finite rooted ordered tree and let a > 0.

Suppose that t is embedded into the plane such that the edges are straight lines with length

a that only intersect at their incident vertices. Denote by πt,a : t →R2 the embedding and by

at = πt,a(t) ⊂ R2 the embedded set. Moreover, for a vertex v ∈ t, we denote by av = πt,a(v)

the corresponding vertex in at. Then at can be considered as a compact real tree (at,dt,µt):

the distance dt(x, y) between two points x, y ∈ at is defined as the shortest length of a curve

that connects x and y , and the measure µt is the pushforward of the uniform probability

measure on the vertex set of t by the embedding πt,a . In other words, at is obtained from t

by connecting every vertex to its children in such a way that all edges have length a and is

equipped with the measure µt supported on the set {av : v ∈ t} and satisfying µt({av}) = 1/|t|
for every v ∈ t. The tree at is naturally rooted at a; (also denoted ;). Notice that vertices of

the form av with v ∈ t are precisely those vertices in at whose heights are integer multiples

of a. Finally, to simplify notation, for every v ∈ t, we will write atv instead of (at)av for the

subtree of at above av . We stress that, unless v =;, the measure of the compact real tree atv

has mass less than one, whereas the measure of the compact real tree a(tv ) is by definition a

probability measure.

1.2.5 Gromov-Hausdorff-Prokhorov topology

Denote by T the set of measure-preserving and root-preserving isometry classes of compact

real trees. We will often identify a class with an element of this class. So we shall write that

(T,;,d ,µ) ∈T if (T,;,d) is a rooted compact real tree and µ is a nonnegative finite measure

on T . When there is no ambiguity, we may write T for (T,;,d ,µ).

We start by giving the standard definition of the Gromov-Hausdorff-Prokhorov distance. Let

(E ,δ) be a metric space. Given a non-empty subset A ⊂ E and ε> 0, the ε-neighborhood of

A is Aε = {x ∈ E : d(x, A) < ε}. The Hausdorff distance δH between two non-empty subsets

A,B ⊂ E is defined by

δH(A,B) = inf{ε> 0: A ⊂ Bε and B ⊂ Aε}.

Next, denoting by B(E) the Borel σ-field on (E ,δ), the Lévy-Prokhorov distance between two

finite nonnegative measures µ,ν on (E ,B(E)) is

δP(µ,ν) = inf{ε> 0: µ(A) ≤ ν(Aε)+ε and ν(A) ≤µ(Aε)+ε, ∀A ∈B(E)}.

We can now give the standard distance used to define the Gromov-Hausdorff-Prokhorov

topology. For two compact real trees (T,;,d ,µ), (T ′,;′,d ′,µ′) ∈T, set

d◦
GHP(T,T ′) = inf

{
δ(ϕ(;),ϕ′(;′))∨δH(ϕ(T ),ϕ′(T ′))∨δP(µ◦ϕ−1,µ′ ◦ϕ′−1)

}
, (1.2.1)

where the infimum is taken over all isometriesϕ : T → E andϕ′ : T ′ → E into a common metric

space (E ,δ). This defines a metric which induces the Gromov-Hausdorff-Prokhorov topology

on T.

45



Chapter 1. Global regime for general additive functionals of conditioned BGW trees

It will be convenient for our purposes to define another metric which induces the same

topology on T. Let (T,;,d ,µ), (T ′,;′,d ′,µ′) ∈T. Recall that a correspondence between T and

T ′ is a subset R ⊂ T ×T ′ such that for every x ∈ T , there exists x ′ ∈ T ′ such that (x, x ′) ∈ R,

and conversely, for every x ′ ∈ T ′, there exists x ∈ T such that (x, x ′) ∈ R. In other words, if

we denote by p : T ×T ′ → T (resp. p ′ : T ×T ′ → T ′) the canonical projection on T (resp. on

T ′), a correspondence is a subset R ⊂ T ×T ′ such that p(R) = T and p ′(R) = T ′. If R is a

correspondence between T and T ′, its distortion is defined by

dis(R) = sup
{∣∣d(x, y)−d ′(x ′, y ′)

∣∣ : (x, x ′), (y, y ′) ∈R
}

.

Next, for any nonnegative finite measure m on T ×T ′, we define its discrepancy with respect

to µ and µ′ by

D(m;µ,µ′) = dTV(m ◦p−1,µ)+dTV(m ◦p ′−1,µ′).

Then the Gromov-Hausdorff-Prokhorov distance between T and T ′ is defined as

dGHP(T,T ′) = inf

{
1

2
dis(R)∨D(m;µ,µ′)∨m(Rc )

}
, (1.2.2)

where the infimum is taken over all correspondences R between T and T ′ such that (;,;′) ∈R

and all nonnegative finite measures m on T ×T ′. It can be verified that dGHP is indeed a

distance onTwhich is equivalent to d◦
GHP and that the space (T,dGHP) is a Polish metric space,

see [13].

We gather some facts about the Gromov-Hausdorff-Prokhorov distance that will be useful

later. We refer the reader to [13] or [141]. We have that

1

2

∣∣h(T )−h(T ′)
∣∣∨ ∣∣m(T )−m(T ′)

∣∣≤ dGHP(T,T ′) ≤ (
h(T )+h(T ′)

)∨ (
m(T )+m(T ′)

)
. (1.2.3)

When T ′ = {;} is the trivial tree consisting only of the root with mass 0, we have

1

2
h(T )∨m(T ) ≤ dGHP(T, {;}) ≤ h(T )∨m(T ). (1.2.4)

We consider the subset of T of trees with either height or mass equal to 0:

T0 =
{
T ∈T : m(T ) = 0 or h(T ) = 0

}
. (1.2.5)

Note that T0 ⊂T is a closed subset since the mappings m : T→R and h : T→R are continuous

with respect to the Gromov-Hausdorff-Prokhorov topology, thanks to (1.2.3). We now give

bounds for the distance of a tree T to T0 which are similar to (1.2.4).

Lemma 1.2.2. Let T ∈T. Then we have

1

2
h(T )∧m(T ) ≤ dGHP(T,T0) ≤ h(T )∧m(T ). (1.2.6)
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Proof. Let (T,d ,;,µ) ∈T andδ> dGHP(T,T0). Then there exists T ′ ∈T0 such that dGHP(T,T ′) ≤
δ. By (1.2.3), we get

1

2

∣∣h(T )−h(T ′)
∣∣∨ ∣∣m(T )−m(T ′)

∣∣≤ δ.

But since T ′ ∈T0, either h(T ′) = 0 or m(T ′) = 0. Therefore, either h(T ) ≤ 2δ or m(T ) ≤ δ. Since

δ> dGHP(T,T0) is arbitrary, this yields the lower bound.

To prove the upper bound, let T ′ be the same real tree as T but endowed with the zero measure

µ′ = 0, and take R = {(x, x) : x ∈ T } and m the zero measure on T ×T ′. Then dis(R) = 0,

m(Rc ) = 0 and D(m;µ,µ′) =µ(T ) =m(T ). It follows that dGHP(T,T ′) ≤m(T ). Note that T ′ ∈T0,

therefore

dGHP(T,T0) ≤ dGHP(T,T ′) ≤m(T ).

Next, let T ′′ = {;} be the trivial tree consisting only of the root with mass m(T ), i.e. endowed

with the measure µ′′ =m(T )δ;. Take R = T × {;} and m(A×B) =µ(A)δ;(B). Then, we have

Rc =;, so m(Rc ) = 0. Moreover, we have

dis(R) = sup
{|d(x, y)| : x, y ∈ T

}≤ 2h(T ).

Since m◦p−1 =µ and m◦p ′′−1 =m(T )δ; =µ′′, we get D(m,µ,µ′′) = 0. It follows that dGHP(T,T ′′)
≤ h(T ). Since T ′′ ∈T0, we deduce that

dGHP(T,T0) ≤ dGHP(T,T ′′) ≤ h(T ).

This finishes the proof of the upper bound.

1.3 A finite measure indexed by a tree

Let (T,;,d ,µ) be a compact real tree. Let x ∈ T and r ∈ [0, H(x)], where H(x) = d(;, x). Recall

that Tr, x = {y ∈ T : H(x ∧ y) ≥ r } is the subtree containing x and starting at height r , endowed

with the distance d and the measure µ|Tr, x . It is straightforward to check that Tr, x is a compact

real tree and thus belongs to T. Define a nonnegative measure ΨT on T×R+ as follows: for

every f ∈B+(T×R+),

ΨT ( f ) =
∫

T
µ(dx)

∫ H(x)

0
f
(
Tr, x ,r

)
dr. (1.3.1)

As we will consider functions depending only on the mass and height of the subtrees, we

introduce the measureΨmh
T on R2

+ defined as follows: for every f ∈B+(R2
+),

Ψ
mh
T ( f ) =

∫
T
µ(dx)

∫ H(x)

0
f
(
m(Tr, x ),h(Tr, x )

)
dr. (1.3.2)

Lemma 1.3.1. Let T be a compact real tree. The mapping (r, x) 7→ Tr, x from {(r, x) ∈R+×T : r ≤
H(x)} to T is measurable with respect to the Borel σ-fields. Furthermore, the measure ΨT is

finite and does not depend on the choice of representative in the equivalence class in T of T .
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

Proof. Let (T,;,d ,µ) be a compact real tree and set A := {(r, x) ∈R+×T : r ≤ H(x)}. For every

(r, x) ∈ A, recall that xr ∈ T is the unique ancestor of x with height H(xr ) = r . We start by

showing that the mapping (r, x) 7→ xr is continuous from A to T . Let (r, x), (s, y) ∈ A. Without

loss of generality, we can assume that r ≥ s. If H(x ∧ y) ≥ s, then we have ys 4 x and thus

ys 4 xr . This implies that d(xr , ys) = r − s. If H(x ∧ y) < s, then we have xr ∈ �x ∧ y, x� and

ys ∈ �x ∧ y, y�. This implies that xr and ys belong to �x, y�, and thus d(xr , ys) ≤ d(x, y). In all

cases, we have

d(xr , ys) ≤ d(x, y)+|r − s|.

This proves that (r, x) 7→ xr is continuous.

The mapping y 7→ Ty from T to T is continuous from below, in the sense that for y ∈ T

lim
z→y
z4y

dGHP(Tz ,Ty ) = 0. (1.3.3)

To see this, let δ> 0, y ∈ T and (yn , n ∈N) be a sequence in T converging to y such that yn 4 y

for every n ∈N. Notice that since T is compact, it holds that there is a finite number of subtrees

with height larger than δ attached to the branch �;, y�. Thus, there are no subtrees with height

larger than δ attached to �yn , y� for n larger than some n0. Moreover, since Ty =
⋂

n∈NTyn , we

get that limn→∞µ(Tyn ) =µ(Ty ) implying that the mass of the subtrees attached to �yn , y� goes

to 0 as n goes to infinity.

Define a correspondence between Tyn and Ty by

R := {
(z, z) : z ∈ Ty

}⋃{
(z, y) : z ∈ Tyn \ Ty

}
.

It is straightforward to check that dis(R) ≤ 2(δ+ d(yn , y)) for n ≥ n0. Consider the mea-

sure on Tyn × Ty defined by m(dx, dz) = µ|Ty (dz)δz (dx) = µ|Ty (dx)δx (dz). Then we have

D(m;µ|Tyn
,µ|Ty ) ≤µ(Tyn )−µ(Ty ) and m(Rc ) = 0. It follows from (1.2.2) that

limsup
n→∞

dGHP(Tyn ,Ty ) ≤ limsup
n→∞

(
δ+d(yn , y)+µ(Tyn )−µ(Ty )

)= δ.

Since δ> 0 is arbitrary, (1.3.3) readily follows.

Now it is not difficult to see that the continuity from below (1.3.3) of the mapping y 7→ Ty

implies its measurability. By composition, it follows that the mapping (r, x) 7→ Tr, x = Txr from

A to T is measurable.

Next, notice thatΨT is finite since

ΨT (1) =
∫

T
H(x)µ(dx) ≤ h(T )m(T ) <∞.

Finally, let f ∈ B+(T×R+) and (T,;,d ,µ), (T ′,;′,d ′,µ′) be two compact real trees such that

there is a measure-preserving and root-preserving isometry ϕ : T → T ′. This means that
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1.3. A finite measure indexed by a tree

ϕ is an isometry satisfying µ′ = µ ◦ϕ−1 and ϕ(;) = ;′. Moreover, for every x, y ∈ T , since

H(x ∧ y) = 2−1
(
d(;, x)+d(;, y)−d(x, y)

)
, we deduce that

H(x ∧ y) = H(ϕ(x)∧ϕ(y)).

Using this and the definitions of Tr, x and T ′
r,ϕ(x), it is easy to see that, for every x ∈ T and

r ∈ [0, H (x)],ϕ induces a measure-preserving and root-preserving isometry from Tr, x to T ′
r,ϕ(x)

and therefore f (Tr, x ,r ) = f (T ′
r,ϕ(x),r ). Since H(x) = H(ϕ(x)), it follows that

ΨT ( f ) =
∫

T
µ(dx)

∫ H(x)

0
f (Tr, x ,r )dr

=
∫

T
µ(dx)

∫ H(ϕ(x))

0
f (T ′

r,ϕ(x),r )dr

=
∫

T ′
µ◦ϕ−1(dy)

∫ H(y)

0
f (T ′

r, y ,r )dr

=ΨT ′( f ).

This proves thatΨT does not depend on the choice of representative in the equivalence class

of T which completes the proof.

Recall that Lf(T ) is the set of leaves of T . It is well known that there exists a unique σ-finite

measure ` on (T,B(T )), called the length measure, such that `(Lf(T )) = 0 and `(�x, y�) =
d(x, y), see e.g. [69, Chapter 4, §4.3.5]. The next result gives an alternative expression forΨT

in terms of the length measure.

Proposition 1.3.2. Let (T,;,d ,µ) be a compact real tree. For every f ∈B+(T×R+), we have

ΨT ( f ) =
∫

T
µ(Ty ) f (Ty , H(y))`(dy). (1.3.4)

Proof. Let (T,;,d ,µ) be a compact real tree and f ∈B+(T×R+). Notice that {(x, y) ∈ T 2 : y 4
x} = {(x, y) ∈ T 2 : d(;, x) = d(;, y)+d(x, y)} is closed in T 2 and thus measurable. Moreover, the

mapping y 7→ Ty is measurable from T to T by the proof of Lemma 1.3.1. Thus the mapping

(x, y) 7→ 1{y4x} f (Ty , H(y)) is measurable. By Fubini’s theorem, it follows that∫
T
µ(Ty ) f

(
Ty , H(y)

)
`(dy) =

∫
T
µ(dx)

∫
T

1{y4x} f
(
Ty , H(y)

)
`(dy)

=
∫

T
µ(dx)

∫
�;,x�

f
(
Ty , H(y)

)
`(dy).

Let x ∈ T and let f;,x : [0, H(x)] → �;, x� be the unique isometry such that f;,x (0) = ; and

f;,x (H(x)) = x. Using that `|�;,x� =λ◦ f −1
;,x where λ is the Lebesgue measure on [0, H(x)], we

get that ∫
�;,x�

f
(
Ty , H(y)

)
`(dy) =

∫ H(x)

0
f
(
T f;,x (r ), H( f;,x (r ))

)
dr.
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

Since f;,x is an isometry, for every r ∈ [0, H(x)], f;,x (r ) is the unique ancestor of x at height r ,

that is xr , and H( f;,x (r )) = r . As T f;,x (r ) = Txr = Tr, x for every r ∈ [0, H(x)], it follows that

∫
T
µ(Ty ) f

(
Ty , H(y)

)
`(dy) =

∫
T
µ(dx)

∫ H(x)

0
f
(
Tr, x ,r

)
dr.

This concludes the proof.

The main result of this section concerns the continuity of the mappingΨ : T 7→ΨT .

Proposition 1.3.3. The mapping Ψ : T 7→ΨT , from T endowed with the Gromov-Hausdorff-

Prokhorov topology to M (T×R+) endowed with the topology of weak convergence, is well

defined and continuous.

The end of this section is devoted to the proof of Proposition 1.3.3. For T a compact real tree,

x ∈ T , s ∈ [0,+∞], r ∈ [0, s ∧H(x)], we define the following set of elements of T such that their

common ancestor with x has height in [r, s]:

T[r,s], x = {y ∈ T : H(y ∧x) ∈ [r, s]}.

Recall that xr is the ancestor of x at height r in T , and is also seen as the root of the tree Tr, x . We

shall see T[r,s], x as a compact real tree rooted at xr with measureµ|T[r,s], x =µ(·∩T[r,s], x ) and thus

T[r,s], x ∈T. Recall that m(T[r,s], x ) =µ(T[r,s], x ) denotes its mass and h(T[r,s], x ) = sup{H(y) : y ∈
T[r,s], x ⊂ T }− r its height. Notice in particular that T[r,+∞], x = Tr, x for r ∈ [0, H(x)].

We first establish an estimate for the Gromov-Hausdorff-Prokhorov distance between subtrees

of two real trees in terms of the distance between the trees themselves.

Lemma 1.3.4. Let T,T ′ be compact real trees and let δ> dGHP(T,T ′). Let R be a correspondence

between T and T ′ such that (;,;′) ∈R and let m be a measure on T ×T ′ such that

1

2
dis(R)∨D(m;µ,µ′)∨m(Rc ) ≤ δ.

Then for every (x, x ′) in R and every r ≥ 0 such that 6δ≤ r ≤ H(x)∧H(x ′), we have

dGHP(Tr, x ,T ′
r, x ′) ≤ 8δ+2m

(
T[r−6δ,r+6δ], x

)+2h(T[r−3δ,r+6δ], x ). (1.3.5)

Proof. We shall bound dGHP(Tr, x ,T ′
r, x ′) from above by

1

2
dis(R̃)∨D(m̃; µ̃, µ̃′)∨m̃(R̃c )

where R̃ is a well chosen correspondence between Tr, x and T ′
r, x ′ and m̃ (resp. µ̃, µ̃′) is the

restriction of the measure m (resp. µ, µ′) to Tr, x ×T ′
r, x ′ (resp. Tr, x , T ′

r, x ′). Notice that, for every

(t , t ′), (s, s′) ∈R, we have ∣∣d(t , s)−d ′(t ′, s′)
∣∣≤ dis(R) ≤ 2δ. (1.3.6)
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1.3. A finite measure indexed by a tree

In particular, taking (s, s′) = (;,;′) ∈R yields
∣∣H(t )−H(t ′)

∣∣≤ 2δ. Using this, we get that for

(t , t ′) ∈R

H(t ∧x)−3δ≤ H(t ′∧x ′) ≤ H(t ∧x)+3δ. (1.3.7)

Let (t , t ′) ∈R. Assume that H(t ∧x) ≥ r +3δ. Then, we get that t ∈ Tr, x and that H(t ′∧x ′) ≥ r

by (1.3.7), that is t ′ ∈ T ′
r, x ′ . This gives that (t , t ′) ∈ Tr, x ×T ′

r, x ′ . Similarly, if H (t ′∧x ′) ≥ r +3δ, we

get (t , t ′) ∈ Tr, x ×T ′
r, x ′ . Therefore, the following set

R̃ = {(t , t ′) ∈R : max(H(t ∧x), H(t ′∧x ′)) ≥ r +3δ}
⋃(

T[r,r+3δ], x × {x ′
r }

)⋃(
{xr }×T ′

[r,r+3δ], x ′

)
is a correspondence between Tr, x and T ′

r, x ′ . Using (1.3.6) and (1.3.7) and distinguishing

according to whether an element (t , t ′) ∈ R̃ lies or not in R, it is not difficult to establish the

following bound for its distortion:

dis(R̃) ≤ 10δ+2h(T[r,r+3δ], x )+2h(T ′
[r,r+3δ], x ′). (1.3.8)

Denote by m̃ the restriction of the measure m to Tr, x ×T ′
r, x ′ . Routine arguments yield the

following bound for its distortion:

D(m̃; µ̃, µ̃′) ≤m
(
T[r−3δ,r+3δ], x

)+m
(
T ′

[r−3δ,r+3δ], x ′
)+6δ. (1.3.9)

Furthermore, we have

m̃(R̃c ) ≤m
(
T[r,r+3δ], x

)+2δ. (1.3.10)

Combining (1.3.8), (1.3.9) and (1.3.10) and using the definition of the Gromov-Hausdorff-

Prokhorov distance, we get

dGHP(Tr, x ,T ′
r, x ′) ≤ 6δ+m

(
T[r−3δ,r+3δ], x

)+m
(
T ′

[r−3δ,r+3δ], x ′
)+h

(
T[r,r+3δ], x

)+h
(
T ′

[r,r+3δ], x ′
)
.

(1.3.11)

Thanks to (1.3.7), it is straightforward to prove that

m
(
T ′

[r−3δ,r+3δ], x ′
)≤m

(
T[r−6δ,r+6δ], x

)+3δ, (1.3.12)

h
(
T ′

[r,r+3δ], x ′
)≤ h

(
T[r−3δ,r+6δ], x

)−δ. (1.3.13)

Using (1.3.12) and (1.3.13) in conjunction with (1.3.11) yields the result.

Proof of Proposition 1.3.3. Fix a compact real tree T = (T,d ,;,µ). We will show thatΨT ′ →ΨT

weakly as T ′ → T for dGHP. Let ε> 0 and let T ′ = (T ′,d ′,;′,µ′) be a compact real tree such that

dGHP(T,T ′) ≤ ε. Then there exist a correspondence R between T and T ′ and a measure m

on T ×T ′ such that (;,;′) ∈R, m(Rc ) ≤ ε, dis(R) ≤ 2ε and D(m;µ,µ′) ≤ ε. In particular, we

will make constant use of the inequalities |m(T ×T ′)−m(T )| ≤ ε and |H(x)−H(x ′)| ≤ 2ε for
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

(x, x ′) ∈R. Let f ∈Cb(T×R+) be Lipschitz. Write

ΨT ( f )−ΨT ′( f ) = A1 + A2 + A3 + A4,

where

A1 =
∫

T
µ(dx)

∫ H(x)

0
f (Tr, x ,r )dr −

∫
T

m ◦p−1(dx)
∫ H(x)

0
f (Tr, x ,r )dr

A2 =
∫
R

m(dx,dx ′)
(∫ H(x)

0
f (Tr, x ,r )dr −

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr

)
A3 =

∫
Rc

m(dx,dx ′)
(∫ H(x)

0
f (Tr, x ,r )dr −

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr

)
A4 =

∫
T ′

m ◦p ′−1(dx ′)
∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr −
∫

T ′
µ(dx ′)

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr.

Notice that

|A1| ≤ 2dTV(m ◦p−1,µ)sup
x∈T

∫ H(x)

0
f (Tr, x ,r )dr ≤ 2h(T )

∥∥ f
∥∥∞ ε. (1.3.14)

Similarly, we have

|A4| ≤ 2h(T ′)
∥∥ f

∥∥∞ ε≤ 2(h(T )+2ε)
∥∥ f

∥∥∞ ε, (1.3.15)

where in the second inequality we used that h(T ′) ≤ h(T )+2dGHP(T,T ′) ≤ h(T )+2ε by (1.2.3).

Next, we have

|A3| ≤ m(Rc )(h(T )+h(T ′))
∥∥ f

∥∥∞ ≤ 2(h(T )+ε)
∥∥ f

∥∥∞ ε. (1.3.16)

We now provide a bound for A2. We have

A2 =
∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
(∫ H(x)

0
f (Tr, x ,r )dr −

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr

)
+

∫
R

1{H(x)<H(x ′)}m(dx,dx ′)
(∫ H(x)

0
f (Tr, x ,r )dr −

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr

)
. (1.3.17)

We only treat the first term, the second one being similar. We have

∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
(∫ H(x)

0
f (Tr, x ,r )dr −

∫ H(x ′)

0
f (T ′

r, x ′ ,r )dr

)
=

∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
(∫ H(x ′)

0

(
f (Tr, x ,r )− f (T ′

r, x ′ ,r )
)

dr +
∫ H(x)

H(x ′)
f (Tr, x ,r )dr

)
.

On the one hand, we get∣∣∣∣∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
∫ H(x)

H(x ′)
f (Tr, x ,r )dr

∣∣∣∣≤ ∫
R

∥∥ f
∥∥∞ |H(x)−H(x ′)|m(dx,dx ′)

≤
∥∥ f

∥∥∞ m(T ×T ′)dis(R)
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≤ 2
∥∥ f

∥∥∞ (m(T )+ε)ε. (1.3.18)

On the other hand, we have

∣∣∣∣∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
∫ H(x ′)

0

(
f (Tr, x ,r )− f (T ′

r, x ,r )
)

dr

∣∣∣∣
≤

∥∥ f
∥∥

L

∫
R

1{H(x)≥H(x ′)}m(dx,dx ′)
∫ H(x ′)

0
dGHP

(
Tr, x ,T ′

r, x

)
1{r≥6ε}dr

+
∫
R

m(dx,dx ′)
∫ 6ε

0
2
∥∥ f

∥∥∞ dr

≤ 2
∥∥ f

∥∥
L

∫
m(dx,dx ′)

∫ H(x)

0

(
m(T[r−6ε,r+6ε], x )+h(T[r−3ε,r+6ε], x )

)
1{r≥6ε} dr

+8
∥∥ f

∥∥
Lh(T )(m(T )+ε)ε+12

∥∥ f
∥∥∞ (m(T )+ε)ε.

(1.3.19)

where we used (1.3.5) for the last inequality. Using Fubini’s theorem, we get

∫
m(dx,dx ′)

∫ H(x)

0
m(T[r−6ε,r+6ε], x )1{r≥6ε} dr

=
∫

m(dx,dx ′)
∫ H(x)

0
µ(t : H(t ∧x) ∈ [r −6ε,r +6ε])1{r≥6ε} dr

=
∫

m(dx,dx ′)
∫

T
µ(dt )

∫ H(x)

0
1{H(t∧x)∈[r−6ε,r+6ε]}1{r≥6ε} dr

≤ 12m(T )(m(T )+ε)ε. (1.3.20)

Moreover, since T is compact, it holds that for every x ∈ T and every δ > 0, there is a finite

number of subtrees with height larger than δ attached to the branch �;, x�. Let r ∈ (0, H(x)).

Recall that xr is the unique ancestor of x with height H(xr ) = r . Assume that xr is not a

branching point. Then, for every δ > 0 and for ε > 0 small enough (depending on δ), there

are no subtrees with height larger than δ attached to �xr−3ε, xr+6ε�. (To be precise, if y ∈
�xr−3ε, xr+6ε� is a branching point, the tree attached at y is T[s,s], x with s = H(y)). Therefore,

we have h(T[r−3ε,r+6ε], x ) ≤ δ+9ε. This proves that, for every r ∈ (0, H(x)) such that xr is not a

branching point,

lim
ε→0

h(T[r−3ε,r+6ε], x ) = 0. (1.3.21)

But since T is compact, there are (at most) countably many r ∈ (0, H(x)) such that xr is a

branching point. It follows that (1.3.21) holds for every x ∈ T and dr -a.e. r ∈ [0, H(x)]. Notice

that h(Tr−3ε,r+6ε, x ) ≤ h(T ) and the measure 1{0≤r≤H(x)}µ(dx)dr is finite as its total mass is less

than h(T )m(T ) which is finite. We get by the dominated convergence theorem that

lim
ε→0

∫
T
µ(dx)

∫ H(x)

0
h(T[r−3ε,r+6ε], x )1{r≥6ε} dr = 0.
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Since∣∣∣∣∫
T

(
m ◦p−1(dx)−µ(dx)

)∫ H(x)

0
h(T[r−3ε,r+6ε], x )1{r≥6ε} dr

∣∣∣∣≤ 2h(T )2dTV(m ◦p−1,µ) ≤ 2h(T )2ε,

it follows that

lim
ε→0

∫
m(dx,dx ′)

∫ H(x)

0
h(T[r−3ε,r+6ε], x )1{r≥6ε} dr = 0. (1.3.22)

Thus, by (1.3.14)–(1.3.16), (1.3.18)–(1.3.20) and (1.3.22), we deduce that

lim
ε→0

sup
dGHP(T,T ′)<ε

ΨT ′( f ) =ΨT ( f )

for every Lipschitz function f ∈Cb(T×R+). This proves thatΨ : T→M (T×R+) is continuous

which concludes the proof.

1.4 Bienaymé-Galton-Watson trees and stable Lévy trees

Throughout this work, we fix a random variable ξ whose distribution is critical and belongs

to the domain of attraction of a stable distribution with index γ ∈ (1,2]. More precisely, we

assume that ξ takes values inN= {0,1,2, . . .} and that it satisfies the following conditions:

(ξ1) ξ is critical, i.e. E [ξ] = 1,

(ξ2) ξ belongs to the domain of attraction of a stable distribution with index γ ∈ (1,2], i.e.

E
[
ξ21{ξ≤n}

]= n2−γL(n), where L : R+ →R+ is a slowly varying function.

By [72, Theorem XVII.5.2] or [93, Theorem 5.2], assumption (ξ2) is equivalent to the existence

of a positive sequence (bn , n ≥ 1) such that, if (ξn , n ≥ 1) is a sequence of independent random

variables with the same distribution as ξ, then

1

bn

(
n∑

k=1
ξk −n

)
(d)−−−−→

n→∞ X1, (1.4.1)

where (X t , t ≥ 0) is a strictly stable spectrally positive Lévy process with Laplace transform

E
[
exp(−λX t )

]= exp(tκλγ) where γ ∈ (1,2] and κ> 0. Note that we have automatically bn/n →
0 as n →∞. In most of our results, we make the following stronger assumption on ξ:

(ξ2)′ E
[
ξ21{ξ≤n}

]= n2−γL(n) where L : R+ →R+ is a slowly varying function which is bounded

away from zero and infinity.

Assumption (ξ2)′ is equivalent to the normalizing sequence (bn , n ≥ 1) which appears in (1.4.1)

satisfying

bn1/γ ≤ bn ≤ bn1/γ, ∀n ≥ 1, (1.4.2)
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for some constants 0 < b < b <∞. Indeed, if γ= 2, we have the convergence of nb−2
n L(bn) to

some positive constant by [93, Theorem 5.2 and Eq. (5.44)]. Similarly, if γ ∈ (1,2), using [93,

Theorem 5.3 and Eq. (5.7)], we have as n →∞ that

nP (ξ> bn) ∼ 2−γ
γ

nb−γ
n L(bn).

On the other hand, [93, Eq. (5.10)] entails the convergence of nP (ξ> bn) to some positive

constant. Therefore, for γ ∈ (1,2], the sequence n1/γb−1
n L(bn)1/γ converges to some positive

constant. Thus, if L is bounded away from 0 and infinity, then (1.4.2) follows. The proof of the

converse (which we shall not use) is left for the reader.

1.4.1 Results on conditioned Bienaymé-Galton-Watson trees

Recall that the span of the integer-valued random variable ξ is the largest integer λ0 such that

a.s. ξ ∈ a +λ0Z for some a ∈Z. As we only consider ξ with P (ξ= 0) > 0, the span is the largest

integer λ0 such that a.s. ξ ∈λ0Z, i.e. the greatest common divisor of {k ≥ 1: P (ξ= k) > 0}.

Assume that ξ satisfies (ξ1) and (ξ2) and denote by g the density of the random variable X1

appearing in (1.4.1). Then the function g is continuous on R (in fact infinitely differentiable)

and satisfies

g(0) = 1

κ1/γ
∣∣Γ(−1/γ)

∣∣ , (1.4.3)

where Γ is Euler’s gamma function, see [72, Lemma XVII.6.1] or [93, Example 3.15 and Eq.

(4.6)]. In particular, when γ = 2, g is the density of a centered Gaussian distribution with

variance 2κ and we have

g(0) = 1

2
p
κπ

· (1.4.4)

Recall that (ξn , n ≥ 1) is a sequence of independent random variables with the same distri-

bution as ξ and define Sn =∑n
k=1 ξk . The following result is a direct consequence of the local

limit theorem, see e.g. [90, Chapter 4, Theorem 4.2.1].

Lemma 1.4.1 (Local limit theorem). Assume that ξ satisfies (ξ1) and (ξ2) and denote its span

by λ0. We have

lim
n→∞sup

k≥0

∣∣∣∣bn

λ0
P (Sn =λ0k)−g

(
λ0k −n

bn

)∣∣∣∣= 0,

where g is the density of the random variable X1 defined in (1.4.1). In particular, for any fixed

k ≥ 0, we have as n →∞ with n ≡ k (mod λ0),

P (Sn = n −k) ∼ λ0g(0)

bn
· (1.4.5)
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

Let τ be a BGW(ξ) tree, see e.g. Athreya and Ney [23]. By the well-known Otter-Dwass formula,

we have, for every n ≥ 1,

P (|τ| = n) = 1

n
P (Sn = n −1) . (1.4.6)

In particular, we get P (|τ| = n) = 0 if n 6≡ 1 (mod λ0) while P (|τ| = n) > 0 for all large n with

n ≡ 1 (mod λ0) by Lemma 1.4.1. We denote by ∆ the support of the random variable |τ| when

τ is not reduced to the root, that is

∆= {n ≥ 2: P (|τ| = n) > 0} . (1.4.7)

In particular, the previous discussion implies that ∆⊂ 1+λ0N and conversely, 1+λ0n ∈∆ for

all large n. In what follows, we only consider n ∈∆ and convergences should be understood

along the set ∆.

We will also need the following sub-exponential tail bounds for the height of conditioned

BGW trees, see [112, Theorem 2] and the discussion thereafter. For every n ∈∆, τn will denote

a BGW(ξ) tree conditioned to have n vertices, that is τn is distributed as τ conditionally on

{|τ| = n}.

Lemma 1.4.2. Assume that ξ satisfies (ξ1) and (ξ2). For every α ∈ (0,γ/(γ− 1)) and every

β ∈ (0,γ), there exist two finite constants C0,c0 > 0 such that for every y ≥ 0 and n ∈∆, we have

P

(
bn

n
h(τn) ≤ y

)
≤C0 exp

(−c0 y−α)
, (1.4.8)

P

(
bn

n
h(τn) ≥ y

)
≤C0 exp

(
−c0 yβ

)
. (1.4.9)

Remark 1.4.3.

(i) If moreover ξ satisfies (ξ2)′, then we can take α= γ/(γ−1) in (1.4.8), see Appendix 1.B.

(ii) If ξ has finite variance σ2
ξ
∈ (0,∞) (in which case (ξ2)′ is satisfied), we have γ= 2 and we

can take bn =σξ
p

n in (1.4.1) with κ= 1/2 (this is just the central limit theorem). Then

both (1.4.8) and (1.4.9) hold with α=β= 2, see [14, Theorem 1.1 and Theorem 1.2].

An immediate consequence of Lemma 1.4.2 is the following estimate for the moments of h(τn)

which extends [14, Corollary 1.3].

Lemma 1.4.4. Assume that ξ satisfies (ξ1) and (ξ2). For every p ∈R, we have

sup
n∈∆

E

[(
bn

n
h(τn)

)p ]
<∞.

Proof. Let p > 0. Fix β ∈ (0,γ). By Lemma 1.4.2, we have for every n ∈∆

E

[(
bn

n
h(τn)

)p ]
= p

∫ ∞

0
y p−1P

(
bn

n
h(τn) > y

)
dy ≤C0p

∫ ∞

0
y p−1e−c0 yβ dy <∞.

56



1.4. Bienaymé-Galton-Watson trees and stable Lévy trees

Similarly, fix α ∈ (0,γ/(γ−1)) and apply Lemma 1.4.2 to get

E

[(
bn

n
h(τn)

)−p ]
= p

∫ ∞

0
y p−1P

(
bn

n
h(τn) < 1

y

)
dy ≤C0p

∫ ∞

0
y p−1e−c0 yα dy <∞.

This proves the result.

We end this section with the following lemma used in the proof of Remark 1.1.2-(vi).

Lemma 1.4.5. Assume that ξ has finite variance σ2
ξ
∈ (0,∞). Let α′,β ∈R such that 2α′+β< 0

and set fα′,β(t) = |t|α′
h(t)β1{|t|>1}. Then we have

E
[

fα′,β(τ)
]<∞, lim

n→∞E
[

fα′,β(τn)2]= 0 and
∑

n∈∆

√
E
[

fα′,β(τn)2
]

n
<∞.

Proof. Recall from (1.4.7) the definition of ∆. We have

E
[

fα′,β(τ)
]= ∑

n∈∆
nα′

E
[
h(τn)β

]
P (|τ| = n) .

Using (1.4.6) and (1.4.5), (1.4.4) with bn =σξ
p

n and κ= 1/2, we have as n →∞ that

P (|τ| = n) ∼ λ0√
2πσ2

ξ

n−3/2.

Since E
[
h(τn)β

]=O(nβ/2) as n →∞ by Lemma 1.4.4, we get that

E
[

fα′,β(τ)
]≤C

∑
n∈∆

n−3/2+α′+β/2 <∞.

Applying Lemma 1.4.4 again gives E
[

fα′,β(τn)2
]= n2α′

E
[
h(τn)2β

]
1{n>1} ≤ Mn2α′+β for some

finite constant M > 0, and the last term converges to 0 as n →∞. Finally, we have

∑
n∈∆

√
E
[

fα′,β(τn)2
]

n
≤
p

M
∑

n∈∆
n−1+α′+β/2 <∞.

1.4.2 Stable Lévy trees

Let us briefly recall the definition of the height process and the associated Lévy tree, see e.g.

[119, 57, 54, 110]. Recall that (X t , t ≥ 0) is a strictly stable Lévy process with Laplace exponent

ψ(λ) = κλγ where γ ∈ (1,2] and κ> 0. For γ ∈ (1,2), denote by π the associated Lévy measure

π(dx) = κγ(γ−1)

Γ(2−γ)

dx

x1+γ · (1.4.10)
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Le Gall and Le Jan [119] proved that there exists a continuous process (H(t ), t ≥ 0) called the

ψ-height process such that for every t ≥ 0, we have the following convergence in probability

H(t ) = lim
ε→0

1

ε

∫ t

0
1{Xs<I s

t +ε} ds,

where I s
t = inf[s,t ] X . In the Brownian case, H is a (scaled) reflected Brownian motion. Let N be

the excursion measure of H above 0 and set

σ= inf{s > 0: H(s) = 0} and h= sup
s≥0

H(s) (1.4.11)

for the duration of the excursion and its maximum. We choose to normalize the excursion

measure N such that the distribution of σ under N is π∗ given by

π∗(dx) = N [σ ∈ dx] = g(0)
dx

x1+1/γ
, (1.4.12)

with g(0) given in (1.4.3). Furthermore, by [58, Eq. (14)], the distribution of h under N is given

by

N [h> x] =
(
κ(γ−1)x

)−1/(γ−1) . (1.4.13)

We have the following equality in “distribution” for the height process, see e.g. [60, Eq. (40)],

(H(xt ), t ≥ 0) under x1/γN
(d)= x1−1/γH under N .

Using this, one can make sense of the conditional probability measure N(x)[•] = N[•|σ= x]

such that N(x)-a.s., σ= x and

N[•] =
∫ ∞

0
N(x)[•]π∗(dx).

Informally, N(x) can be seen as the distribution of the excursion of H with duration x. Moreover,

the height process H has the following scaling property

(H(s), s ∈ [0, x]) under N(x) (d)= (
x1−1/γH(s/x), s ∈ [0, x]

)
under N(1) . (1.4.14)

See also Lemma 1.6.11 for the scaling property of H and related processes.

We call the stable Lévy tree with branching mechanism ψ(λ) = κλγ, the compact real tree T

coded by the ψ-height process H under N(1). See Remark 1.2.1 for the coding of real trees by

excursion paths. Thanks to the Ray-Knight theorem, see [57, Theorem 1.4.1], the stable Lévy

tree codes the genealogy of the stable continuous-state branching process.

Remark 1.4.6. Notice that σ=m(TH ) and h= h(TH ) are the mass and the height of the tree

TH coded by the height process H under N. Furthermore, for s ∈ [0,σ], the notation H(s) is

consistent with the one introduced in Section 1.2.4 since H(s) is the height of s in the tree

coded by H under N.
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Remark 1.4.7. In the Brownian case ψ(λ) = κλ2, the ψ-height process H is distributed un-

der N(1) as
p

2/κe where e is the normalized Brownian excursion. In particular, κ = 1/2

corresponds to Aldous’ normalization of the Brownian tree [18, Corollary 22], while κ = 2

corresponds to Le Gall’s [116, Definition 2.2].

1.4.3 Convergence of continuous functionals

For every n ∈ ∆, we let τn be a BGW(ξ) tree conditioned to have n vertices, and let T n =
(bn/n)τn be the associated real tree rescaled so that all edges have length bn/n and equipped

with the uniform probability measure on the set of vertices whose heights are integer multiples

of bn/n. Duquesne [54] (see also [110]) showed that the convergence in distribution

T n (d)−−−−→
n→∞ T (1.4.15)

holds in the space Twhere T is the stable Lévy tree with branching mechanism ψ(λ) = κλγ.

The following result is an immediate consequence of Proposition 1.3.3. Recall from (1.3.1) and

(1.3.2) the definitions of the measuresΨT andΨmh
T .

Corollary 1.4.8. Assume that ξ satisfies (ξ1) and (ξ2). Let τn be a BGW(ξ) tree conditioned to

have n vertices and let T n = (bn/n)τn be the associated real tree rescaled so that all edges have

length bn/n (where bn is the normalizing sequence in (1.4.1)). Then we have the convergence

in distribution ΨT n
(d)−→ ΨT in M (T×R+), where T is the stable Lévy tree with branching

mechanism ψ(λ) = κλγ. In particular, we haveΨmh
T n

(d)−→Ψ
mh
T

in M (R2
+).

The convergence in distribution obtained in Corollary 1.4.8 is unsatisfactory to study the

asymptotics of additive functionals of large BGW trees as it involves the real tree T n instead

of the (discrete) BGW tree τn . To remedy this, we shall introduce a discrete version of the

measure ΨT when T is associated with a discrete tree. Let t be a discrete tree and a > 0. Recall

that at denotes the real tree associated to t where the branches have length a, and that for v ∈ t,

av denotes the corresponding vertex in at, see Section 1.2.4 for the definitions. We define two

nonnegative measures A ◦
t,a and At,a on T×R+ as follows: for every f ∈B+(T×R+),

A ◦
t,a( f ) = a

|t|
∑

w∈t◦
|tw | f (atw , aH(w)) and At,a( f ) = a

|t|
∑
w∈t

|tw | f (atw , aH(w)) , (1.4.16)

where atw is the subtree of at above aw . Note that the sum is over all internal vertices of t

for A ◦
t,a , while for At,a the sum extends over all vertices including the leaves. In other words,

the measure A ◦
t,a ignores the subtrees rooted at a leaf of t (which are trivial trees consisting

only of a root equipped with a scaled Dirac measure). Let us take a moment to explain why

we introduce the measure A ◦
t,a . While At,a seems more natural, the measure A ◦

t,a has the

advantage of putting no mass on the set

T0 ×R+ = {
T ∈T : m(T ) = 0 or h(T ) = 0

}×R+.
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This will be useful as we are interested in sums of the form (1.4.16) where the function f may

blow up on T0 ×R+. We now give estimates for the distances between the three measures A ◦
t,a ,

At,a andΨat, on T×R+, which are associated with the discrete tree t and a > 0.

Lemma 1.4.9. Let t be a discrete tree and let a > 0. We have

dBL
(
Ψat,At,a

)≤ a

(
3

4
At,a(1)+1

)
, (1.4.17)

dTV(At,a ,A ◦
t,a) ≤ a. (1.4.18)

Proof. Let f ∈ Cb(T×R+) be Lipschitz. Recall that T = at is the real tree associated with t,

rescaled so that all edges have length a and equipped with the uniform probability measure

on the set of vertices whose height is an integer multiple of a. Recall also that for v ∈ t, av

denotes the corresponding vertex in T = at. In particular, H(av) = aH(v), where H(av) is the

height of av in the real tree at and H(v) is the height of v in the discrete tree t. Thus, we have

ΨT ( f ) = 1

|t|
∑
v∈t

∫ H(av)

0
f (Tr, av ,r )dr = 1

|t|
∑
v∈t

∫ aH(v)

0
f (Tr, av ,r )dr

= a

|t|
∑
v∈t

H(v)∑
k=1

∫ k

k−1
f
(
Tar, av , ar

)
dr.

On the other hand, note that for every 1 ≤ k ≤ H(v), we have Tak, av = Taw where w ∈ t is the

unique ancestor of v with height k. Thus, we have

∑
v∈t

H(v)∑
k=1

f
(
Tak, av , ak

)= ∑
v∈t

∑
w4v
w 6=;

f (Taw , aH(w)) =
∑

w 6=;
|tw | f (Taw , aH(w)) = |t|

a
At,a( f )−|t| f (T,0) .

Therefore, we deduce that

∣∣ΨT ( f )−At,a( f )
∣∣≤ a

|t|
∑
v∈t

H(v)∑
k=1

∫ k

k−1

∣∣ f
(
Tar, av , ar

)− f
(
Tak, av , ak

)∣∣ dr +a
∥∥ f

∥∥∞
≤ a

|t|
∑
v∈t

H(v)∑
k=1

∫ k

k−1

∥∥ f
∥∥

L

(
dGHP

(
Tar, av ,Tak, av

)+a(k − r )
)

dr +a
∥∥ f

∥∥∞ .

(1.4.19)

Since for k−1 < r ≤ k, the tree Tar, av is obtained by grafting Tak, av on top of a branch of height

a(k − r ) and no mass, it is straightforward to check that dGHP
(
Tar, av ,Tak, av

)≤ a(k − r )/2. It

follows that

∣∣ΨT ( f )−At,a( f )
∣∣≤ a

|t|
∑
v∈t

H(v)∑
k=1

3a

4

∥∥ f
∥∥

L +a
∥∥ f

∥∥∞ ≤ 3a

4

∥∥ f
∥∥

L At,a(1)+a
∥∥ f

∥∥∞ .

By definition of the distance dBL, we deduce that

dBL
(
ΨT ,At,a

)≤ a

(
3

4
At,a(1)+1

)
.
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Next, let f ∈Bb(T×R+). We have

∣∣At,a( f )−A ◦
t,a( f )

∣∣= a

|t|

∣∣∣∣∣ ∑
w∈Lf(t)

|tw | f (Taw , aH(w))

∣∣∣∣∣≤ a

|t| |Lf(t)|
∥∥ f

∥∥∞ ≤ a
∥∥ f

∥∥∞ .

Taking the supremum over all f ∈Bb(T×R+) such that
∥∥ f

∥∥∞ ≤ 1 yields dTV
(
At,a ,A ◦

t,a

)≤ a.

We now restate the convergence of Corollary 1.4.8 in terms of the discrete trees τn . To avoid

cumbersome notations, we write

A ◦
n =A ◦

τn ,bn /n and An =Aτn ,bn /n .

Recall that for a discrete tree t, w ∈ t and a > 0, we have that h(atw ) = ah(tw ) and m(atw ) =
|tw |/|t|. We shall also consider the following variant of the measure A ◦

n for functions depending

only on the mass and height: for every measurable function f belonging to B+([0,1]×R+),

A
mh,◦

n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
. (1.4.20)

We have the following upper bound of their total mass.

Lemma 1.4.10. We have:

A ◦
n (1) ≤ bn

n
h(τn) and An(1) ≤ bn

n

(
h(τn)+1

)
. (1.4.21)

Proof. The proof is elementary as

A ◦
n (1) = bn

n2

∑
w∈τn,◦

|τn
w | = bn

n2

∑
w∈τn,◦

∑
w4v

1 ≤ bn

n2

∑
v∈τn

h(τn) ≤ bn

n
h(τn),

An(1) = bn

n2

∑
w∈τn

|τn
w | =A ◦

n (1)+ bn

n2
|Lf(t)| ≤ bn

n

(
h(τn)+1

)
.

We have the following convergence of A ◦
n as n goes to infinity.

Corollary 1.4.11. Assume that ξ satisfies (ξ1) and (ξ2) and let τn be a BGW(ξ) tree conditioned

to have n vertices. Then for every f ∈Cb(T×R+), we have the convergence in distribution and

of all positive moments

A ◦
n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

(
bn

n
τn

w ,
bn

n
H(w)

)
(d)+moments−−−−−−−−−→

n→∞ ΨT ( f ), (1.4.22)
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where T is the stable Lévy tree with branching mechanism ψ(λ) = κλγ. In particular, for every

f ∈Cb([0,1]×R+), we have

A
mh,◦

n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
(d)+moments−−−−−−−−−→

n→∞ Ψ
mh
T

( f ). (1.4.23)

Remark 1.4.12. By (1.4.18), we have that a.s. and in L1

dTV
(
An ,A ◦

n

)−−−−→
n→∞ 0.

In particular, the convergences of Corollary 1.4.11 still hold if we sum over τn instead of τn,◦.

Remark 1.4.13. Another model of random trees is the uniform Pólya trees which are rooted,

unlabelled and unordered trees. In [131], Panagiotou and Stufler show that the scaling limit of

uniform Pólya trees is the Brownian tree and that the sub-exponential tail bounds of Lemma

1.4.2 hold in this case with α=β= 2. LetΩ⊂N be such thatΩ∩ {0,1} 6=Ω and let Tn denote

the uniform random unordered tree with n vertices and vertex outdegree in Ω. Then there

exists a finite constant cΩ > 0 such that (cΩ/
p

n)Tn converges in distribution to the Brownian

tree T with branching mechanism ψ(λ) = 2λ2. Thus, the result of Corollary 1.4.11 holds for

Tn and the proof is exactly the same as in the BGW case: for every f ∈Cb(T×R+),

cΩ
n3/2

∑
w∈Tn,◦

|Tn
w | f

(
cΩp

n
Tn

w ,
cΩp

n
H(w)

)
(d)+moments−−−−−−−−−→

n→∞ ΨT ( f ).

Proof of Corollary 1.4.11. Denote by T n = (bn/n)τn the real tree associated with τn rescaled

so that all edges have length bn/n and equipped with the uniform probability measure on the

set of vertices whose heights are integer multiples of bn/n. By Lemma 1.4.9, we have

dBL
(
ΨT n ,A ◦

n

)≤ dBL (ΨT n ,An)+2dTV(An ,A ◦
n ) ≤ bn

n

(
3

4
An(1)+2

)
.

Thanks to (1.4.21) and Lemma 1.4.4, we have that M = supn∈∆E [An(1)] is finite. It follows that

limsup
n→∞

E
[
dBL

(
ΨT n ,A ◦

n

)]≤ lim
n→∞

bn

n

(
3M

4
+2

)
= 0.

Thus, using that ΨT n
(d)−→ ΨT in M (T×R+) by Corollary 1.4.8, Slutsky’s lemma yields the

convergence in distribution A ◦
n

(d)−→ΨT in M (T×R+) which proves (1.4.22).

Let f ∈Cb(T×R+). Using Skorokhod’s representation theorem, we may assume that the conver-

gence (1.4.22) holds almost surely. To prove the convergence of positive moments, it suffices

to show that the family (A ◦
n ( f ), n ∈∆) is bounded in Lp for every p ∈ [1,∞). This is the case

as by (1.4.21), we have A ◦
n ( f ) ≤

∥∥ f
∥∥∞A ◦

n (1) ≤
∥∥ f

∥∥∞ bn
n h(τn), and the family ( bn

n h(τn), n ∈∆)

is bounded in Lp for every p ∈ [1,∞) by Lemma 1.4.4. This completes the proof.
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The Gromov-Hausdorff-Prokhorov convergence (1.4.15) allowed us to derive an invariance

principle (1.4.22) for a certain class of additive functionals on BGW trees, namely those associ-

ated with real-valued continuous bounded functions f defined on T×R+. In the sequel, we

will be looking at a similar invariance principle when f blows up onT0×R+. It is not surprising

that the Gromov-Hausdorff-Prokhorov convergence alone does not allow us to say anything

about the convergence ofΨT n ( f ) in this case as the next remark illustrates.

Remark 1.4.14. Let τn be a Catalan tree with n vertices, where n ∈ ∆ = 2N+ 1. In other

words, τn is uniformly distributed among the set of full binary ordered trees with n vertices,

which corresponds to a BGW(ξ) tree with P (ξ= 0) =P (ξ= 2) = 1/2 conditioned to have size n.

Notice that ξ has finite variance σ2
ξ
= 1. Take bn =p

n/2 so that by (1.4.15), T n = (1/2
p

n)τn

converges in distribution in T to the Brownian continuum random tree T with branching

mechanism ψ(λ) = 2λ2. In fact, it is well known, see e.g. [137, Theorem 7.9], that there is a

representation of T n such that the almost sure convergence holds. Denote by T n
ε the real

tree obtained from T n by stretching the leaves by a distance of ε≥ 0 and equip it with the

uniform probability measure on the set of branching points and leaves. Fix 0 <α< 1/2 and set

εn = n−α. It is clear from this construction that T n
εn

is a T-valued random variable and that a.s.

dGHP
(
T n
εn

,T n)≤ εn .

So it follows that T n
εn

converges to T a.s. in the sense of the Gromov-Hausdorff-Prokhorov

distance. We consider f (T,r ) =m(T )−α and if ν ∈M (T×R+) we write ν(x−α) for ν( f ). Accord-

ing to [52, Theorem 3.1], we have the following a.s. convergence An(x−α) −−−−→
n→∞ ΨT (x−α). In

conjunction with the identityΨT n (x−α) =An(x−α)−1/(2
p

n), this proves the a.s. convergence

ΨT n (x−α) −−−−→
n→∞ ΨT (x−α).

On the other hand, we have

ΨT n
εn

(x−α)−ΨT n (x−α) = 1

|τn |
∑

w∈Lf(τn )

∫ (2
p

n)−1 H(w)+εn

(2
p

n)−1 H(w)

( ∣∣τn
w

∣∣
|τn |

)−α
dr = n +1

2
nα−1εn

since |τn | = n and |Lf(τn)| = (n +1)/2. Thus, we get

ΨT n
εn

(x−α)−ΨT n (x−α) −−−−→
n→∞

1

2
·

In conclusion, even though we have the a.s. convergence T n
εn

towards T in T,ΨT n
εn

(x−α) does

not converge toΨT (x−α) for α ∈ (0,1/2). This proves that the continuity ofΨT ( f ) in T when

f blows up on T0, which has been observed in [52], is indeed specific to BGW trees.
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1.5 Technical lemmas

In this section, we gather some technical results that will be used later. The next lemma, which

gives sufficient conditions for boundedness in L1 of functionals of the mass and height on

BGW trees, will be a key ingredient in proving our convergence results. Recall that τ is a BGW(ξ)

tree and τn is a BGW(ξ) conditioned to have n vertices. Recall from (1.4.20) the definition of

the measure A
mh,◦

n and notice that A
mh,◦

n ([0,1]×R+ \ (0,1]×R∗
+) = 0. For this reason, we also

see A
mh,◦

n as a measure on (0,1]×R∗
+. By convention, we write A

mh,◦
n (g (x)h(u)) for A

mh,◦
n ( f )

where f (x,u) = g (x)h(u), and we see g as a function of the mass and h as a function of the

height.

Lemma 1.5.1. Assume that ξ satisfies (ξ1) and (ξ2)′. Suppose that f ∈B+((0,1]×R∗
+) satisfies

one of the following assumptions:

(i) f is of the form f (x,u) = g (x)uβ or f (x,u) = xαh(u) where α,β ∈ R and g ,h are nonin-

creasing and ∫
0

f (xγ/(γ−1), x)dx <∞. (1.5.1)

(ii) f (x,u) = g (x)euη

1[1,∞)(u) where η ∈ (0,γ) and g ∈B+((0,1]) is nonincreasing and satisfies∫
0 g (x)e−x−r0 dx <∞ for some r0 ∈ (0,γ−1).

Then, we have

sup
n∈∆

E
[
A

mh,◦
n ( f )

]
<∞.

Proof of Lemma 1.5.1. Here c, C and M denote positive finite constants that may vary from

expression to expression (but are independent of n and x). Let n ∈∆ so that P (Sn = n −1) > 0.

Observe that w ∈ τn,◦ if and only if |τn
w | > 1 and that the root ; is the only vertex in τn such

that |τn
w | = n. Thus, for every f ∈B+([0,1]×R+), we have the decomposition

E
[
A

mh,◦
n ( f )

]
= bn

n2 E

[ ∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)]
= bn

n2 E

[ ∑
w∈τn

1{1<|τn
w |<n}|τn

w | f
( |τn

w |
n

,
bn

n
h(τn

w )

)]
+ bn

n
E

[
f

(
1,

bn

n
h(τn)

)]
.

By [95, Lemma 5.1], we have

bn

n2 E

[ ∑
w∈τn

1{1<|τn
w |<n}|τn

w | f
( |τn

w |
n

,
bn

n
h(τn

w )

)]
= bn

n

n∑
k=1

P (Sk = k −1)P (Sn−k = n −k)

P (Sn = n −1)
E

[
f

(
k

n
,

bn

n
h(τk )

)]
1{1<k<n}, (1.5.2)
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where by convention the summand is zero for k ∉∆. Using Lemma 1.4.1 and (1.4.2), we get for

every n ∈∆ and every 1 < k < n,

bn
P (Sk = k −1)P (Sn−k = n −k)

P (Sn = n −1)
≤C

b2
n

bk bn−k
≤C

(
n2

k(n −k)

)1/γ

.

We deduce that

bn

n2 E

[ ∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)]
≤ C

n

n∑
k=1

gn(k)+ bn

n
E

[
f

(
1,

bn

n
h(τn)

)]
=C

∫ 1

0
gn(dnxe)dx + bn

n
E

[
f

(
1,

bn

n
h(τn)

)]
, (1.5.3)

where we set

gn(k) =
(

n2

k(n −k)

)1/γ

E

[
f

(
k

n
,

bn

n
h(τk )

)]
1{1<k<n} for all k ∈∆, (1.5.4)

and gn(k) = 0 for k ∉∆. We will constantly make use of the following inequality

c

(
k

n

)1−1/γ

≤ bn

n

k

bk
≤C

(
k

n

)1−1/γ

for all 1 ≤ k ≤ n, (1.5.5)

which follows easily from (1.4.2).

First case. Assume (i). First, we consider the case f (x,u) = g (x)uβ. Since bn/n → 0, we deduce

from Lemma 1.4.4 that

lim
n→∞

bn

n
E

[
f

(
1,

bn

n
h(τn)

)]
= g (1) lim

n→∞
bn

n
E

[(
bn

n
h(τn)

)β]
= 0. (1.5.6)

For every 1/n < x ≤ (n −1)/n, it holds that x ≤ dnxe/n ≤ 2x and n −dnxe ≥ n(1− x)/2. Thus,

for every x ∈ (0,1), using Lemma 1.4.4 for the last inequality, we have

gn(dnxe) ≤ M x−1/γ(1−x)−1/γg

(dnxe
n

)
E

[(
bn

n
h(τdnxe)

)β]
1{1<nx≤n−1}

≤ M x−1/γ(1−x)−1/γg (x)

(
bn

n

dnxe
bdnxe

)β
sup
k∈∆

E

[(
bk

k
h(τk )

)β]
1{1<nx≤n−1}

≤ M x(β+1)(1−1/γ)−1(1−x)−1/γg (x).

It follows that ∫ 1

0
gn(dnxe)dx ≤ M

∫ 1

0
g (x)x(β+1)(1−1/γ)−1(1−x)−1/γdx, (1.5.7)
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where the right-hand side is finite by (1.5.1) as γ> 1. Combining (1.5.6) and (1.5.7), it follows

from (1.5.3) that

sup
n∈∆

E
[
A

mh,◦
n ( f )

]
= sup

n∈∆

bn

n2 E

[ ∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)]
<∞.

Next, we consider the case f (x,u) = xαh(u). By Lemma 1.4.2 and (i) from Remark 1.4.3, we

have, for every k ∈∆,

P

(
bk

k
h(τk ) ≤ y

)
≤ 1∧ (

C0 exp
(−c0 y−γ/(γ−1))) . (1.5.8)

Denoting by Y a random variable whose cdf is given by the right-hand side of (1.5.8) and using

(1.5.5), we get, for every 2 ≤ k ≤ n,

bn

n
h(τk ) ≥st

bn

n

k

bk
Y ≥ c

(
k

n

)1−1/γ

Y , (1.5.9)

where ≥st denotes the usual stochastic order. In particular, since Y has density

y 7→C y−(2γ−1)/(γ−1) exp
(−c0 y−γ/(γ−1))1[0,a](y)

for some a > 0, the first inequality in (1.5.9) applied with k = n gives, for every n ∈∆,

E

[
h

(
bn

n
h(τn)

)]
≤ E [h(Y )] ≤C

∫ ∞

0
h(y)e−c0 y−γ/(γ−1) dy

y (2γ−1)/(γ−1)
· (1.5.10)

Note that the last integral is finite: indeed, since h is nonincreasing, we have∫ ∞

1
h(y)e−c0 y−γ/(γ−1) dy

y (2γ−1)/(γ−1)
≤ h(1)

∫ ∞

1

dy

y (2γ−1)/(γ−1)
<∞,

and by (1.5.1)

∫ 1

0
h(y)e−c0 y−γ/(γ−1) dy

y (2γ−1)/(γ−1)
≤ sup

0<y≤1

e−c0 y−γ/(γ−1)

y1+(α+1)γ/(γ−1)

∫ 1

0
h(y)yαγ/(γ−1) dy <∞. (1.5.11)

Then, applying (1.5.9) with k = dnxe and using the fact that h is nonincreasing, we get for every

x ∈ (0,1):

gn(dnxe) ≤ M x−1/γ(1−x)−1/γ
(dnxe

n

)α
E

[
h

(
bn

n
h(τdnxe)

)]
1{1<nx≤n−1}

≤ M xα−1/γ(1−x)−1/γE
[
h

(
cx1−1/γY

)]
≤ M xα−1/γ(1−x)−1/γ

∫ a

0
h

(
cx1−1/γy

)
e−c0 y−γ/(γ−1) dy

y (2γ−1)/(γ−1)

≤ M x1+α−1/γ(1−x)−1/γ
∫ acx1−1/γ

0
h(u)e−r xu−γ/(γ−1) du

u(2γ−1)/(γ−1)
,
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for some positive constant r > 0, where in the last inequality we made the change of variable

u = cx1−1/γy . Therefore we have

∫ 1

0
gn (dnxe) dx ≤ M

∫ 1

0
x1+α−1/γ(1−x)−1/γdx

∫ acx1−1/γ

0
h(u)e−r xu−γ/(γ−1) du

u(2γ−1)/(γ−1)
·

(1.5.12)

It remains to check that the last integral is finite. But, arguing as in (1.5.11) with r instead of c0,

we have

∫ 1

1/2
x1+α−1/γ(1−x)−1/γdx

∫ acx1−1/γ

0
h(u)e−r xu−γ/(γ−1) du

u(2γ−1)/(γ−1)

≤ M
∫ 1

1/2
(1−x)−1/γdx

∫ ac

0
h(u)e−r u−γ/(γ−1)/2 du

u(2γ−1)/(γ−1)
<∞.

Let δ = γ/(γ−1). Making the change of variable y = xu−δ with u fixed, we have, thanks to

(1.5.1),

∫ 1/2

0
x1+α−1/γ(1−x)−1/γdx

∫ acx1−1/γ

0
h(u)e−r xu−δ du

u1+δ

≤ max
0≤x≤1/2

(1−x)−1/γ
∫ ∞

(ac)−δ
y1+α−1/γe−r y dy

∫ ∞

0
h(u)uαδ1{yuδ≤1/2} du

≤ 21/γ
∫ ∞

(ac)−δ
y1+α−1/γe−r y dy

∫ ac

0
h(u)uαδdu <∞.

The right-hand side of (1.5.10) and (1.5.12) being finite and (bn/n, n ≥ 1) being bounded, we

deduce from (1.5.3) that

sup
n∈∆

E
[
A

mh,◦
n ( f )

]
= sup

n∈∆

bn

n2 E

[ ∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)]
<∞.

Second case. Assume (ii). Fix η ∈ (0,γ) and set h(u) = euη

1{u≥1}. Choose β ∈ (η,γ) such that

β(1−1/γ) > r0. By (1.4.9) and (1.5.5), we have, for every k ∈∆ such that 2 ≤ k ≤ n,

bn

n
h(τk ) ≤st

bn

n

k

bk
Z ≤C

(
k

n

)1−1/γ

Z , (1.5.13)

where Z has density z 7→ M zβ−1e−c0zβ1[a,∞)(z) for some a > 0. So, we get for x ∈ (0,1)

gn(dnxe) ≤ M x−1/γ(1−x)−1/γg

(dnxe
n

)
E

[
h

(
bn

n
h(τdnxe)

)]
≤ M x−1/γ(1−x)−1/γg (x)E

[
h

(
C x1−1/γZ

)]
≤ M x−1/γ(1−x)−1/γg (x)

∫ ∞

a
h

(
C x1−1/γz

)
zβ−1e−c0zβ dz

≤ M x−1/γ(1−x)−1/γg (x)
∫ ∞

a
zβ−1ec1zη−c0zβ1{C x1−1/γz≥1} dz,

67



Chapter 1. Global regime for general additive functionals of conditioned BGW trees

where we used (1.5.5) for the first and second inequalities, the monotonicity of g and h for the

second and the fact that
(
C x1−1/γz

)η ≤ c1zη for some finite constant c1 > 0 for the last. Notice

that if r < c0, then the function z 7→ ec1zη−(c0−r )zβ is bounded on R+ as β> η. It follows that∫ 1

0
gn(dnxe)dx ≤ M

∫ 1

0
x−1/γ(1−x)−1/γg (x)dx

∫ ∞

0
zβ−1e−r zβ1{C x1−1/γz≥1} dz

≤ M
∫ 1

0
x−1/γ(1−x)−1/γe−rC−βx−β(1−1/γ)

g (x)dx

≤ M
∫ 1

0
(1−x)−1/γe−x−r0

g (x)dx <∞, (1.5.14)

where in the last inequality we used that the function x 7→ x−1/γex−r0−rC−βx−β(1−1/γ)
is bounded

on (0,1] as β(1−1/γ) > r0. On the other hand, we have

bn

n
E

[
f

(
1,

bn

n
h(τn)

)]
≤ bn

n
g (1)E [h(Z )] ≤ M

bn

n

∫ ∞

1
zβ−1eczη−c0zβ dz ≤ M , (1.5.15)

where we used the first inequality from (1.5.13) with k = n and the fact that h is nondecreasing

for the first inequality and that bn/n converges to 0 as n →∞ for the last. Combining (1.5.14)

and (1.5.15), we deduce from (1.5.3) that

sup
n∈∆

E
[
A

mh,◦
n ( f )

]
= sup

n∈∆

bn

n2 E

[ ∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)]
<∞.

As a consequence of the following lemma, we get that (Amh,◦
n (xαuβ), n ∈∆) is bounded in Lp

for some p > 1.

Lemma 1.5.2. Let α,β ∈ R such that γα+ (γ−1)(β+1) > 0. For every p ≥ 1 such that p(γα+
(γ−1)β) > 1−γ and δ ∈R, we have:

sup
n∈∆

E

[(
bn

n
h(τn)

)δ
A

mh,◦
n (xαuβ)p

]
<∞. (1.5.16)

Proof. Set Mn = bn
n h(τn) for n ∈ ∆. Let p0, q0 ∈ (1,∞) such that 1/p0 +1/q0 = 1. By Hölder’s

inequality, we have

A
mh,◦

n (xαuβ)p0 ≤A
mh,◦

n (1)p0/q0A
mh,◦

n (xp0αup0β) ≤ M p0/q0
n A

mh,◦
n (xp0αup0β), (1.5.17)

where for the last inequality we used the fact that A
mh,◦

n (1) =A ◦
n (1) and A ◦

n (1) ≤ Mn which

holds thanks to (1.4.21). Assume that p0 > p satisfies p0(γα+ (γ−1)β) > 1−γ. Set r = p0/p

and s such that 1/r +1/s = 1. We deduce that

E
[

Mδ
nA

mh,◦
n (xαuβ)p

]
= E

[
Mδ+p/q0

n M−p/q0
n A

mh,◦
n (xαuβ)p

]
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≤ E
[

M s(δ+p/q0)
n

]1/s
E
[

M−p0/q0
n A

mh,◦
n (xαuβ)p0

]1/r

≤ E
[

M s(δ+p/q0)
n

]1/s
E
[
A

mh,◦
n (xp0αup0β)

]1/r
,

where we used Hölder’s inequality for the first inequality and (1.5.17) for the second. Since

p0(γα+(γ−1)β) > 1−γ, the function f (x,u) = xp0αup0β satisfies assumption (i) of Lemma 1.5.1.

We deduce that supn∈∆E
[
A

mh,◦
n (xp0αup0β)

]
<∞. Then use Lemma 1.4.4 to get (1.5.16).

1.6 Functionals of the mass and height on the stable Lévy tree

In this section, our goal is to study the finiteness and compute the first moment of the random

variableΨmh
T

( f ) where T is the stable Lévy tree and f is a measurable function. Recall from

Section 1.4.2 that H denotes the ψ-height process under its excursion measure N, σ is the

duration of an excursion and h is its height. Notice that σ and h are the mass and the height

of the tree TH coded by H . Furthermore, the stable Lévy tree T (under P) is the real tree TH

coded by H , see Remark 1.2.1, under N(1)[•] = N[•|σ= 1].

1.6.1 On the fragmentation (on the skeleton) of Lévy trees

In this section only we consider a general continuous height process H under its excursion

measure N associated with a branching mechanismψ(λ) = aλ+β(λ2/2)+∫
π(dr )(e−λr −1+λr )

with a,β ≥ 0, π a σ-finite measure on (0,∞) such that
∫
π(dr )(r ∧ r 2) < ∞ and such that∫ ∞ dλ/ψ(λ) <∞. We refer to [57, Section 1] for a complete presentation of the subject.

We will present a decomposition of a general Lévy tree using Bismut’s decomposition. Define

the length and height of the excursion of H above level r that straddles s:

σr,s =
∫ σ

0
1{m(s,t )≥r } dt = T+

r,s −T−
r,s and hr,s = sup

t∈[T−
r,s ,T+

r,s ]
H(t )− r, (1.6.1)

where m(s, t) = inf[s∧t ,s∨t ] H is the minimum of H between times s, t and T−
r,s = sup{t <

s : H(t) = r } and T+
r,s = inf{t > s : H(t) = r } are the beginning and the end of the excursion of

H above level r that straddles time s, see Figure 1.1. Then, we consider H+
r,s = (H+

r,s(t), t ≥ 0)

the excursion of H above level r that straddles s defined by:

H+
r,s(t ) = H

(
(t +T−

r,s)∧T+
r,s

)− r,

and H−
r,s = (H−

r,s(t ), t ≥ 0) the excursion of H below defined as H−
r,s(t ) = H (t ) for t ∈ [0,T−

r,s] and

H−
r,s(t +σr,s) for t > T−

r,s . Notice that the duration and height of the excursion H+
r,s are given by

σ+
r,s =σr,s and hr,s ; that the duration of the excursion H−

r,s is given by σ−
r,s =σ−σr,s ; and that

σ=σ+
r,s +σ−

r,s . (1.6.2)
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t

H(t )

s σ

h

r
σr,s

hr,s

T−
r,s T+

r,s

1

Figure 1.1 – The duration σr,s and the height hr,s of the excursion of H above level r that
straddles time s.

Recall notations from Remark 1.2.1. For s ∈ [0,σ] and r ∈ [0, H(s)], the function H+
r,s codes the

subtree Tr, s := (TH )r, p(s) and H−
r,s codes the subtree T −

r, s := (TH \ Tr, s)∪ {xr,s}, where xr,s is

the ancestor of p(s), the image of s in TH , at distance r from the root of TH . The next lemma

says that when s and r are chosen “uniformly” under N, then the random trees Tr, s and T −
r, s

are independent and distributed as TH under N[σ•]. This result is a consequence of Bismut’s

decomposition of the excursion of the height process.

Lemma 1.6.1. Let H be a continuous height process associated with a general branching

mechanism under its excursion measure N. Then for every nonnegative measurable functions

f+ and f− defined on C+(R+), we have:

N
[∫ σ

0
ds

∫ H(s)

0
f+(H+

r,s) f−(H−
r,s)dr

]
= N

[
σ f+(H)

]
N

[
σ f−(H)

]
.

Remark 1.6.2. Lemma 1.6.1 allows to recover directly the distribution of the size of the two

fragments given by the fragmentation measure q ske (ds,dr ) = 2βσ−1
r,s 1[0,H(s)](r )ds dr on the

skeleton in [152, Lemma 5.1]. The Brownian case (π= 0 and β> 0) appears already in [20] and

then in [10].

Proof. We follow the proof of [58, Lemma 3.4] and use notations from [57] on the càd-làg

Markov process process
(
ρs ,ηs ; s ∈ [0,σ]

)
under N, which is an M (R+)2-valued process. The

process (ρ,η) is a Markov process which allows to recover the (a priori non-Markovian) height

process as a.s. [0, H(t)] = Supp (ρt ) = Supp (ηt ). (The process ρ is called the exploration

process associated with H and is strong Markov.) Thanks to [57, Proposition 3.1.3], we have

that:

N
[∫ σ

0
ds F (ρs ,ηs)

]
=

∫
M(dµ,dν)F (µ,ν), (1.6.3)
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whereM= ∫ ∞
0 dt e−at M[0,t ] and, for any interval I ,MI is the law on M (R+)2 of the pair (µI ,νI )

defined by:

µI ( f ) =
∫

N (dr,d`,dx)1I (r ) x f (r )+β
∫

I
dr f (r ),

νI ( f ) =
∫

N (dr,d`,dx)1I (r )(`−x) f (r )+β
∫

I
dr f (r ),

with N (dr,d`,dx) a Poisson point measure on (R+)3 with intensity dr π(d`)1[0,`](x)dx. We

write ρ̃ = (ρ,η) and η̃= (η,ρ). We recall that the process
(
ρs ; s ∈ [0,σ]

)
is strong Markov under

N, see [57, Proposition 1.2.3], and the time reversal property of (ρ,η), see [57, Corollary 3.1.6],

that is
(
ρ̃s ; s ∈ [0,σ]

)
and

(
η̃(σ−s)−; s ∈ [0,σ]

)
have the same distribution under N.

For a measure µ on R+ and u > 0 we define the measure µ[u], the measure µ erased up to level

u and shifted by u, byµ[u]( f ) = ∫
f (r −u)1{r>u}µ(dr ) for f ∈B+(R+). We write ρ̃[u] = (ρ[u],η[u])

and similarly for η̃. Let F ε
i , for ε ∈ {+,−} and i ∈ {g,d}, be measurable nonnegative functionals

defined on the set of càd-làg M (R+)2-valued functions. We shall compute:

A = N
[∫ σ

0
ds

∫ H(s)

0
dr F+

d

(
ρ̃[r ]

s+t ; t ∈ [0,T+
r,s − s])

)
F+

g

(
η̃[r ]

(s−t )−; t ∈ [0, s −T−
r,s]

)
F−

d

(
ρ̃T+

r,s+t ; t ∈ [0,σ−T+
r,s]

)
F−

g

(
η̃(T−

r,s−t )−; t ∈ [0,T−
r,s]

)]
.

We write 1[0,r ]ρ̃ = (1[0,r ]ρ,1[0,r ]η). Using the Markov property of ρ̃ at time s, the time reversal

property, again the Markov property of ρ̃ at time s, (1.6.3) and the transition kernel of ρ̃ given

in [57, Proposition 3.1.2], we get that:

A = N
[∫ σ

0
ds

∫ H(s)

0
dr G+ (

ρ̃[r ]
s

)
G− (

1[0,r ]ρ̃s
)]

,

for some measurable nonnegative functions G− and G+ such that for ε ∈ {+,−}

M[Gε] = N
[∫ σ

0
ds F ε

d(ρ̃s+t , t ∈ [0,σ− s])F ε
g (ρ̃(s−t )−, t ∈ [0, s])

]
. (1.6.4)

Then using (1.6.3) and the definition ofM, we get, with µ̃= (µ,ν):

A =
∫ ∞

0
dt e−at

∫ t

0
dr M[0,t ](dµ̃)G+ (

µ̃[r ])G− (
1[0,r ]µ̃

)
=

∫ ∞

0
dt e−at

∫ t

0
dr M[0,t−r ][G

+]M[0,r ][G
−]

=
(∫ ∞

0
dr e−ar M[0,r ][G

+]

)(∫ ∞

0
dr e−ar M[0,r ][G

−]

)
=M[G+]M[G−],

where we used the independence property, that isMI ∗MJ =MI∪J when I and J are disjoint,

for the second equality. We deduce from (1.6.4) and the monotone class theorem that for any
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measurable nonnegative functionals F+ and F− defined on the set of càd-làg M (R+)2-valued

functions, we have:

N
[∫ σ

0
ds

∫ H(s)

0
dr F+(ρ̃t+T −

r,s
; t ∈ [0,σr,s])F−(ρ̃t+σr,s 1{t>T−

r,s } ; t ∈ [0,σ−σr,s])

]
= N

[∫ σ

0
ds F+(ρ̃t ; t ∈ [0,σ])

]
N

[∫ σ

0
ds F−(ρ̃t ; t ∈ [0,σ])

]
.

= N
[
σF+(ρ̃t ; t ∈ [0,σ])

]
N

[
σF−(ρ̃t ; t ∈ [0,σ])

]
.

Then use that H is a measurable functional of the exploration process ρ̃ to conclude.

1.6.2 First moment ofΨT

We start with the main result of this section which gives the first moment of functionals of the

stable Lévy tree. Recall that TH is the real tree coded by H , see Remark 1.2.1.

Proposition 1.6.3. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where

κ> 0 and γ ∈ (1,2]. Let f ∈B+(T), and set f̃ (T,r ) = f (T ) for T ∈T and r ∈R+. We have:

E
[
ΨT ( f̃ )

]= N
[
σ(1−σ)−1/γ f (TH )1{σ<1}

]
. (1.6.5)

Proof. Let f ∈B+(T) and set f̃ (T,r ) = f (T ) for T ∈T and r ∈R+. Using notations from Section

1.6.1, we haveΨTH ( f̃ ) = ∫ σ
0 ds

∫ H(s)
0 f (TH+

r,s
)dr . Thus, on the one hand, we get for λ> 0

N
[
exp{−λσ}ΨTH ( f̃ )

]= N
[∫ σ

0
ds

∫ H(s)

0
exp

{−λσ+
r,s

}
f (TH+

r,s
) exp

{−λσ−
r,s

}
dr

]
= N

[
σexp{−λσ}

]
N

[
σexp{−λσ} f (TH )

]
= g(0)2

∫ ∞

0
exp{−λu}N(u) [ f (TH )

] du

u1/γ

∫ ∞

0
exp

{−λy
} dy

y1/γ

= g(0)2
∫ ∞

0
exp{−λr }dr

∫ r

0
N(u) [ f (TH )

] du

(u(r −u))1/γ
, (1.6.6)

where we used (1.6.2) for the first equality, Lemma 1.6.1 for the second, (1.4.12) for the third

and the change of variable r = u + y for the last. On the other hand, we consider the ran-

dom variable H r = (r 1−1/γH(s/r ), s ∈ [0,r ]) for r > 0. According to (1.4.14), H r under N(1) is

distributed as H under N(r ). Then, we have for λ> 0

N
[
exp{−λσ}ΨTH ( f̃ )

]= g(0)
∫ ∞

0
exp{−λr }E

[
ΨTHr ( f̃ )

] dr

r 1+1/γ
· (1.6.7)

Comparing (1.6.6) and (1.6.7), we deduce that dr -a.e., for r > 0

E
[
ΨTHr ( f̃ )

]= r 1+1/γg(0)
∫ r

0

N(u)
[

f (TH )
]

(r −u)1/γ

du

u1/γ
= r 1+1/γN

[
σ(r −σ)−1/γ f (TH )1{σ<r }

]
. (1.6.8)
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From now on, we assume that f ∈ C+(T) is bounded and that there exists ε > 0 such that

f (T ) = 0 ifm(T ) > 1−ε. Asm(TH ) =σ, the map r 7→ N
[
σ(r −σ)−1/γ f (TH )1{σ<r }

]
is continuous

at r = 1 by dominated convergence. By definition of H r and the continuity of the height

function, we get that a.s. limr→1
∥∥H r −H 1

∥∥∞ = 0. Following [5, Proposition 2.10], we get that

the T-valued function r 7→TH r is then a.s. continuous at r = 1. We deduce from Proposition

1.3.3 that r 7→ΨTHr ( f̃ ) is continuous at r = 1. We also have

ΨTHr ( f̃ ) ≤m(TH r )h(TH r )
∥∥ f

∥∥∞ ≤ r 2−1/γh(H 1)
∥∥ f

∥∥∞ .

Since h(H 1) is integrable, we deduce by dominated convergence that the map r 7→ E
[
ΨTHr ( f̃ )

]
is continuous at r = 1. We deduce from (1.6.8) that for all f ∈C+(T) bounded and such that

there exists ε> 0 for which f (T ) = 0 if m(T ) > 1−ε, we have:

E
[
ΨTH1 ( f̃ )

]= N
[
σ(1−σ)−1/γ f (TH )1{σ<1}

]
.

By monotone convergence, this equality holds if f ∈C+(T) is bounded. Then use that TH 1 is

distributed as T to get (1.6.5).

The next result is a direct consequence of Proposition 1.6.3, combined with the fact that π∗,

defined in (1.4.12), is the distribution of σ under N. Recall the notationΨmh
T

(g (x)h(u)) which

means that g is a function of the mass and h a function of the height.

Corollary 1.6.4. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where

κ> 0 and γ ∈ (1,2]. Then we have for every f ∈B+([0,1]×R+)

E
[
Ψ

mh
T

( f )
]
= g(0)

∫ 1

0
x−1/γ(1−x)−1/γE

[
f
(
x, x1−1/γh(T )

)]
dx, (1.6.9)

where g(0) is given in (1.4.3). In particular, we have for every g ∈B+([0,1])

E
[
Ψ

mh
T

(g (x))
]
= g(0)

∫ 1

0
x−1/γ(1−x)−1/γg (x)dx.

Remark 1.6.5. An equivalent way to state (1.6.9) is the following equality of measures

E
[
Ψ

mh
T

( f )
]
=C (γ,κ)E

[
f
(
V ,V 1−1/γh(T )

)]
with C (γ,κ) = B(1−1/γ,1−1/γ)g(0),

where V is a random variable with distribution Beta(1−1/γ,1−1/γ), independent of h(T ) and

B is the beta function. Using (1.3.4), this can be interpreted in the following way where we recall

that ` denotes the length measure on a real tree: taking a stable Lévy tree T underP and simul-

taneously choosing a vertex y ∈T uniformly according to the measure C (γ,κ)−1µ(Ty )`(dy),

then the mass and height of the subtree Ty are jointly distributed as V and V 1−1/γh(T ).

While the measure E
[
Ψ

mh
T

(•)
]

is not known explicitly, its moments can be expressed in terms

of the moments of h(T ).
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Corollary 1.6.6. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ. For

every α,β ∈C such that ℜ(γα+ (γ−1)(β+1)) > 0, we have

E
[
Ψ

mh
T

(xαuβ)
]
= g(0)B

(
α+ (β+1)(1−1/γ),1−1/γ

)
E
[
h(T )β

]
, (1.6.10)

where B is the beta function.

Observe that h(T ) has finite moments of all order. This can be seen as a consequence of

the convergence in distribution bn
n h(τn)

(d)−→ h(T ) together with the fact that
(

bn
n h(τn), n ∈N

)
is bounded in Lp for every p ∈ R by Lemma 1.4.4. The first moment of h(T ) is given in [60,

Proposition 3.4]. We shall discuss the other moments in a future work.

Note that by taking β = 0, we recover [52, Lemma 4.6]. Heuristically, the condition ℜ(γα+
(γ−1)(β+1)) > 0 is due to the fact that under the excursion measure N, the height h scales as

σ1−1/γ (see also Lemma 1.6.11 below), implying that for α,β ∈R:

E

[∫
T
µ(dx)

∫ H(x)

0
m(Tr, x )αh(Tr, x )βdr

]
<∞⇐⇒ E

[∫
T
µ(dx)

∫ H(x)

0
m(Tr, x )α+β(1−1/γ) dr

]
<∞.

Thus, the condition on α,β corresponds to the phase transition observed in [52, Lemma 4.6

and Remark 4.8] for functionals depending only on the mass (that is β= 0).

In the Brownian case, h(T ) is the maximum of the (scaled) Brownian excursion whose mo-

ments are known explicitly. Therefore we get an explicit formula for the moments of the

measure E
[
Ψ

mh
T

(•)
]

.

Corollary 1.6.7. Let T be the Brownian tree with branching mechanism ψ(λ) = κλ2. For every

α,β ∈C such that ℜ(2α+β+1) > 0, we have

E
[
Ψ

mh
T

(xαuβ)
]
= 1p

πκ

(π
κ

)β/2
ξ(β)B

(
α+ β+1

2
,

1

2

)
, (1.6.11)

where ξ is the Riemann xi function defined by ξ(s) = 1
2 s(s−1)π−s/2Γ(s/2)ζ(s) for every s ∈C and

ζ is the Riemann zeta function.

Proof. The normalized excursion of the height process H is distributed as
p

2/κBex where

Bex is the normalized Brownian excursion, see e.g. [57]. Therefore we get the identity h(T )
(d)=p

2/κmaxBex. By [37, Proposition 2.1 and Eq. (4.10)], we have

E
[

(maxBex)β
]
= 2

(π
2

)β/2
ξ(β), ∀β ∈C.

The result follows then from Corollary 1.6.6 and the value of g(0) given in (1.4.4) .
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1.6.3 Finiteness ofΨmh
T

( f )

This section is devoted to the study of the finiteness of functionals of the mass and height on

the stable Lévy tree. Arguing as in the proof of Lemma 1.5.2 and using Corollary 1.6.6 and the

fact that h(T ) has finite moments of all orders, we get the following result.

Lemma 1.6.8. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where

κ > 0 and γ ∈ (1,2]. Let α,β ∈ R such that γα+ (γ−1)(β+1) > 0. For every p ≥ 1 such that

p(γα+ (γ−1)β) > 1−γ and δ ∈R, we have:

E
[
h(T )δΨmh

T
(xαuβ)p

]
<∞. (1.6.12)

We now state the main result of this section which gives an integral test for the finiteness of

functionals of the mass and height on the stable Lévy tree.

Proposition 1.6.9. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where

κ> 0 and γ ∈ (1,2]. Let f ∈B+([0,1]×R+) be of the form f (x,u) = g (x)uβ or f (x,u) = xαh(u)

where α,β ∈R, and g ,h nonincreasing. Then we have

Ψ
mh
T

( f )

<∞ a.s.,

=∞ a.s.,
(1.6.13)

according as ∫
0

f (xγ/(γ−1), x)dx

<∞,

=∞.
(1.6.14)

Furthermore, ifΨmh
T

( f ) is a.s. finite then we have E
[
Ψ

mh
T

( f )
]
<∞.

Proof. We first prove that if
∫

0 f (xγ/(γ−1), x)dx is finite then E
[
Ψ

mh
T

( f )
]

is finite and thus

Ψ
mh
T

( f ) is a.s. finite.

Let β ∈ R and g ∈B+([0,1]) be such that
∫

0 g (xγ/(γ−1))xβdx <∞. Recall that h(T ) has finite

moments of all orders. Thus, by (1.6.9), we have

E
[
Ψ

mh
T

(g (x)uβ)
]
= g(0)E

[
h(T )β

]∫ 1

0
g (x)x(β+1)(1−1/γ)−1(1−x)−1/γdx <∞.

Next, let α ∈R and h ∈B+(R+) be nonincreasing such that
∫

0 h(x)xαγ/(γ−1) dx <∞. Again by

(1.6.9), we have

E
[
Ψ

mh
T

(xαh(u))
]
= g(0)

∫ 1

0
xα−1/γ(1−x)−1/γE

[
h

(
x1−1/γh(T )

)]
dx.
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Now, letting k go to infinity in (1.5.8) and using the continuity of the cdf of h(T ) (see [60]), we

get that

P
(
h(T ) ≤ y

)≤ 1∧ (
C0 exp

(−c0 y−γ/(γ−1))) for all y ≥ 0.

We deduce that h(T ) ≥st Y where the cdf of the random variable Y is given by the right-

hand side of the inequality above. Using that h is nonincreasing and repeating the same

computations as in the proof of Lemma 1.5.1 (cf. (1.5.12)), we deduce that

E
[
Ψ

mh
T

(xαh(u))
]
≤ g(0)

∫ 1

0
xα−1/γ(1−x)−1/γE

[
h

(
x1−1/γY

)]
dx <∞.

This finishes the proof of the finite case. The infinite case is more delicate and its proof is

postponed to Section 1.6.4.

We end this section with a complete description of the behavior of polynomial functionals

of the mass and height on the stable Lévy tree, which is a particular case of Proposition 1.6.9

(and Lemma 1.6.8 for α> 0 and β> 0).

Corollary 1.6.10. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ with

κ> 0 and γ ∈ (1,2], and let α,β ∈R. Then we have

γα+ (γ−1)(β+1) > 0 ⇐⇒ Ψ
mh
T

(xαuβ) <∞ a.s. ⇐⇒ E
[
Ψ

mh
T

(xαuβ)
]
<∞, (1.6.15)

γα+ (γ−1)(β+1) ≤ 0 ⇐⇒ Ψ
mh
T

(xαuβ) =∞ a.s. ⇐⇒ E
[
Ψ

mh
T

(xαuβ)
]
=∞. (1.6.16)

1.6.4 Proof of the infinite case in Proposition 1.6.9

Recall that H denotes the height process under the excursion measure N. Recall that σr,s and

hr,s are the length and height of the excursion of H above level r that straddles s, see Section

1.6.1. Let f ∈B+([0,1]×R+). Set

Z f =
∫ σ

0
ds

∫ H(s)

0
f (σr,s ,hr,s)dr. (1.6.17)

Notice that under N(1), the random variable Z f is distributed as Ψmh
T

( f ) under P. Using the

scaling property (1.4.14) of the height process, we have the following more general result

which is partially given in [52] (notice that there is a misprint in the first line of p.34 therein).

Lemma 1.6.11. Let ψ(λ) = κλγ with κ> 0 and γ ∈ (1,2] and let H be the ψ-height process. For

every x > 0, the random variable(
(H(s), s ∈ [0, x]), (σr,s ,hr,s ; r ∈ [0, H(s)], s ∈ [0, x])

)
under N(x) is distributed as the following random variable under N(1)

((
x1−1/γH(s/x), s ∈ [0, x]

)
,
(
xσx−1+1/γr,s/x , x1−1/γhx−1+1/γr,s/x ; r ∈ [0, x1−1/γH(s/x)], s ∈ [0, x]

))
.
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In particular, the random variable
(

(H(s), s ∈ [0, x]) , Z f
)

under N(x) is distributed as the ran-

dom variable
((

x1−1/γH(s/x), s ∈ [0, x]
)

, x2−1/γZ fx

)
under N(1), where fx is defined by fx (y,u) =

f (x y, x1−1/γu) for x > 0.

Conditionally on H , let U be uniformly distributed on [0,σ] under N[σ•]. Using Bismut’s

decomposition, see e.g. [58, Theorem 4.5] or [3, Theorem 2.1], we get that under N[σ•], the

random variable H(U ) has Lebesgue distribution on (0,∞) and, conditionally on {H(U ) = t },

the process (
(
σt−r,U ,ht−r,U

)
, 0 ≤ r ≤ t ) is distributed as ((Sr ,Hr ) , 0 ≤ r ≤ t ) where

Sr =
∑
s≤r

m(Ts) and Hr = max
s≤r

(h(Ts)+ r − s) , ∀0 ≤ r ≤ t , (1.6.18)

where m(Ts) (resp. h(Ts)) stands for the mass (resp. the height) of the real tree Ts , and

T = (Ts , s ≥ 0) is a T-valued Poisson point process on [0, t ] whose intensity is given below.

If γ = 2, the Poisson point process T has intensity 2κN. To describe the intensity of T for

γ ∈ (1,2), we introduce the probability distribution Pa on T which is the law of a random

tree obtained by gluing a family of trees (Ti , i ∈ I ) at their root, with
∑

i∈I δTi (dT ) a T-valued

Poisson point measure with intensity a N[dT ], see also [3, Section 2.6] for more details on Pa .

If γ ∈ (1,2), the Poisson point process T has intensity
∫ ∞

0 aπ(da)Pa(dT ) where π is the Lévy

measure associated with ψ given by (1.4.10). In particular, we get the equality in law∫ H(U )

0
f (σr,U ,hr,U )dr under N [σ•|H(U ) = t ]

(d)=
∫ t

0
f (Sr ,Hr )dr. (1.6.19)

In the proof of [52, Lemma 4.6], see Section 8.6 and more precisely (8.20) therein, it is proven

that S is a stable subordinator with Laplace transform E
[
exp(−λS1)

]= exp(−γκ1/γλ1−1/γ). We

shall determine the intensity of the Poisson point process h(T) = (h(Ts), 0 ≤ s ≤ t ). If γ= 2, h(T)

has intensity 2κN[h ∈ dx]. But, by [58, Eq. (14)], we have N[h> x] = 1/(κx). Differentiating

with respect to x, we get N[h ∈ dx] = κ−1x−21{x>0} dx, so that h(T) has intensity 2x−21{x>0} dx.

If 1 < γ< 2, h(T) has intensity ∫ ∞

0
aπ(da)Pa(h ∈ dx).

Using (1.4.13) and the definition of Pa , we have Pa (h≤ x) = e−a N[h>x] = e−C ax−1/(γ−1)
where

C = (κ(γ−1))−1/(γ−1). Differentiating with respect to x, we obtain

Pa(h ∈ dx) = C ax−γ/(γ−1)

γ−1
e−C ax−1/(γ−1)

1{x>0} dx.

Since π(da) =C ′a−1−γda where C ′ = κγ(γ−1)/Γ(2−γ) (see (1.4.10)), we deduce that, for x > 0,∫ ∞

0
aπ(da)Pa(h ∈ dx) = CC ′

γ−1

(∫ ∞

0
a1−γx−γ/(γ−1)e−C ax−1/(γ−1)

da

)
1{x>0} dx

= Cγ−1C ′Γ(2−γ)

γ−1
1{x>0}

dx

x2
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= γ

γ−1
1{x>0}

dx

x2 ·

In all cases, for γ ∈ (1,2], we get that h(T) is a Poisson point process with intensity (γ/(γ−
1))x−21{x>0} dx. Intuitively, this implies that Sr is of order r γ/(γ−1) while Hr is of order r as

r → 0 which, together with (1.6.19), explains the form of the integral test (1.6.14).

Our goal now is to show that∫
0

f (xγ/(γ−1), x)dx =∞ =⇒
∫

0
f (St ,Ht )dt =∞ a.s.

under the assumptions of Proposition 1.6.9. To do this, we adapt the proof of Theorem 1 in

[66] which gives a necessary and sufficient condition for the divergence of integrals of Lévy

processes. We first consider the case f (x,u) = xαh(u).

Lemma 1.6.12. Letα>−1+1/γ and h ∈B+(R+) be nonincreasing such that
∫

0 h(x)xαγ/(γ−1) dx

=∞. We have that a.s. ∫
0
Sαt h(Ht )dt =∞.

Proof. Define the first passage time for a > 0

T(a) := inf{t > 0: Ht ≥ a} . (1.6.20)

Since t 7→Ht is right-continuous, we have

{T(a) > t } = {Ht < a} . (1.6.21)

Furthermore, since H0 = 0, it holds that a.s. T(a) > 0 for every a > 0.

Set F (t ) = ∫ t
0 Sαs ds. Clearly F (t ) <∞ a.s. if α≥ 0. If −1+1/γ<α< 0, we have

E [F (t )] =
∫ t

0
E
[
Sαs

]
ds = E[

Sα1
]∫ t

0
sαγ/(γ−1) ds,

where we used that S is stable with index 1−1/γ. Now the last integral is finite because of the

condition on α and

E
[
Sα1

]= 1

Γ(|α|)

∫ ∞

0
E
[

e−λS1

]
λ−1−αdλ= 1

Γ(|α|)

∫ ∞

0
e−γκ

1/γλ1−1/γ
λ−1−αdλ<∞.

Thus, we get F (t ) <∞ a.s. for α>−1+1/γ. Furthermore, F is nondecreasing and we have∫ 1

0
Sαt h(Ht )dt =

∫ 1

0
h(Ht )dF (t ). (1.6.22)

78
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We shall need the first and second moment of F (T(a)) for a > 0. Using (1.6.21), we have that

E [F (T(a))] =
∫ ∞

0
E
[
Sαt 1{T(a)>t }

]
dt =

∫ ∞

0
E
[
Sαt 1{Ht<a}

]
dt .

On the other hand, notice that for every s ∈ [0,σ], it holds that σ0,s =σ is the total mass and

H0,s = h is the total height. Thus, using Bismut’s decomposition, we have

N
[
σα+11{h<a}

]= ∫ ∞

0
N

[
σσα0,U 1{H0,U<a}

∣∣∣H(U ) = t
]

dt =
∫ ∞

0
E
[
Sαt 1{Ht<a}

]
dt , (1.6.23)

where we recall that conditionally on H , under N[σ•], U is uniformly distributed on [0,σ] and

(σ0,U , H0,U ) conditionally on {H(U ) = t } is then distributed as (St ,Ht ). We deduce that

E [F (T(a))] = N
[
σα+11{h<a}

]
= g(0)

∫ ∞

0
x−1−1/γN(x) [σα+11{h<a}

]
dx

= g(0)
∫ ∞

0
xα−1/γN(1) [x1−1/γh< a

]
dx

= γg(0)

(α+1)γ−1
N(1) [h−1−αγ/(γ−1)]a1+αγ/(γ−1), (1.6.24)

where we disintegrated with respect to σ for the second equality and used the scaling property

(1.4.14) of the height process for the third. Recall that h has finite moments of all orders under

N(1), so that E[F (T(a))] is finite for all a > 0. Next, set

Zm
α =

∫ σ

0
ds

∫ H(s)

0
σαr,s dr.

It follows from Lemma 1.6.11 that under N(x), (h, Zm
α ) is distributed as (x1−1/γh, xα+2−1/γZm

α )

under N(1). Recall that α>−1+1/γ. Thus, using Bismut’s decomposition as in (1.6.23), we

have

E
[
F (T(a))2]= 2E

[∫ ∞

0
Sαt 1{Ht<a} dt

∫ t

0
Sαs ds

]
= 2N

[
σα+11{h<a}

∫ H(U )

0
σαr,U dr

]
= 2N

[
σα1{h<a}Zm

α

]
= 2g(0)

∫ ∞

0
x−1−1/γN(x) [σα1{h<a}Zm

α

]
dx

= 2g(0)
∫ ∞

0
x−1−1/γN(1) [xα1{x1−1/γh<a}xα+2−1/γZm

α

]
dx

= g(0)

α+1−1/γ
N(1) [h−2(1+αγ/(γ−1))Zm

α

]
a2(1+αγ/(γ−1)), (1.6.25)

where the last term is finite by (1.6.12). Combining (1.6.24) and (1.6.25) and using Cauchy-

Schwartz inequality, we deduce that there exists some finite constant C > 0 such that for all
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a,b > 0

E [F (T(a))F (T(b))] ≤ E
[
F (T(a))2]1/2

E
[
F (T(b))2]1/2 ≤C E [F (T(a))]E [F (T(b))] . (1.6.26)

For i ∈N, put Ti = T(2−i ), hi = h(2−i ) and ∆hi = hi+1 −hi . Notice that the sequence (Ti , i ∈N)

is nonincreasing and∆hi ≥ 0. Set Vn =∑n
i=1 F (Ti )∆hi−1. Notice that E[Vn] is finite as E[F (T(a))]

is finite for all a > 0. By (1.6.26), we have

E
[
V 2

n

]= n∑
i=1
E
[
F (Ti )2] (∆hi−1)2 +2

∑
1≤i< j≤n

E
[
F (Ti )F (T j )

]
∆hi−1∆h j−1

≤C
n∑

i=1
E [F (Ti )]2 (∆hi−1)2 +2C

∑
1≤i< j≤n

E [F (Ti )]E
[
F (T j )

]
∆hi−1∆h j−1

=C

(
n∑

i=1
E [F (Ti )]∆hi−1

)2

=C E [Vn]2 .

Therefore, we get that limsupn E [Vn]2 /E
[
V 2

n

]> 0. By [108], it follows that

P

(
limsup

n

Vn

E [Vn]
≥ 1

)
> 0. (1.6.27)

Using (1.6.24), notice that for some finite constant C > 0, we have

∫ 1

0
x1+αγ/(γ−1) |dh(x)| ≤

∞∑
i=1

(2−i+1)1+αγ/(γ−1)
∫ 2−i+1

2−i
|dh(x)|

=C
∞∑

i=1
E [F (Ti )]∆hi−1 =C lim

n→∞E [Vn] . (1.6.28)

Since
∫ 1

0 x1+αγ/(γ−1) |dh(x)| ≥ −h(1)+ (
1+αγ/(γ−1)

)∫ 1
0 h(x)xαγ/(γ−1) dx =∞ by assumption,

it follows from (1.6.28) that limn→∞E [Vn] =∞. Thus, using (1.6.27) and the fact that Vn is

nondecreasing, we deduce that limn→∞Vn =∞ with positive probability, that is

P

( ∞∑
i=1

F (Ti )∆hi−1 =∞
)
> 0. (1.6.29)

Since h is nonincreasing, we have∫ T0

0
h(Ht )dF (t ) ≥

∞∑
i=0

hi−1 (F (Ti−1)−F (Ti )) . (1.6.30)

A summation by parts gives

n∑
i=1

hi−1 (F (Ti−1)−F (Ti )) = F (T0)h0 −F (Tn)hn +
n∑

i=1
F (Ti )∆hi−1. (1.6.31)
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But, notice that

F (Tn)hn = F (Tn)h(2−n) ≤
∫ Tn

0
h(Ht )dF (t ) ≤

∫ T0

0
h(Ht )dF (t ).

Together with (1.6.30) and (1.6.31), this yields

F (T0)h0 +
∞∑

i=1
F (Ti )∆hi−1 ≤ 2

∫ T0

0
h(Ht )dF (t ).

It follows from (1.6.29) that
∫ T0

0 Sαt h(Ht )dt = ∫ T0
0 h(Ht )dF (t ) diverges with positive probability.

Finally, since the event
{∫

0 Sαt h(Ht )dt =∞}
is F0+-measurable where (Ft )t≥0 is the filtration

generated by the Poisson point processT, Blumenthal’s zero-one law entails that
∫ 1

0 Sαt h(Ht )dt

diverges with probability 1.

Lemma 1.6.13. Let β>−1 and g ∈B+([0,1]) be nonincreasing such that
∫

0 g (xγ/(γ−1))xβdx =
∞. We have that a.s. ∫

0
g (St )Hβ

t dt =∞.

Proof. The proof is similar to that of Lemma 1.6.12 and we only highlight the major differences.

Define the first passage time T(a) = inf{t > 0: St > a} for every a > 0. Since S is a stable

subordinator, we have a.s. T(a) > 0 for every a > 0. Set F (t) = ∫ t
0 Hβ

s ds. Notice that F (t) <∞
a.s. if β≥ 0. If −1 <β< 0, then using that Hs ≥ s, we have a.s. F (t ) ≤ ∫ t

0 sβds <∞. To compute

the first moment of F (T(a)), use Bismut’s decomposition as in (1.6.23) to get

E [F (T(a))] = E
[∫ ∞

0
Hβ

t 1{St<a} dt

]
= N

[
σ1{σ<a}h

β
]

= g(0)
∫ a

0
x(β+1)(1−1/γ)−1 N(1)

[
hβ

]
dx

= g(0)

(β+1)(1−1/γ)
N(1)

[
hβ

]
a(β+1)(1−1/γ). (1.6.32)

Setting

Z h
β
=

∫ σ

0
ds

∫ H(s)

0
Hβ

r,s dr

and using Bismut’s decomposition as in (1.6.23) and the fact that under N(x), (h, Z h
β

) is dis-

tributed as (x1−1/γh, x(β+1)(1−1/γ)+1Z h
β

) under N(1) by Lemma 1.6.11, we have

E
[
F (T(a))2]= 2E

[∫ ∞

0
Hβ

t 1{St<a} dt
∫ t

0
Hβ

s ds

]
= 2N

[
σ1{σ<a}h

β
∫ H(U )

0
Hβ

r,U dr

]
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= 2N
[

1{σ<a}h
βZ h

β

]
= 2g(0)

∫ a

0
x−1−1/γN(x)

[
hβZ h

β

]
dx

= g(0)

(β+1)(1−1/γ)
N(1)

[
hβZ h

β

]
a2(β+1)(1−1/γ), (1.6.33)

where N(1)
[
hβZ h

β

]
<∞ by (1.6.12). Combining (1.6.32) and (1.6.33), we see that the estimate

(1.6.26) holds. The rest of the proof is similar to that of Lemma 1.6.12 (with hi replaced by

gi = g (2−i )).

We can now finish the proof of Proposition 1.6.9. Let f ∈B+([0,1]×R+) be of the form f (x,u) =
g (x)uβ or f (x,u) = xαh(u) with g ,h nonincreasing and such that

∫
0 f (xγ/(γ−1), x)dx =∞. By

Lemmas 1.6.12 and 1.6.13, we have that, in the cases α>−1+1/γ and β>−1, a.s.∫
0

f (St ,Ht )dt =∞. (1.6.34)

Now suppose that α≤−1+1/γ. Since h is nonincreasing and satisfies
∫

0 h(x)xαγ/(γ−1) dx =∞,

there exists a constant C > 0 such that h ≥C on some interval (0,ε). Thus, we have∫
0
Sαt h(Ht )dt ≥C

∫
0
Sαt dt ,

where the last integral diverges a.s. by Lemma 1.6.13 as
∫

0 xαγ/(γ−1) dx =∞. Similarly, if β≤−1,

there exists a constant C ′ > 0 such that g ≥C ′ on (0,ε). Thus, we have∫
0

g (St )Hβ
t dt ≥C ′

∫
0
Hβ

t dt ,

and the last integral diverges by Lemma 1.6.12 since
∫

0 xβdx =∞. This proves that (1.6.34)

holds for all α,β ∈R.

Combining (1.6.19) and (1.6.34), we deduce that

N
[
σ; Z f <∞]= N

[
σ; σ

∫ H(U )

0
f (σr,U , Hr,U )dr <∞

]
=

∫ ∞

0
N

[
σ; σ

∫ H(U )

0
f (σr,U , Hr,U )dr <∞

∣∣∣∣H(U ) = t

]
dt

=
∫ ∞

0
P

(
St

∫ t

0
f (Sr ,Hr )dr <∞

)
dt = 0.

It follows that N-a.e. Z f =∞. Disintegrating with respect to σ and using the scaling property

from Lemma 1.6.11, we get

0 = N
[

Z f <∞]= ∫ ∞

0
N(x) [Z f <∞]

π∗(dx) =
∫ ∞

0
N(1) [x2−1/γZ fx <∞]

π∗(dx).
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1.7. Phase transition for functionals of the mass and height

Consequently, dx-a.e. on (0,∞), we have N(1)
[

Z fx <∞] = 0. Suppose that f (y,u) = g (y)uβ

with g nonincreasing. Then, under N(1), Z fx is equal to xβ(1−1/γ)
∫ 1

0 ds
∫ H(s)

0 g (xσr,s)Hβ
r,s dr and

we get that

x 7→ N(1)
[∫ 1

0
ds

∫ H(s)

0
g (xσr,s)Hβ

r,s dr <∞
]

vanishes dx-a.e. on (0,∞). Moreover, this function is nonincreasing in x as g is nonincreasing.

Hence it is identically zero. In particular, taking x = 1 yields N(1)
[

Z f <∞] = 0, and thus

Ψ
mh
T

( f ) =+∞ a.s. as Z f under N(1) is distributed as Ψmh
T

( f ). The same argument applies if we

suppose that f (y,u) = yαh(u) instead. This completes the proof.

1.7 Phase transition for functionals of the mass and height

Recall that τn is a BGW(ξ) conditioned to have n vertices (with n ∈∆) and ξ satisfies (ξ1) and

(ξ2)′, with the sequence (bn ,n ∈N∗) in (1.4.1), and that T is a stable Lévy tree with branching

mechanism ψ(λ) = κλγ. In this section, we study the limit of

A ◦
n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

(
bn

n
τn

w ,
bn

n
H(w)

)
for functions f ∈ B(T×R+) continuous on (T \T0)×R+ but that may blow up as either the

mass or the height goes to 0.

1.7.1 A general convergence result

We now give a first convergence result for general functionals that may blow up. Recall from

(1.2.5) the definition of T0. Notice that A ◦
n (T0 ×R+) = 0 andΨT (T0 ×R+) = 0.

Proposition 1.7.1. Assume that ξ satisfies (ξ1) and (ξ2)′. Let f ∈B(T×R+) be continuous on

(T\T0)×R+ and α,β ∈Rwith γα+ (γ−1)(β+1) > 0 be such that∣∣ f (T,r )
∣∣≤C m(T )αh(T )β, for all T ∈T\T0 and r ≥ 0, (1.7.1)

for some finite constant C > 0. Then ΨT (| f |) is a.s. finite and we have the convergence in

distribution

A ◦
n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

(
bn

n
τn

w ,
bn

n
H(w)

)
(d)−→ΨT ( f ). (1.7.2)

We also have the convergence of all moments of order p ≥ 1 such that p(γα+ (γ−1)β) > 1−γ.

Proof. By Corollary 1.4.11, we know that A ◦
n

(d)−→ΨT in the space M (T×R+). In particular, the

sequence (A ◦
n , n ∈∆) is tight (in distribution) in M (T×R+), and applying [99, Theorem 4.10],

we have

inf
K∈K

sup
n∈∆

E
[
1∧A ◦

n (K c )
]= 0, (1.7.3)
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where K is the set of all compact subsets of T×R+. We start by showing that

inf
K∈K

sup
n∈∆

E
[
A ◦

n (K c )
]= 0. (1.7.4)

Let K ∈ K . Using the inequality x ≤ 1∧ x + x
p

1∧x with x = A ◦
n (K c ) ≥ 0 and the Cauchy–

Schwartz inequality, we get that

E
[
A ◦

n (K c )
]≤ E[

1∧A ◦
n (K c )

]+√
E
[
A ◦

n (1)2
]
E
[
1∧A ◦

n (K c )
]
. (1.7.5)

Since A ◦
n (1) ≤ bn

n h(τn) by (1.4.21), Lemma 1.4.4 implies that

sup
n∈∆

E
[
A ◦

n (1)2]1/2 ≤ sup
n∈∆

E

[(
bn

n
h(τn)

)2]1/2

<∞.

This, in conjunction with (1.7.3) and (1.7.5), proves (1.7.4).

Let α,β ∈R such that γα+ (γ−1)(β+1) > 0. We consider the space S =T×R+ with the metric

ρ((T,r ), (T ′,r ′)) = dGHP(T,T ′)+|r − r ′| and S0 =T0 ×R+, so that (S,ρ) is a Polish metric space

and S0 is a closed subset of S. We shall consider 0S = ({;},0) ∈ S0 as a distinguished point. We

shall construct a family of functions F on S satisfying assumptions (H1)–(H4) of Appendix 1.A

in order to apply Proposition 1.A.10. Let (δk , k ∈N) be a positive increasing sequence such

that (2γ−1)δk < (γ−1)+ (
γα+ (γ−1)β

)∧0 for all k ∈N. Define for every k ∈N

fk (T,r ) =
(
m(T )δk ∨m(T )−δk

)(
h(T )δk ∨h(T )−δk

)
and gk (T,r ) =m(T )αh(T )β fk (T,r ),

for all T ∈T\T0 and r ≥ 0 and fk = gk =+∞ on T0 ×R+. The functions fk and gk are positive

and continuous on (T\T0)×R+. We define F= {1}∪ { fk , gk : k ∈N}. Therefore assumptions

(H1) and (H2) are satisfied. Notice that ρ((T,r ),S0) = dGHP(T,T0). Let ε > 0 and M > 0. By

(1.2.4), dGHP(T, {;}) ≤ M implies that h(T ) ≤ 2M and m(T ) ≤ M . Similarly, by Lemma 1.2.2,

dGHP(T,T0) ≥ ε implies that h(T ) ≥ ε and m(T ) ≥ ε. Therefore, we have the inclusion{
(T,r ) ∈ S : ρ((T,r ),S0) ≥ ε, ρ((T,r ),0S) ≤ M

}⊂ {T ∈T : h(T ) ∈ [ε,2M ], m(T ) ∈ [ε, M ]}×R+.

Since fk and gk are clearly bounded away from zero and infinity on the latter set, assumption

(H3) is satisfied. Moreover, fk / fk+1 and gk /gk+1 are continuous and bounded on Sc
0 = (T \

T0)×R+ for every k ∈ N. Recall that ρ((T,r ),S0) = dGHP(T,T0). Therefore, as ρ((T,r ),S0) →
0, we have h(T ) ∧m(T ) → 0 by Lemma 1.2.2. It follows that fk (T,r )/ fk+1(T,r ) → 0 and

gk (T,r )/gk+1(T,r ) → 0 as ρ((T,r ),S0) → 0+. Recall the notation F?( f ) from (H4). We de-

duce that fk+1 ∈ F?( fk ) and gk+1 ∈ F?(gk ) for k ∈ N∗. We also have that 1/ f1 is continuous

and bounded on Sc
0 and that 1/ f1(T,r ) → 0 as ρ((T,r ),S0) → 0+. This implies that f1 ∈F?(1).

Therefore, assumption (H4) is satisfied.

In order to apply Proposition 1.A.10 to the sequence of measures (A ◦
n , n ∈∆) and the family

F, we shall check that the sequence (A ◦
n , n ∈∆) is tight (in distribution) in the space MF (see
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Appendix 1.A for the definition of MF). Thanks to Proposition 1.A.4, the sequence (A ◦
n , n ∈∆)

is tight in the space MF if and only if (fA ◦
n , n ∈ ∆) is tight in M (S) for all f ∈ F (recall that

the notation fA ◦
n stands for the measure f((T,r ))A ◦

n (dT,dr )). Let f ∈F. Notice that for every

T ∈T\T0 and r ≥ 0, we have

f((T,r )) ≤
∑

1≤i , j≤2
m(T )αih(T )β j

for α1,α2,β1,β2 ∈R such that γαi + (γ−1)(β j +1) > 0 holds for every i , j ∈ {1,2}. Therefore, by

Lemma 1.5.2, we have for some p > 1 small enough

sup
n∈∆

E
[
A ◦

n (f)p]<∞ and sup
n∈∆

E
[
A ◦

n (fp )
]<∞. (1.7.6)

The first bound gives that (1.A.3) holds for all f ∈ F by the Markov inequality. Recall that K

denotes the set of compact subsets of T×R+. Moreover, with q such that 1/p +1/q = 1 and

K ∈K , using Hölder’s inequality, we get

E
[
A ◦

n (f1K c )
]≤ E[

A ◦
n (1K c )

]1/q
E
[
A ◦

n (fp )
]1/p .

Using the second bound in (1.7.6) and (1.7.4), we deduce that

inf
K∈K

sup
n∈∆

E
[
A ◦

n (f1K c )
]= 0.

Thus (1.A.4) holds for all f ∈ F. According to Proposition 1.A.4-(i), we get that the sequence

(A ◦
n , n ∈∆) is tight (in distribution) in MF(T×R+). Now apply Proposition 1.A.10 and Proposi-

tion 1.A.9 to get that

A ◦
n (fh)

(d)−−−−→
n→∞ ΨT (fh)

for every h ∈ Cb(T×R+) and every f ∈ F. Let f ∈ B(T×R+) satisfying the assumptions of

Proposition 1.7.1. Consider f= g1 and h = f /g1. Notice that (1.7.1) implies that h is continuous

on T×R+. Since fh = g1h = f except possibly on S0 =T0 ×R+ and A ◦
n (S0) =ΨT (S0) = 0, we

deduce that the convergence in distribution (1.7.2) holds.

Let p > 1 such that p(γα+ (γ−1)β) > 1−γ. There exists q > p satisfying the same inequality.

Since | f (T,r )| ≤Cm(T )αh(T )β, we get that

sup
n∈∆

E
[|A ◦

n ( f )|q]≤C q sup
n∈∆

E

[(
b1+β

n

n2+α+β
∑

w∈τn,◦
|τn

w |1+αh(τn
w )β

)q ]
, (1.7.7)

where the right-hand side is finite by Lemma 1.5.2. Thus, the sequence (|A ◦
n ( f )|p , n ∈∆) is

uniformly integrable and the convergence of the moment of order p of A ◦
n ( f ) towards the

moment of order p ofΨT ( f ) readily follows from (1.7.2).
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1.7.2 Phase transition for functionals of the mass and height

We refine the convergence result given in Proposition 1.7.1 for functionals depending only on

the mass and height and describe a phase transition in that case.

We start with a technical lemma which is a consequence of the well-known de La Vallée

Poussin criterion for uniform integrability.

Lemma 1.7.2. Let ν be a nonnegative finite measure on (0,1] and f ∈ C+((0,1]) be nonin-

creasing, belonging to L1(ν) and such that limx→0+ f (x) = +∞. Then there exists a positive

function f ν ∈ C+((0,1]) which belongs to L1(ν), such that f / f ν is bounded on (0,1] and

limx→0+ f (x)/ f ν(x) = 0.

Proof. We may assume without loss of generality that f does not vanish anywhere in (0,1]

and that ν is a probability measure. By the de La Vallée Poussin criterion (see [50, §22]),

there exists a convex nondecreasing function F : R+ →R+ such that limt→∞ F (t)/t =∞ and

F ◦ f ∈ L1(ν). In fact, up to considering F +1 instead, we can and will assume that F does not

vanish anywhere. Since F is convex on R+, it is continuous on (0,∞) and it follows that F ◦ f is

continuous on (0,1]. Moreover, F ◦ f is clearly nonincreasing by composition. Further, since

limx→0 f (x) =∞ and limt→∞ t/F (t ) = 0, we get limx→0 f (x)/F ◦ f (x) = 0. The function f /F ◦ f

being continuous on (0,1] with a finite limit at 0, it is bounded on (0,1]. Setting f ν = F ◦ f , the

conclusion readily follows.

We now give the main result of this section. Recall that the notation Ψmh
T

(g (x)h(u)) stands for

Ψ
mh
T

( f ) where f (x,u) = g (x)h(u). For g ∈B(R+), define

g∗(x) := sup
x≤y≤1

|g (y)| for all x ∈ (0,1]. (1.7.8)

Theorem 1.7.3. Assume that ξ satisfies (ξ1) and (ξ2)′.

(i) Let β ∈R and g ∈B([0,1]) be such that g is continuous on (0,1] and satisfies∫
0

g∗(xγ/(γ−1))xβdx <∞. (1.7.9)

Then we have the convergence in distribution and of the first moment

b1+β
n

n2+β
∑

w∈τn,◦
|τn

w |h(τn
w )βg

( |τn
w |

n

)
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(g (x)uβ) (1.7.10)

whereΨmh
T

(|g (x)|uβ) is a.s. finite and integrable.
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1.7. Phase transition for functionals of the mass and height

(ii) Letα ∈R and h ∈B(R+) be such that h is continuous on (0,∞) and satisfies h(u) =O(euη

)

as u →∞ for some η ∈ (0,γ) and∫
0

xαγ/(γ−1)h∗(x)dx <∞. (1.7.11)

Then we have the convergence in distribution and of the first moment

bn

n2+α
∑

w∈τn,◦
|τn

w |1+αh

(
bn

n
h(τn

w )

)
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(xαh(u)) (1.7.12)

whereΨmh
T

(xα|h(u)|) is a.s. finite and integrable.

(iii) Let f ∈B+([0,1]×R+) be such that∫
0

f (xγ/(γ−1), x)dx =∞. (1.7.13)

Suppose that f is of the form f (x,u) = g (x)uβ or f (x,u) = xαh(u) where α,β ∈R and g ,h

are nonincreasing and continuous on (0,1] and on (0,∞) respectively. Then we have

bn

n2

∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
(d)+mean−−−−−−−→

n→∞ ∞. (1.7.14)

Proof. Notice that (1.7.9) implies that β>−1 as soon as g is not identically zero. To prove (i),

we proceed in three steps.

Step 1 in the proof of (i). We first suppose that g ∈C+([0,1]) is nonincreasing and nonzero.

Let (βk , k ∈N) be a decreasing sequence of nonpositive real numbers such that β0 = 0 and

limk→∞βk =−1. We define a set of functions F= {hk : k ∈N} where hk (u) = uβk ∨uk for u > 0

and k ∈N, and h0(0) = 1 and hk (0) =+∞ for k ∈N. We shall prove that F satisfies assumptions

(H1)–(H5) of Appendix 1.A with S = R+ equipped with the Euclidean distance and S0 = {0}.

Notice that h0 ≡ 1 and hk is continuous on Sc
0 for every k ∈N, so (H1) and (H2) are satisfied.

Moreover, for every k ∈N, the function hk /hk+1 is continuous on (0,∞) and we have

lim
u→0+

hk (u)

hk+1(u)
= lim

u→0+
uβk−βk+1 = 0 and lim

u→+∞
hk (u)

hk+1(u)
= lim

u→+∞
1

u
= 0,

so that (H4) and (H5) are satisfied. Finally, since the set {x ∈ S : ρ(x,S0) ≥ ε, ρ(x,0) ≤ M } =
[ε, M ] is compact and hk is continuous, it is bounded there and (H3) is satisfied. Define a

(random) measure on R+ by setting

ζn(h) = bn

n2

∑
w∈τn,◦

|τn
w |g

( |τn
w |

n

)
h

(
bn

n
h(τn

w )

)
(1.7.15)

for every h ∈ B+(R+). By (1.4.23), ζn converges to ζ in distribution in M (R+) and E [ζn(•)]

converges to E [ζ(•)] in M (R+) where ζ is defined by ζ(h) =Ψmh
T

(g (x)h(u)). But, since we have
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∫
0 g (x)x(βk+1)(1−1/γ)−1 dx <∞ for every k ∈N, Lemma 1.5.1-(i) gives

sup
n∈∆

E [ζn(hk )] ≤ sup
n∈∆

E
[
ζn(uβk )

]
+ sup

n∈∆
E
[
ζn(uk )

]
<∞ for all k ∈N.

Thus, Corollary 1.A.11 yields the convergence in distribution ζn
(d)−→ ζ in MF as well as the

convergence of the first moment E [ζn(•)] → E [ζ(•)] in MF. By Proposition 1.A.9, this implies

that for every g ∈C+([0,1]) nonincreasing and every β>−1, we have

b1+β
n

n2+β
∑

w∈τn,◦
|τn

w |h(τn
w )βg

( |τn
w |

n

)
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(g (x)uβ). (1.7.16)

Step 2 in the proof of (i). Now fix β>−1 and define the (random) measure ξn on [0,1] by

ξn(g ) = b1+β
n

n2+β
∑

w∈τn,◦
|τn

w |h(τn
w )βg

( |τn
w |

n

)
, (1.7.17)

for every g ∈B+([0,1]). Notice that (1.7.16) can be rewritten as

ξn(g )
(d)+mean−−−−−−−→

n→∞ ξ(g ) (1.7.18)

for every g ∈C+([0,1]) nonincreasing, where the measure ξ is defined by ξ(g ) =Ψmh
T

(g (x)uβ).

Moreover, Lemma 1.5.1-(i) applied with g ≡ 1 gives supn∈∆E [ξn(1)] <∞. As a consequence,

by the Markov inequality, we have limr→∞ supn∈∆P (ξn(1) > r ) = 0. Since [0,1] is compact, this

means that the sequence of random measures (ξn , n ∈∆) is tight in distribution in M ([0,1]),

see [99, Theorem 4.10]. Hence, it is relatively compact by Prokhorov’s theorem as the space

M ([0,1]) is Polish for the weak topology. Let ξ̂ be a limit point. Then we have ξ(g )
(d)= ξ̂(g ) for

every g ∈C+([0,1]) nonincreasing. Therefore, we get that ξ
(d)= ξ̂ and the sequence (ξn , n ∈∆)

has only one limit point ξ. Since it is relatively compact, we deduce that ξn converges to ξ in

distribution in M ([0,1]). A similar deterministic argument shows that E [ξn(•)] converges to

E [ξ(•)] in M ([0,1]).

Step 3 in the proof of (i). Let β > −1 and g ∈ B([0,1]) be continuous on (0,1], nonzero

and such that
∫

0 g∗(x)x(β+1)(1−1/γ)−1 dx <∞. Set g0 ≡ 1. If limx→0 g∗(x) =∞, set g1 = g∗+
1. If g∗ has a finite limit at 0 (which is then positive), then there exists ε > 0 such that∫

0 x−εg∗(x)x(β+1)(1−1/γ)−1 dx <∞. We also have limx→0+ x−εg∗(x) =∞ and the function x 7→
x−εg∗(x) is continuous on (0,1] and nonincreasing. In that case, we set g1(x) = x−εg∗(x)+1

for x ∈ (0,1].

Define a set of functions F= {gk : k ∈N} as follows: for every k ≥ 1, set gk+1 = gνk which is given

by Lemma 1.7.2 applied with the finite measure ν(dx) = x(β+1)(1−1/γ)−1dx. By construction,

the sequence F satisfies assumptions (H1)–(H4) of Appendix 1.A with S = [0,1], S0 = {0} and

F?(gk ) = {g j : j > k} (notice (H3) is automatically satisfied as [0,1] is compact). Notice that, by

Lemma 1.7.2, for every k ∈N, the function gk is continuous and nonincreasing on (0,1] and
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satisfies
∫

0 gk (x)x(β+1)(1−1/γ)−1 dx <∞. So, by Lemma 1.5.1, we get that

sup
n∈∆

E
[
ξn(gk )

]<∞ for all k ∈N.

Now, Corollary 1.A.11 applies and yields, in conjunction with Proposition 1.A.9, the conver-

gence in distribution and of the first moment

ξn(gk`)
(d)+mean−−−−−−−→

n→∞ ξ(gk`)

for every k ∈N and ` ∈C ([0,1]). Now apply this with k = 1 and `= g /g1. Notice that g1`= g

except possibly on S0 = {0}. Since ξn(S0) = ξ(S0) = 0, we deduce that

ξn(g )
(d)+mean−−−−−−−→

n→∞ ξ(g ).

This, together with Proposition 1.6.9, proves (i).

The proof of (ii) is quite similar so we only indicate the changes compared with (i). Again

notice that (1.7.11) implies that α>−1+1/γ as soon as h is not identically zero.

Step 1 in the proof of (ii). Let h ∈C+(R+) be nonincreasing and nonzero.

Taking a decreasing sequence (αk , k ∈N) of nonpositive real numbers such that α0 = 0 and

limk→∞αk =−1+1/γ and defining a set of functions F= {gk : k ∈N} by gk (x) = xαk , we can

show that for every h ∈C+(R+) nonincreasing and every α>−1+1/γ, we have

bn

n2+α
∑

w∈τn,◦
|τn

w |1+αh

(
bn

n
h(τn

w )

)
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(xαh(u)). (1.7.19)

Step 2 in the proof of (ii). Fix α>−1+1/γ and define the (random) measure ξn on R+ by

ξn(h) = bn

n2+α
∑

w∈τn,◦
|τn

w |1+αh

(
bn

n
h(τn

w )

)
, (1.7.20)

for every h ∈B+(R+). Notice that (1.7.19) can be rewritten as

ξn(h)
(d)+mean−−−−−−−→

n→∞ ξ(h) (1.7.21)

for every h ∈C+(R+) nonincreasing, where the measure ξ is defined by ξ(h) =Ψmh
T

(xαh(u)).

Moreover, Lemma 1.5.1-(ii) applied with h ≡ 1 gives supn∈∆E [ξn(1)] <∞. As a consequence,

by the Markov inequality, we have limr→∞ supn∈∆P (ξn(1) > r ) = 0. Fix β > 0 and let r > 0.

Then, using the inequality 1[r,∞)(u) ≤ (u/r )β for every u ≥ 0, we get

sup
n∈∆

E [ξn([r,∞))] ≤ 1

rβ
sup
n∈∆

E
[
A

mh,◦
n (xαuβ)

]
.
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Notice that the right-hand side is finite by Lemma 1.5.2 since γα+(γ−1)(β+1) > 0. We deduce

that

inf
K⊂R+

sup
n∈∆

E
[
ξn(K c )

]= 0,

where the infimum is taken over all compact subsets K ⊂ R+. By [99, Theorem 4.10], this

means that the sequence of random measures (ξn , n ∈∆) is tight in distribution in M (R+).

Following the end of step 2 for property (i), we are then able to show that ξn converges to ξ in

distribution in M ([0,∞)) and E [ξn(•)] converges to E [ξ(•)] in M ([0,∞)).

Step 3 in the proof of (ii). Let h ∈ B(R+) be continuous on (0,∞) such that h∗ is non-zero,∫
0 h∗(u)uαγ/(γ−1) du < ∞ and h(u) = O(euη

) as u → ∞ for some η ∈ (0,γ). Set h0 ≡ 1 and

define a positive function h1 ∈ B+((0,∞)) in the following way. If limu→0 h∗(u) = ∞, set

h1 = h∗+1 on (0,1]. If h∗ has a finite limit at 0 (which is positive as h∗ is non-zero), then

α > −1+1/γ, and thus there exists ε > 0 such that
∫

0 u−εh∗(u)uαγ/(γ−1) du <∞. Moreover,

we have limu→0 u−εh∗(u) =∞ and the function u 7→ u−εh∗(u) is continuous and nonincreas-

ing. In that case, we set h1(u) = u−εh∗(u)+1 for u ∈ (0,1]. Now extend h1 to a continuous

function on (0,∞) such that h1(u) = exp(uη1 ) for u ≥ 2 for some η1 ∈ (η,γ). Define a set of

functions F = {hk : k ∈ N} as follows. Let (ηk , k ≥ 2) be an increasing sequence in (η1,γ).

Recall that α>−1+1/γ so that the measure ν(du) = 1(0,1](u)uαγ/(γ−1)du is finite. For every

k ≥ 1, define hk+1 ∈ B+([0,∞)) continuous and positive on (0,∞) and such that hk+1 = hνk
on (0,1], with hνk defined in Lemma 1.7.2, and hk+1(u) = exp(uηk+1 ) for u ≥ 2. In particular,

we have limx→0+ hk (x)/hk+1(x) = limx→+∞ hk (x)/hk+1(x) = 0. Then, it is easy to check that

the sequence F satisfies assumptions (H1)–(H5) of Appendix 1.A with S = R+, S0 = {0} and

F?(hk ) = {h j : j > k} for k ∈N. Notice that, by Lemma 1.7.2, for every k ∈N, the function hk is

continuous and nonincreasing on (0,1] and satisfies
∫

0 hk (u)uαγ/(γ−1) du <∞. So, by Lemma

1.5.1 (i) and (ii), we get that for all k ∈N, there exists a finite constant Ck > 0 such that

sup
n∈∆

E [ξn(hk )] ≤ sup
n∈∆

E
[
ξn(hk 1(0,1])

]+Ck sup
n∈∆

E
[
ξn(exp(uηk )1{u≥1})

]<∞.

Now, Corollary 1.A.11 applies and yields, in conjunction with Proposition 1.A.9, the conver-

gence in distribution and of the first moment

ξn(hk f )
(d)+mean−−−−−−−→

n→∞ ξ(hk f )

for every k ∈ N and every f ∈ C (R+). Taking k = 1 and f = h/h1 proves (1.7.12) as ξn(S0) =
ξ(S0) = 0. This, together with Proposition 1.6.9, proves (ii).

To prove (iii), notice that by (1.4.23) we have the convergence in distribution A
mh,◦

n
(d)−→Ψ

mh
T

in

the space M ([0,1]×R+). Thanks to Skorokhod’s representation theorem, we may assume that

we have a.s. convergence. Thus, we get that a.s. for every k ∈N,

lim
n→∞

bn

n2

∑
w∈τn,◦

|τn
w |

(
f

( |τn
w |

n
,

bn

n
h(τn

w )

)
∧k

)
=Ψmh

T
( f ∧k).
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Therefore, we have for k ∈N

liminf
n→∞

bn

n2

∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
≥Ψmh

T
( f ∧k). (1.7.22)

But by the monotone convergence theorem and Proposition 1.6.9, we have that a.s. limk→∞Ψ
mh
T

( f ∧
k) =Ψmh

T
( f ) =∞. Thus, (1.7.14) follows from (1.7.22) by letting k go to infinity.

Recall from (1.4.16) that we excluded the leaves to be able to consider functions taking infinite

values on trees whose height vanishes. In the particular case where the function only blows up

as the mass goes to zero, one can get rid of this restriction.

Remark 1.7.4. Recall the definition of the random measure A
mh,◦

n ∈M ([0,1]×R+):

A
mh,◦

n ( f ) = bn

n2

∑
w∈τn,◦

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
.

Similarly to the measure A
mh,◦

n , we define the measure A
mh

n ∈M ([0,1]×R+), where the sum

is over all the vertices (the internal vertices and the leaves): for f ∈B+([0,1]×R+)

A
mh

n ( f ) = bn

n2

∑
w∈τn

|τn
w | f

( |τn
w |

n
,

bn

n
h(τn

w )

)
.

Let β≥ 0 and g ∈B([0,1]) such that g is continuous on (0,1] and
∫

0 g∗(xγ/(γ−1))xβdx <∞. By

Theorem 1.7.3-(i), we have

A
mh,◦

n (g (x)uβ)
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(g (x)uβ). (1.7.23)

Now note that

A
mh

n (g (x)uβ) = b1+β
n

n2+β
∑

w∈τn
|τn

w |h(τn
w )βg

( |τn
w |

n

)
makes sense when the function g blows up at 0. Ifβ> 0, we have A

mh
n (g (x)uβ) =A

mh,◦
n (g (x)uβ)

since h(τn
w ) = 0 for every leaf w ∈ Lf(τn). Thus we only need to consider the case β= 0. Then,

using (1.4.2) and the fact that |Lf(τn)| ≤ n and that |τn
w | = 1 for every w ∈ Lf(τn), we have

∣∣∣Amh
n (g (x))−A

mh,◦
n (g (x))

∣∣∣= bn

n2

∣∣∣∣∣ ∑
w∈Lf(τn )

|τn
w |g

( |τn
w |

n

)∣∣∣∣∣≤ bn−1+1/γg∗
(

1

n

)
.

Since g∗ is nonincreasing and satisfies
∫

0 g∗(xγ/(γ−1))dx <∞, it is straightforward to check that

g∗(x) = o(x1/γ−1) as x → 0. Thus, we deduce that limn→∞A
mh

n (g (x)uβ)−A
mh,◦

n (g (x)uβ) =
0 a.s. and in L1(P). As a consequence, the convergence (1.7.23) still holds if we replace

A
mh,◦

n (g (x)uβ) by A
mh

n (g (x)uβ).

Similarly, let α>−1+1/γ and h ∈C (R+) such that h(u) =O(euη

) as u →∞ for some η ∈ (0,γ).

Then h∗ is bounded near 0 and necessarily
∫

0 xαγ/(γ−1)h∗(x)dx <∞. Thus, by Theorem 1.7.3,
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we have

A
mh,◦

n (xαh(u))
(d)+mean−−−−−−−→

n→∞ Ψ
mh
T

(xαh(u)). (1.7.24)

Furthermore, using (1.4.2) we have∣∣∣Amh
n (xαh(u))−A

mh,◦
n (xαh(u))

∣∣∣= bn

n2+α
∣∣Lf(τn)

∣∣ |h(0)| ≤ bn−α−1+1/γ|h(0)|.

Thus, we deduce that limn→∞A
mh

n (xαh(u))−A
mh,◦

n (xαh(u)) = 0 a.s. and in L1(P) and the

convergence (1.7.24) holds for A
mh

n (xαh(u)).

Example 1.7.5. Fix α>−1+1/γ and set g (x) = | log(x)|xα. It is clear that
∫

0 g (xγ/(γ−1))dx <∞,

so by Theorem 1.7.3 we have the convergence in distribution

A
mh,◦

n (g (x))
(d)−−−−→

n→∞ Ψ
mh
T

(g (x)).

But notice that

A
mh,◦

n (g (x)) = bn log(n)

n2+α
∑

w∈τn,◦

∣∣τn
w

∣∣1+α− bn

n2+α
∑

w∈τn,◦

∣∣τn
w

∣∣1+α log
∣∣τn

w

∣∣
= log(n)Amh,◦

n (xα)− bn

n2+α
∑

w∈τn,◦

∣∣τn
w

∣∣1+α log
∣∣τn

w

∣∣ .

Again Theorem 1.7.3 gives the convergence in distribution A
mh,◦

n (xα)
(d)−→Ψ

mh
T

(xα). Therefore,

we get the following asymptotic expansion in distribution

bn

n2+α
∑

w∈τn,◦

∣∣τn
w

∣∣1+α log
∣∣τn

w

∣∣ (d)= log(n)Ψmh
T

(xα)−Ψmh
T

(| log(x)|xα)+o(1).

Furthermore, since

lim
n→∞E

[
A

mh,◦
n (g (x))

]
= E

[
Ψ

mh
T

(g (x))
]

and lim
n→∞E

[
A

mh,◦
n (xα)

]
= E

[
Ψ

mh
T

(xα)
]

,

we get the corresponding asymptotic expansion for the first moment

bn

n2+α E
[ ∑

w∈τn,◦

∣∣τn
w

∣∣1+α log
∣∣τn

w

∣∣]= log(n)E
[
Ψ

mh
T

(xα)
]
−E

[
Ψ

mh
T

(| log(x)|xα)
]
+o(1).

1.A A space of measures

Let (S,ρ) be a Polish metric space, S0 ⊂ S be a closed set in S and 0 ∈ S0 be a distinguished

point. Denote by K the class of compact sets K ⊂ S. For any x ∈ S and A ⊂ S, the distance

from x to A is defined by ρ(x, A) = inf{ρ(x, y) : y ∈ A}. Let F be a countable set of measurable

[0,+∞]-valued functions on S satisfying the following assumptions:

(H1) The constant function 1 belongs to F.
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1.A. A space of measures

(H2) All f ∈F are continuous on Sc
0.

(H3) All f ∈ F are bounded away from zero and infinity on {x ∈ S : ρ(x,S0) ≥ ε, ρ(x,0) ≤ M }

for every 0 < ε< M <+∞.

(H4) For all f ∈F, the set F?( f ) ⊂F of functions f ? ∈F such that f / f ? is bounded on Sc
0 and

limρ(x,S0)→0+ f (x)/ f ?(x) = 0 is non-empty.

Note that assumption (H3) is automatically satisfied when S is compact and every f ∈ F is

positive on Sc
0. Notice that (H4) implies that F?( f ) is countably infinite for any f ∈F. We shall

write f ? for any element of F?( f ). By (H1) and (H4), we have limρ(x,S0)→0+ 1?(x) = +∞. By

convention, we take 1? ≡+∞ on S0 and f / f ? ≡ 0 on S0 for every f ∈F. We will occasionally

need the following additional assumption:

(H5) S is compact or infK∈K supx∈K c f (x)/ f ?(x) = 0 for every f ∈F (and some f ? ∈F?( f )).

Denote by M =M (S) the space of nonnegative finite measures on S endowed with the weak

topology. Recall that (M ,dBL), with dBL the bounded Lipschitz distance is a Polish metric

space. Recall that, for µ ∈M and f ∈B+(S), the notation f µ stands for the measure f (x)µ(dx).

Set

MF =MF(S) := {
µ ∈M : µ( f ) <∞ for all f ∈F}

. (1.A.1)

For µ ∈MF, we have µ(S0) = 0 (as 1? ≡+∞ on S0) and f µ ∈M for every f ∈F. In particular,

since ( f / f ?) f ? = f on Sc
0, we have ( f / f ?) f ?µ = f µ for every f ∈ F (and f ? ∈ F?( f )). We

say a sequence (µn , n ∈N) of elements of MF converges to µ ∈MF if and only if ( f µn , n ∈N)

converges to f µ in M for every f ∈ F. We consider the following distance dF on MF which

defines the same topology:

dF(µ,ν) =
∑

k∈N

1

2k

(
1∧dBL

(
fkµ, fkν

))
for µ,ν ∈MF, (1.A.2)

where { fk : k ∈N} is an enumeration of F. (The choice of the enumeration is unimportant, as

the corresponding distances all define the same topology on MF.) Notice that the mapping

µ 7→ f µ is continuous from MF to M . In particular, taking f = 1 gives that every sequence

which converges in MF also converges in M to the same limit.

We shall see that the space (MF,dF) is complete and separable (Proposition 1.A.1) and give a

complete description of its compact subsets (Proposition 1.A.2). The main goal of this section

is to give conditions which allow to strengthen a convergence in M to a convergence in MF for

deterministic measures (Corollary 1.A.3) and then to extend this result to random measures

(Proposition 1.A.10 and Corollary 1.A.11).

Proposition 1.A.1. The space (MF,dF) is complete and separable.

Proof. Let (µn , n ∈N) be a Cauchy sequence in MF. Then, by definition of dF, the sequence

( f µn , n ∈ N) is Cauchy in M for every f ∈ F. By completeness of M , for every f ∈ F, there
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

exists a measure ν f ∈M such that limn→∞ f µn = ν f in M . We claim that ν f (S0) = 0 for every

f ∈ F. Indeed, fix f ∈ F and f ? ∈ F?( f ). As f ? ∈ F, we have limn→∞ f ?µn = ν f ? in M . By

(H4), the function f / f ? is continuous and bounded on S, so that the mapping π 7→ ( f / f ?)π is

continuous on M . In particular, we have limn→∞ f µn = ( f / f ?)ν f ? in M . On the other hand,

we have limn→∞ f µn = ν f in M . We deduce that ν f = ( f / f ?)ν f ? . It follows that ν f (S0) = 0

since f / f ? = 0 on S0.

We set µ= ν1 so that limn→∞µn = µ in M . Let f ∈ F. We shall prove that f µ= ν f . Consider

the closed set Fk = { f ≥ 1/k} for k ∈N∗. Notice that Fk ⊂ int(Fk+1). Therefore, by Urysohn’s

lemma, there exists, for k ∈N∗, a continuous function χk : S → [0,1] such that χk = 1 on Fk

and supp(χk ) ⊂ int(Fk+1). Notice that (χk f / f )µn =χkµn since ( f / f ) = 1 on Sc
0 and µn(S0) = 0.

Since χk and χk / f are continuous and bounded, the mappings ν 7→ χkν and ν 7→ (χk / f )ν

are continuous from M to itself. We deduce that χkµ= limn→∞χkµn = limn→∞(χk / f ) f µn =
(χk / f )ν f in M . Letting k go to infinity, as χk ↑ 1 on Sc

0 since f is positive on Sc
0, and µ(S0) =

ν f (S0) = 0, we deduce (using the monotone convergence theorem) that µ= (1/ f )ν f and thus

f µ= ν f . Since this holds for all f ∈F, this proves that µ ∈MF and that limn→∞ f µn = f µ in

M for every f ∈F. Thus MF is complete.

Next, define F ′
n = {x ∈ S : ρ(x,S0) ≥ 1/n, ρ(x,0) ≤ n}. We will identify the space M (F ′

n) with

the subset of M consisting of the measures whose support lies in F ′
n . Notice that F ′

n is

a Polish space (when endowed with the topology induced by ρ) as a closed subset of the

Polish space S. In particular, the set M (F ′
n) endowed with the bounded Lipschitz distance

is a Polish space. Let f ∈ F. By (H3), the functions f and 1/ f are both continuous and

bounded on F ′
n , so it is easy to check that the topology induced by dF on M (F ′

n) coincides

with the topology of weak convergence, i.e. the one induced by dBL. Therefore, the space

(M (F ′
n),dF) is separable. To prove that MF is separable, it suffices to show that MF is equal

to the completion of
⋃

n≥1 M (F ′
n) with respect to dBL. Notice that F ′

n ⊂ int(F ′
n+1). Therefore,

by Urysohn’s lemma, there exists a continuous function χ′n : S → [0,1] such that χ′n = 1 on F ′
n

and supp(χ′n) ⊂ int(F ′
n+1). Let µ ∈MF and set µn =χ′nµ. Then it is clear that µn has support in

F ′
n+1 and thus µn ∈M (F ′

n+1). Moreover, for every f ∈F and every nonnegative h ∈Cb(S), we

have

µn(h f ) =µ(h f χ′n) −−−−→
n→∞ µ(h f )

by the monotone convergence theorem, sinceχ′n ↑ 1Sc
0

andµ(S0) = 0. This proves that ( f µn ,n ∈
N) converges to f µ in M for every f ∈F, thus dF(µn ,µ) → 0. This concludes the proof.

A set of measures A ⊂M is said to be bounded if supµ∈Aµ(1) <∞. We now give a characteri-

zation of compactness in MF.

Proposition 1.A.2. Let A ⊂MF.

(i) A is relatively compact if and only if for every f ∈ F, the family { f µ : µ ∈ A} of finite

measures is bounded and tight.
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1.A. A space of measures

(ii) If (H5) holds, then A is relatively compact if and only if for every f ∈ F, the family

{ f µ : µ ∈ A} is bounded.

Proof. To prove (i), start by assuming that A is relatively compact. For every µ ∈MF and every

f ∈F, set F f (µ) = f µ. This defines a continuous mapping F f : MF →M . It follows that the set

F f (A) = { f µ : µ ∈ A}

is relatively compact in M , i.e. it is bounded and tight by Prokhorov’s theorem.

Conversely, let us assume that { f µ : µ ∈ A} is bounded and tight in M for all f ∈ F. Let

(µn , n ∈N) be a sequence in A. Since the sequence of measures ( f µn , n ∈N) is bounded and

tight, it is relatively compact in M for every f ∈ F. Therefore, by diagonal extraction, there

exists a subsequence still denoted by ( f µn , n ∈N) which converges in M for every f ∈F. By

the same argument as in the proof of Proposition 1.A.1, it follows that (µn , n ∈N) converges in

MF. This proves that A is relatively compact.

To prove (ii), assume that (H5) holds. The statement for a compact S follows immediately

since a family of finite measures on a compact space is always tight. Now assume that S is not

compact and let A ⊂MF such that the family { f µ : µ ∈ A} is bounded for every f ∈F. To prove

that A ⊂MF is relatively compact, it is enough to show that { f µ : µ ∈ A} is tight and to apply

the first point. Let f ? ∈F?( f ) be the one appearing in (H5) and K ⊂ S be a compact subset.

For every µ ∈ A, since µ(S0) = 0, we have∫
K c

f (x)µ(dx) =
∫

K c
f (x)1Sc

0
(x)µ(dx)

=
∫

K c

f (x)

f ?(x)
1Sc

0
(x) f ?(x)µ(dx)

≤µ( f ?) sup
K c

f

f ?
·

It follows that

sup
µ∈A

∫
K c

f (x)µ(dx) ≤ sup
µ∈A

µ( f ?) sup
K c

f

f ?
,

and taking the infimum over all compact subsets K ∈K yields, thanks to (H5)

inf
K∈K

sup
µ∈A

∫
K c

f (x)µ(dx) = 0,

i.e. the family { f µ : µ ∈ A} is tight. This completes the proof.

The next result gives sufficient conditions allowing to strengthen convergence in M to conver-

gence in MF.

Corollary 1.A.3. Let (µn , n ∈ N) be a sequence of elements of MF converging in M to some

µ ∈M . Then µ ∈MF and limn→∞µn =µ in MF under either of the following conditions:

95



Chapter 1. Global regime for general additive functionals of conditioned BGW trees

(i) ( f µn , n ∈N) is bounded and tight for every f ∈F.

(ii) (H5) holds and ( f µn , n ∈N) is bounded for every f ∈F.

Proof. Either condition guarantees that the sequence (µn , n ∈ N) is relatively compact in

MF by Proposition 1.A.2. Let µ̂ ∈ MF be a limit point of (µn , n ∈ N). Then there exists a

subsequence, still denoted by (µn , n ∈N) such that limn→∞µn = µ̂ in MF. In particular, we

have limn→∞µn = µ̂ in M . Since limn→∞µn = µ in M by assumption, it follows that µ̂ = µ.

This proves that µ ∈ MF and that limn→∞µn = µ in MF since the sequence (µn , n ∈ N) is

relatively compact in MF and has only one limit point µ.

The compactness criterion of Proposition 1.A.2 yields a tightness criterion for random mea-

sures in MF.

Proposition 1.A.4. Let Ξ be a family of MF-valued random variables.

(i) The family Ξ is tight (in distribution) in MF if and only if for every f ∈ F, the family

{ f ξ : ξ ∈Ξ} is tight (in distribution) in M , i.e. if and only if

lim
r→∞sup

ξ∈Ξ
P

(
ξ( f ) > r

)= 0 (1.A.3)

and

inf
K∈K

sup
ξ∈Ξ

E

[
1∧

∫
K c

f (x)ξ(dx)

]
= 0. (1.A.4)

(ii) If (H5) holds, then Ξ is tight (in distribution) in MF if and only if (1.A.3) holds for every

f ∈F.

Proof. To prove (i), assume thatΞ is tight in MF. Since the mapping F f : µ 7→ f µ is continuous

from MF to M for every f ∈ F and since tightness is preserved by continuous mappings, it

follows that the family F f (Ξ) = { f ξ : ξ ∈Ξ} is tight in M for every f ∈F. The result now follows

from Theorem 4.10 in [99].

Conversely, assume that (1.A.3) and (1.A.4) hold for all f ∈F and let ε> 0. Let { fk : k ∈N∗} be

an enumeration of F. We set for k ∈N∗:

Ck = k

(
1+ sup

j≤k, fk∈F?( f j )

∥∥ f j / fk
∥∥
∞

)
,

with the convention that sup; = 0. For every k ∈N∗, there exists rk > 0 and a compact set

Kk ∈K such that

sup
ξ∈Ξ

P
(
ξ( fk ) > rk

)≤ ε

2k
and sup

ξ∈Ξ
E

[
1∧

∫
K c

k

fk (x)ξ(dx)

]
≤ ε

Ck 2k
·
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Set

Aε =
⋂

k∈N∗

{
µ ∈MF : µ( fk ) ≤ rk and

∫
K c

k

fk (x)µ(dx) ≤ 1

Ck

}
.

Then for every ξ ∈Ξ, we have

P
(
ξ ∈ Ac

ε

)=P(
∃k ∈N∗, ξ( fk ) > rk or

∫
K c

k

fk (x)ξ(dx) > 1

Ck

)

≤
∑

k∈N∗
P

(
ξ( fk ) > rk

)+ ∑
k∈N∗

P

(∫
K c

k

fk (x)ξ(dx) > 1

Ck

)
≤ 2ε,

where in the last inequality we used that

P

(∫
K c

k

f (x)ξ(dx) > 1

Ck

)
=P

(
1∧

∫
K c

k

fk (x)ξ(dx) > 1

Ck

)
≤Ck E

[
1∧

∫
K c

k

fk (x)ξ(dx)

]
≤ ε

2k
·

Thus, to prove that Ξ is tight in MF, it remains to show that Aε ⊂ MF is relatively compact.

We have supµ∈Aε
µ( fk ) ≤ rk <∞ so that the family { fkµ : µ ∈ Aε} is bounded for every k ∈N∗.

Moreover, for every i ≥ k such that fi ∈F?( fk ), we have

sup
µ∈Aε

∫
K c

i

fk (x)µ(dx) ≤
∥∥ fk / fi

∥∥∞ sup
µ∈Aε

∫
K c

i

fi (x)µ(dx) ≤ 1

i
·

This implies that infK∈K supµ∈Aε

∫
K c fk (x)µ(dx) ≤ 1/i for i ≥ k such that fi ∈ F?( fk ). Since

there are infinitely many such i , we deduce that

inf
K∈K

sup
µ∈Aε

∫
K c

fk (x)µ(dx) = 0,

i.e. the family { fkµ : µ ∈ Aε} is tight. As this holds for all k ∈N∗, we get by Proposition 1.A.2

that Aε is relatively compact in MF (in fact, Aε is compact as it is closed). This proves (i). The

proof of (ii) is similar.

We now give a sufficient condition for tightness in the space MF.

Corollary 1.A.5. Assume that (H5) holds. Let Ξ be a family of MF-valued random variables

such that for every f ∈F,

sup
ξ∈Ξ

E
[
ξ( f )

]<∞. (1.A.5)

Then Ξ is tight (in distribution) in MF.

Proof. By the Markov inequality, we have for every f ∈F,

sup
ξ∈Ξ

P
(
ξ( f ) > r

)≤ 1

r
sup
ξ∈Ξ

E
[
ξ( f )

]−−−−→
r→∞ 0.
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This proves that Ξ is tight in MF by Proposition 1.A.4-(ii).

We denote by B (resp. BF) the Borel σ-field on (M ,dBL) (resp. on (MF,dF)). We also denote

by Btr = {A∩MF : A ∈B} the trace σ-field of B on MF.

Lemma 1.A.6. We have BF =Btr.

Proof. Step 1. We first prove that MF is a Borel subset in M . For g ∈B+(S), we consider the

functionΘg defined on M by Θg (µ) = gµ. Denote Bb+ =Bb(S)∩B+(S) the set of bounded

nonnegative measurable functions defined on S. We follow the proof of [21, Theorem 15.13]

to prove that, for every g ∈ Bb+, Θg is a measurable function from M to M . Denote by

F = {g ∈ Bb+ : Θg is measurable}. The function Θg is continuous for g belonging to Cb+ =
Cb(S)∩C+(S). Furthermore, the set F is closed under bounded pointwise convergence:

if gn → g pointwise, with g ∈ Bb+ and (gn , n ∈ N) a bounded sequence of elements of F

(i.e. supn∈N
∥∥gn

∥∥∞ <∞), thenΘg (µ) = limn→∞Θgn (µ) by dominated convergence and thus g

belongs to F . An immediate extension of [21, Theorem 4.33] gives that Bb+ ⊂F .

We then deduce that the function θg : M → [0,+∞] defined by θg (µ) = gµ(1) = µ(g ) is mea-

surable for every g ∈ Bb+, and as g ∈ B+(S) is the limit of g ∧n ∈ Bb+ as n goes to infinity,

we deduce by monotone convergence that θg = limn→∞θg∧n , and thus θg is measurable for

every g ∈B+(S). By definition of MF, we have that MF =⋂
f ∈Fθ−1

f (R+), and thus MF is a Borel

subset in M .

Step 2. We prove that for every µ ∈ MF, the mapping ν 7→ dF(µ,ν) defined on MF is Btr-

measurable. Let g ∈Bb+. Since the functionΘg is measurable from M to itself by step 1, it is

B/B-measurable. By definition of the traceσ-field, it follows that the mappingΘg from MF to

M is Btr/B-measurable. Let f ∈F. By monotone convergence we get thatΘ f = limn→∞Θ f ∧n ,

and thusΘ f is Btr/B-measurable.

Since µ ∈MF, we have f µ ∈M and the mapping π 7→ dBL( f µ,π) from M to R is continuous

hence B-measurable. Thus, by composition we get that the mapping ν 7→ dBL( f µ, f ν) from

MF to R is Btr-measurable. Finally, the mapping ν 7→ dF(µ,ν) from MF to R is Btr-measurable

as a sum of Btr-measurable mappings.

Step 3. We conclude the proof of the lemma. For every µ ∈MF and every ε> 0, we have

B(µ,ε) = {ν ∈MF : dF(µ,ν) < ε} ∈Btr

by Step 2. Since MF is a Polish space, every open set is the countable union of open balls and

it follows that every open set lies in Btr. Hence we get BF ⊂Btr.

Conversely, notice that the identity mapping from (MF,dF) to (MF,dBL) is continuous. There-

fore, if V ⊂ M is an open set, V ∩MF is open in (MF,dBL) hence also in (MF,dF). In par-

ticular, we have V ∩MF ∈ BF. Since this is true for every open set V ⊂ M , we deduce that

Btr ⊂BF.

98



1.A. A space of measures

The following two results are a direct consequence of Lemma 1.A.6.

Corollary 1.A.7. Let ξ be a M -valued random variable such that a.s. ξ( f ) <∞ for every f ∈F.

Then ξ is a MF-valued random variable. Conversely, if ξ is a MF-valued random variable then

ξ is also a M -valued random variable.

Corollary 1.A.8. Let ξ and ζ be MF-valued random variables. Then the following conditions

are equivalent:

(i) ξ
(d)= ζ when viewed as MF-valued random variables.

(ii) ξ
(d)= ζ when viewed as M -valued random variables.

(iii) ξ(h)
(d)= ζ(h) for every h ∈Cb(S).

(iv) ξ( f h)
(d)= ζ( f h) for every h ∈Cb(S) and f ∈F.

We now characterize convergence in distribution of random measures in MF. Recall that

(H1)–(H4) are in force.

Proposition 1.A.9. Let ξn and ξ be MF-valued random variables. Then ξn converges in distri-

bution to ξ in MF if and only if ξn( f h)
(d)−−−−→

n→∞ ξ( f h) for every h ∈Cb(S) and every f ∈F.

Proof. Assume that ξn converges in distribution to ξ in MF. Let f ∈ F. Since F : µ 7→ f µ is

continuous from MF to M and ν 7→ ν(h) is continuous from M to R for every h ∈ Cb(S), it

follows that the mapping µ 7→µ( f h) is continuous from MF to R. By the continuous mapping

theorem, we get ξn( f h)
(d)−→ ξ( f h).

Conversely, for every f ∈ F, f ξn and f ξ are M -valued random variables, and we have

ξn( f h)
(d)−→ ξ( f h) for every h ∈Cb(S). By [99, Theorem 4.11], this implies that f ξn

(d)−−−−→
n→∞ f ξ in

the space M . In particular, ( f ξn , n ∈N) is tight (in distribution) in M for every f ∈F. By Propo-

sition 1.A.4, it follows that (ξn , n ∈N) is tight in MF. Since MF is Polish, Prokhorov’s theorem

ensures that (ξn , n ∈N) is relatively compact (in distribution) in MF. Let ξ̂ be a limit point (in

distribution) of (ξn , n ∈N). There exists a subsequence, still denoted by ξn , such that ξn
(d)−→ ξ̂

in MF. Let h ∈Cb(S). Applying the first part of the proof, we get that ξn( f h)
(d)−−−−→

n→∞ ξ̂( f h) for

every f ∈ F. Therefore, we have ξ̂( f h)
(d)= ξ( f h) for every h ∈Cb(S). It follows from Corollary

1.A.8 that ξ̂
(d)= ξ in MF. Thus the sequence (ξn , n ∈N) is relatively compact and has only one

limit point ξ in MF. This proves the result.

We state now the main result of this section. Recall that (H1)–(H4) are in force.

Proposition 1.A.10. Let (ξn , n ∈N) be a sequence of MF-valued random variables and ξ be a

M -valued random variable such that ξn
(d)−→ ξ in M and (ξn ,n ∈N) is tight (in distribution)

in MF. Then ξ is a MF-valued random variable and we have the convergence in distribution

ξn
(d)−→ ξ in MF.
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

Proof. By assumption, the sequence (ξn , n ∈N) is relatively compact (in distribution) in the

space MF. Let ξ̂ ∈ MF be a limit point in distribution and let h ∈ Cb(S). On the one hand,

Proposition 1.A.9 applied with f = 1 yields the convergence ξn(h)
(d)−→ ξ̂(h). On the other hand,

since ξn
(d)−→ ξ in M it follows that ξn(h)

(d)−→ ξ(h). Therefore ξ̂(h)
(d)= ξ(h) for every h ∈Cb(S), i.e.

ξ̂
(d)= ξ in M . Since the distribution of ξ̂ is concentrated on MF, the same is true for ξ. In other

words ξ ∈MF a.s., and so ξ is a MF-valued random variable by Corollary 1.A.7. Now, applying

Corollary 1.A.8 we get ξ̂
(d)= ξ in the space MF. Thus the sequence (ξn , n ∈ N) is relatively

compact in MF and has only one limit point ξ, so ξn
(d)−→ ξ in MF.

The following special case is particularly useful. Recall that (H1)–(H4) are in force.

Corollary 1.A.11. Assume that (H5) holds. Let (ξn , n ∈N) and ξ be M -valued random variables

such that ξn
(d)−→ ξ in M and for every f ∈F,

sup
n
E
[
ξn( f )

]<∞. (1.A.6)

Then (ξn , n ∈ N) and ξ are MF-valued random variables and we have the convergence in

distribution ξn
(d)−→ ξ in MF. Moreover, for every f ∈F, we have

E
[
ξ( f )

]≤ liminf
n→∞ E

[
ξn( f )

]<∞.

Furthermore, if (E [ξn(•)] , n ∈N) converges to E [ξ(•)] in M then the convergence actually holds

in MF.

Proof. The random variable ξn is M -valued and satisfies ξn( f ) <∞ a.s. since E
[
ξn( f )

]<∞
for every f ∈F, so by Corollary 1.A.7, ξn is a MF-valued random variable. By Corollary 1.A.5,

the assumption (1.A.6) implies that (ξn , n ∈ N) is tight (in distribution) in MF. Therefore

Proposition 1.A.10 applies and gives the convergence in distribution ξn
(d)−→ ξ in MF. Moreover,

Skorokhod’s representation theorem in conjunction with Fatou’s lemma implies that for every

f ∈F,

E
[
ξ( f )

]≤ liminf
n→∞ E

[
ξn( f )

]<∞.

Now set µn = E [ξn(•)] and µ = E [ξ(•)] and assume that µn → µ in M . Notice that the

assumption (1.A.6) implies that µn ∈ MF for every n ∈ N and that the sequence of mea-

sures ( f µn , n ∈ N) is bounded for every f ∈ F. Thus Corollary 1.A.3 gives the convergence

limn→∞µn =µ in MF.

1.B Sub-exponential tail bounds for the height of conditioned BGW

trees

Assume that ξ satisfies (ξ1) and (ξ2) and denote by τn a BGW(ξ) tree conditioned to have

n vertices. Then by [112, Theorem 1] which is stated for the aperiodic case but is trivially
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extended to the general case, for every α ∈ (0,γ/(γ−1)), there exist two constants C0,c0 > 0

such that for every y ≥ 0 and every n ∈∆

P

(
bn

n
h(τn) ≤ y

)
≤C0 exp

(−c0 y−α)
. (1.B.1)

We will show that under the stronger assumption (ξ2)′, the previous inequality holds with

α = γ/(γ− 1). Since the finite variance case has already been treated in [14], we assume

henceforth that ξ has infinite variance.

Recall that L is a slowly varying function such that E
[
ξ21{ξ≤n}

]= n2−γL(n). On the other hand,

the slowly varying function appearing in the appendix of [112], which we denote by K , satisfies

Var
(
ξ1{ξ≤n}

)= n2−γK (n). Since Var(ξ) =+∞, we have as n goes to infinity that

E
[
ξ21{ξ≤n}

]∼ n2−γK (n)+1 ∼ n2−γK (n),

see the appendix in [112]. Therefore, we get K (n) ∼ L(n) and K is bounded above.

Following the proof of [112, Theorem 1] to get (1.B.1) holds for α= γ/(γ−1), it is enough to

prove the analogue of Proposition 8 therein with α= γ/(γ−1), that is Proposition 1.B.1 below.

Let (Wn , n ∈N) be a random walk with starting point W0 = 0 and jump distribution ξ−1.

Proposition 1.B.1. Assume that ξ satisfies (ξ1) and (ξ2)′. There exist two constants C0,c0 > 0

such that for every u ≥ 0 and every n ≥ 1,

P

(
min

1≤i≤n
Wi ≤−ubn

)
≤C0 exp

(−c0uγ/(γ−1)) . (1.B.2)

Proof. Note that P (min1≤i≤n Wi ≤−ubn) = 0 if ubn > n, so that it is enough to prove (1.B.2)

for 1 ≤ u ≤ n/bn . Write, for h > 0

P

(
min

1≤i≤n
Wi ≤−ubn

)
=P

(
max

1≤i≤n
e−hWi ≥ ehubn

)
≤ e−hubn E

[
e−hWn

]
= e−hubn E

[
e−hW1

]n
,

(1.B.3)

where the inequality follows from Doob’s maximal inequality applied to the submartingale

(e−hWn , n ∈ N). We shall apply (1.B.3) with h = εuη/bn where η = 1/(γ− 1) and ε > 0 is a

constant to be chosen later. Note that γ/(γ−1) = ηγ= 1+η. Observe that εuη/bn is bounded

uniformly in 1 ≤ u ≤ n/bn and n ≥ 1. Indeed, since bn ≥ bn1/γ, we have

uη

bn
≤

(
n

bn

)η 1

bn
≤ 1

b1+η ·

Therefore, using [112, Eq. (42)] together with the inequality 1+x ≤ ex , we have for every n ≥ 1

and every 1 ≤ u ≤ n/bn

E
[

e−ε
uη

bn
W1

]n
≤ exp

{
C n

(
ε

uη

bn

)γ
K

(
bn

εuη

)}
≤ exp

(
C ′εγuηγ

)
,
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Chapter 1. Global regime for general additive functionals of conditioned BGW trees

as K is bounded from above and bn ≥ bn1/γ. Thus, we deduce from (1.B.3) that for 1 ≤ u ≤ n/bn

P

(
min

1≤i≤n
Wi ≤−ubn

)
≤ exp

(−(
ε−C ′εγ

)
u1+η) .

The conclusion readily follows by choosing ε> 0 small enough such that ε−C ′εγ > 0.

Remark 1.B.2. In fact, this proof is valid if we only assume that the slowly varying function L

of (ξ2)′ is bounded from above, in which case n−1/γbn is bounded below.
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2 Zooming in at the root of the stable
tree

This chapter is based on the paper [128], published in Electronic Journal of Probability.

We study the shape of the normalized stable Lévy tree T near its root. We show that, when

zooming in at the root at the proper speed with a scaling depending on the index of stability,

we get the unnormalized Kesten tree. In particular the limit is described by a tree-valued

Poisson point process which does not depend on the initial normalization. We apply this to

study the asymptotic behavior of additive functionals of the form

Zα,β =
∫
T
µ(dx)

∫ H(x)

0
σαr,xh

β
r,x dr

as max(α,β) →∞, where µ is the mass measure on T , H(x) is the height of x and σr,x (resp.

hr,x ) is the mass (resp. height) of the subtree of T above level r containing x. Such functionals

arise as scaling limits of additive functionals of the size and height on conditioned Bienaymé-

Galton-Watson trees.

2.1 Introduction

Stable trees are special instances of Lévy trees which were introduced by Le Gall and Le Jan

[119] in order to generalize Aldous’ Brownian tree [16]. More precisely, stable trees are compact

weighted rooted real trees depending on a parameter γ ∈ (1,2], with γ= 2 corresponding to

the Brownian tree, which encode the genealogical structure of continuous-state branching

processes with branching mechanism ψ(λ) =λγ. As such, they are the possible scaling limits

of Bienaymé-Galton-Watson trees with critical offspring distribution belonging to the domain

of attraction of a stable distribution with index γ ∈ (1,2], see Duquesne [54] and Kortchemski

[110]. They also appear as scaling limits of various models of trees and graphs, see e.g. Haas

and Miermont [82], and are intimately related to fragmentation and coalescence processes,

see Miermont [124, 125] and Berestycki, Berestycki and Schweinsberg [27]. Stable trees can

be defined via the normalized excursion of the so-called height process which is a local time

functional of a spectrally positive Lévy process. We refer to Duquesne and Le Gall [57] for a
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Chapter 2. Zooming in at the root of the stable tree

detailed account. See also Duquesne and Winkel [62], Goldschmidt and Haas [77], Marchal

[122] for alternative constructions.

In the present paper, we study the shape of the normalized stable tree T (i.e. the stable tree

conditioned to have total mass 1) near its root. More precisely we show that, after zooming in

at the root of T and rescaling, one gets the continuous analogue of the Kesten tree, that is a

random real tree consisting of an infinite branch on which subtrees are grafted according to a

Poisson point process. In particular, the (rescaled) subtrees near the root of T are independent

and the conditioning for the total mass to be equal to 1 disappears when zooming in. This idea

to zoom in at the root of the stable tree is closely related to the small time asymptotics – present

in the works of Miermont [124] and Haas [80] – of the self-similar fragmentation process F−(t )

obtained from the stable tree by removing vertices located under height t . See Remark 2.4.5 in

this direction. As a consequence, we obtain the asymptotic behavior of additive functionals

on T of the form

Zα,β =
∫
T

Zα,β(x)µ(dx) with ∀x ∈T , Zα,β(x) =
∫ H(x)

0
σαr,xh

β
r,x dr, (2.1.1)

where µ is the mass measure on T which is a uniform measure supported by the set of leaves,

H (x) is the height of x ∈T , that is its distance to the root, andσr,x (resp. hr,x ) is the mass (resp.

height) of the subtree of T above level r containing x.

Before stating our results, we first introduce some notations. Let T be the space of weighted

rooted compact real trees, that is the set of compact real trees (T,d) endowed with a distin-

guished vertex ; called the root and with a nonnegative finite measure µ. We equip the set T

with the Gromov-Hausdorff-Prokhorov topology, see Section 2.2 for a precise definition.

Define a rescaling map Rγ : T× (0,∞) →T by

Rγ

(
(T,;,d ,µ), a

)= (
T,;, ad , aγ/(γ−1)µ

)
. (2.1.2)

In words, Rγ((T,;,d ,µ), a) is the tree obtained from (T,;,d ,µ) by multiplying all distances by

a and all masses by aγ/(γ−1). Moreover, define for every (T,;,d ,µ) ∈T

normγ(T ) = Rγ(T,µ(T )−1+1/γ), (2.1.3)

which is the tree T normalized to have total mass 1 and where distances are rescaled accord-

ingly. Denote by N(1) the distribution of the normalized stable tree with total mass 1, see

Section 2.3 for a precise definition. Under N(1), let U be a uniformly chosen leaf, that is U is

a T -valued random variable with distribution µ. Denote by Ti , i ∈ IU the trees grafted on

the branch �;,U� joining the root ; to the leaf U , each one at height hi and with total mass

σi =µ(Ti ), see Figure 2.1. Fix f : (0,∞) → (0,∞) (this represents the speed at which we zoom

in) and define for every ε> 0 a point measure on [0,∞)2 ×T by

N
f
ε (U ) =

∑
hi≤f(ε)H(U )

δ(ε−1hi ,ε−γ/(γ−1)σi ,normγ(Ti )). (2.1.4)
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Finally, for any metric space X , we denote by Mp (X ) the space of point measures on X

equipped with the topology of vague convergence.

;

U

hi

Ti

1

Figure 2.1 – The subtrees Ti grafted on the branch �;,U� at height hi .

Our first main result states that the measure N
f
ε (U ) converges to a Poisson point process

which is independent of the underlying tree T and of H(U ).

Theorem 2.1.1. Let T be the normalized stable tree with branching mechanism ψ(λ) = λγ

where γ ∈ (1,2]. Conditionally on T , let U be a T -valued random variable with distribution

µ under N(1). Let (T′
s , s ≥ 0) be a Poisson point process with intensity NB given by (2.4.1),

independent of (T , H (U )). LetΦ : [0,∞)2×T→ [0,∞) be a measurable function such that there

exists C > 0 such that for every h ≥ 0 and T ∈T, we have

|Φ(h,b,T )−Φ(h, a,T )| ≤C |b −a|.

(i) If limε→0 ε
−1/2f(ε) = 0 and limε→0 ε

−1f(ε) =∞, then we have the following convergence

in distribution(
T , H(U ),〈N f

ε (U ),Φ〉
)

(d)−−−→
ε→0

(
T , H(U ),

∑
s≥0

Φ
(
s,µ(T′

s),normγ

(
T′

s

)))
(2.1.5)

in the space T× [0,∞)× [0,∞]. In particular, we have the following convergence in

distribution in T× [0,∞)×Mp ([0,∞)×T)(
T , H(U ),

∑
hi≤f(ε)H(U )

δ(ε−1hi ,Rγ(Ti ,ε−1))

)
(d)−−−→
ε→0

(
T , H(U ),

∑
s≥0

δ(s,T′
s)

)
. (2.1.6)

(ii) If f(ε) = ε, then we have the following convergence in distribution

(
T , H(U ),〈N f

ε (U ),Φ〉
)

(d)−−−→
ε→0

(
T , H(U ),

∑
s≤H(U )

Φ
(
s,µ(T′

s),normγ

(
T′

s

)))
(2.1.7)
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Chapter 2. Zooming in at the root of the stable tree

in the space T× [0,∞)× [0,∞].

In other words, zooming in at the speed f(ε) = ε gives a finite branch on which subtrees are

grafted in a Poissonian manner, whereas zooming in at a slower speed gives an infinite branch

at the limit. Notice that the convergence (2.1.5) is stronger than convergence in distribution

for the vague topology (2.1.6) as it holds for functionsΦwith very few regularity assumptions:

Φ(h, a,T ) is only Lipschitz-continuous with respect to a instead of (Lipschitz-)continuous

with respect to (h, a,T ) with bounded support. In particular, this could allow to consider local

time functionals of the tree.

As an application of this result, we study the asymptotic behavior as max(α,β) →∞ of additive

functionals Zα,β on the stable tree T . Such functionals arise as scaling limits of additive

functionals of the size and height on conditioned Bienaymé-Galton-Watson trees, see Delmas,

Dhersin and Sciauveau [52] or Abraham, Delmas and Nassif [7] where it is shown that Zα,β <∞
a.s. if (and only if) γα+ (γ−1)(β+1) > 0, see Corollary 6.10 therein. In the present paper, we

only consider α,β≥ 0 which guarantees in particular the finiteness of Zα,β. For example, let

us mention the total path length and the Wiener index which when properly scaled converge

respectively to Z0,0 and Z1,0. Fill and Janson [73] considered the case γ= 2 and β= 0 (i.e. func-

tionals of the mass on the Brownian tree) and proved that there is convergence in distribution

as α→∞ of Zα,0 properly normalized to∫ ∞

0
e−St dt ,

where (St , t ≥ 0) is a 1/2-stable subordinator. Their proof relies on the connection between the

normalized Brownian excursion which codes the Brownian tree and the three-dimensional

Bessel bridge. Our aim is twofold: we extend their result to the non-Brownian stable case

γ ∈ (1,2) while also considering polynomial functionals depending on both the mass and the

height. We use a different approach relying on the Bismut decomposition of the stable tree.

Going back to the connection with the fragmentation process F−(t) = (F−
1 (t),F−

2 (t), . . .), it is

not hard to see that the additive functional Zα,0 can be expressed in terms of F− as

Zα,0 =
∑
i≥1

∫ ∞

0
F−

i (t )α+1 dt .

Once this is established, one can argue that only the largest fragment F−
1 contributes to

the limit, the others being negligible, then use [80, Corollary 17] which implies that 1−F−
1

properly normalized converges in distribution to a (1−1/γ)-stable subordinator S, to get the

convergence of Zα,0 to
∫ ∞

0 e−St dt . In the present paper, we do not adopt this approach as it

does not allow to consider functionals of the height (that is β 6= 0).

We distinguish two regimes according to the behavior of β/α1−1/γ. The regime β/α1−1/γ →
c ∈ [0,∞) is related to Theorem 2.1.1 and the result in that case can be stated as follows, see

Theorem 2.5.4 for a more general statement.
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Theorem 2.1.2. Assume thatα→∞, β≥ 0 and β/α1−1/γ→ c ∈ [0,∞). Let T be the normalized

stable tree with branching mechanism ψ(λ) = λγ where γ ∈ (1,2] and denote by h its height.

Then we have the following convergence in distribution under N(1)

α1−1/γh−βZα,β
(d)−−−−→

α→∞

∫ ∞

0
e−St−ct/hdt , (2.1.8)

where (St , t ≥ 0) is a stable subordinator with Laplace exponent ϕ(λ) = γλ1−1/γ, independent of

T .

Let us briefly explain why we get a subordinator S at the limit. It is well known that µ is

supported on the set of leaves of T . Let x ∈ T be a leaf and recall that σr,x is the mass of

the subtree above level r containing x. Since the total mass of the stable tree is 1, the main

contribution to Zα,β(x) as α→∞ comes from large subtrees Tr,x with r close to 0. The height

hr,x of such subtrees is approximately h− r . On the other hand, their mass is equal to 1 minus

the mass we discarded from the subtrees grafted on the branch �;, x� at height less than

r . By Theorem 2.1.1, subtrees are grafted on �;, x� according to a point process which is

approximately Poissonian, at least close to the root ;. Thus the mass σr,x is approximately

1−Sr .

Theorem 2.5.4 is slightly more general: we prove joint convergence in distribution ofα1−1/γh−β

Zα,β and α1−1/γh−βZα,β(U ), where U ∈T is a leaf chosen uniformly at random (i.e. according

to the measure µ), to the same random variable. In other words, taking the average of Zα,β(x)

over all leaves yields the same asymptotic behavior as taking a leaf uniformly at random. This

is due to the following observations: a) a uniform leaf U is not too close to the root with high

probability in the sense that its most recent common ancestor with x∗ has height greater

than ε, where x∗ is the heighest leaf of T , b) when taking the average over all leaves, the

contribution of those leaves whose most recent common ancestor with x∗ has height less

than ε is negligible, and c) for those x ∈T whose most recent common ancestor with x∗ has

height greater than ε, the main contribution to Zα,β(x) comes from large subrees Tr,x with

r ≤ ε, these subtrees are common to all such leaves as Tr,x =Tr,x∗ . This is made rigorous in

Lemma 2.5.3.

Let us make a connection with Theorem 1.18 of Fill and Janson [73]. Recall that the normal-

ized Brownian tree with branching mechanism ψ(λ) = λ2 is coded by
p

2B ex where B ex is

the normalized Brownian excursion, see [57]. Thanks to the representation formula of [52,

Lemma 8.6], we see that Fill and Janson’s Y (α) =
p

2Zα−1,0. Thus, we recover their result in the

Brownian case γ= 2 when β= 0 (in which case c = 0).

Notice that as long as the exponentβ of the height does not grow too quickly, viz. β/α1−1/γ→ 0,

the additional dependence on the height makes no contribution at the limit. On the other

hand, in the regime β/α1−1/γ → ∞, the height hβr,x dominates the mass σαr,x so we get the

convergence in probability of Zα,β with a different scaling and there is no longer a subordinator

at the limit. See Theorem 2.6.1 for a more general statement.
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Theorem 2.1.3. Assume that β → ∞, α ≥ 0 and α1−1/γ/β → 0. Let T be the normalized

stable tree with branching mechanism ψ(λ) =λγ where γ ∈ (1,2]. Then we have the following

convergence in N(1)-probability

lim
β→∞

βh−βZα,β = h. (2.1.9)

Remark 2.1.4. Assume that α,β→∞ and β/α1−1/γ→ c ∈ (0,∞) so that Theorem 2.1.2 applies.

Then we have the convergence in distribution under N(1)

βh−βZα,β =
β

α1−1/γ
α1−1/γh−βZα,β

(d)−−−−→
β→∞

c
∫ ∞

0
e−St−ct/hdt = h

∫ ∞

0
e−Sht/c−t dt .

Now letting c → ∞, the right-hand side converges to h
∫ ∞

0 e−t dt = h. Thus, one may view

Theorem 2.1.3 as a special case of Theorem 2.1.2 by saying that, if β→∞ and β/α1−1/γ→ c ∈
(0,∞], then we have the convergence in distribution under N(1)

βh−βZα,β
(d)−−−−→

β→∞
c
∫ ∞

0
e−St−ct/hdt ,

where the measure ce−ct/hdt on [0,∞) should be understood as hδ0 if c =∞.

We conclude the introduction by giving a decomposition of a general (compact) Lévy tree used

in the proof of Theorem 2.1.2 which is of independent interest. Consider a Lévy tree T under

its excursion measure N associated with a branching mechanismψ(λ) = aλ+bλ2+∫ ∞
0 (e−λr −

1+λr )π(dr ) where a,b ≥ 0 andπ is aσ-finite measure on (0,∞) satisfying
∫ ∞

0 (r∧r 2)π(dr ) <∞.

We further assume that the Grey condition holds
∫ ∞ dλ/ψ(λ) <∞ which is equivalent to the

compactness of the Lévy tree. We refer to [57, Section 1] for a complete presentation of the

subject. For every x ∈ T and every 0 ≤ r < r ′ ≤ H(x), we let T[r,r ′),x = (Tr,x \ Tr ′,x )∪ {xr ′}

where xr ′ is the unique ancestor of x at height H(xr ′) = r ′ and Tr,x is the subtree of T above

level r containing x. The following result states that, when x ∈T and 0 =: r0 < r1 < . . . < rn <
rn+1 := H(x) are chosen “uniformly” at random under N, then the random trees T[ri−1,ri ),x ,

1 ≤ i ≤ n +1 are independent and distributed as T under N[σ•], see Figure 2.2. In particular,

this generalizes [7, Lemma 6.1] which corresponds to n = 1.

Theorem 2.1.5. Let T be the Lévy tree with a general branching mechanism ψ satisfying the

Grey condition
∫ ∞ dλ/ψ(λ) <∞ under its excursion measure N. Then for every n ≥ 1 and all

nonnegative measurable functions fi , 1 ≤ i ≤ n +1 defined on [0,∞)×T, we have with r0 = 0

and rn+1 = H(x)

N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
n+1∏
i=1

N
[∫

T
µ(dx) fi (H(x),T )

]
.
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r

0

T[0,r1),x

T[r1,r2),x

T[r2,r3),x

T[r3,H(x)),x

H(x)

r1

r2

r3

T

;

x

1

Figure 2.2 – The decomposition of T under N into n + 1 (with n = 3) subtrees along the
ancestral line of a uniformly chosen leaf x.

In particular, for every nonnegative measurable functions gi , 1 ≤ i ≤ n+1 defined onT, we have

N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

gi
(
T[ri−1,ri ),x

) n∏
i=1

dri

]
=

n+1∏
i=1

N
[
σgi (T )

]
.

A consequence of this decomposition is the following result giving the joint distribution of

Ty , the subtree of T above vertex y ∈T , and H(y) when y is chosen according to the length

measure `(dy) on the stable tree T (which roughly speaking is the Lebesgue measure on the

branches of T ). In particular, this generalizes [7, Proposition 1.6].

Corollary 2.1.6. Let T be the normalized stable tree with branching mechanism ψ(λ) = λγ

where γ ∈ (1,2]. Let f and g be nonnegative measurable functions defined on T and [0,∞)

respectively. We have

N(1)
[∫

T
f (Ty )g (H(y))`(dy)

]
= N

[
1{σ<1}(1−σ)−1/γG(1−σ) f (T )

]
(2.1.10)

where

G(a) = N(1)
[∫

T
µ(dx)g

(
a1−1/γH(x)

)]
, ∀a > 0.
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Chapter 2. Zooming in at the root of the stable tree

The paper is organized as follows. In Section 2.2 we define the space of real trees and the

Gromov-Hausdorff-Prokhorov topology. In Section 2.3, we introduce the stable tree, recall

some of its properties and prove Theorem 2.1.5 as well as some other useful results. In Section

2.4, we prove Theorem 2.1.1. Sections 2.5 and 2.6 deal with the asymptotic behavior of Zα,β

when β/α1−1/γ→ c ∈ [0,∞) and β/α1−1/γ→∞ respectively. Finally, we gather some technical

proofs in Section 2.7.

2.2 Real trees and the Gromov-Hausdorff-Prokhorov topology

2.2.1 Real trees

We recall the formalism of real trees, see [69]. A metric space (T,d) is a real tree if the following

two properties hold for every x, y ∈ T .

(i) (Unique geodesics). There exists a unique isometric map fx,y : [0,d(x, y)] → T such that

fx,y (0) = x and fx,y (d(x, y)) = y .

(ii) (Loop-free). If ϕ is a continuous injective map from [0,1] into T such that ϕ(0) = x and

ϕ(1) = y , then we have

ϕ([0,1]) = fx,y
(
[0,d(x, y)]

)
.

A weighted rooted real tree (T,;,d ,µ) is a real tree (T,d) with a distinguished vertex ; ∈ T

called the root and equipped with a nonnegative finite measure µ. Let us consider a weighted

rooted real tree (T,;,d ,µ). The range of the mapping fx,y described above is denoted by �x, y�
(this is the line segment between x and y in the tree). In particular, �;, x� is the path going

from the root to x which we will interpret as the ancestral line of vertex x. We define a partial

order on the tree by setting x 4 y (x is an ancestor of y) if and only if x ∈ �;, y�. If x, y ∈ T , there

is a unique z ∈ T such that �;, x�∩�;, y� = �;, z�. We write z = x∧ y and call it the most recent

common ancestor to x and y . For every vertex x ∈ T , we define its height by H(x) = d(;, x).

The height of the tree is defined by h(T ) = supx∈T H(x). Note that if (T,d) is compact, then

h(T ) <∞.

Let x ∈ T be a vertex. For every r ∈ [0, H(x)], we denote by xr ∈ T the unique ancestor of x at

height r . Furthermore, we define the subtree Tr,x of T above level r containing x as

Tr,x = {
y ∈ T : H(x ∧ y) ≥ r

}
. (2.2.1)

Equivalently, Tr,x = {y ∈ T : xr 4 y} is the subtree of T above xr . Then Tr,x can be naturally

viewed as a weighted rooted real tree, rooted at xr and endowed with the distance d and the

measure µ|Tr,x (the restriction of µ to Tr,x ). Note that T0,x = T . We also define the subtree of T

above x by Tx := TH(x),x . Denote by

σr,x (T ) =µ(Tr,x ) and hr,x (T ) = h(Tr,x ) (2.2.2)
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the total mass and the height of Tr,x . For every α,β≥ 0, we define

Z T
α,β(x) =

∫ H(x)

0
σr,x (T )αhr,x (T )βdr, ∀x ∈ T. (2.2.3)

We shall omit the dependence on T when there is no ambiguity, simply writing σr,x , hr,x and

Zα,β(x). For every 0 ≤ r < r ′ ≤ H(x), we also introduce the notation

T[r,r ′),x = (
Tr,x \ Tr ′,x

)∪ {xr ′} = {y ∈ T : r ≤ H(x ∧ y) < r ′}∪ {xr ′}, (2.2.4)

which defines a weighted rooted real tree, equipped with the distance and the measure it

inherits from T and naturally rooted at xr .

The next lemma, whose proof is elementary, relates hr,x (T ), the height of the subtree of T

above level r containing x, to the total height h(T ).

Lemma 2.2.1. Let T be a compact real tree. For every x ∈ T and r ∈ [0, H(x)], we have

h(T ) ≥ hr,x (T )+ r. (2.2.5)

Furthermore, if x∗ ∈ T is such that H(x∗) = h(T ), then for every r ∈ [0, H(x ∧x∗)], we have

h(T ) = hr,x (T )+ r. (2.2.6)

2.2.2 The Gromov-Hausdorff-Prokhorov topology

We denote by T the set of (measure-preserving, root-preserving isometry classes of) compact

real trees. We will often identify a class with an element of this class. So we shall write

(T,;,d ,µ) ∈T for a weighted rooted compact real tree.

Let us define the Gromov-Hausdorff-Prokhorov (GHP) topology on T. Take two compact

real trees (T,;,d ,µ), (T ′,;′,d ′,µ′) ∈ T. Recall that a correspondence between T and T ′ is a

subset R ⊂ T ×T ′ such that for every x ∈ T , there exists x ′ ∈ T ′ such that (x, x ′) ∈ R, and

conversely, for every x ′ ∈ T ′, there exists x ∈ T such that (x, x ′) ∈ R. In other words, if we

denote by p : T ×T ′ → T (resp. p ′ : T ×T ′ → T ′) the canonical projection on T (resp. on

T ′), a correspondence is a subset R ⊂ T ×T ′ such that p(R) = T and p ′(R) = T ′. If R is a

correspondence between T and T ′, its distortion is defined by

dis(R) = sup
{∣∣d(x, y)−d ′(x ′, y ′)

∣∣ : (x, x ′), (y, y ′) ∈R
}

.

Next, for any nonnegative finite measure m on T ×T ′, we define its discrepancy with respect

to µ and µ′ by

D(m;µ,µ′) = dTV(m ◦p−1,µ)+dTV(m ◦p ′−1,µ′),
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Chapter 2. Zooming in at the root of the stable tree

where dTV denotes the total variation distance. Then the GHP distance between T and T ′ is

defined as

dGHP(T,T ′) = inf

{
1

2
dis(R)∨D(m;µ,µ′)∨m(Rc )

}
, (2.2.7)

where the infimum is taken over all correspondences R between T and T ′ such that (;,;′) ∈R

and all nonnegative finite measures m on T ×T ′. It can be verified that dGHP is indeed a

distance on T and that the space (T,dGHP) is complete and separable, see e.g. [13].

The next lemma gives an upper bound for the GHP distance between a tree (T,;,d ,µ) ∈T and

the tree (T,;, ad ,bµ) obtained from T by multiplying all distances by a > 0 and the measure µ

by b > 0. The proof is elementary and is left to the reader.

Lemma 2.2.2. For every T ∈T and a,b > 0, we have

dGHP
(
(T,;,d ,µ), (T,;, ad ,bµ)

)≤ 2|a −1|h(T )+|b −1|µ(T ). (2.2.8)

2.3 Preleminary results on general compact Lévy trees and stable

trees

2.3.1 Two decompositions of the general Lévy tree

Although in this paper we are only interested in the stable case ψ(λ) =λγ, we state the results

of this section in the general Lévy case. Let T denote a Lévy tree under its excursion measure

N associated with a branching mechanism

ψ(λ) = aλ+bλ2 +
∫ ∞

0
(e−λr −1+λr )π(dr ) (2.3.1)

where a,b ≥ 0 and π is aσ-finite measure on (0,∞) satisfying
∫ ∞

0 (r ∧r 2)π(dr ) <∞. We further

assume that
∫ ∞ dλ/ψ(λ) <∞ so that the Lévy tree is compact.

Remark 2.3.1. The Brownian case ψ(λ) =λ2 corresponds to a = 0, b = 1 and π= 0 while the

non-Brownian stable case ψ(λ) =λγ with γ ∈ (1,2) corresponds to a = b = 0 and

π(dr ) = γ(γ−1)

Γ(2−γ)

dr

r 1+γ · (2.3.2)

We shall need Bismut’s decomposition of the stable tree on several occasions. This is a

decomposition of the tree along the ancestral line of a uniformly chosen leaf. We refer the

reader to [58, Theorem 4.5] and [3, Theorem 2.1] for more details. We will also need the

probability measure Pr on Twhich is the distribution of the Lévy tree starting from an initial

mass r > 0. More precisely, take
∑

i∈I δTi a Poisson point measure on Twith intensity r N and

define Pr as the distribution of the random tree T obtained by gluing together the trees Ti at

their root. See [3, Section 2.6] for further details.
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Before stating the result, we first introduce some notations. Let (T,;,d ,µ) be a (class repre-

sentative of a)compact real tree and let x ∈ T . Denote by (xi , i ∈ Ix ) the branching points of T

which lie on the branch �;, x�, that is those points y ∈ �;, x� such that T \ {y} has at least three

connected components. For every i ∈ Ix , define the tree grafted on the branch �;, x� at xi by

Ti = {y ∈ T : x ∧ y = xi }. We consider Ti as an element of T in the obvious way. Let hi = H(xi )

and define a point measure on [0,∞)×T by

M T
x =

∑
i∈Ix

δ(hi ,Ti ).

We can now state Bismut’s decomposition, see [58, thm 4.5] or [3, Theorem 2.1].

Theorem 2.3.2. Let T be the Lévy tree with a general branching mechanism (2.3.1) satisfying

the Grey condition
∫ ∞ dλ/ψ(λ) <∞ under its excursion measure N. For every λ≥ 0 and every

nonnegative measurable function Φ on [0,∞)×T, we have

N
[∫

T
µ(dx)e−λH(x)−〈MT

x ,Φ〉
]
=

∫ ∞

0
dt e−(λ+a)t E

[
e−

∑
0≤s≤t Φ(s,Ts )

]
, (2.3.3)

where (Ts , 0 ≤ s ≤ t ) is a Poisson point process with intensity NB[dT ] = 2b N[dT ]+∫ ∞
0 r π(dr )

Pr (dT ).

Remark 2.3.3. Bismut’s decomposition states the following: let T be the Lévy tree under its

excursion measure N and, conditionally on T , let U be a leaf chosen uniformly at random,

i.e. according to the distribution σ−1µ. Then, under N[σ•], the random variable H(U ) has

“distribution” e−at dt on (0,∞) and, conditionally on H(U ) = t , the point measure MT
U is

distributed as
∑

s≤t δ(s,Ts ). One can make this claim rigorous by introducing the space of

compact weighted rooted real trees with an additional marked vertex and considering the

semidirect product measure N×σ−1µ on it which corresponds to the distribution of the pair

(T ,U ). Under this measure, the distribution of the random pair (H (U ),MT
U ) does not depend

on the particular choice of representative in the class of T .

As a first application of Bismut’s decomposition, we give a decomposition of the Lévy tree into

n +1 subtrees which generalizes [7, Lemma 6.1].

Theorem 2.3.4. Let T be the Lévy tree with a general branching mechanism (2.3.1) under

its excursion measure N. Then for every n ≥ 1 and all nonnegative measurable functions

fi , 1 ≤ i ≤ n +1 defined on [0,∞)×T, we have with r0 = 0 and rn+1 = H(x)

N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
n+1∏
i=1

N
[∫

T
µ(dx) fi (H(x),T )

]
. (2.3.4)
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Proof. Recall from (2.3.7) the definition of T↓. By Theorem 2.3.2, we have

N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
∫ ∞

0
drn+1 e−arn+1 E

[∫
0<r1<...<rn<rn+1

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri )

) n∏
i=1

dri

]
,

where we set T[r,r ′) = (T↓
t−r \ T↓

t−r ′)∪ {t − r ′} for every 0 < r < r ′ < t . Since (Ts , 0 ≤ s ≤ t) is a

Poisson point process, we get that the T[ri−1,ri ) are independent and distributed as T[0,ri−ri−1).

We deduce that

N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
∫

0<r1<...<rn<rn+1

n+1∏
i=1

e−a(ri−ri−1)E
[

fi
(
ri − ri−1,T[0,ri−ri−1)

)]
dri

=
∫

[0,∞)n+1

n+1∏
i=1

e−asi E
[

fi
(
si ,T[0,si )

)]
dsi

=
n+1∏
i=1

N
[∫

T
µ(dx) fi (H(x),T )

]
,

where we made the change of variables (s1, s2, . . . , sn+1) = (r1,r2−r1, . . . ,rn+1−rn) for the second

equality and used Bismut’s decomposition (2.3.12) together with the fact that T[0,t ) =T↓
t P-a.s.

for the last.

2.3.2 The stable tree and its scaling property

Here, we define the stable tree and recall some of its properties. We refer to [58] for background.

We shall work with the stable tree T with branching mechanism ψ(λ) = λγ where γ ∈ (1,2]

under its excursion measure N: more explicitly, using the coding of compact real trees by

height functions, one can define a σ-finite measure N on Twith the following properties.

(i) Mass measure. N-a.e. the mass measure µ is supported by the set of leaves Lf(T ) :=
{x ∈T : T \ {x} is connected} and the distribution on (0,∞) of the total mass σ :=µ(T )

is given by

N[σ ∈ da] = 1

γΓ(1−1/γ)

da

a1+1/γ
·

(ii) Height. N-a.e. there exists a unique leaf x∗ ∈ T realizing the height, that is H(x∗) =
h(T ), and the distribution on (0,∞) of the height h := h(T ) is given by

N[h ∈ da] = (γ−1)−γ/(γ−1) da

aγ/(γ−1)
·
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We will make extensive use of the scaling property of the stable tree under N. Recall from

(2.1.2) the definition of Rγ and note that if T has total mass σ and height h then Rγ(T, a) has

total mass aγ/(γ−1)σ and height ah. Furthermore, it is straightforward to show that for all x ∈ T ,

r ∈ [0, H(x)] and a > 0:

σar,x (Rγ(T, a)) = aγ/(γ−1)σr,x (T ),

har,x (Rγ(T, a)) = ahr,x (T ),

Z
Rγ(T,a)
α,β (x) = aαγ/(γ−1)+β+1Z T

α,β(x). (2.3.5)

The scaling property of the stable tree can be written as follows:

Rγ(T , a) under N
(d)= T under a1/(γ−1) N, (2.3.6)

see e.g. [60, Eq. (40)]. Using this, one can define a regular conditional probability measure

N(a) = N[•|σ= a] such that N(a)-a.s. σ= a and

N[•] = 1

γΓ(1−1/γ)

∫ ∞

0
N(a)[•]

da

a1+1/γ
·

Informally, N(a) can be seen as the distribution of the stable tree T with total mass a.

The next result is a restatement of [76, Proposition 5.7] in terms of trees which gives a version

of the scaling property for the stable tree conditioned on its total mass. Recall from (2.1.3) the

definition of normγ.

Lemma 2.3.5. Let T be the stable tree with branching mechanism ψ(λ) =λγ where γ ∈ (1,2].

(i) For every measurable function F : T→ [0,∞], we have

N(1) [F (T )] = Γ(1−1/γ)N
[
1{σ>1}F (normγ(T ))

]
.

(ii) Under N(a), the random tree T is distributed as Rγ(T , a1−1/γ) under N(1) for every a > 0.

2.3.3 Preliminary results on the stable tree

Let (Ts ,0 ≤ s ≤ t ) be a Poisson point process on Twith intensity NB given by

NB[dT ] =
2N[dT ] if γ= 2,∫ ∞

0 rπ(dr )Pr (dT ) if γ ∈ (1,2),

and denote by

T↓
r := [t − r, t ]~t−r≤s≤t (Ts , s) , ∀0 ≤ r ≤ t (2.3.7)
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the random real tree obtained by grafting Ts on a branch [t − r, t ] at height s for every t − r ≤
s ≤ t and rooted at t − r , see Figure 2.3. We refer the reader to [3, Section 2.4] for a precise

definition of the grafting procedure. Let

τr :=µ(T↓
r ) =

∑
t−r≤s≤t

µ(Ts) and ηr := h(T↓
r ) = max

t−r≤s≤t
(h(Ts)+ s − (t − r )) (2.3.8)

denote its mass and height. Finally, let

Sr :=
∑
s≤r

µ(Ts). (2.3.9)

It is shown in the proof of [52, Lemma 4.6], see Section 8.6 and more precisely (8.20) therein,

that in the stable case ψ(λ) =λγ, both τ and S are subordinators defined on [0, t ] with Laplace

exponent

ϕ(λ) = γλ1−1/γ. (2.3.10)

In particular, thanks to [154, Section 4] or [155, Eq. (2.1.8)], we have for every p ∈ (−∞,1−1/γ),

E
[
τ

p
1

]<∞. (2.3.11)

0

t − r

t

s T↓
r

Ts

1

Figure 2.3 – The real tree T↓
r obtained by grafting the atoms Ts of a Poisson point process on a

branch [t − r, t ] at height s.

We now give the following form of Bismut’s decomposition which we will use throughout

the paper. Denote by D[0,∞) the space of cadlag functions on [0,∞) endowed with the

Skorokhod J1 topology. By Theorem 2.3.2 we have, for every measurable function F : [0,∞)3 ×
T×D[0,∞)2 → [0,∞],
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N
[∫

T
µ(dx)F

(
H(x),σ,h,T ,

(
σH(x)−r,x , 0 ≤ r ≤ H(x)

)
,
(
hH(x)−r,x , 0 ≤ r ≤ H(x)

))]
=

∫ ∞

0
dt E

[
F

(
t ,τt ,ηt ,T↓

t , (τr , 0 ≤ r ≤ t ) ,
(
ηr , 0 ≤ r ≤ t

))]
. (2.3.12)

Notice that by definition τt = St and Sr− = τt − τt−r for every r ∈ [0, t ]. This will be used

implicitly in the sequel. In particular, the following computation will be useful∫ ∞

0
E

[
1

St
1{St>1}

]
dt =

∫ ∞

0
E

[
1

τt
1{τt>1}

]
dt = N [σ> 1] = 1

Γ(1−1/γ)
, (2.3.13)

where in the last equality we used Lemma 2.3.5-(i) with F ≡ 1.

Next, as an application of Theorem 2.3.4, we give the decomposition of the normalized sta-

ble tree into n +1 subtrees. For functions f , g defined on (0,∞), we denote by f ∗ g their

convolution defined by

f ∗ g (t ) =
∫ t

0
f (s)g (t − s)ds, ∀t > 0.

Proposition 2.3.6. Let T be the stable tree with branching mechanism ψ(λ) = λγ where γ ∈
(1,2]. For every n ≥ 1 and all nonnegative measurable functions fi , 1 ≤ i ≤ n +1 defined on

[0,∞)×T, we have with r0 = 0 and rn+1 = H(x)

N(1)

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

= 1

γnΓ(1−1/γ)n F1 ∗·· ·∗Fn+1(1), (2.3.14)

where Rγ is defined in (2.1.2) and

Fi (a) = a−1/γN(1)
[∫

T
µ(dx) fi

(
a1−1/γH(x),Rγ

(
T , a1−1/γ))] , ∀a > 0.

In particular, for every n ≥ 1 and all nonnegative measurable functions gi , 1 ≤ i ≤ n +1 defined

on [0,∞)× [0,1], we have

N(1)

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

gi
(
ri − ri−1,σri−1,x −σri ,x

) n∏
i=1

dri

]

= 1

γnΓ(1−1/γ)n G1 ∗·· ·∗Gn+1(1), (2.3.15)

where

Gi (a) = a−1/γN(1)
[∫

T
µ(dx)gi

(
a1−1/γH(x), a

)]
, ∀a > 0.

Proof. Let fi : [0,∞)×T→R be continuous and bounded for 1 ≤ i ≤ n +1. By Theorem 2.3.4,

we have for λ> 0
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n+1∏
i=1

N
[

e−λσ
∫
T
µ(dx) fi (H(x),T )

]

= N

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

e−λµ
(
T[ri−1,ri ),x

)
fi

(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

= N

[
e−λσ

∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]
. (2.3.16)

Disintegrating with respect to σ and using the scaling property from Lemma 2.3.5-(ii), we have

N
[

e−λσ
∫
T
µ(dx) fi (H(x),T )

]
= 1

γΓ(1−1/γ)

∫ ∞

0
e−λa N(a)

[∫
T
µ(dx) fi (H(x),T )

]
da

a1+1/γ

= 1

γΓ(1−1/γ)
L Fi (λ), (2.3.17)

where L denotes the Laplace transform on [0,∞).

On the other hand, again disintegrating with respect to σ, we have

γΓ(1−1/γ)N

[
e−λσ

∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
∫ ∞

0

da

a1+1/γ
e−λa N(a)

[∫
T
µ(dx)

∫
0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
ri − ri−1,T[ri−1,ri ),x

) n∏
i=1

dri

]

=
∫ ∞

0
da a(n+1)(1−1/γ)−1e−λaF (a), (2.3.18)

where we set

F (a) = N(1)
[∫

T
µ(dx)∫

0<r1<...<rn<H(x)

n+1∏
i=1

fi
(
a1−1/γ(ri − ri−1),Rγ

(
T[ri−1,ri ),x , a1−1/γ)) n∏

i=1
dri

]
.

Putting together (2.3.16)–(2.3.18) yields

1

γnΓ(1−1/γ)n L (F1 ∗ . . .∗Fn+1)(λ) = 1

γnΓ(1−1/γ)n

n+1∏
i=1

L Fi (λ)

=
∫ ∞

0
da a(n+1)(1−1/γ)−1e−λaF (a).
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Since this holds for every λ> 0, we deduce that da-a.e. on (0,∞),

1

γnΓ(1−1/γ)n F1 ∗ . . .∗Fn+1(a) = a(n+1)(1−1/γ)−1F (a). (2.3.19)

Thanks to Lemma 2.2.2, the mapping a 7→ Rγ(T, a1−1/γ) is continuous on (0,∞) for every T ∈T.

We deduce from the dominated convergence theorem that the Fi are continuous on (0,∞)

and thus F1∗ . . .∗Fn+1 too. Similarly, the right-hand side of (2.3.19) is continuous with respect

to a. Therefore the equality holds for every a ∈ (0,∞). In particular, taking a = 1 proves

(2.3.14) for continuous bounded functions fi : [0,∞)×T→ R. This extends to measurable

functions fi : [0,∞)×T→R thanks to the monotone class theorem. Finally, (2.3.15) is a direct

consequence of (2.3.14).

In particular, the following corollary will be useful.

Corollary 2.3.7. We have

sup
α≥0

α2−2/γN(1)

[∫
T
µ(dx)

(∫ H(x)

0
σαr,x dr

)2
]
<∞. (2.3.20)

Proof. Applying (2.3.15) with n = 2, g1(r, a) = g (1−a), g2(r, a) = 1 and g3(r, a) = g (a) yields,

for every measurable function g : [0,1] → [0,∞],

N(1)

[∫
T
µ(dx)

(∫ H(x)

0
g (σr,x )dr

)2
]

= 2

γ2Γ(1−1/γ)2

∫ 1

0
g (y)(1− y)−1/γdy

∫ y

0
g (z)z−1/γ(y − z)−1/γdz. (2.3.21)

Taking g (a) = aα, we get

α2−2/γN(1)

[∫
T
µ(dx)

(∫ H(x)

0
σαr,x dr

)2
]

= 2α2−2/γ

γ2Γ(1−1/γ)2

∫ 1

0
yα(1− y)−1/γdy

∫ y

0
zα−1/γ(y − z)−1/γdz

= 2α2−2/γ

γ2Γ(1−1/γ)2 B
(
2α+2−2/γ,1−1/γ

)
B

(
α+1−1/γ,1−1/γ

)
,

where B is the Beta function. Using that B(x,1−1/γ) ∼ Γ(1−1/γ)x−1+1/γ as x →∞, (2.3.20)

readily follows.

As a consequence of Proposition 2.3.6, we are able to compute the intensity measure of the

random measureΨT appearing in [7], see Proposition 6.3 therein.

119



Chapter 2. Zooming in at the root of the stable tree

Corollary 2.3.8. Let T be the normalized stable tree with branching mechanism ψ(λ) = λγ

where γ ∈ (1,2]. Let f and g be nonnegative measurable functions defined on T and [0,∞)

respectively. We have

γΓ(1−1/γ)N(1)
[∫

T
µ(dx)

∫ H(x)

0
f (Tr,x )g (r )dr

]
=

∫ 1

0

da

a1/γ(1−a)1/γ
N(1) [ f ◦Rγ

(
T , a1−1/γ)]N(1)

[∫
T
µ(dx)g

(
(1−a)1−1/γH(x)

)]
. (2.3.22)

Another application of Theorem 2.3.2 is the following result giving the moments of the height

H(U ) of a uniformly distributed leaf U ∈T (i.e. according to µ) under N(1). In particular, this

allows to give a nontrivial upper bound for the size of the ball with radius ε> 0 centered around

the root of the normalized stable tree. Let us mention that this result is not new since the

distribution of H(U ) under N(1) is known: in the Brownian case γ= 2, H is distributed as
p

2e

where e is the Brownian excursion so
p

2H(U ) has Rayleigh distribution; in the case γ ∈ (1,2),

H(U ) is distributed as a multiple of the local time at 0 of the Bessel bridge of dimension 2/γ,

see [84, Corollary 10].

Lemma 2.3.9. Let T be the normalized stable tree with branching mechanismψ(λ) =λγ where

γ ∈ (1,2]. For every p ∈ (−∞,2), we have

N(1)
[∫

T
H(x)−p µ(dx)

]
= (γ−1)γp−1Γ(1−1/γ)Γ(2−p)

Γ(1− (p −1)(1−1/γ))
<∞. (2.3.23)

Proof. Using Bismut’s decomposition (2.3.12), we have for every λ> 0

N
[
σe−λσ

∫
T

H(x)−p µ(dx)

]
=

∫ ∞

0
t−p E

[
τt e−λτt

]
dt =ϕ′(λ)

∫ ∞

0
t 1−p e−tϕ(λ) dt .

On the other hand, disintegrating with respect to σ and using Lemma 2.3.5-(ii), we have

N
[
σe−λσ

∫
T

H(x)−p µ(dx)

]
= 1

γΓ(1−1/γ)

∫ ∞

0
ae−λa N(a)

[∫
T

H(x)−p µ(dx)

]
da

a1+1/γ

= 1

γΓ(1−1/γ)

∫ ∞

0
e−λa da

a(p−1)(1−1/γ)
N(1)

[∫
T

H(x)−p µ(dx)

]
= Γ(1− (p −1)(1−1/γ))

γΓ(1−1/γ)λ1−(p−1)(1−1/γ)
N(1)

[∫
T

H(x)−p µ(dx)

]
.

Using (2.3.10), it follows that

N(1)
[∫

T
H(x)−p µ(dx)

]
= γΓ(1−1/γ)λ1−(p−1)(1−1/γ)ϕ′(λ)

Γ(1− (p −1)(1−1/γ))

∫ ∞

0
t 1−p e−tϕ(λ) dt

= (γ−1)γp−1Γ(1−1/γ)Γ(2−p)

Γ(1− (p −1)(1−1/γ))
·
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Remark 2.3.10. Conditionally on T , let U ∈T be a uniformly distributed leaf. Then we can

rewrite (2.3.23) as follows:

1

cγ
N(1)

[
1

H(U )

(
γH(U )

)p
]
= Γ(p +1)

Γ(p(1−1/γ)+1)
, ∀p >−1, (2.3.24)

where cγ = (γ−1)Γ(1−1/γ). This implies that, under the probability measure c−1
γ N(1)[H (U )−1•],

the random variable γH(U ) has Mittag-Leffler distribution with index 1 − 1/γ, see [137,

Eq. (0.42)].

2.4 Zooming in at the root of the stable tree

In this section, we study the shape of the stable tree in a small neighborhood of its root. The

main result, Theorem 2.4.2, states that after zooming in and rescaling, one sees a branch on

which trees are grafted according to a Poisson point process on Twith intensity NB given by

NB[dT ] =
2N[dT ] if γ= 2,∫ ∞

0 rπ(dr )Pr (dT ) if γ ∈ (1,2),
(2.4.1)

where we recall from Section 2.3 that π is given by (2.3.2) and Pr is the distribution of the

random tree T obtained by gluing together at their roots a family of trees distributed according

to a Poisson point measure with intensity r N.

We start with the following result giving the scaling property of the stable tree under NB.

Lemma 2.4.1. The following identity holds for every a > 0

Rγ(T , a) under NB
(d)= T under a NB . (2.4.2)

Proof. The case γ= 2 reduces to the scaling property (2.3.6) so we only need to prove the case

γ ∈ (1,2). Thanks to (2.3.6), we deduce that Rγ(T , a) under Pr has distribution Pa1/(γ−1)r . It

follows from (2.3.2) that under NB, Rγ(T , a) has distribution∫ ∞

0
rπ(dr )Pa1/(γ−1)r (dT ) = a

∫ ∞

0
sπ(ds)Ps(dT ) = a NB[dT ].

Let (T,;,d ,µ) be a compact real tree and let x ∈ T . Recall from Section 2.3 that Ti , i ∈ Ix are

the trees grafted on the branch �;, x�, each one at height hi . Fix f : (0,∞) → (0,∞) and define
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for every ε> 0 a point measure on [0,∞)2 ×T by

N
f
ε (x) =

∑
hi≤f(ε)H(x)

δ(ε−1hi ,ε−γ/(γ−1)σi ,normγ(Ti )). (2.4.3)

We are now in a position to give the main result of this section.

Theorem 2.4.2. Let T be the normalized stable tree with branching mechanism ψ(λ) = λγ

where γ ∈ (1,2]. Conditionally on T , let U be a T -valued random variable with distribution

µ under N(1). Let (T′
s , s ≥ 0) be a Poisson point process with intensity NB, independent of

(T , H(U )). Let Φ : [0,∞)2 ×T→ [0,∞) be a measurable function such that there exists C > 0

such that for every h ≥ 0 and T ∈T, we have

|Φ(h,b,T )−Φ(h, a,T )| ≤C |b −a|. (2.4.4)

(i) If limε→0 ε
−1/2f(ε) = 0 and limε→0 ε

−1f(ε) =∞, then we have the following convergence

in distribution(
T , H(U ),〈N f

ε (U ),Φ〉
)

(d)−−−→
ε→0

(
T , H(U ),

∑
s≥0

Φ
(
s,µ(T′

s),normγ

(
T′

s

)))
(2.4.5)

in the space T× [0,∞)× [0,∞].

(ii) If f(ε) = ε, then we have the following convergence in distribution

(
T , H(U ),〈N f

ε (U ),Φ〉
)

(d)−−−→
ε→0

(
T , H(U ),

∑
s≤H(U )

Φ
(
s,µ(T′

s),normγ

(
T′

s

)))
(2.4.6)

in the space T× [0,∞)× [0,∞].

Proof. We only prove (i), the proof of (ii) being similar. Let f : T→ R and g : [0,∞) → R be

Lipschitz-continuous and bounded and assume that Φ : [0,∞)2 ×T→ [0,∞) is measurable

and satisfies (2.4.4). We shall consider the following modification of the measure N
f
ε (U ):

N̂
f
ε (U ) :=

∑
hi≤f(ε)H(U )

δ(ε−1hi /H(U ),ε−γ/(γ−1)σi ,normγ(Ti )).

Step 1. Set

F (ε) := N(1)
[

f (T )g (H(U ))exp
{
−

〈
N̂

f
ε (U ),Φ

〉}]
= N(1)

[∫
T
µ(dx) f (T )g (H(x))

×exp

{
−

∑
hi≤f(ε)H(x)

Φ
(
ε−1hi /H(x),ε−γ/(γ−1)σi ,normγ(Ti )

)}]
.
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Using Lemma 2.3.5-(i) and Theorem 2.3.2, we have

F (ε)

Γ(1−1/γ)
= N

[
1

σ
1{σ>1}

∫
T
µ(dx) f ◦normγ (T ) g

(
σ−1+1/γH(x)

)
×exp

{
−

∑
hi≤f(ε)H(x)

Φ
(
ε−1hi /H(x),ε−γ/(γ−1)σ−1σi ,normγ (Ti )

)}]

=
∫ ∞

0
dt E

[
1

τt
1{τt>1} f ◦normγ

(
T↓

t

)
g

(
τ
−1+1/γ
t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

t µ(Ts),normγ (Ts)
)}]

.

(2.4.7)

Step 2. The proof of the following lemma is postponed to Section 2.7.1. To simplify notation,

we introduce g(ε) = 1− f(ε).

Lemma 2.4.3. Assume that limε→0 ε
−1/2f(ε) = 0. Let f : T→R and g : [0,∞) →R be Lipschitz-

continuous and bounded and assume thatΦ : [0,∞)2 ×T→ [0,∞) is measurable and satisfies

(2.4.4). We have

lim
ε→0

Γ(1−1/γ)−1F (ε)−
∫ ∞

0
dt E

[
1

τg(ε)t
1{τg(ε)t>1} f ◦normγ

(
T↓
g(ε)t

)
g

(
τ
−1+1/γ
g(ε)t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),normγ (Ts)
)}]

= 0.

Since (Ts , 0 ≤ s ≤ t) is a Poisson point process, it follows from the definition of T↓
g(ε)t that

(Ts , 0 ≤ s ≤ f(ε)t ) is independent of T↓
g(ε)t . Thus, denoting by (T′

s , s ≥ 0) a Poisson point process

with intensity NB which is independent of T↓
g(ε)t , recalling that τg(ε)t is a measurable function

of T↓
g(ε)t and making the change of variable u = g(ε)t , we have

lim
ε→0

∣∣∣∣Γ(1−1/γ)−1F (ε)−g(ε)−1
∫ ∞

0
duE [Yε(u)]

∣∣∣∣= 0, (2.4.8)

where

Yε(u) = 1

τu
1{τu>1} f ◦normγ

(
T↓

u

)
g

(
g(ε)−1τ

−1+1/γ
u u

)
×E

[
exp

{
−

∑
s≤f(ε)g(ε)−1u

Φ
(
ε−1g(ε)s/u,ε−γ/(γ−1)τ−1

u µ(T′
s),normγ

(
T′

s

))}∣∣∣∣∣T↓
u

]
. (2.4.9)

Step 3. For fixed λ> 0, we have

E

[
exp

{
−

∑
s≤f(ε)g(ε)−1u

Φ
(
ε−1g(ε)s/u,ε−γ/(γ−1)λ−1µ(T′

s),normγ

(
T′

s

))}]
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= exp

{
−

∫ f(ε)g(ε)−1u

0
ds NB

[
1−e−Φ(ε−1g(ε)s/u,ε−γ/(γ−1)λ−1σ,normγ(T ))

]}

= exp

{
−g(ε)−1

∫ ε−1f(ε)λ−1+1/γu

0
dr NB

[
1−e−Φ(λ1−1/γr /u,σ,normγ(T ))

]}
,

where we made the change of variable r = ε−1g(ε)λ−1+1/γs and used Lemma 2.4.1 with a =
ελ1−1/γ. (Notice that normγ(T ) has the same distribution under a NB for every a > 0). Thus,

we deduce that a.s. for every u > 0

lim
ε→0

E

[
exp

{
−

∑
s≤f(ε)g(ε)−1u

Φ
(
ε−1g(ε)s/u,ε−γ/(γ−1)τ−1

u µ(T′
s),normγ

(
T′

s

))}∣∣∣∣∣T↓
u

]

= lim
ε→0

exp

{
−g(ε)−1

∫ ε−1f(ε)λ−1+1/γu

0
dr NB

[
1−e−Φ(λ1−1/γr /u,σ,normγ(T ))

]
|λ=τu

}

= exp

{
−

∫ ∞

0
dr NB

[
1−e−Φ(λ1−1/γr /u,σ,normγ(T ))

]
|λ=τu

}
= E

[
exp

{
−

∑
s≥0

Φ
(
τ

1−1/γ
u s/u,µ(T′

s),normγ

(
T′

s

))}∣∣∣∣T↓
u

]
.

Step 4. We deduce that a.s. for every u > 0

lim
ε→0

Yε(u) = 1

τu
1{τu>1} f ◦normγ

(
T↓

u

)
g

(
τ
−1+1/γ
u u

)
×E

[
exp

{
−

∑
s≥0

Φ
(
τ

1−1/γ
u s/u,µ(T′

s),normγ

(
T′

s

))}∣∣∣∣T↓
u

]
. (2.4.10)

Since |Yε(u)| ≤
∥∥ f

∥∥∞∥∥g
∥∥∞τ−1

u 1{τu>1} where the right-hand side is integrable with respect to

1(0,∞)(u)du ⊗P thanks to (2.3.13), it follows by dominated convergence that

lim
ε→0

∫ ∞

0
duE [Yε(u)] =

∫ ∞

0
duE

[
1

τu
1{τu>1} f ◦normγ

(
T↓

u

)
g

(
τ
−1+1/γ
u u

)
×exp

{
−

∑
s≥0

Φ
(
τ

1−1/γ
u s/u,µ(T′

s),normγ

(
T′

s

))}]
. (2.4.11)

Step 5. Using Theorem 2.3.2 and Lemma 2.3.5-(i) again, we get that

lim
ε→0

F (ε) = Γ(1−1/γ)
∫ ∞

0
duE

[
1

τu
1{τu>1} f ◦normγ

(
T↓

u

)
g

(
τ
−1+1/γ
u u

)
×exp

{
−

∑
s≥0

Φ
(
τ

1−1/γ
u s/u,µ(T′

s),normγ

(
T′

s

))}]
= Γ(1−1/γ)N

[
1

σ
1{σ>1}

∫
T
µ(dx) f ◦normγ (T ) g

(
σ−1+1/γH(x)

)
×exp

{
−

∑
s≥0

Φ
(
σ1−1/γs/H(x),µ(T′

s),normγ

(
T′

s

))}]
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= N(1)
[∫

T
µ(dx) f (T )g (H(x))exp

{
−

∑
s≥0

Φ
(
s/H(x),µ(T′

s),normγ

(
T′

s

))}]
= N(1)

[
f (T )g (H(U ))exp

{
−

∑
s≥0

Φ
(
s/H(U ),µ(T′

s),normγ

(
T′

s

))}]
,

where, with a slight abuse of notation, we denote by (T′
s , s ≥ 0) a Poisson point process

with intensity NB under N(1), independent of (T , H(U )). Since H(U ) and (T′
s , s ≥ 0) are

independent, this concludes the proof.

As a consequence of Theorem 2.4.2, the next result gives the asymptotic behavior of the total

mass of the subtrees grafted near the root of the stable tree.

Corollary 2.4.4. Let T be the normalized stable tree with branching mechanism ψ(λ) = λγ

where γ ∈ (1,2]. Conditionally on T , let U be T -valued random variable with distribution µ

under N(1). Assume that limε→0 ε
−1/2f(ε) = 0 and limε→0 ε

−1f(ε) =∞. Define a process Sε by

Sεt :=
∑

hi≤εt∧f(ε)H(U )
ε−γ/(γ−1)σi , t ≥ 0.

Then we have the following convergence in distribution

(
T , H(U ),

(
Sεt , t ≥ 0

)) (d)−−−→
ε→0

(T , H(U ), (St , t ≥ 0)) (2.4.12)

in the space T×R×D[0,∞), where S is a stable subordinator with Laplace exponent ϕ given by

(2.3.10), independent of (T , H(U )).

Proof. We adapt the arguments of [140, Chapter VII, Section 7.2], see also Theorem 3.1 and

Corollary 3.4 in [150]. Since the process S has no fixed points of discontinuity, it is enough to

show that the convergence (2.4.12) holds in T×R×D[0,r ] for every r > 0.

Fix r > 0 and let δ> 0. Define

Sε,δ
t :=

∑
hi≤εt∧f(ε)H(U )

ε−γ/(γ−1)σi 1{ε−γ/(γ−1)σi>δ}, t ≥ 0.

Recall that for a metric space X , we denote by Mp (X ) the space of point measures on X

equipped with the topology of vague convergence. It is known (see [140, p. 215]) that the

restriction mapping

m 7→ m|[0,∞)×(δ,∞)

is a.s. continuous from Mp ([0,∞)2) to Mp ([0,∞)× (δ,∞)) with respect to the distribution of

the Poisson random measure
∑

s≥0δ(s,µ(T′
s )). Furthermore, the summation mapping

m 7→
(∫

[0,t ]×(δ,∞)
x m(ds,dx), 0 ≤ t ≤ r

)
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is a.s. continuous from Mp ([0,∞)× (δ,∞)) to D[0,r ] with respect to the same distribution. We

deduce from Theorem 2.4.2-(i) and the continuous mapping theorem the following conver-

gence in distribution

(
T , H(U ),

(
Sε,δ

t , 0 ≤ t ≤ r
))

(d)−−−→
ε→0

(
T , H(U ),

(∑
s≤t

µ(T′
s)1{µ(T′

s )>δ}, 0 ≤ t ≤ r

))
(2.4.13)

in T×R×D[0,r ], where (T′
s , s ≥ 0) is a Poisson point process with intensity NB, independent

of (T , H(U )).

Furthermore, since
∑

s≤r µ(T′
s) is N(1)-a.s. finite, it is clear by the dominated convergence

theorem that N(1)-a.s.

lim
δ→0

sup
t≤r

∣∣∣∣∑
s≤t

µ(T′
s)−

∑
s≤t

µ(T′
s)1{µ(T′

s )>δ}

∣∣∣∣= lim
δ→0

∑
s≤r

µ(T′
s)1{µ(T′

s )≤δ} = 0.

Since uniform convergence on [0,T ] implies convergence for the Skorokhod J1 topology, we

deduce that(
T , H(U ),

(∑
s≤t

µ(T′
s)1{µ(T′

s )>δ}, 0 ≤ t ≤ r

))
(d)−−−→
δ→0

(T , H(U ), (St , 0 ≤ t ≤ r )) , (2.4.14)

where St = ∑
s≤t µ(T′

s) is a stable subordinator with Laplace exponent ϕ, independent of

(T , H(U )).

Finally, we shall prove that for every η> 0

lim
δ→0

limsup
ε→0

N(1)
[

sup
0≤t≤T

∣∣∣Sεt −Sε,δ
t

∣∣∣≥ η]
= 0. (2.4.15)

Let f : [0,∞) → [0,∞) be Lipschitz-continuous such that x1[0,δ](x) ≤ f (x) ≤ x1[0,2δ](x). We

have

sup
0≤t≤r

∣∣∣Sεt −Sε,δ
t

∣∣∣= ∑
hi≤εr∧f(ε)H(U )

ε−γ/(γ−1)σi 1{ε−γ/(γ−1)σi≤δ}

≤
∑

hi≤εr∧f(ε)H(U )
f
(
ε−γ/(γ−1)σi

)
.

It follows that

limsup
ε→0

N(1)
[

sup
0≤t≤r

∣∣∣Sεt −Sε,δ
t

∣∣∣≥ η]
≤ limsup

ε→0
N(1)

[ ∑
hi≤εr∧f(ε)H(U )

f
(
ε−γ/(γ−1)σi

)≥ η]

≤ N(1)
[∑

s≤r
f
(
µ(T′

s)
)≥ η]

≤ N(1)
[∑

s≤r
µ(T′

s)1{µ(T′
s )≤2δ} ≥ η

]
, (2.4.16)
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where in the second inequality we used the Portmanteau theorem together with the following

convergence in distribution

∑
hi≤εr∧f(ε)H(U )

f
(
ε−γ/(γ−1)σi

) (d)−−−→
ε→0

∑
s≤r

f
(
µ(T′

s)
)

,

which holds thanks to Theorem 2.4.2-(i) applied with Φ(h, a,T ) = 1{h≤r } f (a). But, by the

dominated convergence theorem, we have that N(1)-a.s.

lim
δ→0

∑
s≤r

µ(T′
s)1{µ(T′

s )≤2δ} = 0.

Together with (2.4.16), this implies (2.4.15).

Putting together (2.4.13)–(2.4.15), it follows from the second converging together theorem, see

e.g. [38, Theorem 3.2], that

(
T , H(U ),

(
Sεt , 0 ≤ t ≤ r

)) (d)−−−→
ε→0

(T , H(U ), (St , 0 ≤ t ≤ r ))

in T×R×D[0,r ]. This finishes the proof.

Remark 2.4.5. Let us comment on the connection between Theorem 2.4.2 and the small

time asymptotics of the fragmentation at height of the stable tree F−, see [32, Section 4]

for the Brownian case γ = 2 and [124] for the case γ ∈ (1,2). We briefly recall its definition.

Consider the normalized stable tree T and denote by
(
T j , j ∈ Jt

)
the connected components

of the set {x ∈ T : H(x) > t } obtained from T by removing vertices located at height ≤ t .

Then F−(t ) = (F−
1 (t ),F−

2 (t ), . . .) is defined as the decreasing sequence of masses
(
µ(T j ), j ∈ Jt

)
.

In [80, Section 5.1], Haas obtains the following functional convergence in distribution as a

consequence of a more general result

ε−γ/(γ−1)(1−F−
1 (ε·), (F−

2 (ε·),F−
3 (ε·), . . .))

(d)−−−→
ε→0

(S,F I ), (2.4.17)

where the convergence holds with respect to the Skorokhod J1 topology. Here F I is a fragmen-

tation process with immigration and S is a stable subordinator with index 1−1/γ representing

the total mass of immigrants.

At least heuristically, this can be recovered from Theorem 2.4.2. Let U ∈T be a leaf chosen

uniformly at random. It is not difficult to see that for 0 ≤ t ≤ H (U ), with high probability as ε→
0, the biggest fragment at time εt is the one containing U . Thus we get 1−F−

1 (εt ) =∑
hi≤εt σi

and

(F−
2 (εt ),F−

3 (εt ), . . .) = (µ(T ≥εt−hi

i ), hi ≤ εt )↓

is the decreasing rearrangement of the masses of T
≥εt−hi

i for the subtrees grafted at height

hi ≤ εt . Here we denote by T ≥r = T \ T <r = {x ∈ T : H(x) ≥ r } the set of vertices of T above
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height r . To recover (2.4.17), we may prove the joint convergence of( ∑
hi≤ε·∧εH(U )

ε−γ/(γ−1)σi ,
∑

hi≤εH(U )
δ(

1{hi ≤εt}ε
−γ/(γ−1)µ(T

≥εt−hi
i ), t≥0

)) , (2.4.18)

then argue that the convergence of the point measure in (2.4.18) implies that of the re-

arranged atoms. Notice that we may obtain the convergence of the first coordinate in

(2.4.18) using Theorem 2.4.2-(ii), similarly to how we proved Corollary 2.4.4 using Theorem

2.4.2-(i). For the convergence of the second coordinate, the idea is to consider Φ(h, a,T ) =
F

(
(1{h≤t }aµ(T ≥a−1+1/γ(t−h)), t ≥ 0)

)
, where F : D[0,∞) → [0,∞) is Lipschitz-continuous with

compact support. However,Φ is not Lipschitz-continuous with respect to a so our result does

not apply directly. Similarly, to get the convergence of the dust, notice that

µ(T <εt ) =
∑

hi≤εt
µ(T <εt−hi

i ).

Thus the idea is to apply Theorem 2.4.2-(ii) with Φ(h, a,T ) = 1{h≤t }aµ(T <a−1+1/γ(t−h)) which

again does not satisfy the assumptions.

2.5 Asymptotic behavior of Zα,β in the case β/α1−1/γ→ c ∈ [0,∞)

We start by showing that if U ∈T is a leaf chosen uniformly at random, Zα,β(U ) defined in

(2.1.1) converges in disrtibution after proper rescaling.

Proposition 2.5.1. Assume that α→∞, β≥ 0 and β/α1−1/γ→ c ∈ [0,∞). Let T be the normal-

ized stable tree with branching mechanism ψ(λ) =λγ where γ ∈ (1,2]. Conditionally on T , let

U be a T -valued random variable with disribution µ under N(1). Then we have the following

convergence in distribution

(
T , H(U ),α1−1/γh−βZα,β(U )

)
(d)−−−−→

α→∞

(
T , H(U ),

∫ ∞

0
e−St−ct/hdt

)
, (2.5.1)

where (St , t ≥ 0) is a stable subordinator with Laplace exponentϕ given by (2.3.10), independent

of (T , H(U )).

Proof. Set

ε= ε(α) :=α(δ−1)(1−1/γ) (2.5.2)

with δ ∈ (0,1/3) so that ε→ 0 as α→∞. Define

Iα :=α1−1/γ
∫ εH(U )

0
e−α(1−σr,U )−βr /hdr. (2.5.3)

Lemma 2.5.2. We have the following convergence in N(1)-probability

lim
α→∞

(
α1−1/γh−βZα,β(U )− Iα

)
= 0.
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The proof is postponed to Section 2.7.2. Using this together with Slutsky’s theorem, it is clear

that the proof of (2.5.1) reduces to showing the following convergence in distribution

(T , H(U ), Iα)
(d)−−−−→

α→∞

(
T , H(U ),

∫ ∞

0
e−St−ct/hdt

)
. (2.5.4)

Making the change of variable t =α1−1/γr , notice that

Iα =
∫ α1−1/γεH(U )

0
exp

{−α(
1−σα−1+1/γt ,U

)−βα−1+1/γt/h
}

dt , (2.5.5)

Let A > 0. Notice that, applying Corollary 2.4.4, we get the following convergence in distribu-

tion (
T , H(U ),

( ∑
hi≤α−1+1/γt∧εH(U )

ασi , 0 ≤ t ≤ A

))
(d)−−−−→

α→∞ (T , H(U ), (St , 0 ≤ t ≤ A)) , (2.5.6)

where S is a subordinator with Laplace exponent ϕ, independent of (T , H(U )). Moreover, on

the eventΩα := {α−1+1/γA ≤ εH(U )}, we have for every t ∈ [0, A]∑
hi≤α−1+1/γt∧εH(U )

σi =
∑

hi≤α−1+1/γt

σi = 1−σα−1+1/γt ,U . (2.5.7)

Sinceα1−1/γε→∞, it is clear that limα→∞ N(1)[Ωα] = 1. Thus, it follows from (2.5.6) and (2.5.7)

that (
T , H(U ),

(
α

(
1−σα−1+1/γt ,U

)
, 0 ≤ t ≤ A

)) (d)−−−−→
α→∞ (T , H(U ), (St , 0 ≤ t ≤ A)) .

Now a simple application of the continuous mapping theorem gives

(
T , H(U ),

∫ A

0
exp

{−α(
1−σα−1+1/γt ,U

)−βα−1+1/γt/h
}

dt

)
(d)−−−−→

α→∞

(
T , H(U ),

∫ A

0
e−St−ct/hdt

)
. (2.5.8)

On the other hand, applying (2.3.22) with f (T ) = e−α(1−µ(T )) and g (r ) = 1{r≥α−1+1/γA}, we get

N(1)

[∫ α1−1/γεH(U )

A
exp

{−α(
1−σα−1+1/γt ,U

)−βα−1+1/γt/h
}

dt

]

≤α1−1/γN(1)
[∫ H(U )

α−1+1/γA
exp

{−α(
1−σr,U

)}
dr

]
= α1−1/γ

γΓ(1−1/γ)

∫ 1

0
x−1/γ(1−x)−1/γe−αx N(1) [(αx)1−1/γ H(U ) ≥ A

]
dx

= 1

γΓ(1−1/γ)

∫ α

0
y−1/γ

(
1− y

α

)−1/γ
e−y N(1) [y1−1/γH(U ) ≥ A

]
dy.
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By the dominated convergence theorem, we have

lim
α→∞

∫ α/2

0
y−1/γ

(
1− y

α

)−1/γ
e−y N(1) [y1−1/γH(U ) ≥ A

]
dy

=
∫ ∞

0
y−1/γe−y N(1) [y1−1/γH(U ) ≥ A

]
dy.

Moreover, we have∫ α

α/2
y−1/γ

(
1− y

α

)−1/γ
e−y N(1) [y1−1/γH(U ) ≥ A

]
dy

≤ e−α/2
∫ α

α/2
y−1/γ

(
1− y

α

)−1/γ
dy

=α1−1/γe−α/2
∫ 1

1/2
z−1/γ(1− z)−1/γdz,

where the last term converges to 0 as α→∞. We deduce that

limsup
α→∞

N(1)

[∫ α1−1/γεH(U )

A
exp

{−α(
1−σα−1+1/γt ,U

)−βα−1+1/γt/h
}

dt

]

≤ 1

γΓ(1−1/γ)

∫ ∞

0
y−1/γe−y N(1) [y1−1/γH(U ) ≥ A

]
dy,

and, thanks to the dominated convergence theorem,

lim
A→∞

limsup
α→∞

N(1)

[∫ α1−1/γεH(U )

A
exp

{−α(
1−σα−1+1/γt ,U

)−βα−1+1/γt/h
}

dt

]
= 0. (2.5.9)

Combining (2.5.8) and (2.5.9) and applying [38, Theorem 3.2], (2.5.4) readily follows. This

finishes the proof.

The next lemma, whose proof is postponed to Section 2.7.3, states that taking a leaf uniformly

at random or taking the average over all leaves yields the same limiting behavior for Zα,β(x).

Recall from (2.1.1) the definition of Zα,β.

Lemma 2.5.3. Under the assumptions of Theorem 2.5.1, we have the convergence in N(1)-

probability

lim
α→∞α

1−1/γh−β
(
Zα,β(U )−Zα,β

)= 0. (2.5.10)

Combining Proposition 2.5.1 and Lemma 2.5.3, we get the following result using Slutsky’s

theorem.

Theorem 2.5.4. Assume that α→∞, β≥ 0 and β/α1−1/γ→ c ∈ [0,∞). Let T be the stable tree

with branching mechanismψ(λ) =λγ where γ ∈ (1,2]. Conditionally on T , let U be a T -valued

random variable with distribution µ under N(1). Then we have the following convergence in
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distribution(
T , H(U ),α1−1/γh−βZα,β(U ),α1−1/γh−βZα,β

)
(d)−−−−→

α→∞

(
T , H(U ),

∫ ∞

0
e−St−ct/hdt ,

∫ ∞

0
e−St−ct/hdt

)
, (2.5.11)

where S is a stable subordinator with Laplace exponent ϕ given by (2.3.10), independent of

(T , H(U )).

2.6 Asymptotic behavior of Zα,β in the case β/α1−1/γ→∞
We treat the case β/α1−1/γ→∞. Intuitively, this assumption guarantees that hβr,x dominates

σαr,x , thus we get a different asymptotic behavior and there is no longer a subordinator in the

limit.

Theorem 2.6.1. Assume that β→∞, α ≥ 0 and α1−1/γ/β→ 0. Let T be the stable tree with

branching mechanism ψ(λ) =λγ where γ ∈ (1,2]. Then we have the following convergence in

N(1)-probability

lim
β→∞

βh−βZα,β = h. (2.6.1)

Furthermore, if α1−1/γ/βρ → 0 for some ρ ∈ (0,1), then the convergence holds N(1)-almost surely.

Proof. We start by assuming that α→∞ and α1−1/γ/β→ 0 (the case α bounded from above is

covered by the second part of the theorem). Setting ε= (α1−1/γβ)−1/2, it is straightforward to

check that ε→ 0, βε→∞ and α1−1/γε→ 0. Write

βh−βZα,β = Eβ+
4∑

i=1
F i
β (2.6.2)

where

F 1
β =β

∫
T

1{H(x)<2ε}µ(dx)
∫ H(x)

0
σαr,x

(
hr,x

h

)β
dr,

F 2
β =β

∫
T

1{H(x)≥2ε}µ(dx)
∫ H(x)

ε
σαr,x

(
hr,x

h

)β
dr,

F 3
β =β

∫
T

1{H(x)≥2ε}µ(dx)
∫ ε

0
σαr,x

[(
hr,x

h

)β
−

(
1− r

h

)β]
dr,

F 4
β =β

∫
T

1{H(x)≥2ε}µ(dx)
∫ ε

0
σαr,x

[(
1− r

h

)β
−e−βr /h

]
dr,

Eβ =β
∫
T

1{H(x)≥2ε}µ(dx)
∫ ε

0
σαr,x e−βr /hdr.

We shall prove that limβ→∞ F i
β
= 0 in N(1)-probability for every i ∈ {1,2,3,4}.
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Let p ∈ (1,2). Using that σr,x ≤ 1 and hr,x ≤ h and applying the Markov inequality, it is clear

that

F 1
β ≤ 2βε

∫
T

1{H(x)<2ε}µ(dx) ≤ 21+pβε1+p
∫
T

H(x)−p µ(dx).

Since the last integral has a finite first moment by Lemma 2.3.9 and βε1+p → 0, we deduce that

N(1)-a.s. limβ→∞ F 1
β
= 0.

Next, using (2.2.5), we get

F 2
β =β

∫
T

1{H(x)≥2ε}µ(dx)
∫ H(x)

ε
σαr,x

(
hr,x

h

)β
dr

≤β
(
1− ε

h

)β ∫
T
µ(dx)

∫ H(x)

0
σαr,x dr. (2.6.3)

By [7, Corollary 6.6], we have

N(1)
[∫

T
µ(dx)

∫ H(x)

0
σαr,x dr

]
= 1

|Γ(−1/γ)|B
(
α+1−1/γ,1−1/γ

)
,

where B is the beta function. Using that B(x,1−1/γ) ∼ Γ(1−1/γ)x−1+1/γ as x →∞, we deduce

that

sup
α≥0

N(1)
[
α1−1/γ

∫
T
µ(dx)

∫ H(x)

0
σαr,x dr

]
<∞. (2.6.4)

On the other hand, let θ > 1. Since the function x 7→ x1+θe−x is bounded on [0,∞), it follows

that
β

α1−1/γ

(
1− ε

h

)β
≤ β

α1−1/γ
e−βε/h ≤C

h1+θ

βθε1+θα1−1/γ
(2.6.5)

for some constant C > 0. Notice that βθε1+θα1−1/γ→∞ since θ > 1. Thus the right-hand side

of (2.6.5) goes to 0 almost surely. Now putting together (2.6.3), (2.6.4) and (2.6.5), we deduce

that limβ→∞ F 2
β
= 0 in N(1)-probability.

Let x ∈ T . Recall from (2.2.5) and (2.2.6) that hr,x ≤ h− r for every r ∈ [0, H(x)] and that the

equality holds for r ∈ [0, H(x ∧x∗)]. Therefore, we get

|F 3
β| =β

∫
T

1{H(x)≥2ε, H(x∧x∗)<ε}µ(dx)
∫ ε

H(x∧x∗)
σαr,x

[(
1− r

h

)β
−

(
hr,x

h

)β]
dr

≤β
∫
T

1{H(x)≥2ε, H(x∧x∗)<ε}µ(dx)
∫ ε

H(x∧x∗)

(
1− r

h

)β
dr

≤β
∫
T

1{H(x)≥2ε, H(x∧x∗)<ε}µ(dx)
∫ ε

H(x∧x∗)
e−βr /hdr

≤ h

∫
T

e−βH(x∧x∗)/hµ(dx).

Since H(x ∧ x∗) > 0 for µ-a.e. x ∈ T , a simple application of the dominated convergence

theorem gives that N(1)-a.s. limβ→∞ F 3
β
= 0.
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Furthermore, using the inequality |eb −ea | ≤ |b − a|eb for a ≤ b together with the fact that

j : y 7→ −(y + log(1− y))/y2 is increasing on [0,1), we get for r ∈ [0,ε]∣∣∣∣∣e−βr /h−
(
1− r

h

)β∣∣∣∣∣≤β
∣∣∣∣ r

h
+ log

(
1− r

h

)∣∣∣∣e−βr /h ≤β
(

r

h

)2

e−βr /h j

(
ε

h

)
.

Therefore, we deduce that

|F 4
β| ≤ j

(
ε

h

)∫
T

1{H(x)≥2ε}µ(dx)
∫ ε

0

(
βr

h

)2

e−βr /hdr ≤C j

(
ε

h

)
ε,

where we used that y 7→ y2e−y is bounded on [0,∞) by some constant C <∞ for the second

inequality. Since limy→0 j (y) = 1/2, we get N(1)-a.s. limβ→∞ F 4
β
= 0. We deduce the following

convergence in N(1)-probability

lim
β→∞

4∑
i=1

F i
β = 0. (2.6.6)

Notice that

Eβ ≤β
∫
T

1{H(x)≥2ε}µ(dx)
∫ ε

0
e−βr /hdr = h

(
1−e−βε/h

)∫
T

1{H(x)≥2ε}µ(dx) ≤ h. (2.6.7)

On the other hand, using that σr,x ≥ σε,x for every x ∈ T such that H(x) ≥ 2ε and every

r ∈ [0,ε], we get

Eβ ≥ h
(
1−e−βε/h

)∫
T

1{H(x)≥2ε}σ
α
ε,x µ(dx). (2.6.8)

We now shall prove the following convergence in N(1)-probability

lim
β→∞

∫
T

1{H(x)≥2ε}σ
α
ε,x µ(dx) = 1. (2.6.9)

Using Lemma 2.3.5-(i) and Bismut’s decomposition (2.3.12), we have

N(1)
[∫

T
1{H(x)≥2ε}σ

α
ε,x µ(dx)

]
= Γ(1−1/γ)N

[
1

σ
1{σ>1}

∫
T

1{σ−1+1/γH(x)≥2ε}

(σσ1−1/γε,x

σ

)α
µ(dx)

]
= Γ(1−1/γ)

∫ ∞

0
dt E

[
1

St
1{

St>1, t≥2εS1−1/γ
t

} (
1−

S
εS1−1/γ

t

St

)α]
. (2.6.10)

Recall that S is a stable subordinator with index 1−1/γ. Thus the process T defined by

Tr := 1

α
Sα1−1/γr , ∀r ≥ 0
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is distributed as S. Applying this, we get that

αS
(
εS1−1/γ

t

)
(d)= αT

(
εTt

1−1/γ)= S
(
εS1−1/γ

α1−1/γt

)
. (2.6.11)

Now notice that

εS1−1/γ
α1−1/γt

= εα1−1/γT 1−1/γ
t

(d)= εα1−1/γS1−1/γ
t .

Since εα1−1/γ → 0, this clearly implies that εS1−1/γ
α1−1/γt

→ 0 in probability. As S is a.s. continu-

ous at 0, we deduce that S
(
εS1−1/γ

α1−1/γt

)
→ 0 in probability. Thus, it follows from (2.6.11) that

αS
(
εS1−1/γ

t

)
→ 0 in probability for every t > 0 and

α log

(
1−

S
εS1−1/γ

t

St

)
∼−α

S
(
εS1−1/γ

t

)
St

P−→ 0.

In particular, this implies the following convergence in probability for every t > 0

1

St
1{

St>1, t≥2εS1−1/γ
t

} (
1−

S
εS1−1/γ

t

St

)α
→ 1

St
1{St>1}.

Since we have the inequality

1

St
1{

St>1, t≥2εS1−1/γ
t

} (
1−

S
εS1−1/γ

t

St

)α
≤ 1

St
1{St>1}

where the right-hand side is integrable with respect to 1(0,∞)(t)dt ⊗P thanks to (2.3.13), the

dominated convergence theorem yields

∫ ∞

0
dt E

[
1

St
1{

St>1, t≥2εS1−1/γ
t

} (
1−

S
εS1−1/γ

t

St

)α]
→

∫ ∞

0
dt E

[
1

St
1{St>1}

]
= 1

Γ(1−1/γ)
·

Together with (2.6.10) and the fact that∫
T

1{H(x)≥2ε}σ
α
ε,x µ(dx) ≤ 1,

this proves (2.6.9).

Finally, since βε→ ∞, it is clear that h(1− e−βε/h) → h almost surely. In conjunction with

(2.6.9), this gives the following convergence in N(1)-probability

h
(
1−e−βε/h

)∫
T

1{H(x)≥2ε}σ
α
ε,x µ(dx) → h.

Thus, using this together (2.6.7) and (2.6.8) yields limβ→∞ Eβ = h in N(1)-probability. It follows

from (2.6.2) and (2.6.6) that limβ→∞βh−βZα,β = h in N(1)-probability. This proves the first part

of the theorem.
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2.6. Asymptotic behavior of Zα,β in the case β/α1−1/γ→∞

Next, we treat the case α1−1/γ/βρ → 0 for some ρ ∈ (0,1). The proof is similar and we only

highlight the differences. Notice that there exists p, q ∈ (0,1) and θ ∈ (0,γ/(γ−1)) such that

(1+p)q > 1 and qθ > ργ/(γ−1). Taking ε=β−q , it is straighforward to check that ε→ 0, βε→
∞, βε1+p → 0 and αεθ → 0. As in the first part, we have that N(1)-a.s. limβ→∞ F 1

β
+F 3

β
+F 4

β
= 0.

Furthermore, using that σr,x ≤ 1, it follows from (2.6.3) that

F 2
β ≤β

(
1− ε

h

)β
h≤βe−βε/hh=βe−β

1−q /h.

This proves that N(1)-a.s. limβ→∞ F 2
β
= 0.

Now we shall prove that N(1)-a.s. µ(dx)-a.s.

lim
β→∞

1{H(x)≥2ε}σ
α
ε,x = 1. (2.6.12)

Using the same computation as in (2.6.10), we have the following identity in distribution

(
1{H(x)≥2ε}σ

α
ε,x , ε> 0

)
under N(1)

(d)=

1{
t≥2εS1−1/γ

t

}
1−

S
(
εS1−1/γ

t

)
St

α , ε> 0

 under
∫ ∞

0
dt E

[
1

St
1{St>1}•

]
. (2.6.13)

Since θ < γ/(γ−1), [29, Chapter III, Theorem 9] guarantees thatP-a.s. limsupr→0 r−θSr = 0. By

composition, it follows that P-a.s. for every t > 0, limε→0 ε
−θS

(
εS1−1/γ

t

)
= 0. Thus we deduce

that

α log

1−
S

(
εS1−1/γ

t

)
St

∼−α
S

(
εS1−1/γ

t

)
St

=−αεθ
ε−θS

(
εS1−1/γ

t

)
St

→ 0

since αεθ → 0. This proves that the process in the right-hand side of (2.6.13) goes to 1 P-a.s. as

ε→ 0, thus (2.6.12) follows.

Thanks to (2.6.12), since σε,x ≤ 1, a simple application of the dominated convergence theorem

gives that N(1)-a.s.

lim
β→∞

∫
T

1{H(x)≥2ε}σ
α
ε,x µ(dx) = 1.

This, together with the estimates (2.6.7) and (2.6.8) yields the N(1)-a.s. convergence limβ→∞ Eβ =
h which concludes the proof of the second part of the theorem.
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2.7 Technical lemmas

2.7.1 Proof of Lemma 2.4.3

Recall that g(ε) = 1− f(ε). Using the expression of F (ε) from (2.4.7), we write

Γ(1−1/γ)−1F (ε)−
∫ ∞

0
dt E

[
1

τg(ε)t
1{τg(ε)t>1} f ◦normγ

(
T↓
g(ε)t

)
g

(
τ
−1+1/γ
g(ε)t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),normγ (Ts)
)}]

=
4∑

i=1

∫ ∞

0
dt E

[
N i
ε(t )

]
, (2.7.1)

where

N 1
ε (t ) = 1

τt
1{τt>1}

{
f ◦normγ

(
T↓

t

)
− f ◦normγ

(
T↓
g(ε)t

)}
g

(
τ
−1+1/γ
t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

t µ(Ts),normγ (Ts)
)}

,

N 2
ε (t ) = 1

τt
1{τt>1} f ◦normγ

(
T↓
g(ε)t

){
g

(
τ
−1+1/γ
t t

)
− g

(
τ
−1+1/γ
g(ε)t t

)}
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

t µ(Ts),normγ (Ts)
)}

,

N 3
ε (t ) = 1

τt
1{τt>1} f ◦normγ

(
T↓
g(ε)t

)
g

(
τ
−1+1/γ
g(ε)t t

)
×

[
exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

t µ(Ts),normγ (Ts)
)}

−exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),normγ (Ts)
)}]

,

N 4
ε (t ) =

{
1

τt
1{τt>1} −

1

τg(ε)t
1{τg(ε)t>1}

}
f ◦normγ

(
T↓
g(ε)t

)
g

(
τ
−1+1/γ
g(ε)t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),normγ (Ts)
)}

.

Recall from (2.1.3) the definition of normγ and notice that since the total mass of T↓
t is τt , we

have normγ(T↓
t ) = Rγ(T↓

t ,τ−1+1/γ
t ). It follows that

∣∣N 1
ε (t )

∣∣≤ ∥∥ f
∥∥

L

∥∥g
∥∥∞ 1

τt
1{τt>1}dGHP

(
normγ

(
T↓

t

)
,normγ

(
T↓
g(ε)t

))
≤

∥∥ f
∥∥

L

∥∥g
∥∥∞ 1{τt>1}

[
dGHP

(
Rγ

(
T↓

t ,τ−1+1/γ
t

)
,Rγ

(
T↓
g(ε)t ,τ−1+1/γ

t

))
+ dGHP

(
Rγ

(
T↓
g(ε)t ,τ−1+1/γ

t

)
,Rγ

(
T↓
g(ε)t ,τ−1+1/γ

g(ε)t

))]
,

where
∥∥ f

∥∥
L denotes the Lipschitz constant of f . Notice that, by construction, the tree T↓

t is
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obtained from T↓
g(ε)t by adding to the root a branch [0, f(ε)t ) onto which we graft Ts at height

0 ≤ s < f(ε)t . It is clear that the added part has mass
∑

s<f(ε)t µ(Ts) = S f (ε)t− and height at most

maxs<f(ε)t h(Ts)+ f(ε)t . Thus, by definition (2.1.2) of the mapping Rγ, we deduce that

dGHP

(
Rγ

(
T↓

t ,τ−1+1/γ
t

)
,Rγ

(
T↓
g(ε)t ,τ−1+1/γ

t

))
≤ τ−1

t Sf(ε)t−+τ−1+1/γ
t

(
max

s<f(ε)t
h(Ts)+ f(ε)t

)
. (2.7.2)

Moreover, using Lemma 2.2.2 and again the definition of Rγ, we get

dGHP

(
Rγ

(
T↓
g(ε)t ,τ−1+1/γ

t

)
,Rγ

(
T↓
g(ε)t ,τ−1+1/γ

g(ε)t

))
≤ 2

(
τ
−1+1/γ
g(ε)t −τ−1+1/γ

t

)
h

(
T↓
g(ε)t

)
+

(
τ−1
g(ε)t −τ−1

t

)
µ

(
T↓
g(ε)t

)
. (2.7.3)

From (2.7.2) and (2.7.3), we deduce that

∣∣N 1
ε (t )

∣∣≤ ∥∥ f
∥∥

L

∥∥g
∥∥∞[

Sf(ε)t−+ max
s<f(ε)t

h(Ts)+ f(ε)t

+2
(
τ
−1+1/γ
g(ε)t −τ−1+1/γ

t

)
h

(
T↓
g(ε)t

)
+

(
τ−1
g(ε)t −τ−1

t

)
µ

(
T↓
g(ε)t

)]
.

Therefore it follows that for every t > 0 P-a.s.

lim
ε→0

N 1
ε (t ) = 0. (2.7.4)

Furthermore, it is clear that∣∣N 2
ε (t )

∣∣≤ ∥∥ f
∥∥∞∥∥g

∥∥
L t

∣∣∣τ−1+1/γ
t −τ−1+1/γ

g(ε)t

∣∣∣ .

Thus, we have for every t > 0 P-a.s.

lim
ε→0

N 2
ε (t ) = 0. (2.7.5)

Since ∣∣N 1
ε (t )+N 2

ε (t )
∣∣≤ 4

∥∥ f
∥∥∞∥∥g

∥∥∞ 1

τt
1{τt>1}

where the right-hand side is integrable with respect to 1(0,∞)(t)dt ⊗P thanks to (2.3.13), it

follows from (2.7.4) and (2.7.5) that

lim
ε→0

∫ ∞

0
dt E

[
N 1
ε (t )+N 2

ε (t )
]= 0. (2.7.6)
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Using the inequality |eb −ea | ≤ 1∧|b −a| for a ≤ b ≤ 0, we have

∣∣N 3
ε (t )

∣∣≤ ∥∥ f
∥∥∞∥∥g

∥∥∞ 1

τt
1{τt>1}

(
1∧

∑
s≤f(ε)t

∣∣Φ(
ε−1s/t ,ε−γ/(γ−1)τ−1

t µ(Ts),normγ (Ts)
)

−Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),normγ (Ts)
)∣∣∣)

≤
∥∥ f

∥∥∞∥∥g
∥∥∞ 1

τt
1{τt>1}

(
1∧Cε−γ/(γ−1)

∣∣∣τ−1
t −τ−1

g(ε)t

∣∣∣ ∑
s≤f(ε)t

µ(Ts)

)

=
∥∥ f

∥∥∞∥∥g
∥∥∞ 1

τt
1{τt>1}

(
1∧Cε−γ/(γ−1)

(
τt −τg(ε)t

)2

τtτg(ε)t

)
. (2.7.7)

Since τ is a stable subordinator with index 1−1/γ, we get that

ε−γ/(γ−1) (τt −τg(ε)t
)2 (d)= ε−γ/(γ−1)τ2

f(ε)t
(d)= (

ε−1f(ε)2)γ/(γ−1)
τ2

t
(d)−−−→
ε→0

0

as ε−1f(ε)2 → 0. We deduce the following convergence in P-probability

lim
ε→0

1

τt
1{τt>1}

(
1∧Cε−γ/(γ−1)

(
τt −τg(ε)t

)2

τtτg(ε)t

)
= 0.

Thanks to (2.3.13), it follows from the dominated convergence theorem that

lim
ε→0

∫ ∞

0
dt E

[
1

τt
1{τt>1}

(
1∧Cε−γ/(γ−1)

(
τt −τg(ε)t

)2

τtτg(ε)t

)]
= 0.

Together with (2.7.7), this gives

lim
ε→0

∫ ∞

0
dt E

[
N 3
ε (t )

]= 0. (2.7.8)

Finally, notice that∣∣∣∣∫ ∞

0
dt E

[
N 4
ε (t )

]∣∣∣∣≤ ∥∥ f
∥∥∞∥∥g

∥∥∞ ∫ ∞

0
dt E

[
1

τt
1{τg(ε)t≤1<τt } +

τt −τg(ε)t

τtτg(ε)t
1{τg(ε)t>1}

]
. (2.7.9)

Thanks to (2.3.13) and the dominated convergence theorem, it is clear that

lim
ε→0

∫ ∞

0
dt E

[
1

τt
1{τg(ε)t≤1<τt }

]
= 0 (2.7.10)

as the process τ is a.s. continuous at t . On the other hand, using the inequality

τt −τg(ε)t

τtτg(ε)t
1{τg(ε)t>1} ≤

(
τt −τg(ε)t

τt

)1−q
(
τt −τg(ε)t

)q

τ
1+q
g(ε)t

1{τg(ε)t>1}
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≤
(
τt −τg(ε)t

)q

τ
1+q
g(ε)t

1{τg(ε)t>1}

where q ∈ (0,1−1/γ), we get that

∫ ∞

0
dt E

[
τt −τg(ε)t

τtτg(ε)t
1{τg(ε)t>1}

]
≤

∫ ∞

0
dt E

(
τt −τg(ε)t

)q

τ
1+q
g(ε)t

1{τg(ε)t>1}


=

∫ ∞

0
dt E

[
τ

q
f(ε)t

]
E

 1

τ
1+q
g(ε)t

1{τg(ε)t>1}


= f(ε)qγ/(γ−1)

g(ε)1+qγ/(γ−1)
E
[
τ

q
1

]∫ ∞

0
dr r qγ/(γ−1)E

[
1

τ
1+q
r

1{τr >1}

]

= f(ε)qγ/(γ−1)

g(ε)1+qγ/(γ−1)
E
[
τ

q
1

]
E

[
1

τ
1+q
1

∫ ∞

τ
−1+1/γ
1

dr r−γ/(γ−1)

]

= f(ε)qγ/(γ−1)

g(ε)1+qγ/(γ−1)
E
[
τ

q
1

]
E
[
τ
−1−q+1/γ
1

]
, (2.7.11)

where we used that τt −τg(ε)t is independent of τg(ε)t and is distributed as τf(ε)t for the first

equality and that τt
(d)= tγ/(γ−1)τ1 for the second. Thanks to (2.3.11), we have E

[
τ

q
1

] <∞ and

E
[
τ
−1+1/γ−q
1

]
<∞. Thus, it follows from (2.7.11) that

lim
ε→0

∫ ∞

0
dt E

[
τt −τg(ε)t

τtτg(ε)t
1{τg(ε)t>1}

]
= 0. (2.7.12)

Combining (2.7.9), (2.7.10) and (2.7.12), we deduce that

lim
ε→0

∫ ∞

0
dt E

[∣∣N 4
ε (t )

∣∣]= 0. (2.7.13)

It follows from (2.7.1), (2.7.6), (2.7.8) and (2.7.13) that

lim
ε→0

Γ(1−1/γ)−1F (ε)−
∫ ∞

0
dt E

[
1

τg(ε)t
1{τg(ε)t>1} f ◦R

(
T↓
g(ε)t ,τ−1

g(ε)t

)
g

(
τ
−1+1/γ
g(ε)t t

)
×exp

{
−

∑
s≤f(ε)t

Φ
(
ε−1s/t ,ε−γ/(γ−1)τ−1

g(ε)tµ(Ts),R
(
Ts ,µ(Ts)−1))}]

= 0.

2.7.2 Proof of Lemma 2.5.2

Recall from (2.5.3) the definition of Iα. Write α1−1/γh−βZα,β(U )− Iα =∑4
i=1 J i

α where

J 1
α =α1−1/γh−β

∫ H(U )

εH(U )
σαr,Uh

β

r,U dr,

139



Chapter 2. Zooming in at the root of the stable tree

J 2
α =α1−1/γ

∫ εH(U )

0
σαr,U

{(
hr,U

h

)β
−

(
1− r

h

)β}
dr,

J 3
α =α1−1/γ

∫ εH(U )

0
σαr,U

{(
1− r

h

)β
−e−βr /h

}
dr,

J 4
α =α1−1/γ

∫ εH(U )

0

{
σαr,U −e−α(1−σr,U )

}
e−βr /hdr.

We shall prove that for every 1 ≤ i ≤ 4, limα→∞ J i
α = 0 in N(1)-probability.

We start by showing that N(1)-a.s. µ(dx)-a.s.

lim
α→∞α

1−1/γ
∫ H(x)

εH(x)
σαr,x dr = 0. (2.7.14)

Recall from (2.3.9) the definition of S. Using Lemma 2.3.5-(i) and Bismut’s decomposition

(2.3.12), we have

Γ(1−1/γ)−1 N(1)
[
µ

(
x ∈T : limsup

α→∞
α1−1/γ

∫ H(x)

εH(x)
σαr,x dr > 0

)]
= N

[
1

σ
1{σ>1}µ

(
x ∈T : limsup

α→∞

(α
σ

)1−1/γ
∫ H(x)

εH(x)

(σr,x

σ

)α
dr > 0

)]
=

∫ ∞

0
dt E

[
1

τt
1{τt>1}; limsup

α→∞

(
α

τt

)1−1/γ ∫ t

εt

(
1− Sr

τt

)α
dr > 0

]
. (2.7.15)

Let t > 0. It is clear that ∫ t

εt

(
1− Sr

τt

)α
dr ≤

∫ t

εt
e−αSr /τt dr ≤ te−αSεt /τt . (2.7.16)

According to [29, Chapter III, Theorem 11], we have that P-a.s.

liminf
ε→0

Sεt

h(εt )
= γ−1 > 0,

where h(r ) = r γ/(γ−1) log
(∣∣logr

∣∣)−1/(γ−1). As a consequence, there exist a positive random

variable ρ = ρ(ω) and a constant c > 0 such that P-a.s. Sεt ≥ ch(εt) for every ε ∈ (0,ρ). We

deduce that for every t > 0, P-a.s.

limsup
α→∞

α1−1/γe−αSεt /τt ≤ limsup
α→∞

α1−1/γe−cαh(εt )/τt

= limsup
α→∞

α1−1/γe−ctγ/(γ−1)αδ log(| log(εt )|)−1/τt = 0,

where in the second to last equality we used (2.5.2). In conjunction with (2.7.15) and (2.7.16),

this yields (2.7.14).
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Let η> 0. Using that hr,U ≤ h, we have

limsup
α→∞

N(1) [J 1
α > η]≤ limsup

α→∞
N(1)

[
α1−1/γ

∫ H(U )

εH(U )
σαr,U dr > η

]
= limsup

α→∞
N(1)

[
µ

(
x ∈T : α1−1/γ

∫ H(x)

εH(x)
σαr,x dr > η

)]
,

where the last term vanishes thanks to (2.7.14) and the dominated convergence theorem. This

gives that limα→∞ J 1
α = 0 in N(1)-probability.

Under N(1), let x∗ be the unique leaf realizing the total height, that is the unique x ∈T such

that H (x) = h. Then N(1)-a.s. we have H (U ∧x∗) > 0 and, thanks to (2.2.6), hr,U = h−r for every

r ∈ [0,εH(U )] if ε> 0 is small enough (more precisely for ε≤ H(U ∧x∗)/H(U )). In particular,

this implies that N(1)-a.s. limα→∞ J 2
α = 0.

Next, we have

|J 3
α| ≤α1−1/γ

∫ εH(U )

0
σαr,U

∣∣∣∣∣
(
1− r

h

)β
−e−βr /h

∣∣∣∣∣ dr

≤α1−1/γβ

∫ εH(U )

0
σαr,U

∣∣∣∣log

(
1− r

h

)
+ r

h

∣∣∣∣e−βr /hdr

≤α1−1/γβ j

(
εH(U )

h

)∫ εH(U )

0
σαr,U

r 2

h2 e−βr /hdr

≤C H(U ) j (ε)ε3α2(1−1/γ),

where we used that |eb −ea | ≤ |b −a|eb for a ≤ b for the second inequality, that the function

j : y 7→ −(y + log(1− y))/y2 is increasing on [0,1) for the third and the fact that H(U ) ≤ h

and β/α1−1/γ is bounded by some constant C > 0 for the last. Using (2.5.2), notice that

ε3α2(1−1/γ) = α(3δ−1)(1−1/γ) → 0 as δ < 1/3. Since limy→0 j (y) = 1/2, we deduce that N(1)-a.s.

limα→∞ J 3
α = 0.

Finally, we have

|J 4
α| ≤α2−1/γ

∫ εH(U )

0

∣∣log
(
σr,U

)+1−σr,U
∣∣e−α(1−σr,U ) dr

≤ j
(
1−σεH(U ),U

)
α2−1/γ

∫ εH(U )

0

(
1−σr,U

)2 e−α(1−σr,U ) dr

≤C H(U ) j
(
1−σεH(U ),U

)
α−1/γε,

where we used that |eb − ea | ≤ |b − a|eb for a ≤ b for the first inequality, that the function

j : x 7→ −(x+log(1−x))/x2 is increasing on [0,1) for the second and that the function x 7→ x2e−x

is bounded on [0,∞) for the last. Since limx→0 j (x) = 1/2, limε→0σεH(U ),U = 1 and α−1/γε→ 0,

we deduce that N(1)-a.s. limα→∞ J 4
α = 0.
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2.7.3 Proof of Lemma 2.5.3

It is enough to show that for every Lipschitz-continuous and bounded function f : [0,∞) →R

lim
α→∞N(1)

[∫
T
µ(dx) f

(
α1−1/γh−β

(
Zα,β(x)−Zα,β

))]= f (0).

Let ε=α(δ−1)(1−1/γ) with δ ∈ (0,1/2). For every x ∈T such that H(x) ≥ ε, set

Z ε
α,β(x) =

∫ ε

0
σαr,xh

β
r,x dr and Zεα,β =

∫
T

1{H(x)≥ε}Z ε
α,β(x)µ(dx).

Let x∗ ∈T be the unique leaf realizing the height, that is H(x∗) = h. Using that h≥ H(x ∧x∗)

and that Z ε
α,β(x) = Z ε

α,β(x∗) if ε≤ H(x ∧x∗), write

∫
T
µ(dx) f

(
α1−1/γh−β

(
Zα,β(x)−Zα,β

))= 4∑
i=1

Ai
α+Bα,

where

A1
α =

∫
T
µ(dx)1{H(x∧x∗)<ε} f

(
α1−1/γh−β

(
Zα,β(x)−Zα,β

))
,

A2
α =

∫
T
µ(dx)1{H(x∧x∗)≥ε}

{
f
(
α1−1/γh−β

(
Zα,β(x)−Zα,β

))
− f

(
α1−1/γh−β

(
Z ε
α,β(x)−Zα,β

))}
,

A3
α =

∫
T
µ(dx)1{H(x∧x∗)≥ε}

{
f
(
α1−1/γh−β

(
Z ε
α,β(x)−Zα,β

))
− f

(
α1−1/γh−β

(
Z ε
α,β(x)−Zεα,β

))}
,

A4
α =−µ({

x ∈T : H(x ∧x∗) < ε}) f
(
1{h≥ε}α

1−1/γh−β
(

Z ε
α,β(x∗)−Zεα,β

))
,

Bα = f
(
1{h≥ε}α

1−1/γh−β
(

Z ε
α,β(x∗)−Zεα,β

))
.

Thanks to the dominated convergence theorem, we have

lim
α→∞N(1)[|A1

α+ A4
α|] ≤ 2

∥∥ f
∥∥∞ lim

α→∞N(1)
[∫

T
µ(dx)1{H(x∧x∗)<ε}

]
= 0. (2.7.17)

Next, notice that

N(1)[|A2
α|] ≤

∥∥ f
∥∥

L N(1)
[
α1−1/γh−β

∫
T
µ(dx)1{H(x∧x∗)≥ε)}

(
Zα,β(x)−Z ε

α,β(x)
)]

≤
∥∥ f

∥∥
L N(1)

[
α1−1/γ

∫
T
µ(dx)1{H(x)≥ε}

∫ H(x)

ε
σαr,x dr

]
, (2.7.18)
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where we used that H(x ∧x∗) ≤ H(x) and hr,x ≤ h for the second inequality. Now similarly to

(2.7.14), we have N(1)-a.s. µ(dx)-a.s.

lim
α→∞α

1−1/γ1{H(x)≥ε}

∫ H(x)

ε
σαr,x dr = 0. (2.7.19)

Furthermore, applying Corollary 2.3.7, we have

sup
α≥0

α2−2/γN(1)

[∫
T
µ(dx)

(
1{H(x)≥ε}

∫ H(x)

ε
σαr,x dr

)2
]

≤ sup
α≥0

α2−2/γN(1)

[∫
T
µ(dx)

(∫ H(x)

0
σαr,x dr

)2
]
<∞.

We deduce that the family (
α1−1/γ1{H(x)≥ε}

∫ H(x)

ε
σαr,x dr : α≥ 0

)
is uniformly integrable under the measure N(1)[dT ]µ(dx). In conjunction with (2.7.19), this

gives

lim
α→∞N(1)

[
α1−1/γ

∫
T

1{H(x)≥ε}µ(dx)
∫ H(x)

ε
σαr,x dr

]
= 0, (2.7.20)

which, thanks to (2.7.18), implies that

lim
α→∞N(1)[|A2

α|] = 0. (2.7.21)

We have

N(1)[|A3
α|] ≤

∥∥ f
∥∥

L N(1)
[
α1−1/γh−β

∫
T
µ(dx)1{H(x∧x∗)≥ε}

(
Zα,β−Zεα,β

)]
≤

∥∥ f
∥∥

L N(1)
[
α1−1/γh−β

(
Zα,β−Zεα,β

)]
≤

∥∥ f
∥∥

L N(1)
[
α1−1/γ

∫
T

1{H(x)≥ε}µ(dx)
∫ H(x)

ε
σαr,x dr

]
+

∥∥ f
∥∥

L N(1)
[
α1−1/γ

∫
T

1{H(x)<ε}µ(dx)
∫ H(x)

0
σαr,x dr

]
, (2.7.22)

where we used that hr,x ≤ h for the last inequality. Let p ∈ (1,2) and notice that ε1+pα1−1/γ→ 0.

Using that σr,x ≤ 1 together with the Markov inequality, we get

N(1)
[
α1−1/γ

∫
T

1{H(x)<ε}µ(dx)
∫ H(x)

0
σαr,x dr

]
≤ N(1)

[
εα1−1/γ

∫
T

1{H(x)<ε}µ(dx)

]
≤ ε1+pα1−1/γN(1)

[∫
T

H(x)−p µ(dx)

]
.
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Chapter 2. Zooming in at the root of the stable tree

By Lemma 2.3.9, the last term is finite. This, in conjunction with (2.7.20) and (2.7.22), implies

that

lim
α→∞N(1)[|A3

α|] = 0. (2.7.23)

It remains to show that limα→∞ N(1)[Bα] = f (0), which is equivalent to the following conver-

gence in N(1)-probability

lim
α→∞1{h≥ε}α

1−1/γh−β
(

Z ε
α,β(x∗)−Zεα,β

)
= 0. (2.7.24)

Again using that Z ε
α,β(x) = Z ε

α,β(x∗) if ε≤ H(x ∧x∗), we write

1{h≥ε}α
1−1/γh−β

(
Z ε
α,β(x∗)−Zεα,β

)
= B 1

α+B 2
α,

where

B 1
α =α1−1/γh−β

(
1{h≥ε}Z ε

α,β(x∗)−
∫
T
µ(dx)1{H(x∧x∗)≥ε}Z ε

α,β(x∗)

)
,

B 2
α =α1−1/γh−β

(∫
T
µ(dx)1{H(x∧x∗)≥ε}Z ε

α,β(x)−1{h≥ε}Zεα,β

)
.

Recall that ε=α(δ−1)(1−1/γ) → 0 as α→∞. Fix η> 0 and let α0 > 0 be large enough so that for

every α≥α0

N(1)
[∫

T
µ(dx)1{H(x∧x∗)<ε}

]
≤ η.

Then we have for every α≥α0 and C > 0

N(1)
[
α1−1/γh−βZ ε

α,β(x∗)1{h≥ε} ≥C
]

≤ N(1)
[∫

T
µ(dx)1{

α1−1/γh−βZ ε
α,β(x)≥C , H(x∧x∗)≥ε

}]+N(1)
[∫

T
µ(dx)1{H(x∧x∗)<ε}

]
≤ α2−2/γ

C 2 N(1)
[∫

T
µ(dx)1{H(x∧x∗)≥ε}

(
h−βZ ε

α,β(x)
)2

]
+η

≤ α2−2/γ

C 2 N(1)

[∫
T
µ(dx)

(∫ H(x)

0
σαr,x dr

)2
]
+η

≤ M

C 2 +η (2.7.25)

for some constant M > 0, where we used that Z ε
α,β(x∗) = Z ε

α,β(x) for every x ∈ T such that

H(x ∧x∗) ≥ ε for the first inequality, the Markov inequality for the second and Corollary 2.3.7

for the last. Thus, we get that the family (1{h≥ε}α
1−1/γh−βZ ε

α,β(x∗) : α ≥ α0, β ≥ 0) is tight.

Since N(1)-a.s.

lim
α→∞

∫
T
µ(dx)1{H(x∧x∗)<ε} = 0,
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we deduce the following convergence in N(1)-probability

lim
α→∞B 1

α = lim
α→∞1{h≥ε}α

1−1/γh−βZ ε
α,β(x∗)

∫
T
µ(dx)1{H(x∧x∗)<ε} = 0.

Furthermore, we have

N(1)[|B 2
α|] =α1−1/γN(1)

[∫
T
µ(dx)1{H(x)≥ε, H(x∧x∗)<ε}h

−βZ ε
α,β(x)

]
≤α1−1/γN(1)

[∫
T
µ(dx)

(
1{H(x∧x∗)<ε}

∫ H(x)

0
σαr,x dr

)]

≤α1−1/γN(1)

[∫
T
µ(dx)

(∫ H(x)

0
σαr,x dr

)2
]1/2

N(1)
[∫

T
µ(dx)1{H(x∧x∗)<ε}

]1/2

≤C N(1)
[∫

T
µ(dx)1{H(x∧x∗)<ε}

]1/2

for some constant C > 0, where we used the Cauchy-Schwarz inequality for the second in-

equality and Corollary 2.3.7 for the last. It follows from the dominated convergence theorem

that limα→∞ N(1)[|B 2
α|] = 0. This finishes the proof of (2.7.24).
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3 Conditioning (sub)critical Lévy trees
by their maximal degree

This chapter is based on the preprint [6].

We study the maximal degree of (sub)critical Lévy trees which arise as the scaling limits of

Bienaymé-Galton-Watson trees. We determine the genealogical structure of large nodes and

establish a Poissonian decomposition of the tree along those nodes. Furthermore, we make

sense of the distribution of the Lévy tree conditioned to have a fixed maximal degree. In the

case where the Lévy measure is diffuse, we show that the maximal degree is realized by a unique

node whose height is exponentially distributed and we also prove that the conditioned Lévy

tree can be obtained by grafting a Lévy forest on an independent size-biased Lévy tree with a

degree constraint at a uniformly chosen leaf. Finally, we show that the Lévy tree conditioned

on having large maximal degree converges locally to an immortal tree (which is the continuous

analogue of the Kesten tree) in the critical case and to a condensation tree in the subcritical

case. Our results are formulated in terms of the exploration process which allows to drop the

Grey condition.

3.1 Introduction and main results

Lévy trees are random metric spaces that encode the genealogical structure of continuous-

state branching processes (CB processes for short). As such, they arise as the scaling limits of

Bienaymé-Galton-Watson trees. Lévy trees were introduced by Le Gall and Le Jan [119] and

Duquesne and Le Gall [57] in order to generalize Aldous’ Brownian tree [16]. They also appear

as scaling limits of various models of trees and graphs, see e.g. Haas and Miermont [82], and

are naturally related to fragmentation processes, see Miermont [124, 125], Haas and Miermont

[81], Abraham and Delmas [1].

In the present paper, we study the maximal degree of a general Lévy tree. More precisely,

we first establish a Poissonian decomposition of the Lévy tree along large nodes. Then, we

make sense of the distribution of the Lévy tree conditioned to have a fixed maximal degree. In

the case where the Lévy measure is diffuse, we show that the maximal degree is realized by
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a unique node, and we describe how to reconstruct the tree by grafting a Lévy forest on an

independent size-biased Lévy tree (with a restriction on the maximal degree) at a uniform

leaf. Finally, we investigate the asymptotic behavior of the Lévy tree conditioned to have large

maximal degree.

These questions arise naturally in the study of random trees and have been thoroughly in-

vestigated in the case of Bienaymé-Galton-Watson trees. The first results in this direction

were obtained by Jonsson and Stefánsson [98] who showed that a condensation phenomenon

appears for a certain class of subcritical Bienaymé-Galton-Watson trees conditioned to have

a large size, in the sense that with high probability there exists a unique node with degree

proportional to the size. Furthermore, the tree converges locally to a condensation tree con-

sisting of a finite spine with random geometric length onto which independent and identically

distributed Bienaymé-Galton-Watson trees are grafted. This was later generalized by Janson

[94], with further results by Kortchemski [111], Abraham and Delmas [4], Stufler [146]. On

the other hand, He [85] shows that Bienaymé-Galton-Watson trees conditioned on having

large maximal degree converge locally to Kesten’s tree (which consists of an infinite spine onto

which independent and identically distributed Bienaymé-Galton-Watson trees are grafted) in

the critical case and to a condensation tree in the subcritical case.

In the continuum setting, Bertoin [34] determined the distribution of the maximal degree of a

stable Lévy tree (his result is formulated in terms of Lévy processes). Using the formalism of

CB processes, He and Li [88] treated the case of a general branching mechanism (in fact their

result is more general as they considered CB processes with immigration). In [87], they also

studied the local limit of a CB process conditioned to have large maximal degree (i.e. large

maximal jump). In the critical case, they showed that it converges locally to a CB process with

immigration. Later , He [86] extended the local convergence result to the whole genealogy:

more precisely, he showed that a critical Lévy tree conditioned on having large maximal

degree converges locally to an immortal tree (which is the continuous counterpart of Kesten’s

tree, consisting of an infinite spine onto which trees are grafted according to a Poisson point

process). We improve these results by considering the density version of the conditioning

instead of the tail version: more explicitly, we study the asymptotic behavior of critical Lévy

trees conditioned to have maximal degree equal to (and not larger than) a given value. Density

versions are finer than their tail counterparts and are usually more difficult to prove.

The existing litterature in the subcritical case is less developped. He and Li [87] showed

that a subcritical CB process conditioned to have large maximal degree converges locally

to a CB process with immigration which is killed (i.e. sent to infinity) at an independent

exponential time, thus underlining a condensation phenomenon. We improve this result in

several directions. Again we consider the density version of the conditioning instead of the tail

version. We also extend the convergence result to the whole genealogical structure instead of

the population size at a given time: this gives more information and, as an example, allows us

to see that only one large node emerges. Finally, we are also able to describe precisely what

happens above the condensation node.
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3.1. Introduction and main results

For the sake of clarity, we shall formulate our results in terms of Lévy trees in the introduc-

tion. This requires an additional assumption on the branching mechanism, namely the Grey

condition (see below), in order to have a nice topology on the set of trees. Indeed, this condi-

tion ensures that the Lévy tree is a compact real tree. However, it is superfluous and will be

dropped in the rest of the paper where we will deal with the exploration process instead. Let

us mention that a forthcoming work by Duquesne and Winkel [61] should allow us to use the

formalism of real trees even for a general branching mechanism not necessarily satisfying the

Grey condition.

Before stating our main results, we need to recall some definitions and to set notations.

3.1.1 Real trees

We recall the formalism of real trees, see [69]. A quadruple (T,d ,;,µ) is called a real tree

if (T,d) is a metric space equipped with a distinguished vertex ; ∈ T called the root and a

nonnegative finite measure µ on T and if the following two properties hold for every x, y ∈ T :

(i) (Unique geodesics). There exists a unique isometric map fx,y : [0,d(x, y)] → T such that

fx,y (0) = x and fx,y (d(x, y)) = y .

(ii) (Loop-free). If ϕ is a continuous injective map from [0,1] into T such that ϕ(0) = x and

ϕ(1) = y , then we have ϕ([0,1]) = fx,y
(
[0,d(x, y)]

)
.

For every vertex x ∈ T , we define its height by H(x) = d(;, x). The height of the tree is defined

by h(T ) = supx∈T H(x). Note that if (T,d) is compact, then h(T ) <∞.

We will denote by T the set of (isometry classes of) compact real trees. Let us mention that

it can be equipped with the Gromov-Hausdorff-Prokhorov distance which makes it a Polish

space, see e.g. [13].

We will also need the set T∗ of (isometry classes of) compact real trees that are marked, i.e.

equipped with a distinguished vertex in addition to the root ;. Again, T∗ can be made into

a Polish space when equipped with a marked variant of the Gromov-Hausdorff-Prokhorov

distance.

3.1.2 Local convergence of real trees

We will make use of the notion of local convergence for locally compact real trees which we

now recall. For every h > 0, define the restriction mapping on the set of (isometry classes of)

real trees by:

rh(T,d ,;,µ) = (T h ,d|T h×T h ,;,µ|T h ) where T h = {x ∈ T : H(x) ≤ h}.
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In other words, rh(T ) is the real tree obtained from T by removing all nodes whose height is

larger than h, equipped with the same metric and measure restricted to T h . Recall that the

Hopf-Rinow theorem implies that if T is a locally compact real tree, the closed ball rh(T ) is

compact. We say that a sequence Tn of locally compact trees converges locally to a locally

compact tree T if for every h > 0, the sequence rh(Tn) converges for the Gromov-Hausdorff-

Prokhorov distance to rh(T ).

3.1.3 Grafting procedure

Given a real tree T ∈T and a finite or countable family ((xi ,Ti ), i ∈ I ) of elements of T ×T, we

denote by

T ~i∈I (xi ,Ti )

the real tree obtained by grafting Ti on T at the node xi . For a precise definition, we refer the

reader to [3, Section 2.4].

3.1.4 Lévy trees

Let ψ be a branching mechanism given by:

ψ(λ) =αλ+βλ2 +
∫

(0,∞)

(
e−λr −1+λr

)
π(dr ), (3.1.1)

where α,β ≥ 0 and π is a σ-finite measure on (0,∞) such that
∫

(0,∞)(r ∧ r 2)π(dr ) <∞. The

branching mechanism ψ is said to be critical (resp. subcritical) if α= 0 (resp. α> 0). In what

follows, we assume that π 6= 0 as otherwise all branching points of the Lévy tree will be binary.

Whenever we are dealing with Lévy trees, we always assume that the Grey condition holds:∫ ∞ dλ

ψ(λ)
<∞, (3.1.2)

which is equivalent to the compactness of the Lévy tree. In the rest of the paper, this condition

will be relaxed to:

β> 0 or
∫

(0,1)
r π(dr ) =∞. (3.1.3)

We will consider a Lévy tree T under its excursion measure which is denoted by Nψ. Here

we briefly recall some results on Lévy trees but we refer the reader to Duquesne and Le Gall

[57, 58] for a complete presentation on the subject. One can define a σ-finite measure Nψ on

the space T, called the excursion measure of the Lévy tree, with the following properties.

(i) Mass measure. For Nψ-almost every T , the mass measure µ is supported on the set of

leaves Lf(T ) := {x ∈ T : T \ {x} is connected}. Furthermore, the total mass σ := µ(T )

satisfies:

Nψ
[

1−e−λσ
]
=ψ−1(λ). (3.1.4)
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(ii) Local times. For Nψ-almost every T , there exists a process (La , a ≥ 0) with values in the

space of finite measures on T which is càdlàg for the weak topology and such that

µ(dx) =
∫ ∞

0
da La(dx). (3.1.5)

For every a ≥ 0, the measure La is supported on T (a) := {x ∈ T : H(x) = a} the set of

nodes at height a. Furthermore, the real-valued process (La
σ := 〈La ,1〉, a ≥ 0) is a ψ-CB

process under its canonical measure.

(iii) Branching property. For every a ≥ 0, let (T i , i ∈ Ia) be the subtrees of T originating

from level a. Then, under Nψ and conditionally on ra(T ) := {x ∈ T : H(x) ≤ a}, the

measure
∑

i∈Ia
δT i is a Poisson point measure with intensity La

σNψ.

(iv) Branching points. For Nψ-almost every T , the branching points of T are either binary

or of infinite degree. The set of binary branching points is empty if β = 0 and is a

countable dense subset of T if β> 0. The set

Br∞(T ) := {x ∈T : T \ {x} has infinitely many connected components}

of infinite branching points is nonempty with Nψ-positive measure if and only if π 6= 0.

If 〈π,1〉 = ∞, the set Br∞(T ) is countable and dense in T for Nψ-almost every T .

Furthermore, the set {H(x), x ∈ Br∞(T )} coincides with the set of discontinuity times

of the mapping a 7→ La . For every such discontinuity time a, there is a unique xa ∈
Br∞(T )∩T (a) and ∆a > 0 such that

La = La−+∆aδxa .

For convenience, we define ∆a for every a ≥ 0 by setting ∆a = 0 if La = La−. In particular,

we have La
σ = La−

σ +∆a , that is ∆a is exactly the size of the jump of the associated CB

process at time a. We will call ∆a the degree (or the mass) of the node xa . This is an

abuse of language since a node xa ∈ Br∞(T ) has infinite degree by definition.

3.1.5 Main results

We denote by ∆ the maximal degree of the Lévy tree T under Nψ:

∆= sup
a≥0

∆a . (3.1.6)

The first result of this paper gives the joint distribution of the maximal degree ∆ and the total

mass σ under Nψ. The distribution of the maximal degree was already obtained by Bertoin

[34, Lemma 1] in the stable Lévy case then by He and Li [88] in the general case.

For the sake of notational simplicity, if ν is a measure on Rwe will write ν(a,b) (resp. ν[a,b))

instead of ν((a,b)) (resp. ν([a,b))). We will also write ν(a) for ν({a}). Denote by π̄ : R+ → (0,∞]
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the tail of the Lévy measure π:

π̄(δ) =π(δ,∞), ∀δ≥ 0, (3.1.7)

and define the Laplace exponent ψδ for every δ> 0 by:

ψδ(λ) =
(
α+

∫
(δ,∞)

r π(dr )

)
λ+βλ2 +

∫
(0,δ]

(
e−λr −1+λr

)
π(dr )

=ψ(λ)+
∫

(δ,∞)

(
1−e−λr

)
π(dr ). (3.1.8)

Observe that, in terms of the associated Lévy process, this corresponds to removing all jumps

with size larger than δ. If the Lévy measure π is finite, we also define:

ψ0(λ) =
(
α+

∫
(0,∞)

r π(dr )

)
λ+βλ2. (3.1.9)

Proposition 3.1.1. For every δ> 0 and λ≥ 0, we have:

Nψ
[

1−e−λσ1{∆≤δ}

]
=ψ−1

δ (π̄(δ)+λ). (3.1.10)

Furthermore, if the Lévy measure π is finite, we have:

Nψ
[

1−e−λσ1{∆=0}

]
=ψ−1

0 (〈π,1〉+λ). (3.1.11)

The proof is given in Section 3.3.

Remark 3.1.2. Let us make a connection with He and Li [87]. Recall that under Nψ the process

(La
σ, a ≥ 0) is distributed as a ψ-CB process under its canonical measure and that the maximal

degree ∆ of the Lévy tree corresponds to the maximal jump of the associated CB process.

In particular, taking λ = 0 in (3.1.10) gives the distribution of the maximal jump of a ψ-CB

process, which was already obtained by He and Li, see [87, Corollary 4.2]. In fact, their result is

much more general (see [87, Theorem 4.1]) since they consider a CB process with immigration

and in this context, they compute the distribution of the local maximal jump which in terms

of the Lévy tree corresponds to the maximal degree up to a fixed level h. However, they do not

give the joint distribution of ∆ and σ, which in terms of the CB process corresponds to the

total mass:

σ=
∫ ∞

0
La
σda.

Next, we give a decomposition of the Lévy tree along the large nodes. More precisely, we

identify the distribution of the pruned Lévy tree obtained by removing all nodes with degree

larger than δ (and the subtrees above them). This is again a Lévy tree with branching mecha-

nism ψδ under its excursion measure. Furthermore, one can recover the Lévy tree from the

pruned one by grafting Lévy forests at uniformly chosen leaves in a Poissonian manner. Before

stating the result, we first need to introduce some notations. For every r > 0, denote by Pψr
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the distribution of the random real tree T = {;}~i∈I Ti obtained by gluing together at their

root the atoms (Ti , i ∈ I ) of a T-valued Poisson point measure with intensity r Nψ[dT ]. This

should be interpreted as the distribution of a Lévy forest with initial degree r > 0. Furthermore,

for every δ> 0 such that π̄(δ) > 0, set:

Q
ψ

δ
(dT ) = 1

π̄(δ)

∫
(δ,∞)

π(dr )Pψr (dT )

which is the distribution of a Lévy forest with random initial degree with distribution π

conditioned on being larger than δ.

Theorem 3.1.3. Let δ≥ 0 such that π̄(δ) <∞. Under Nψδ and conditionally on (T ,;,d ,µ), let

((xi ,Ti ), i ∈ I ) be the atoms of a Poisson point measure on T ×Twith intensity π̄(δ)µ(dx)Qψ
δ

(dT̃ ).

Then, under Nψδ , the random tree T ~i∈I (xi ,Ti ) has distribution Nψ.

Figure 3.1 – Decomposition of the Lévy tree T along the nodes with degree larger than δ

(left) and the associated discrete forest (right). In blue: the pruned subtree T δ, in red: the
first-generation nodes with degree larger than δ.

See Theorem 3.4.1 for a more precise statement. In particular, the pruned Lévy tree T δ which

is obtained from T by removing all nodes with degree larger than δ is again a Lévy tree with

branching mechanism ψδ. Thanks to this decomposition, we prove in Proposition 3.4.6 that

the discrete forest formed by nodes with degree larger than δ is a Bienaymé-Galton-Watson

forest and we specify its initial distribution and its offspring distribution, see Figure 3.1.

Remark 3.1.4. Theorem 3.1.3 is a special case of the main result in [8]. In that paper, the

authors study a pruning procedure on the Lévy tree defined as follows: they add some marks

on the skeleton of the tree according to a Poisson point measure with intensity α1Λ (where

Λ is the length measure on T which is the equivalent of the Lebesgue measure) and add

some other marks on the infinite branching points xa with probability p(∆a) where p is a

153



Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

nonnegative measurable function satisfying:∫
(0,∞)

r p(r )π(dr ) <∞.

Then they show that the subtree T α1,p containing the root obtained from T by removing

all the marks is again a Lévy tree and identify its branching mechanism. Furthermore, they

determine the distribution of the subtrees above the marks conditionally on T α1,p . It is

obvious that the tree T δ coincides with T α1,p where α1 = 0 and p = 1(δ,∞). Since p satisfies

the integrability assumption above (as
∫

(1,∞) r π(dr ) <∞), their result applies and gives the

joint distribution of the pruned tree T δ and the subtrees originating from the nodes with

degree larger than δ. However, the proof is much simpler in our particular setting.

One of our main results is the next theorem giving a decomposition of the Lévy tree at its

largest nodes. Under Nψ, denote by Mδ the random variable defined by:

Mδ =
eg(δ)σ−1

g(δ)
, where g(δ) =π(δ)e−δNψ[∆>δ].

This should be interpreted as Mδ =σ if g(δ) = 0 (i.e. if δ is not an atom of π).

Theorem 3.1.5. There exists a regular conditional probability Nψ[·|∆= δ] for δ> 0 such that

π[δ,∞) > 0, which is given by, for every measurable and bounded F : T→R:

Nψ[F (T )|∆= δ] = 1

Nψ[Mδ1{∆<δ}]

∞∑
k=0

g(δ)k

(k +1)!

×Nψ

[∫ k+1∏
i=1

µ(dxi )Pψ
δ

(dTi |∆≤ δ)F (T ~k+1
i=1 (xi ,Ti ))1{∆<δ}

]
, (3.1.12)

where Nψ[Mδ1{∆<δ}] <∞. In particular, if δ> 0 is not an atom of the Lévy measure π, we have:

Nψ[F (T )|∆= δ] = 1

Nψ[σ1{∆<δ}]
Nψ

[∫
µ(dx)Pψ

δ
(dT̃ |∆≤ δ)F (T ~ (x,T̃ ))1{∆<δ}

]
. (3.1.13)

Furthermore, if 〈π,1〉 =∞, then Nψ-a.e. ∆> 0, and if 〈π,1〉 <∞, then we have:

Nψ[F (T )1{∆=0}] = Nψ0 [F (T )e−〈π,1〉σ]. (3.1.14)

The proof is given in Section 3.5. Some comments are in order.

(i) Recall that the distribution of ∆ is given in Proposition 3.1.1. Together with the distribu-

tion of T conditionally on ∆= δ, we can recover the unconditional distribution of the

Lévy tree via the disintegration formula:

Nψ[F (T )] = Nψ[F (T )1{∆=0}]+
∫

(0,∞)
Nψ[∆ ∈ dδ]Nψ[F (T )|∆= δ],
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where the first term on the right-hand side vanishes if π is infinite.

(ii) Assume that δ> 0 is not an atom of π. Then, conditionally on∆= δ, the Lévy tree can be

constructed as follows: take T̃ with distribution Nψ[σ1{∆≤δ}]
−1 Nψ[·;σ1{∆≤δ}], choose

a leaf uniformly at random in T̃ (i.e. according to its normalized mass measure σ̃−1µ̃)

and on this leaf graft an independent Lévy forest with initial degree δ conditioned to

have maximal degree ∆≤ δ. In fact, since δ is not an atom, this random forest will have

no other nodes with degree δ besides the root. This entails that, conditionally on ∆= δ,

there is a unique node realizing the maximum degree.

(iii) The situation is different when δ > 0 is an atom of π. In that case, conditionally on

∆= δ, the number of first-generation nodes realizing the maximal degree has a Poisson

distribution. More precisely, conditionally on ∆= δ, the Lévy tree can be constructed as

follows: take T̃ with distribution Nψ[Mδ1{∆<δ}]
−1 Nψ[Mδ1{∆<δ} dT ], and, conditionally

on T̃ , graft a Poisson point measure with intensity g(δ) µ̃(dx)Pψ
δ

(dT |∆≤ δ) conditioned

on containing at least one point.

As a consequence, we show in Proposition 3.5.11 that if the Lévy measure π is diffuse, then

Nψ-a.e. there is a unique node X∆ with degree ∆. Denote by H∆ = H(X∆) its height. Then we

give a decomposition of the Lévy tree conditioned on ∆= δ and H∆ = h, see Theorem 3.6.3.

Finally, we turn to the behavior of a Lévy tree conditioned to have a large maximal degree.

Other conditionings have been considered in the past. Duquesne [56] (this is also related to

Williams’ decomposition, see [2]) proved that a (sub)critical Lévy tree conditioned on having a

large height converges locally to the immortal tree (which consists of an infinite spine onto

which trees are grafted according to a Poisson point process). Later, He [86] proved the same

convergence for a critical Lévy tree conditioned on having a large maximal degree ∆> δ or

a large width. In fact, his result is more general as it allows to condition by any measurable

function of the tree satisfying a natural monotonicity property.

Here we treat both the critical and the subcritical cases and we consider the density version

∆= δ. Similarly to the discrete case, two drastically different types of limiting behavior appear.

In the subcritical case, there is a condensation phenomenon where a node with infinite degree

emerges at a finite exponentially distributed height. Denote by X∆ the lowest node with degree

∆ and let F+
∆ be the forest above X∆, seen as a point measure on R+×T. To be more precise,

the forest F+
∆ =∑

i∈I δ(`i ,Ti ) is obtained by decomposing the path of the exploration process

(or the height process) into excursions away from 0, with each excursion arriving at local time

`i and coding a tree Ti . Finally, let T −
∆ be the pruned Lévy tree, that is the Lévy tree T after

removing X∆ and F+
∆ . We refer the reader to Theorem 3.7.5 and Theorem 3.8.2 for a precise

statement.

Theorem 3.1.6. Assume that ψ is subcritical and that the Lévy measure π is unbounded. Let

F : T∗ →R be continuous and bounded,Φ : R+×T→R+ be continuous with bounded support

and let Aδ be equal to any one of the following events: {∆= δ}, {∆> δ}, {T has exactly one node
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with degree larger than δ} or {T has exactly one first-generation node with degree larger than

δ}. We have:

lim
δ→∞

Nψ
[

F (T −
∆ , X∆)e−〈F

+
∆ ,Φ〉

∣∣∣Aδ

]
=αNψ

[∫
T

F (T , x)µ(dx)

]
exp

{
−

∫ ∞

0
d`Nψ

[
1−e−Φ(`,T )

]}
.

(3.1.15)

In particular, conditionally on Aδ, the height H (X∆) of X∆ converges to an exponential distribu-

tion with mean 1/α.

The last result should be interpreted as local convergence in distribution to a “condensation

tree” described as follows: start with a size-biased Lévy tree T̃ with distribution αNψ[σdT ],

choose a leaf uniformly at random in T̃ and on this leaf graft an independent Lévy forest with

infinite degree (i.e. a Poisson point measure onR+×Twith intensity d`Nψ[dT ]). However, the

limiting object is a (random) real tree which is not locally compact and the way to circumvent

this difficulty is by considering the subtree above the condensation node as a point measure

instead.

In the critical case, it should be no surprise that the density version ∆ = δ gives rise to the

same limiting behavior as the tail version ∆> δ, namely local convergence to the immortal

tree. Intuitively, this means that the condensation node goes to infinity and thus becomes

invisible to local convergence. Before stating the result, let us define the immortal tree. Let∑
i∈I δ(si ,Ti ) be a Poisson point measure on R+×Twith intensity

ds

(
2βNψ[dT ]+

∫ ∞

0
r π(dr )Pψr (dT )

)
.

The immortal Lévy tree T
ψ
∞ with branching mechanism ψ is the real tree obtained by grafting

the point measure
∑

i∈I δ(si ,Ti ) on an infinite branch. More formally, set:

T
ψ
∞ =R+~i∈I (si ,Ti ), (3.1.16)

where R+ is considered as a real tree rooted at 0 and equipped with the Euclidean distance and

the zero measure. In particular, thanks to [58, Theorem 4.5], we have the following identity

which is simply a restatement of Lemma 3.2 in [56] in terms of trees:

E
[

F (rh(T ψ
∞ ))

]
= e−αh Nψ

[
Lh
σF (rh(T ))

]
, ∀h > 0. (3.1.17)

Theorem 3.1.7. Assume that ψ is critical and that π is unbounded. Either let Aδ = {∆= δ} and

assume that the additional assumption

lim
δ→∞

π(δ)

Nψ[σ1{∆<δ}]π̄(δ)
∫

[δ,∞) r π(dr )
= 0 (3.1.18)

holds, or let Aδ be equal to any of the following events: {∆> δ}, {T has exactly one node with

degree larger than δ} or {T has exactly one first-generation node with degree larger than δ}.

Then, conditionally on Aδ, the Lévy tree T converges in distribution locally to the immortal
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Lévy tree T
ψ
∞ , i.e. we have:

lim
δ→∞

Nψ [F (rh(T ))|Aδ] = E
[

F (rh(T ψ
∞ ))

]
. (3.1.19)

We refer to Theorem 3.7.8 and Theorem 3.8.4 for a precise statement. The assumption (3.1.18)

is a technical condition which guarantees a fast decay for the size of the atoms of π. Observe

that we have limδ→∞ Nψ[σ1{∆<δ}] = Nψ[σ] which is infinite since ψ is critical. Also notice that

(3.1.18) is automatically satisfied if the Lévy measure π is diffuse.

It is worth noting that in the critical case, conditioning by the different events Aδ yields the

same limiting behavior even though in general they are not equivalent in Nψ-measure. In the

stable (critical) case ψ(λ) =λγ with γ ∈ (1,2), these quantities can be computed explicitly, see

Proposition 3.9.2. In that case, we also show in Proposition 3.9.4 that, conditionally on ∆> δ,

the distribution of the Bienaymé-Galton-Watson forest of nodes with degree larger than δ is

independent of δ.

The rest of the paper is organized as follows. In Section 3.2, we set notation and we introduce

the main object we will be dealing with, namely the exploration process. We compute the

distribution of the maximal degree in Section 3.3, then we give a Poissonian decomposition

of the exploration process along the large nodes and study their structure in Section 3.4. In

Section 3.5 (resp. Section 3.6), we make sense of the exploration process conditioned to have a

fixed maximal degree (resp. a fixed maximal degree at a given height). Sections 3.7 and 3.8

deal with the local convergence of the exploration process conditioned to have large maximal

degree. Finally, Section 3.9 is devoted to the study of the stable case ψ(λ) =λγ.

3.2 The exploration process and the Lévy tree

In this section, we will recall the construction of the exploration process introduced in [119]

and later developped in [57].

3.2.1 Notation

If E is a Polish space, let B+(E ) be the set of real-valued and nonnegative measurable functions

defined on E endowed with its Borel σ-field. For any measure ν on E and any function

f ∈ B+(E), we write 〈ν, f 〉 = ∫
E f (x)ν(dx). We also denote by supp(ν) the closed support of

the measure ν in E .

We denote by M f (E) the set of finite measures on E endowed with the topology of weak

convergence. For every ν ∈M f (R+), we set:

H(ν) = supsupp(ν), (3.2.1)
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with the convention that H(0) = 0. Moreover, we let

∆(ν) = sup{ν(x) : x ≥ 0} (3.2.2)

be the largest atomic mass of ν. We say that ν is diffuse if it has no atoms and set ∆(ν) = 0 by

convention.

Denote by

D = D(R+,M f (R+)) (3.2.3)

the set of M f (R+)-valued càdlàg functions equipped with the Skorokhod J1-topology. For a

function µ= (µt , t ≥ 0) ∈D, let

∆(µ) = sup
t≥0

∆(µt ) (3.2.4)

be the largest atom of the entire path of µ.

3.2.2 The underlying Lévy process and the height process

We consider a (sub)critical branching mechanism of the form

ψ(λ) =αλ+βλ2 +
∫

(0,∞)
(e−λr −1+λr )π(dr ), ∀λ≥ 0, (3.2.5)

where α,β≥ 0 and π 6= 0 is a σ-finite measure on (0,∞) satisfying
∫

(0,∞)(r ∧ r 2)π(dr ) <∞. We

consider a spectrally positive Lévy process X = (X t , t ≥ 0) with Laplace exponent ψ starting

from 0. Namely, we have:

E
[

e−λX t

]
= etψ(λ), ∀t ,λ≥ 0.

We assume that X is of infinite variation a.s. which is equivalent to the following condition:

β> 0 or
∫

(0,1)
r π(dr ) =∞. (3.2.6)

Duquesne and Le Gall [57] proved that there exists a process H = (Ht , t ≥ 0) called theψ-height

process such that for every t ≥ 0, we have the following convergence in probability:

Ht = liminf
ε→0

1

ε

∫ t

0
1{I s

t <Xs<I s
t +ε} ds, (3.2.7)

where, for every 0 ≤ s ≤ t , I s
t = infs≤r≤t Xr is the past infimum. They also proved a Ray-Knight

theorem for H which shows that the ψ-height process H describes the genealogy of the ψ-CB

process, see [57, Theorem 1.4.1].
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3.2.3 The exploration process

Although the height process is not Markov in general, it is a simple function of a measure-

valued Markov process, the so-called exploration process that we now introduce. The explo-

ration process ρ = (ρt , t ≥ 0) is the M f (R+)-valued process defined as follows:

ρt (dr ) =β1[0,Ht ](r )dr +
∑

0<s≤t ,
Xs−<I s

t

(I s
t −Xs−)δHs (dr ). (3.2.8)

In particular, the total mass of ρt is 〈ρt ,1〉 = X t − It .

We will sometimes refer to t ≥ 0 as a node in reference to the corresponding real tree when it is

well defined (see Section 3.2.9). For s, t ≥ 0, we say that s is an ancestor of t and we write s4 t

if s ≤ t and Hs = infs≤r≤t Hr . The set

{s ≥ 0: s4 t } (3.2.9)

is called the ancestral line of t . We say that t ≥ 0 is a first-generation node with property

A ⊂M f (R+) if ρt ∈ A and ρs ∉ A for every (strict) ancestor s of t . For example, we will say that

t is a first-generation node with mass larger than δ > 0 if ∆(ρt ) > δ and ∆(ρs) ≤ δ for every

s 4 t with s 6= t . Given 0 ≤ t1 ≤ ·· · ≤ tn , there exists a unique s ≥ 0 such that r 4 ti for every

1 ≤ i ≤ n if and only if r 4 s. We write s = t1 ∧ ·· ·∧ tn and call it the most recent common

ancestor (MRCA for short) of t1, . . . , tn .

One can recover the heigth process from the exploration process as follows. Denote by

∆X t = X t −X t− the jump of the process X at time t .

Proposition 3.2.1. Almost surely for every t > 0, we have:

(i) H(ρt ) = Ht ,

(ii) ρt = 0 if and only if Ht = 0,

(iii) if ρt 6= 0, then supp(ρt ) = [0, Ht ],

(iv) ρt = ρt−+∆X tδHt .

In the definition of the exploration process, since X starts from 0, we have ρ0 = 0. In order

to state the Markov property of ρ, we have to define the process ρ starting from any initial

measure ν ∈M f (R+). To that end, for every a ∈ [0,〈ν,1〉], we define the erased measure kaν

by:

kaν[0,r ] = ν[0,r ]∧ (〈ν,1〉−a), ∀r ≥ 0.

If a > 〈ν,1〉, we set kaν = 0. In words, the measure kaν is obtained from ν by erasing a

mass a backward starting from H(ν). For µ ∈M f (R+) with bounded support, we define the
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concatenation [µ,ν] ∈M f (R+) of the measures µ,ν by:

〈[µ,ν], f 〉 = 〈µ, f 〉+〈ν, f (H(µ)+·)〉, ∀ f ∈B+(R+).

Finally, we set ρν0 = ν and

ρνt = [k−Itν,ρt ], ∀t > 0.

We say that ρν = (ρνt , t ≥ 0) is the exploration process started at ν and we write Pν for its

distribution.

Proposition 3.2.2. For any ν ∈M f (R+), the process ρν = (ρνt , t ≥ 0) is a càdlàg strong Markov

process in M f (R+).

3.2.4 The excursion measure of the exploration process

Let us introduce the excursion measure Nψ. Denote by I = (It , t ≥ 0) the infimum process of

X :

It = inf
0≤s≤t

Xs . (3.2.10)

Standard results (see e.g. [29]) entail that X − I is a strong Markov process with values in R+
and that the point 0 is regular. Furthermore, −I is a local time at 0 for X − I . We denote by Nψ

the associated excursion measure of the process X − I away from 0. It is not difficult to see

from (3.2.7) that Ht (and thus also ρt ) only depends on the excursion of X − I above 0 which

straddles time t . It follows that the excursion measure of ρ away from 0 is the “distribution” of

ρ under Nψ. We still denote it by Nψ and we let

σ= inf{t > 0: ρt = 0} (3.2.11)

be the lifetime of ρ under Nψ (this coincides with the lifetime of X − I under Nψ). In particular,

the following holds for every λ> 0:

Nψ
[

1−e−λσ
]
=ψ−1(λ) and Nψ

[
σe−λσ

]
= 1

ψ′ ◦ψ−1(λ)
, (3.2.12)

where ψ−1 is the inverse function of ψ. By letting λ→ 0 we obtain:

Nψ[σ] = 1

α
, (3.2.13)

with the convention that 1/0 =∞. Let us recall Bismut’s decomposition for the exploration

process. Let Ja be the random element in M f (R+) defined by Ja(dr ) = 1[0,a](r )dUr , where U

is a subordinator with Laplace exponent

ϕ(λ) = ψ(λ)

λ
−α=βλ+

∫ ∞

0

(
1−e−λr

)
π̄(r )dr, (3.2.14)

where the tail π̄ of the Lévy measure π is defined in (3.1.7).
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Proposition 3.2.3. For every F ∈B+(M f (R+)), we have:

Nψ

[∫ σ

0
F (ρt )dt

]
=

∫ ∞

0
da e−αa E [F (Ja)] . (3.2.15)

3.2.5 Local times of the height process

Although the height process H is not Markov in general, one can show that its local time

process exists under P or Nψ. More precisely, for every a > 0, there exists a continuous

nondecreasing process (La
s , s ≥ 0) which can be characterized via the approximation:

lim
ε→0

Nψ

[
1{sup H>h} sup

0≤s≤t

∣∣∣∣1

ε

∫ s

0
1{a−ε<Hr ≤a} dr −La

s

∣∣∣∣]= 0, ∀t ,h ≥ 0.

Moreover, Nψ-a.e. the support of the measure La(ds) := dsLa
s is contained in {s ≥ 0: Hs = a}

and we have the occupation time formula
∫ ∞

0 da La(ds) = 1[0,σ](s)ds. Furthermore, the process

(La
σ, a ≥ 0) is a ψ-CB process under its canonical measure.

Let us recall the excursion decomposition of the exploration process above level h > 0. Set

τh
s = inf{t > 0:

∫ t
0 1{Hr ≤h} dr > s} and define the truncated exploration process by:

rh(ρ) = (ρτh
s
, s ≥ 0). (3.2.16)

Denote by Eh the σ-field generated by the process rh(ρ). Let (αi ,βi ), i ∈ Ih denote the excur-

sion intervals of H above level h. For every i ∈ I , we define the measure-valued process ρi

by:

〈ρi
s , f 〉 =

∫
(a,∞)

f (r −a)ραi+s(dr ) if 0 < s <βi −αi

and ρi
s = 0 if s = 0 or s ≥βi −αi . Finally, let `i = Lh

αi
be the local time at level h at the beginning

of the excursion ρi .

Proposition 3.2.4. Under Nψ, conditionally on Eh , the random measure
∑

i∈I δ(`i ,ρi ) is a Pois-

son point measure with intensity 1[0,Lh
σ](`)d`Nψ[dρ].

3.2.6 The dual process

We shall need the M f (R+)-valued process η= (ηt , t ≥ 0) defined by:

ηt (dr ) =β1[0,Ht ](r )dr +
∑

0<s≤t ,
Xs−<I s

t

(Xs − I s
t )δHs (dr ). (3.2.17)

The process η is the dual process of ρ under Nψ thanks to the following time-reversal property.

Proposition 3.2.5. The processes ((ρt ,ηt ), t ≥ 0) and ((η(σ−s)−,ρ(σ−s)−), t ≥ 0) have the same

distribution under Nψ.
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Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

3.2.7 Grafting procedure

We now explain how to insert a finite collection of measured-valued processes into a measure-

valued process. Let µ= (µ(t ), 0 ≤ t <σ) be a M f (R+)-valued function with lifetime σ ∈ (0,∞]

such that µ(t) has bounded support for every t ∈ [0,σ) and let
∑N

i=1δ(si ,µi ) be a finite point

measure on R+×D where the si are arranged in increasing order and each µi has a finite

lifetime σi . Set s0 =Σ0 = 0 and

Σi =
i∑

k=1
σk , ∀i ≥ 1.

Define a measure-valued process µ̃ by:

µ̃(t ) =
µ(t −Σi ) if si−1 +Σi−1 ≤ t < (si ∧σ)+Σi−1,

[µ(si ),µi (t − si −Σi−1)] if si +Σi−1 ≤ t < si +Σi and si <σ.

Observe that the (si ,µi ) such that si ≥σ do not play a role in this construction and that µ̃ has

lifetime

σ+
∑

i : si<σ
σk .

We denote this grafting procedure by:

µ~N
i=1 (si ,µi ) = µ̃. (3.2.18)

In words, this is the process obtained from µ by inserting the measure-valued process µi into

µ at time si <σ.

3.2.8 A Poissonian decomposition of the exploration process

Let ν ∈M f (R+). We write Pψ,∗
ν for the distribution of the exploration process ρ starting at ν

and killed when it first reaches 0. Let us introduce two probability measures on D that will play

a major role in the rest of the paper. For every r > 0, we will write Pψr for Pψ,∗
rδ0

. This should be

interpreted as the distribution of the exploration processes with initial mass r . Furthermore,

for every δ> 0 such that π̄(δ) > 0, set:

Q
ψ

δ
(dρ) = 1

π̄(δ)

∫
(δ,∞)

π(dr )Pψr (dρ), (3.2.19)

which is the distribution of the exploration process starting from a random initial mass with

distribution π conditioned on being larger than δ.

We decompose the path of ρ under Pψ,∗
ν according to excursions of the total mass of ρ above

its minimum. Let (αi ,βi ), i ∈ I denote the excursion intervals of the process X − I away from 0

under Pψ,∗
ν . Define the measure-valued process ρi by ρ(αi+s)∧βi = [k−Iαi

ν,ρi
s].

Lemma 3.2.6. The random measure
∑

i∈I δ(−Iαi ,ρi ) is under Pψ,∗
ν a Poisson point measure with
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3.2. The exploration process and the Lévy tree

intensity 1[0,〈ν,1〉)(u)du Nψ[dρ]. In particular, under Pψr , it is a Poisson point measure with

intensity 1[0,r ](u)du Nψ[dρ].

Using this decomposition, we can give another useful interpretation of the measure Pψr . Let

ρ be the exploration process starting from 0 and let (L0
s , s ≥ 0) be its local time process at 0.

Then the process (ρ̃(r )
t , t ≥ 0) defined by:

ρ̃(r )
t = (r −L0

t )+δ0 +ρt 1{L0
t ≤r } (3.2.20)

has distribution Pψr .

In the next lemma, we identify the distribution of the exploration process above level H(ν)

starting from ν. For a measure ν ∈ M f (R+) and a positive real a > 0, define θa(ν) as the

measure ν shifted by a. More formally, define a measure θa(ν) on R+ by setting:

〈
θa(ν), f

〉= ∫
[a,∞)

f (x −a)ν(dx),

for every f ∈B+(R+) if a ≤ H(ν) and θa(ν) = 0 if a > H(ν).

Lemma 3.2.7. Letν ∈M f (R+) such thatν(H (ν)) > 0. UnderPψ,∗
ν , the process ρ̃ = (θH(ν)(ρt ), t ≥

0) stopped at the first time it hits 0 has distribution Pψ
ν(H(ν)).

Proof. We shall use the Poisson decomposition of Lemma 3.2.6. Using its notations, we

have ρ(t+αi )∧βi = [k−Iαi
ν,ρi

t ] where
∑

i∈I δ(−Iαi ,ρi ) is a Poisson point measure with intensity

1[0,〈ν,1〉)(u)du Nψ[dρ]. Thus, the exploration process above level H (ν) stopped at the first time

it hits 0 satisfies:

θH(ν)(ρ(t+αi )∧βi ) = (ν(H(ν))+ Iαi )δ0 +ρi
t

if −Iαi ≤ µ(H(ν)) and it is zero if −Iαi > ν(H(ν)). Applying Lemma 3.2.6 again, it is easy to

see that this is also the Poisson decomposition of ρ under Pψ
ν(H(ν)). This proves the desired

result.

3.2.9 The Lévy tree

Recall that the Grey condition ∫ ∞ dλ

ψ(λ)
<∞ (3.2.21)

is equivalent to the almost sure extinction of the ψ-CB process in finite time. If it holds, then

the height process H admits a continuous version and one can use the coding of real trees

by continuous excursions (see e.g. [69]) in order to define the Lévy tree T as the tree coded

by the height process H under its excursion measure Nψ. Then the Grey condition implies

that T is a compact real tree. In the rest of the paper we forego this assumption, but we still

interpret the results in terms of trees as they are easier to understand.
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Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

3.3 Distribution of the maximal degree

Under Nψ, denote by ∆ = ∆(ρ) the largest atomic mass of the exploration process. Thanks

to [58, Theorem 4.6], if 〈π,1〉 < ∞ then the set of discontinuity times of ρ is Nψ-a.e. finite

(and possibly empty). On the other hand, if 〈π,1〉 =∞ then it is countable and dense in [0,σ].

In particular, in that case we have that Nψ-a.e. ∆ > 0. The main result of this section is the

following proposition giving the joint distribution of the lifetime σ and the maximal degree ∆

under Nψ. Recall from (3.1.7) and (3.1.8) the definitions of π̄ and ψδ, and define:

ψδ−(λ) = lim
ε↑0

ψδ−ε(λ) =
(
α+

∫
[δ,∞)

r π(dr )

)
λ+βλ2 +

∫
(0,δ)

(
e−λr −1+λr

)
π(dr ). (3.3.1)

Proposition 3.3.1. For every δ> 0 and λ≥ 0, we have:

Nψ
[

1−e−λσ1{∆≤δ}

]
=ψ−1

δ (π̄(δ)+λ), (3.3.2)

Nψ
[

1−e−λσ1{∆<δ}

]
=ψ−1

δ−(π[δ,∞)+λ). (3.3.3)

In particular, we have:

Nψ[∆> δ] =ψ−1
δ (π̄(δ)), (3.3.4)

Nψ[∆≥ δ] =ψ−1
δ−(π[δ,∞)). (3.3.5)

Furthermore, if 〈π,1〉 <∞, then we have:

Nψ
[

1−e−λσ1{∆=0}

]
=ψ−1

0 (〈π,1〉+λ). (3.3.6)

Proof. We only prove (3.3.2), the proof of (3.3.3) being similar. Fix δ> 0 and let λ,µ≥ 0. Let

A = {ν ∈M f (R+) : ν has an atom with mass > δ}.

We shall compute

v(λ,µ) = Nψ
[

1−e−λσ−µ
∫ σ

0 dt 1{ρt ∈A}
]

. (3.3.7)

We have:

v(λ,µ) = Nψ

[∫ σ

0
dt (λ+µ1{ρt∈A})e−λ(σ−t )−µ∫ σ

t ds 1{ρs∈A}

]
= Nψ

[∫ σ

0
dt (λ+µ1{ρt∈A})Eψ,∗

ρt

[
e−λσ−µ

∫ σ
0 ds 1{ρs∈A}

]]
,

where we applied the Markov property for the last equality. We shall use Lemma 3.2.6 to

compute the last expectation.

For a measure ν ∈M f (R+), denote by H ′(ν) the first atom of ν with mass larger than δ:

H ′(ν) = inf{x ≥ 0: ν(x) > δ},
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3.3. Distribution of the maximal degree

with the convention that inf;=+∞.

Suppose that ν ∈ A. Recall from Section 3.2.8 the excursion decomposition of the exploration

process above the minimum of its total mass underPψ,∗
ν . Notice that if−Iαi < ν

(
[H ′(ν), H(ν)]

)−
δ, then ρ(αi+s)∧βi ∈ A for every s ≥ 0. On the other hand, if −Iαi > ν

(
[H ′(ν), H(ν)]

)−δ, then

ρ(αi+s)∧βi ∈ A if and only if ρi
s ∈ A. It follows that

E
ψ,∗
ν

[
e−λσ−µ

∫ σ
0 ds 1{ρs∈A}

]
= Eψ,∗

ν

[
exp

{
−

∑
i∈I

(
λσi +µ

∫ βi−αi

0
ds 1{

ραi +s∈A
})}]

= exp

{
−

∫ 〈ν,1〉

0
du Nψ

[
1−e−(λ+µ1{u<ν[H ′(ν),H(ν)]−δ})σ−µ1{u>ν[H ′(ν),H(ν)]−δ}

∫ σ
0 ds 1{ρs∈A}

]}
= exp

{−(
ν[H ′(ν), H(ν)]−δ)

ψ−1(λ+µ)− (
ν[0, H ′(ν))+δ)

v(λ,µ)
}

.

Now suppose that ν ∉ A. Then Pψ,∗
ν -a.s. we have the equality {ρ(αi+s)∧βi ∈ A} = {ρi

s ∈ A}. It

follows that

E
ψ,∗
ν

[
e−λσ−µ

∫ σ
0 ds 1{ρs∈A}

]
= exp

{−〈ν,1〉v(λ,µ)
}

.

We deduce that v(λ,µ) is equal to

(λ+µ)Nψ

[∫ σ

0
dt 1{ρt∈A} exp

{−(
ρt [H ′

t , Ht ]−δ)
ψ−1(λ+µ)− (

ρt [0, H ′
t )+δ)

v(λ,µ)
}]

+λNψ

[∫ σ

0
dt 1{ρt∉A} exp

{−〈ρt ,1〉v(λ,µ)
}]

, (3.3.8)

where H ′
t = H ′(ρt ).

Thanks to Proposition 3.2.3, for every θ,ω≥ 0 we have:

Nψ

[∫ σ

0
dt 1{ρt∈A} exp

{−θρt [0, H ′
t )−ωρt [H ′

t , Ht ]
}]=

∫ ∞

0
da e−αa f (a,θ,ω), (3.3.9)

where we set

f (a,θ,ω) := E
[

1{Ja∈A}e
−θJa [0,H ′(Ja ))−ωJa [H ′(Ja ),H(Ja )]

]
.

Recall that Ja(dr ) = 1[0,a](r )dUr where U is a subordinator with Laplace exponent ϕ defined

in (3.2.14). Denote by T be the time of the first jump of U exceeding δ:

T := inf{r > 0: ∆Ur > δ} (3.3.10)

Then it is clear that H(Ja) = a, H ′(Ja) = T and {Ja ∈ A} = {T ≤ a}. Thus, we get:

f (a,θ,ω) = E
[

1{T≤a}e
−θUT−−ω∆UT −ω(Ua−UT )

]
= E

[
1{T≤a}e

−θUT−−ω∆UT −ϕ(ω)(a−T )
]

,
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Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

where we used the strong Markov property at time T for the last equality.

Set

sδ =
∫ ∞

δ
π̄(r )dr and ϕδ(λ) =βλ+

∫ δ

0
(1−e−λr )π̄(r )dr. (3.3.11)

Using basic results on Poisson point processes, we have that T is exponentially distributed

with mean 1/sδ, ∆UT has distribution s−1
δ

1[δ,∞)(x)π̄(x)dx and is independent of T , and the

process (Ur , 0 ≤ r < T ) is distributed as (Vr , 0 ≤ r < T ), where V is a subordinator with Laplace

exponent ϕδ, independent of (T,∆UT ). Therefore, it follows that

f (a,θ,ω) =
∫ a

0
dt e−sδt−ϕδ(θ)t−ϕ(ω)(a−t )

∫ ∞

δ
dx π̄(x)e−ωx .

We deduce from (3.3.9) that

Nψ

[∫ σ

0
dt 1{ρt∈A} exp

{−θρt ([0, H ′
t ))−ωρt ([H ′

t , Ht ])
}]

= 1

(α+ϕ(ω))(sδ+α+ϕδ(θ))

∫ ∞

δ
dx π̄(x)e−ωx . (3.3.12)

Similar arguments yield

Nψ

[∫ σ

0
dt 1{ρt∉A} exp

{−θ〈ρt ,1〉}]=
∫ ∞

0
da e−αa E

[
1{Ja∉A}e

−θ〈Ja ,1〉
]

=
∫ ∞

0
da e−αa E

[
1{T>a}e

−θUa

]
= 1

sδ+α+ϕδ(θ)
· (3.3.13)

It follows from (3.3.8), (3.3.12) and (3.3.13) that

v(λ,µ) = (λ+µ)eδ(ψ−1(λ+µ)−v(λ,µ))

(α+ϕ◦ψ−1(λ+µ))(sδ+α+ϕδ ◦ v(λ,µ))

∫ ∞

δ
dx π̄(x)e−ψ

−1(λ+µ)x

+ λ

sδ+α+ϕδ ◦ v(λ,µ)
· (3.3.14)

From (3.3.7), it is clear by monotone convergence that v(λ,µ) ↑ v(λ) as µ ↑∞, where

v(λ) := Nψ
[

1−e−λσ1{∆≤δ}

]
.

Furthermore, thanks to a Tauberian theorem, we have as µ→∞:

∫ ∞

δ
e−ψ

−1(λ+µ)x π̄(x)dx ∼ π̄(δ)e−δψ
−1(λ+µ)

ψ−1(λ+µ)
· (3.3.15)
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3.4. Degree decomposition of the Lévy tree

Thus, letting µ→∞ in (3.3.14) and using that ψ−1(x)
(
α+ϕ◦ψ−1(x)

)= x for every x > 0, we

get:

v(λ) = π̄(δ)e−δv(λ) +λ
sδ+α+ϕδ ◦ v(λ)

· (3.3.16)

Notice that for every x > 0, we have:

sδ+α+ϕδ(x) =α+ϕ(x)+
∫ ∞

δ
e−xr π̄(r )dr

= 1

x

(
ψ(x)+

∫
(δ,∞)

(
1−e−xr )

π(dr )− π̄(δ)
(
1−e−xδ

))
= 1

x

(
ψδ(x)− π̄(δ)

(
1−e−xδ

))
,

where we used (3.2.14) and Fubini’s theorem for the second equality and the definition of ψδ

for the last. Thus (3.3.16) becomes

ψδ ◦ v(λ) = π̄(δ)+λ.

This yields (3.3.2). Then (3.3.6) follows by letting δ→ 0.

As a consequence, the following corollary states that the distribution of ∆ under Nψ on (0,∞)

and the Lévy measure π have the same support and the same atoms.

Corollary 3.3.2. The measures Nψ[∆ ∈ ·]|(0,∞) and π have the same support. Furthermore, for

every δ> 0, Nψ[∆= δ] > 0 if and only if δ is an atom of the Lévy measure π.

Proof. This is clear from (3.3.4) and (3.3.5).

Remark 3.3.3. More precisely, if δ> 0 is an atom of π, we have:

Nψ[∆= δ] =ψ−1
δ−(π[δ,∞))−ψ−1

δ (π̄(δ)). (3.3.17)

Furthermore, if 〈π,1〉 <∞, then we have:

Nψ[∆> 0] =ψ−1
0 (〈π,1〉) > 0. (3.3.18)

3.4 Degree decomposition of the Lévy tree

In this section, we give a decomposition of the Lévy tree along the large nodes. More precisely,

we identify the distribution of the pruned Lévy tree obtained by removing large nodes. Fur-

thermore, we show that the initial Lévy tree can be recovered in distribution from the pruned

one by grafting Lévy forests in a Poissonian manner. We apply this decomposition to describe

the structure of the discrete tree formed by large nodes.
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3.4.1 A Poissonian decomposition of the Lévy tree

The main result of this section is the following Poissonian decomposition along the nodes

with mass larger than δ. Recall from (3.2.18) the definition of the grafting procedure~.

Theorem 3.4.1. The following holds:

(i) Let δ≥ 0 such that π̄(δ) <∞. Under Nψδ , let
(
(si ,ρi ), i ∈ I

)
be the atoms of a Poisson point

measure with intensity π̄(δ)dsQψ
δ

(dρ̃), independent of ρ. Then, under Nψδ , the process

ρ~i∈I (si ,ρi ) has distribution Nψ.

(ii) Let δ > 0. Under Nψδ– , let
(
(si ,ρi ), i ∈ I

)
be the atoms of a Poisson point measure with

intensity

ds
∫

[δ,∞)
π(dr )Pψr (dρ̃).

Then, under Nψδ– , the process ρ~i∈I (si ,ρi ) has distribution Nψ.

Remark 3.4.2. As mentioned in the introduction, the above theorem is a special case of the

main result in [8] where the number of marks is finite. This greatly simplifies the proof which

is why we choose include it. Observe however that the decomposition in [8] is proved under

P and that an additional argument is needed to show that it still holds under the excursion

measures, see the end of the proof below.

Proof. We only prove the first part, the second one being similar. Notice that the statement

is trivial if π̄(δ) = 0 since in that case we have ψδ =ψ and the intensity of the Poisson point

measure is 0. Thus we may assume that π̄(δ) ∈ (0,∞). We shall start by proving the identity

under P using a coupling argument. Let X δ = (X δ
t , t ≥ 0) be a Lévy process with Laplace

exponent ψδ and let e = (et , t ≥ 0) be an independent Poisson point process on R+ with

intensity 1{r>δ}π(dr ). Define the process X = (X t , t ≥ 0) by:

X t = X δ
t +

∑
s≤t

es , ∀t ≥ 0.

Then the process X is also a Lévy process with Laplace transform ψδ(λ) + ∫
(δ,∞)(e−λr −

1)π(dr ) = ψ(λ). In words, the process X δ is obtained from X by removing jumps of size

larger than δ.

Denote by ρ (resp. ρδ) the exploration process associated with X (resp. X δ). Let Tδ := inf{t >
0: ∆(ρt ) > δ} be the first time ρ contains an atom with mass larger than δ. It is clear from

the definition that the process ρ jumps exactly when X does, so that Tδ = inf{t > 0: ∆X t > δ}.

Therefore, we have that X t = X δ
t for t < Tδ, which implies that ρt = ρδt for t < Tδ.

Now, from the construction of X , we get that Tδ = inf{t > 0: et > δ}, that is Tδ is the first time

that the Poisson point process e enters in (δ,∞). Therefore the random time Tδ is exponentially

distributed with mean 1/π̄(δ) and the jump ∆XTδ = eTδ has distribution 1{r>δ}π(dr )/π̄(δ) and

is independent of Tδ. Furthermore, the pair (Tδ,∆XTδ) is independent of X δ.
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Recall from (3.2.9) the definition of the ancestral line of t ∈ [0,σ]. Let ∆t = sups4t ∆Xs =
sups4t ∆(ρs) be the maximal degree of the ancestral line of t . For every t ≥ 0, let

A(t ) :=
∫ t

0
1{∆s≤δ} ds (3.4.1)

be the Lebesgue measure of the set of individuals prior to t whose lineage does not contain

any node with mass larger than δ. Let Ct := inf{s ≥ 0: As > t } be the right-continuous inverse

of A and define the pruned exploration process ρ̃ = (ρ̃t = ρCt , t ≥ 0). In other words, we

remove from the tree all the individuals above a node with mass larger than δ and the pruned

exploration process ρ̃ codes the remaining tree.

Next, let us consider excursions of ρ above nodes of mass larger than δ. Let T (1)
δ

= Tδ be the

first time ρ contains an atom with mass larger than δ and L(1)
δ

= Lδ = inf{t > Tδ : Ht < HTδ}

be the first time that atom is erased. Define recursively the stopping times T (k)
δ

= inf{t >
L(k−1)
δ

: ∆(ρt ) > δ} the k-th time ρ contains a (first-generation) node with mass larger than δ

and L(k)
δ

= inf{t > T (k)
δ

: Ht < HT (k)
δ

} the first time that node is erased. Finally, let ρ(k) be the

path of the exploration process above level HT (k)
δ

between times T (k)
δ

and L(k)
δ

, defined by:

ρ(k)
t = θH

T (k)
δ

(ρt+T (k)
δ

), ∀0 ≤ t ≤ L(k)
δ

−T (k)
δ

.

Notice that by construction, we have:

ρ = ρ̃~∞
k=1 (A(T (k)

δ
),ρ(k)).

Using the strong Markov property under P at time Tδ and Lemma 3.2.7, we get that, condition-

ally on ∆(ρTδ) (which is equal to ∆XTδ), the process ρ(1) has distribution Pψ∆XTδ
.

But the random time Tδ is exponentially distributed with mean 1/π̄(δ), the jump ∆XTδ has dis-

tribution 1(δ,∞)(r )π(dr )/π̄(δ) and they are independent. We deduce that ρ(1) is independent of

Tδ and has distributionQψ
δ

. Furthermore, (Tδ,∆XTδ) is generated by the Poisson point process

e while ρ̃ is generated by X δ. These being independent, we deduce that ρ̃ is independent

of (Tδ,∆XTδ), and thus of (A(T (1)
δ

) = Tδ,ρ(1)). Iterating this argument and using the strong

Markov property, we get that the random measure

∞∑
k=1

δ(A(T (k)
δ

),ρ(k))

is a Poisson point measure with intensity π̄(δ)dsQψ
δ

(dρ) and is independent of ρ̃.

It remains to show that ρ̃ is distributed as ρδ. Recall that ρ̃t = ρCt . From this, it is clear

that the two processes are equal to ρ before time Tδ. Furthermore, at time Tδ we have

ρ̃Tδ = ρTδ− = ρLδ = ρδTδ . Now applying the strong Markov property to ρ at Lδ gives that, condi-

tionally on ρ̃Tδ , the process (ρt+Lδ , t ≥ 0) has distribution Pρ̃Tδ
. As a consequence, condition-
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ally on ρ̃Tδ , the process (ρ̃t = ρt+Lδ−Tδ , A(T (1)
δ

) ≤ t < A(T (2)
δ

)) is distributed as (ρδt , S1 ≤ t < S2),

where 0 ≤ S1 ≤ S2 ≤ . . . are the ordered atoms of a Poisson point process on R+ with intensity

π̄(δ)ds, independent of ρδ. Iterating this argument, we deduce that ρ̃ and ρδ have the same

distribution. This proves the Poisson decomposition under P. Therefore, the same decomposi-

tion holds under the excursion measures up to a normalizing constant: there exists a constant

c > 0 such that, under Nψδ , the process ρ~i∈I (si ,ρi ) has distribution c Nψ, where the random

measure
∑

i∈I δ(si ,ρi ) is under Nψδ a Poisson point measure with intensity π̄(δ)dsQψ
δ

(dρ̃). Let

ζ= Card{i ∈ I : si <σ}. Then, under Nψδ and conditionally on ρ, the random variable ζ has

Poisson distribution with parameter π̄(δ)σ. It follows that

Nψδ [ζ≥ 1] = Nψδ
[
Nψδ

[
ζ≥ 1

∣∣ρ]]= Nψδ

[
1−e−π̄(δ)σ

]
=ψ−1

δ (π̄(δ)) = Nψ[∆> δ],

where in the last equality we used Proposition 3.3.1. This gives c = 1 and the result readily

follows.

The following corollary is an immediate consequence of the Poissonian decomposition from

Theorem 3.4.1.

Corollary 3.4.3. Let δ> 0 and let F ∈B+(D). We have:

Nψ
[
F (ρ)1{∆≤δ}

]= Nψδ

[
F (ρ)e−π̄(δ)σ

]
, (3.4.2)

Nψ
[
F (ρ)1{∆<δ}

]= Nψδ−
[

F (ρ)e−π[δ,∞)σ
]

(3.4.3)

Furthermore, if 〈π,1〉 <∞, then we have:

Nψ
[
F (ρ)1{∆=0}

]= Nψ0
[
F (ρ)e−〈π,1〉σ]

. (3.4.4)

The Poissonian decomposition of Theorem 3.4.1 also holds for forests.

Proposition 3.4.4. Let δ > 0 such that π̄(δ) < ∞ and let r > 0. Under Pψδ
r (resp. Qψδ

δ
), let(

(si ,ρi ), i ∈ I
)

be the atoms of a Poisson point measure with intensity π̄(δ)dsQψ
δ

(dρ̃). Then,

under Pψδ
r (resp.Qψδ

δ
), the process ρ~i∈I (si ,ρi ) has distribution Pψr (resp.Qψ

δ
).

3.4.2 Structure of nodes with mass larger than δ

Here, we give a description of the structure of nodes with mass larger than δ under Nψ. Let us

start by determining the distribution of the height of MRCA (see Section 3.2.3 for the definition)

of the set of nodes with mass larger than δ.

Proposition 3.4.5. Under Nψ, conditionally on∆> δ, the height of the MRCA of the set of nodes

with mass larger than δ is exponentially distributed with mean 1/ψ′
δ

(Nψ[∆> δ]).

Notice that, as δ→∞, ψ′
δ

(Nψ[∆> δ]) converges to α which is positive in the subcritical case

and 0 in the critical case (this implies that the height of the MRCA goes to infinity).
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Proof. Under Nψδ , denote by τ1 ≤ τ2 ≤ . . . the jump times of a standard Poisson process with

intensity π̄(δ). Denote by M = sup{i ≥ 1: τi ≤σ} the number of marks which arrive during the

lifetime σ and set:

J =
inf{Hs : τ1 ≤ s ≤ τM } if M ≥ 1,

∞ if M = 0.

It is clear from Theorem 3.4.1 that, under Nψ, the height of the MRCA of the set of nodes with

mass larger than δ is distributed as J under Nψδ , with the convention that this height is equal

to ∞ if there are no such nodes. Thus, we need to determine the distribution of J under Nψδ

and conditionally on M ≥ 1.

Notice that, on the event {M ≥ 2}, J agrees with the random variable K defined in [57, p.96].

Proposition 3.2.3 therein gives:

Nψδ
[

f (J )1{M≥2}
∣∣M ≥ 1

]= (
ψ′
δ(Nψ[∆> δ])− π̄(δ)

Nψ[∆> δ]

)∫ ∞

0
f (a)e−aψ′

δ
(Nψ[∆>δ]) da, (3.4.5)

where we used that ψδ(Nψ[∆> δ]) = π̄(δ) by (3.3.4).

Next, notice that under Nψδ , conditionally on ρ, M has Poisson distribution with parameter

π̄(δ)σ. Furthermore, conditionally on ρ and on M = 1, τ1 is uniformly distributed on [0,σ].

Thus, by conditioning on ρ, we get:

Nψδ
[

f (J )1{M=1}
]= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−π̄(δ)σdt

]
= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−π̄(δ)t e−π̄(δ)(σ−t ) dt

]
= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−π̄(δ)t E

ψδ,∗
ρt

[
e−π̄(δ)σ

]
dt

]
,

where we used the Markov property of the exploration process under Nψδ for the last equality.

Thanks to Lemma 3.2.6, for every ν ∈M f (R+) we have:

E
ψδ,∗
ν

[
e−π̄(δ)σ

]
= e−ψ

−1
δ

(π̄(δ))〈ν,1〉 = e−Nψ[∆>δ]〈ν,1〉,

where we used (3.3.4) for the last equality.

Therefore, we get:

Nψδ
[

f (J )1{M=1}
]= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−π̄(δ)t e−〈ρt ,1〉Nψ[∆>δ] dt

]
= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−π̄(δ)(σ−t )e−〈ηt ,1〉Nψ[∆>δ] dt

]
= π̄(δ)Nψδ

[∫ σ

0
f (Ht )e−〈ρt+ηt ,1〉Nψ[∆>δ] dt

]
,
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where we used the time-reversal property of the exploration process for the second equality

and the Markov property for the last. By [57, Proposition 3.1.3], we deduce that

Nψδ
[

f (J )1{M=1}
]= π̄(δ)

∫ ∞

0
f (a)e−ψ

′
δ

(Nψ[∆>δ])a da.

Thanks to Theorem 3.4.1, it is clear that Nψδ [M ≥ 1] = Nψ[∆> δ]. It follows that

Nψδ
[

f (J )1{M=1}
∣∣M ≥ 1

]= π̄(δ)

Nψ[∆> δ]

∫ ∞

0
f (a)e−ψ

′
δ

(Nψ[∆>δ])a da.

In conjunction with (3.4.5), this yields:

Nψδ
[

f (J )
∣∣M ≥ 1

]=ψ′
δ(Nψ[∆> δ])

∫ ∞

0
f (a)e−ψ

′
δ

(Nψ[∆>δ])a da.

This shows that, under Nψδ and conditionally on M ≥ 1, J is exponentially distributed with

mean 1/ψ′
δ

(Nψ[∆> δ]) and the proof is now complete.

Let tδ be the (random) discrete forest spanned by nodes with mass larger than δ. More

explicitly, tδ starts with Z δ
0 individuals, where Z δ

0 is the number of first-generation nodes of

ρ with mass larger than δ (that is nodes of ρ with mass larger than δ having no ancestors

with mass larger than δ). Then, each node v of tδ gets ξδv children, where ξδv is the number

of first-generation descendants with mass larger than δ of the corresponding node in ρ.

Finally, denote by W δ the total population of tδ or equivalently the total number of nodes

of ρ with mass larger than δ. We shall identify the distribution of tδ. Given two N-valued

random variables Z0 and ξ, we call a (Z0,ξ)-Bienaymé-Galton-Watson forest a collection of Z0

independent Bienaymé-Galton-Watson trees with offspring distribution (the law of) ξ.

Under Nψδ (resp. underQψδ

δ
), let

∑
i∈I δ(si ,ρi ) be a Poisson point measure with intensity π̄(δ)ds

Q
ψ

δ
(dρ̃) independent of ρ and let

ζ= Card{i ∈ I : si <σ} (3.4.6)

be the number of points arriving during the lifetime σ. Basic properties of Poisson point

measures imply that, under Nψδ (resp. underQψδ

δ
) and conditionally on ρ, the random variable

ζ has Poisson distribution with parameter π̄(δ)σ.

Proposition 3.4.6. Let δ> 0 such that π̄(δ) > 0. Under Nψ, the random forest tδ is a (Z δ
0 ,ξδ)-

Bienaymé-Galton-Watson forest, where Z δ
0 is distributed as ζ under Nψδ and ξδ is distributed as

ζ underQψδ

δ
. Their Laplace transforms are given by, for every λ> 0:

Nψ
[

1−e−λZ δ
0

]
=ψ−1

δ

(
(1−e−λ)π̄(δ)

)
, (3.4.7)

Nψ
[

e−λξ
δ
]
= 1

π̄(δ)

∫
(δ,∞)

e−rψ−1
δ

(
(1−e−λ)π̄(δ)

)
π(dr ). (3.4.8)
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Proof. That tδ is under Nψ a Bienaymé-Galton-Watson forest with the mentioned distribution

is an immediate consequence of the Poissonian decompositions given in Thereom 3.4.1 and

Proposition 3.4.4. Let us compute the Laplace transforms.

Recall that, under Nψδ and conditionally on ρ, ζ has Poisson distribution with parameter

π̄(δ)σ. Using this, we have:

Nψ
[

1−e−λZ δ
0

]
= Nψδ

[
1−e−λζ

]
= Nψδ

[
1−e−(1−e−λ)π̄(δ)σ

]
=ψ−1

δ

(
(1−e−λ)π̄(δ)

)
. (3.4.9)

This proves (3.4.7). Similarly, since underQψδ

δ
and conditionally on ρ, ζ has Poisson distribu-

tion with parameter π̄(δ)σ, a similar computation yields:

Nψ
[

e−λξ
δ
]
=Qψδ

δ
(e−λζ) =Qψδ

δ

(
e−(1−e−λ)π̄(δ)σ

)
= 1

π̄(δ)

∫
(δ,∞)

π(dr )Pψδ
r

(
e−(1−e−λ)π̄(δ)σ

)
.

But, using the Poisson decomposition of Lemma 3.2.6, we get that:

P
ψδ
r (e−xσ) = exp

{−r Nψδ
[
1−e−xσ]}= e−rψ−1

δ
(x), ∀x ≥ 0, (3.4.10)

and (3.4.8) readily follows.

We end this section with the following result on the criticality of the random forest tδ.

Proposition 3.4.7. Let δ> 0 such that π̄(δ) > 0. The mean of ξδ is given by:

Nψ[ξδ] =
∫

(δ,∞) r π(dr )

α+∫
(δ,∞) r π(dr )

· (3.4.11)

In particular, under Nψ, the Bienaymé-Galton-Watson forest tδ is critical (resp. subcritical) if ψ

is critical (resp. subcritical).

Proof. Thanks to Proposition 3.4.6, we have:

Nψ[ξδ] =Qψδ

δ
(ζ) = π̄(δ)Qψδ

δ
(σ) =

∫
(δ,∞)

π(dr )Pψδ
r (σ).

But the Poissonian decomposition of Pψδ
r gives:

P
ψδ
r (σ) = r Nψδ [σ] = r

α+∫
(δ,∞) zπ(dz)

,

where we used (3.2.13) for the second equality. This yields (3.4.11).
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3.5 Conditioning on∆= δ
The goal of this section is to make sense of the conditional measure Nψ[·|∆ = δ]. For every

δ> 0, we set:

w(δ) = Nψ[σ1{∆<δ}] and w+(δ) = Nψ[σ1{∆≤δ}]. (3.5.1)

Notice that if δ > 0 is not an atom of the Lévy measure π, then we have w(δ) = w+(δ) by

Lemma 3.3.2. Furthermore, thanks to Corollary 3.4.3, (3.2.12) and (3.3.5), we have:

w(δ) = Nψδ−
[
σe−π[δ,∞)σ

]
= 1

ψ′
δ− ◦ψ−1

δ−(π[δ,∞))
= 1

ψ′
δ−(Nψ[∆≥ δ])

· (3.5.2)

Similarly, we have:

w+(δ) = Nψδ

[
σe−π̄(δ)σ

]
= 1

ψ′
δ
◦ψ−1

δ
(π̄(δ))

= 1

ψ′
δ

(Nψ[∆> δ])
· (3.5.3)

For δ> 0, denote by Pψ
δ

the probability measure on the space R+×D defined by:∫
R+×D

F dPψ
δ
= 1

w(δ)
Nψ

[∫ σ

0
F (s,ρ)ds 1{∆<δ}

]
, (3.5.4)

for every F ∈B+(R+×D). Similarly, we set:∫
R+×D

F dPψ
δ+ = 1

w+(δ)
Nψ

[∫ σ

0
F (s,ρ)ds 1{∆≤δ}

]
. (3.5.5)

Observe that Pψ
δ+ = limε→0+ Pψ

δ+ε in the sense of weak convergence of measures.

For every δ,ε> 0, let

Eδ,ε = {δ−ε<∆< δ+ε, Z δ−ε
0 = 1} (3.5.6)

be the event that the maximal degree is between δ−ε and δ+ε and there is a unique first-

generation node with mass larger than δ−ε. The next lemma states that, under the assumption

that δ is not an atom of the Lévy measure π, the two events Eδ,ε and {δ−ε < ∆ < δ+ε} are

equivalent in Nψ-measure as ε→ 0. Recall that π is a measure on (0,∞) and as such, its

support supp(π) does not contain 0.

Lemma 3.5.1. Assume that δ ∈ supp(π) is not an atom of the Lévy measure π and that π̄(δ) > 0.

We have Nψ[δ−ε<∆< δ+ε] ∼ Nψ[Eδ,ε] as ε→ 0.

Proof. We start by observing that, thanks to the Poissonian decomposition of Pψr given in

Lemma 3.2.6, we have:

P
ψ
r (∆< δ) =

0 if r ≤ δ,

e−r Nψ[∆≥δ] if r > δ.
(3.5.7)
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Similarly, we have:

P
ψ
r (∆≤ δ) =

0 if r < δ,

e−r Nψ[∆>δ] if r ≥ δ.
(3.5.8)

We deduce that

Q
ψ

δ–ε(∆< δ+ε) = 1

π̄(δ−ε)

∫
(δ−ε,δ+ε)

π(dr )Pψr (∆< δ+ε)

= 1

π̄(δ−ε)

∫
(δ−ε,δ+ε)

e−r Nψ[∆≥δ+ε]π(dr ). (3.5.9)

Since π(δ) = 0 and π̄(δ) > 0, this implies that

lim
ε→0

Q
ψ

δ–ε(∆< δ+ε) = 0. (3.5.10)

Under Nψδ–ε and conditionally on ρ, let ζ be a Poisson random variable with parameter

π̄(δ− ε)σ and let
(
(si ,ρi ), i ≥ 1

)
be independent with distribution σ−11[0,σ](s)dsQψ

δ–ε(dρ̃),

independent of ζ. Thanks to Theorem 3.4.1, we have:

Nψ[Eδ,ε] = Nψδ–ε [ζ= 1,∆(ρ1) < δ+ε]

= Nψδ–ε [π̄(δ−ε)σe−π̄(δ−ε)σ]Qψ
δ–ε(∆< δ+ε)

= π̄(δ−ε)w+(δ−ε)Qψ
δ–ε(∆< δ+ε), (3.5.11)

where we used (3.5.3) for the last equality. Similarly, we have:

Nψ[δ−ε<∆< δ+ε] = Nψδ–ε [ζ≥ 1; ∀i ≤ ζ,∆(ρi ) < δ+ε]

= Nψδ–ε [ζ≥ 1;Qψ
δ–ε(∆< δ+ε)ζ]

= Nψδ–ε

[
e−π̄(δ−ε)σ

(
eπ̄(δ−ε)σQψ

δ–ε(∆<δ+ε) −1
)]

.

Therefore, using the inequality ex −1−x ≤ x2ex /2 and the fact that the function x 7→ xe−x is

bounded on R+ by some constant C > 0, we deduce that

0 ≤ Nψ[δ−ε<∆< δ+ε]−Nψ[Eδ,ε]

≤ 1

2
π̄(δ−ε)2 Nψδ–ε

[
σ2e−π̄(δ−ε)σQψ

δ–ε(∆≥δ+ε)
]
Q
ψ

δ–ε(∆< δ+ε)2

≤ C

2
π̄(δ−ε)Nψδ–ε [σ]

Q
ψ

δ–ε(∆< δ+ε)2

Q
ψ

δ–ε(∆≥ δ+ε)

= C π̄(δ−ε)

2(α+∫
(δ−ε,∞) r π(dr ))

Q
ψ

δ–ε(∆< δ+ε)2

Q
ψ

δ–ε(∆≥ δ+ε)

≤Cδ

Q
ψ

δ–ε(∆< δ+ε)2

Q
ψ

δ–ε(∆≥ δ+ε)
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for ε > 0 small enough and some constant Cδ which is independent of ε, where we used

(3.2.13) for the equality.

Furthermore, it is clear from (3.5.3) that

π̄(δ−ε)w+(δ−ε) = π̄(δ−ε)Nψ[σ1{∆≤δ−ε}] ≥ π̄(δ/2)Nψ[σ1{∆≤δ/2}],

for ε> 0 small enough. In particular, it follows from (3.5.11) that there exists a constant C ′
δ
> 0

such that

0 ≤ Nψ[δ−ε<∆< δ+ε]−Nψ[Eδ,ε]

Nψ[Eδ,ε]
≤C ′

δ

Q
ψ

δ–ε(∆< δ+ε)

Q
ψ

δ–ε(∆≥ δ+ε)
,

where the right-hand side goes to 0 as ε→ 0 thanks to (3.5.10). This concludes the proof.

As a consequence, since Eδ,ε ⊂ {δ−ε<∆< δ+ε}, conditioning on either event is equivalent as

ε→ 0. We choose to work with the former as computations will be simpler. We shall next give

a description of the exploration process conditioned on Eδ,ε.

Let

Tδ = inf{t > 0: ∆(ρt ) > δ} (3.5.12)

be the first time that the exploration process contains an atom with mass larger than δ and let

Lδ = inf{t > Tδ : H(ρt ) < H(ρTδ)} (3.5.13)

be the first time that node is erased. We split the path of the exploration process into two parts:

ρδ,− is the pruned exploration process (that is the exploration process minus the first node

with mass larger than δ):

ρδ,−
t =

ρt if t < Tδ,

ρt−Tδ+Lδ if t ≥ Tδ,
(3.5.14)

and ρδ,+ is the path of the exploration process above the unique first-generation node with

mass larger than δ:

ρδ,+
t = θHTδ

(ρ(t+Tδ)∧Lδ), ∀t ≥ 0. (3.5.15)

Notice that ρδ,+
0 is a multiple of the Dirac measure at 0.

Lemma 3.5.2. Let F,G ∈B+(R+×D). For every δ,ε> 0 such that π̄(δ−ε) > 0, we have:

Nψ
[

F (Tδ−ε,ρδ−ε,−)G(ρδ−ε,+)
∣∣∣Eδ,ε

]
=

∫
R+×D

F dPψ(δ–ε)+×Q
ψ

δ–ε(G(ρ)|∆< δ+ε). (3.5.16)

Proof. By Theorem 3.4.1, we have

Nψ
[

F (Tδ−ε,ρδ−ε,−)G(ρδ−ε,+)1Eδ,ε

]
= Nψδ–ε

[
F (U ,ρ)G(ρδ−ε)1{ζ=1,∆(ρδ−ε)<δ+ε}

]
,
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where, under Nψδ–ε , conditionally on ρ, U is uniformly distributed on [0,σ], ζ is a Poisson ran-

dom variable with parameter π̄(δ−ε)σ, ρδ−ε has distributionQψ
δ–ε and they are independent.

We deduce that

Nψ
[

F (Tδ−ε,ρδ−ε,−)G(ρδ−ε,+)1Eδ,ε

]
= Nψδ–ε

[
π̄(δ−ε)e−π̄(δ−ε)σ

∫ σ

0
F (s,ρ)ds

]
Q
ψ

δ–ε(G(ρ)1{∆<δ+ε}).

Together with Corollary 3.4.3, (3.5.4) and (3.5.11), this yields the desired result.

We now turn to the study of the asymptotic behavior of the measures appearing in the right-

hand side of (3.5.16). Recall that the total variation distance of two probability measures P,Q

on some measurable space (E ,E ) is given by:

dTV(P,Q) = sup{|P (A)−Q(A)| : A ∈ E }.

Lemma 3.5.3. Assume that δ > 0 is not an atom of the Lévy measure π. Then, the mapping

r 7→ Pψr+ is continuous at δ in total variation distance and Pψ
δ+ = Pψ

δ
.

Proof. Thanks to Corollary 3.3.2, we have Nψ[∆= δ] = 0. Then the result readily follows from

the definition of the measure Pψr+.

Recall that the space M f (R+) is equipped with the topology of weak convergence which

makes it a Polish space, see [40, Section 8.3]. It can be metrized by the so-called bounded

Lipschitz distance defined for every µ,ν ∈M f (R+) by dBL(µ,ν) = sup |〈µ, f 〉−〈ν, f 〉|, where the

supremum is taken over all Lipschitz-continuous and bounded functions f : R+ →R such that

sup
x≥0

| f (x)|+ sup
x 6=y

| f (x)− f (y)|
|x − y | ≤ 1.

Recall that D is the space of càdlàg M f (R+)-valued functions defined on R+, equipped with

the Skorokhod J1-topology and let dS be the Skorokhod distance associated with the distance

dBL on M f (R+). Denote by D0 the subset of D consisting of excursions:

D0 := {µ= (µt , t ≥ 0) ∈D : σ(µ) <∞, µt 6= 0, ∀0 < t <σ(µ) and µσ(µ)− = 0 if σ(µ) > 0},

(3.5.17)

where σ(µ) = inf{t > 0: µ(t +·) ≡ 0} is the lifetime of µ. Notice that if µ ∈D0 such that σ(µ) = 0

then necessarily µ ≡ 0. Observe that the mapping µ 7→ σ(µ) is measurable with respect to

the Skorokhod topology since σ(µ) = inf{t ∈Q∩ (0,∞) : µt = 0} and µ 7→µt is measurable. We

equip D0 with the following distance:

d0(µ,ν) = dS(µ,ν)+|σ(µ)−σ(ν)|.
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Lemma 3.5.4. Let ν ∈D and s > 0. The mapping µ 7→ ν~ (s,µ) is continuous from (D0,d0) to

(D,dS).

Proof. Denote byΛ the set of all continuous functionsλ : R+ →R+ that are (strictly) increasing,

with λ(0) = 0 and limt→∞λ(t) =∞. Let µn be a sequence in D0 converging to µ with respect

to the distance d0. By definition of the Skorokhod topology (see e.g. Jacod and Shiryaev [92,

Chapter VI]), this means that there exists a sequence λn ∈Λ of time changes such that

lim
n→∞ |σn −σ| = 0, lim

n→∞ sup
t∈R+

|λn(t )− t | = 0 and lim
n→∞sup

t≤N
dBL

(
µn ◦λn(t ),µ(t )

)= 0,

for every N ≥ 1, where we set σn =σ(µn) and σ=σ(µ).

Let κn = ν~ (s,µn) and κ= ν~ (s,µ). Our goal is to show that κn converges to κ with respect

to the Skorokhod topology. To this end, let εn > 0 be a sequence converging to 0 such that

εn >λn(σ)−σn and let λ̃n ∈Λ be a time change such that λ̃n(t ) = t if t ≤ s, λ̃n(s+ t ) = s+λn(t )

if t ≤ σ, λ̃n(s +σ+ t) = s +σn + t if t ≥ εn and λ̃n([s +σ, s +σ+εn]) = [s +λn(σ), s +σn +εn].

Notice that if t ∈ [s +σ, s +σ+εn], we have:∣∣λ̃n(t )− t
∣∣≤ |λn(σ)−σ−εn |+ |σn +εn −σ| ≤ |λn(σ)−σ|+ |σn −σ|+2εn .

It follows that

sup
t∈R+

∣∣λ̃n(t )− t
∣∣≤ sup

s≤t≤s+σ

∣∣λ̃n(t )− t
∣∣+ sup

s+σ≤t≤s+σ+εn

∣∣λ̃n(t )− t
∣∣+ sup

t≥s+σ+εn

∣∣λ̃n(t )− t
∣∣

≤ sup
t≤σ

|λn(t )− t |+ |λn(σ)−σ|+2 |σn −σ|+2εn ,

where the right-hand side goes to 0 as n →∞.

In order to show that κn converges to κ in D, it is enough to check that

lim
n→∞sup

t≤N
dBL

(
κn ◦ λ̃n(t ),κ(t )

)= 0, ∀N ≥ 1.

If t ≤ s, we have κn ◦ λ̃n(t ) = κ(t ) = ν(t ). If t ≤σ and λn(t ) ≤σn , we have:

κn ◦ λ̃n(s + t ) = κn(s +λn(t )) = [
ν(s),µn ◦λn(t )

]
and κ(s + t ) = [ν(s),µ(t )].

It follows that

dBL
(
κn ◦ λ̃n(s + t ),κ(s + t )

)≤ dBL(µn ◦λn(t ),µ(t )).

On the other hand, if t ≤σ and λn(t ) >σn , we have:

κn ◦ λ̃n(s + t ) = ν(s +λn(t )−σn) and κ(s + t ) = [ν(s),µ(t )].
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In that case, we get:

dBL
(
κn ◦ λ̃n(s + t ),κ(s + t )

)≤ dBL (ν(s +λn(t )−σn),ν(s))+dBL
(
ν(s), [ν(s),µ(t )]

)
≤ dBL (ν(s +λn(t )−σn),ν(s))+〈µ(t ),1〉.

If t ∈ [s+σ, s+σ+εn], then κn ◦λ̃n(t ) is of the form ν(u) with u ∈ [s, s+εn] or [ν(s),µn(u)] with

u ∈ [λn(σ),σn]. We deduce that

dBL
(
κn ◦ λ̃n(t ),κ(t )

)≤ sup
s≤u≤s+εn

dBL (ν(u),ν(t −σ))+ sup
λn (σ)≤u≤σn

dBL
(
[ν(s),µn(u)],ν(t −σ)

)
≤ 3 sup

s≤u≤s+εn

dBL (ν(u),ν(s))+ sup
λn (σ)≤u≤σn

〈µn(u),1〉.

Finally, if t ≥ εn , then we have κn ◦ λ̃n(s +σ+ t ) = κ(s +σ+ t ) = ν(t ). We deduce that

sup
t≤N

dBL
(
κn ◦ λ̃n(t ),κ(t )

)
≤ sup

t≤N
dBL

(
µn ◦λn(t ),µ(t )

)+ sup
s≤u≤s+(λn (σ)−σn )+

dBL (ν(u),ν(s))

+3 sup
s≤u≤s+εn

dBL (ν(u),ν(s))+ sup
u≤σ,λn (u)>σn

〈µ(u),1〉+ sup
σ≤u≤N

〈µn ◦λn(u),1〉.

(3.5.18)

Observe that

sup
u≤σ,λn (u)>σn

〈µ(u),1〉 = sup
λ−1

n (σn )<u≤σ
〈µ(u),1〉→ 0,

since λ−1
n (σn) →σ and since µ is left-continuous at σ and µ(σ) = 0. Furthermore, using that

µ(u) = 0 for u ≥σ, we have:

sup
σ≤u≤N

〈µn ◦λn(u),1〉 ≤ sup
σ≤u≤N

dBL(µn ◦λn(u),µ(u)) → 0.

Since ν is right-continuous at s, we deduce that the right-hand side of (3.5.18) converges to 0,

which concludes the proof.

Lemma 3.5.5. For every δ ∈ supp(π), the measureQψ
δ–ε(·|∆< δ+ε) converges weakly toPψ

δ
(·|∆≤

δ) as ε→ 0 on the space (D0,d0).

Remark 3.5.6. Notice that if δ= infsupp(π) is positive, then the measure π is necessarily finite

and we have:

P
ψ

δ
(∆≤ δ) ≥Pψ

δ
(∆= 0) = e−δNψ[∆>0] > 0.

This implies that the conditional measure Pψ
δ

(dρ|∆≤ δ) is well defined.

Proof. It is enough to show that for every Lipschitz-continuous and bounded function F : D0 →
R, the following convergence holds:

lim
ε→0

Q
ψ

δ–ε

(
F (ρ)

∣∣∆< δ+ε)=Pψ
δ

(
F (ρ)

∣∣∆≤ δ)
.
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Fix such a function F . From the definition ofQψ
δ–ε, we have:

Q
ψ

δ–ε

(
F (ρ)1{∆<δ+ε}

)= 1

π̄(δ−ε)

∫
(δ−ε,δ+ε)

π(dr )Pψr
(
F (ρ)1{∆<δ+ε}

)
.

In conjunction with (3.5.9), this gives:

Q
ψ

δ–ε

(
F (ρ)

∣∣∆< δ+ε)
= 1∫

(δ−ε,δ+ε) e−r Nψ[∆≥δ+ε]π(dr )

∫
(δ−ε,δ+ε)

π(dr )Pψr
(
F (ρ)1{∆<δ+ε}

)
.

Now it is not difficult to show that, as ε→ 0, we have:∫
(δ−ε,δ+ε)

e−r Nψ[∆≥δ+ε]π(dr ) ∼π(δ−ε,δ+ε)e−δNψ[∆>δ].

Thus, as ε→ 0, we have:

Q
ψ

δ

(
F (ρ)

∣∣∆< δ+ε)∼ eδNψ[∆>δ]

π(δ−ε,δ+ε)

∫
(δ−ε,δ+ε)

π(dr )Pψr
(
F (ρ)1{∆<δ+ε}

)
.

Thanks to (3.5.8), we have Pψ
δ

(∆ ≤ δ) = e−δNψ[∆>δ]. Thus, in order to prove the result, it is

enough to show that

lim
ε→0

1

π(δ−ε,δ+ε)

∫
(δ−ε,δ+ε)

π(dr )Pψr
(
F (ρ)1{∆<δ+ε}

)=Pψ
δ

(
F (ρ)1{∆≤δ}

)
. (3.5.19)

Write:

1

π(δ−ε,δ+ε)

∫
(δ−ε,δ+ε)

π(dr )Pψr
(
F (ρ)1{∆<δ+ε}

)−Pψ
δ

(
F (ρ)1{∆≤δ}

)
= 1

π(δ−ε,δ+ε)

∫
(δ−ε,δ+ε)

π(dr )
[
P
ψ
r

(
F (ρ)1{∆<δ+ε}

)−Pψ
δ

(
F (ρ)1{∆<δ+ε}

)]
+Pψ

δ

(
F (ρ)1{δ<∆<δ+ε}

)
.

By dominated convergence, it is clear that the second term on the right-hand side converges

to 0.

For the first term, one can couple the measures Pψr and Pψ
δ

in the following way. Let ρ be the

exploration process with branching mechanismψ starting from 0 and let (L0
t , t ≥ 0) be its local

time process at 0. Then the process ρ̃(r ) defined in (3.2.20) has distribution Pψr while ρ̃(δ) has

distribution Pψ
δ

. It follows that

∣∣∣Pψr (
F (ρ)1{∆<δ+ε}

)−Pψ
δ

(
F (ρ)1{∆<δ+ε}

)∣∣∣
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=
∣∣∣∣E[

F (ρ̃(r ))1{
supL0

t ≤r ∆(ρt )<δ+ε
}−F (ρ̃(δ))1{

supL0
t ≤δ

∆(ρt )<δ+ε
}]∣∣∣∣

≤C P

(
sup

δ<L0
t ≤r

∆(ρt ) ≥ δ+ε
)
+C E

[
1∧d0(ρ̃(r ), ρ̃(δ))

]
. (3.5.20)

Using the Poissonian decomposition from Lemma 3.2.6, we have for r ∈ (δ,δ+ε):

P

(
sup

δ<L0
t ≤r

∆(ρt ) ≥ δ+ε
)
≤P

(
sup

δ<L0
t <δ+ε

∆(ρt ) ≥ δ
)
=P

(
sup

δ<−Iαi <δ+ε
∆(ρi ) ≥ δ

)
= 1−e−εNψ[∆≥δ].

(3.5.21)

Next, by definition of d0 we have that d0(ρ̃(r ), ρ̃(δ)) = |σ(ρ̃(r ))−σ(ρ̃(δ))| + dS(ρ̃(r ), ρ̃(δ)). We

introduce the right-continuous inverse S of the local time process at 0 given by:

Sr = inf{t > 0: L0
t > r }, ∀r > 0.

It is well known that the process S is a subordinator. Then the process ρ̃(r ) has lifetime Sr .

Furthermore, we have:

dS(ρ̃(r ), ρ̃(δ)) ≤ sup
t≥0

dBL(ρ̃(r )
t , ρ̃(δ)

t ).

For L0
t ≤ δ, the processes ρ̃(r ) and ρ̃(δ) differ only by their masses at 0 so that dBL(ρ̃(r )

t , ρ̃(δ)
t ) ≤

r −δ≤ ε. On the other hand, for L0
t > δ, we have ρ̃(δ) = 0 so that

dBL(ρ̃(r )
t , ρ̃(δ)

t ) = 〈ρ̃(r )
t ,1〉 = (r −L0

t )+〈ρt ,1〉 ≤ ε+〈ρt ,1〉,

where we recall from Section 3.2.3 that 〈ρt ,1〉 = X t − It , where X is the underlying Lévy process

and I is its running infimum. It follows that

d0(ρ̃(r ), ρ̃(δ)) ≤ Sδ+ε−Sδ+ε+ sup
δ<L0

t <δ+ε
(X t − It ), (3.5.22)

where the right-hand side converges to 0 a.s. as ε→ 0.

Combining (3.5.20)–(3.5.22), we deduce that∣∣∣Pψr (
F (ρ)1{∆<δ+ε}

)−Pψ
δ

(
F (ρ)1{∆<δ+ε}

)∣∣∣≤C1(ε),

for every r ∈ (δ,δ+ε), where C1(ε) does not depend on r and goes to 0 as ε→ 0. Similarly, for

every r ∈ (δ−ε,δ), we have:∣∣∣Pψr (
F (ρ)1{∆<δ+ε}

)−Pψ
δ

(
F (ρ)1{∆<δ+ε}

)∣∣∣≤C2(ε).

Finally, we deduce that

1

π(δ−ε,δ+ε)

∫
(δ−ε,δ+ε)

π(dr )
∣∣∣Pψr (

F (ρ)1{∆<δ+ε}
)−Pψ

δ

(
F (ρ)1{∆<δ+ε}

)∣∣∣≤C1(ε)+C2(ε).
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Letting ε→ 0 proves (3.5.19) and the proof is complete.

We are now in a position to prove the main result of this section which gives a description of

the Lévy tree conditioned on having maximal degree δ. For every atom δ> 0 of π, we set:

g(δ) =π(δ)Pψ
δ

(∆≤ δ) =π(δ)e−δNψ[∆>δ], (3.5.23)

where the last equality is due to (3.5.8). Under Nψ, denote by Mδ the random variable defined

by:

Mδ =
eg(δ)σ−1

g(δ)
·

This should be interpreted as Mδ =σ if δ is not an atom of π.

For every atom δ> 0 of the Lévy measure π, we define a probability measure Pψ,a
δ

on the space

D as follows. Take ρ̃ with distribution Nψ[Mδ1{∆<δ}]
−1 Nψ[Mδ1{∆<δ} dρ], and, conditionally

on ρ̃, let
(
(si ,ρi ), i ∈ I

)
be the atoms of a Poisson point measure with intensity g(δ)1[0,σ](s)ds

P
ψ

δ
(dρ̂|∆ ≤ δ) conditioned on containing at least one point. Then Pψ,a

δ
is defined as the

distribution of the process ρ̃~i∈I (si ,ρi ).

Theorem 3.5.7. There exists a regular conditional probability Nψ[·|∆= δ] for δ> 0 such that

π[δ,∞) > 0, which is given by, for every F ∈B+(D):

Nψ[F (ρ)|∆= δ] = 1

Nψ[Mδ1{∆<δ}]

∞∑
k=0

g(δ)k

(k +1)!

×Nψ

[∫ k+1∏
i=1

1[0,σ](si )dsi P
ψ

δ
(dρi |∆≤ δ)F (ρ~k+1

i=1 (si ,ρi ))1{∆<δ}

]
. (3.5.24)

In particular, if δ> 0 is not an atom of the Lévy measure π, we have:

Nψ[F (ρ)|∆= δ] =
∫
R+×D

Pψ
δ

(ds,dρ̃)
∫
D
P
ψ

δ
(dρ̂|∆≤ δ)F (ρ̃~ (s, ρ̂)). (3.5.25)

If δ> 0 is an atom of π, we have:

Nψ[F (ρ)|∆= δ] =
∫
D

Pψ,a
δ

(dρ̃)F (ρ̃). (3.5.26)

Remark 3.5.8. Let Eδ be the event that the maximal degree is δ and there is a unique first-

generation node with mass δ. We have:

Nψ
[
F (ρ)

∣∣Eδ]= ∫
R+×D

Pψ
δ

(ds,dρ̃)
∫
D
P
ψ

δ
(dρ̂|∆≤ δ)F (ρ̃~ (s, ρ̂)). (3.5.27)

When δ is an atom of π, this can be proved by taking k = 0 in (3.5.24). Indeed, we have:

Nψ
[
F (ρ)1Eδ

∣∣∆= δ]= 1

Nψ[Mδ1{∆<δ}]
Nψ

[∫
1[0,σ](s)dsPψ

δ
(dρ̂|∆≤ δ)F (ρ~ (s, ρ̂))

]
,
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3.5. Conditioning on∆= δ

and the result follows by conditionning. When δ is not an atom ofπ, this follows from Theorem

3.5.7 together with the fact that, conditionally on ∆= δ, there is a unique node with mass δ

(see Corollary 3.5.9 below). In other words, conditioning the exploration process by Eδ when δ

is an atom of π yields the same distribution as conditioning by ∆= δ when δ is not an atom of

π.

Proof. Assume that δ ∈ supp(π) is an atom of π. Then the event {∆ = δ} has positive Nψ-

measure (see Corollary 3.3.2) and it follows from Theorem 3.4.1 that ρ conditioned on ∆= δ
has distribution Pψ,a

δ
.

Assume then thatδ ∈ supp(π) is not an atom ofπ and let F : D →Rbe continuous and bounded.

Applying Lemma 3.5.1 and using the fact Eδ,ε ⊂ {δ−ε<∆< δ+ε}, we have as ε→ 0:

Nψ[F (ρ)|δ−ε<∆< δ+ε] ∼ Nψ[F (ρ)|Eδ,ε].

But, thanks to Lemma 3.5.2, we have:

Nψ[F (ρ)|Eδ,ε] = Nψ[F (ρδ−ε,−~ (Tδ−ε,ρδ−ε,+)|Eδ,ε]

=
∫
R+×D

Pψ(δ–ε)+(ds,dρ̃)
∫
D
Q
ψ

δ–ε(dρ̂|∆< δ+ε)F (ρ̃~ (s, ρ̂)). (3.5.28)

Recall from Lemma 3.5.4 that for every fixed (ν, s) ∈D× (0,∞), the mapping µ 7→ ν~ (s,µ) is

continuous from D0 to D. Together with Lemma 3.5.3 and Lemma 3.5.5, this gives:

lim
ε→0

Nψ
[
F (ρ)|δ−ε<∆< δ+ε] =

∫
R+×D

Pψ
δ

(ds,dρ̃)
∫
D
P
ψ

δ
(dρ̂|∆≤ δ)F (ρ̃~ (s, ρ̂)).

A standard result on measure differentiation, see e.g. [68, Theorem 1.30], yields the desired

result.

Corollary 3.5.9. Assume that δ> 0 is not an atom of the Lévy measure π. Then, under Nψ and

conditionally on ∆= δ, there is a unique node with mass δ.

Proof. Notice that Pψ
δ

-a.s. ∆(ρ) < δ by definition. Thus, thanks to Theorem 3.5.7, it is enough

to show that Pψ
δ

(·|∆≤ δ)-a.s. there is a unique node with mass δ. We shall use the Poissonian

decomposition from Lemma 3.2.6. Let
∑

i∈I δ(`i ,ρi ) be a point measure with distribution Pψ
δ

,

that is a Poisson point measure with intensity 1[0,δ](`)d`Nψ[dρ]. Then it suffices to check that,

conditionally on supi∈I ∆(ρi ) ≤ δ, it holds that supi∈I ∆(ρi ) < δ.

Since Nψ[∆> δ/2] <∞, only finitely many ρi are such that ∆(ρi ) > δ/2. We deduce that

P

(
sup
i∈I

∆(ρi ) < δ
)
=P

(
sup
i∈I

∆(ρi ) ≤ δ,∆(ρi ) 6= δ for all i ∈ I

)
.
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Thanks to Corollary 3.3.2, we have Nψ[∆ = δ] = 0, which implies that ∆(ρi ) 6= δ for all i ∈ I

almost surely. Therefore we get:

P

(
sup
i∈I

∆(ρi ) < δ
)
=P

(
sup
i∈I

∆(ρi ) ≤ δ
)

.

This proves the result.

As an application of Theorem 3.5.7, we can compute the joint distribution of the degree ∆ of

the exploration process when the Lévy measure π is diffuse and the height H∆ of the (unique)

node with mass ∆. We start by determining the distribution of H(ρs) under Pψ
δ

(ds,dρ). Recall

from (3.5.1) the definition of w .

Lemma 3.5.10. Under Pψ
δ

(ds,dρ) (resp. Pψ
δ+(ds,dρ)), the random variable H(ρs) is exponen-

tially distributed with mean w(δ) (resp. w+(δ)).

Proof. We only prove the result under Pψ
δ

, the other being similar. By definition, we have:∫
R+×D

1{H(ρs )>h} Pψ
δ

(ds,dρ) = 1

w(δ)
Nψ

[∫ σ

0
1{Hs>h} ds 1{∆<δ}

]
= 1

w(δ)
Nψδ−

[
e−π[δ,∞)σ

∫ σ

0
1{Hs>h}

]
,

where we used Corollary 3.4.3 for the last equality.

Thanks to Bismut’s decomposition, see e.g. [3, Theorem 2.1], we have for every λ> 0:

Nψδ−
[

e−λσ
∫ σ

0
1{Hs>h} ds

]
=

∫ ∞

h
dt exp

{
−t

[
ψ′
δ−(0)+2βNψδ− [1−e−λσ]+

∫
(0,δ)

r π(dr )Pψδ−
r (1−e−λσ)

]}
=

∫ ∞

h
dt exp

{
−t

[
ψ′
δ−(0)+2βψ−1

δ−(λ)+
∫

(0,δ)
r (1−e−rψ−1

δ−(λ))π(dr )

]}
=

∫ ∞

h
dt e−tψ′

δ−◦ψ−1
δ−(λ)

= 1

ψ′
δ− ◦ψ−1

δ−(λ)
e−hψ′

δ−◦ψ−1
δ−(λ). (3.5.29)

Applying this to λ=π[δ,∞) and using (3.5.2), it follows that∫
R+×D

1{H(ρs )>h} Pψ
δ

(ds,dρ) = e−h/w(δ).

This proves the result.
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Let

T∆ = inf{t ≥ 0: ∆(ρt ) =∆} (3.5.30)

be the first time that ρ contains an atom with mass ∆ and let H∆ = H(ρT∆) be the value of the

height process at that time. We shall determine the joint distribution of (∆, H∆) assuming that

the Lévy measure π is diffuse.

Proposition 3.5.11. Assume that the Lévy measure π is diffuse. Then, Nψ-a.e. there is a unique

node with mass ∆. Furthermore, for every δ,h > 0, we have:

Nψ[∆> δ, H∆ > h] =
∫

(δ,∞)
e−h/w(r ) Nψ[∆ ∈ dr ]. (3.5.31)

In other words, under Nψ and conditionally on ∆ = δ, H∆ is exponentially distributed with

mean w(δ).

Question 3.5.12. If δ is an atom of π, what is the distribution of the height of the MRCA of the

nodes with mass exactly δ under Nψ, conditionally on ∆= δ?

Proof. The first part follows from Corollary 3.5.9. Then, using Theorem 3.5.7, we have:

Nψ[∆> δ, H∆ > h] =
∫

(δ,∞)
Nψ[H∆ > h|∆= r ] Nψ[∆ ∈ dr ].

Now under Nψ[·|∆ = r ], H∆ is distributed as Hs = H(ρs) under Pψr (ds,dρ). Lemma 3.5.10

allows to conclude.

3.6 Conditioning on∆= δ and H∆ = h

In this section, we assume that the Lévy measure π is diffuse. Recall then from Proposition

3.5.11 that there is a unique node with mass ∆ and H∆ is its height. The goal of this section is

to make sense of the conditional measure Nψ[·|∆= δ, H∆ = h]. Let

Fδ,ε = {δ−ε<∆< δ+ε, Z δ−ε
0 = 1, h −ε< H(ρTδ−ε) < h +ε} (3.6.1)

be the event that the maximal degree is between δ− ε and δ+ ε, there is a unique first-

generation node with mass larger than δ−ε and its height is between h −ε and h +ε. Recall

from (3.5.1) the definition of w .

Lemma 3.6.1. Assume that the Lévy measure π is diffuse. For every δ ∈ supp(π) such that

π̄(δ) > 0 and h > 0, we have as ε→ 0:

Nψ[δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] ∼ Nψ[Fδ,ε]

∼ 2εQψ
δ–ε(∆< δ+ε)π̄(δ)e−h/w(δ). (3.6.2)
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Proof. By Proposition 3.5.11, we have:

Nψ[δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] =
∫

(δ−ε,δ+ε)
Nψ[∆ ∈ dr ] w(r )−1

∫ h+ε

h−ε
e−t/w(r ) dt .

A straightforward application of the dominated convergence theorem gives:

Nψ[δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] ∼ 2ε
∫

(δ−ε,δ+ε)
Nψ[∆ ∈ dr ] w(r )−1e−h/w(r ).

Since π is diffuse, observe that Nψ[σ1{∆=r }] = 0 for every r > 0 thanks to Corollary 3.3.2. This

implies that w is continuous and we deduce that

Nψ[δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] ∼ 2εNψ[δ−ε<∆< δ+ε]w(δ)−1e−h/w(δ).

But Lemma 3.5.1 gives:

Nψ[δ−ε<∆< δ+ε] ∼ Nψ[Eδ,ε].

Moreover, thanks to (3.5.11) and the continuity of w , we have:

Nψ[Eδ,ε] = π̄(δ−ε)w(δ−ε)Qψ
δ–ε(∆< δ+ε) ∼ π̄(δ)w(δ)Qψ

δ–ε(∆< δ+ε).

We deduce that

Nψ[δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] ∼ 2εQψ
δ–ε(∆< δ+ε)π̄(δ)e−h/w(δ).

On the other hand, thanks to Theorem 3.4.1, we have:

Nψ[Fδ,ε] = Nψδ–ε

[
π̄(δ−ε)e−π̄(δ−ε)σ

∫ σ

0
1{h−ε<Hs<h+ε} ds

]
Q
ψ

δ–ε(∆< δ+ε). (3.6.3)

Using Bismut’s decomposition as in (3.5.29) , we get:

Nψδ–ε

[
e−π̄(δ−ε)σ

∫ σ

0
1{h−ε<Hs<h+ε} ds

]
=

∫ h+ε

h−ε
e−t/w(δ−ε) dt ∼ 2εe−h/w(δ), (3.6.4)

where again we used the continuity of w . It follows that

Nψ[Fδ,ε] ∼ 2εQψ
δ–ε(∆< δ+ε)π̄(δ)e−h/w(δ).

For every δ,h > 0, denote by Pψ
δ,h the probability measure on the space R+×D defined by:

∫
R+×D

F dPψ
δ,h = 1

Nψ[Lh
σ1{∆<δ}]

Nψ

[∫ σ

0
F (s,ρ)Lh(ds)1{∆<δ}

]
, (3.6.5)
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for every F ∈B+(R+×D). Since we are assuming that the Lévy measure π is diffuse, we may

replace the event {∆< δ} by {∆≤ δ} thanks to Corollary 3.3.2. Thus, using Corollary 3.4.3, [58,

Theorem 4.5] and (3.5.3), we have:

Nψ[Lh
σ1{∆<δ}] = Nψδ

[
Lh
σ e−π̄(δ)σ

]
= e−hψ′

δ
(Nψ[∆>δ]) = e−h/w(δ). (3.6.6)

In particular, the following identity relating the measures Pψ
δ

and Pψ
δ,h holds:

1

w(δ)

∫ ∞

0
dh e−h/w(δ) Pψ

δ,h(ds,dρ) = Pψ
δ

(ds,dρ),

where we used that 1[0,σ](s)ds = ∫ a
0 da La(ds), see Section 3.2.5. The next lemma gives an

approximation of the measure Pψ
δ,h .

Lemma 3.6.2. Let F : R+×D →R be measurable and bounded. We have for every δ,h > 0:

lim
ε→0

1

2ε
Nψ

[∫ σ

0
F (s,ρ)1{h−ε<Hs<h+ε} ds 1{∆≤δ−ε}

]
= Nψ

[∫ σ

0
F (s,ρ)Lh(ds)1{∆<δ}

]
. (3.6.7)

Proof. Recall from Section 3.2.5 that the measure La is supported on the set {s ∈ [0,σ] : Hs = a}.

Thus, we have:

1

2ε

∫ σ

0
F (s,ρ)1{h−ε<Hs<h+ε} ds = 1

2ε

∫ h+ε

h−ε
da

∫ σ

0
F (s,ρ)La(ds). (3.6.8)

Furthermore, h is a jump time for the local time process a 7→ La if and only if it is a jump time

for the total mass process a 7→ La
σ. But, under Nψ, the process (La

σ, a ≥ 0) is a ψ-CB process. In

particular, it has no fixed jump times. As a result, Nψ-a.e. the mapping a 7→ La is continuous

at h. We deduce that the following convergence holds Nψ-a.e.:

lim
ε→0

1

2ε

∫ σ

0
F (s,ρ)1{h−ε<Hs<h+ε} ds 1{∆≤δ−ε} =

∫ σ

0
F (s,ρ)Lh(ds)1{∆<δ}.

Next, using (3.6.8), we have:

1

2ε

∣∣∣∣∫ σ

0
F (s,ρ)1{h−ε<Hs<h+ε} ds

∣∣∣∣1{∆≤δ−ε} ≤
‖F‖∞

2ε

∫ h+ε

h−ε
La
σda,

where the last term converges Nψ-a.e. to ‖F‖∞ Lh
σ thanks to the continuity of a 7→ La

σ at h.

Furthermore, by [58, Eq. (12)] we have the convergence:

lim
ε→0

1

2ε
Nψ

[∫ h+ε

h−ε
La
σda

]
= Nψ[Lh

σ].

Thus, the generalized dominated convergence theorem yields (3.6.7).
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The main result of this section is the following description of the exploration process condi-

tioned on having maximal degree δ at height h.

Theorem 3.6.3. Assume that the Lévy measureπ is diffuse. There exists a conditional probability

measure Nψ[·|∆= δ, H∆ = h] for δ ∈ supp(π). Furthermore, for every F ∈B+(D), we have:

Nψ[F (ρ)|∆= δ, H∆ = h] =
∫
R+×D

Pψ
δ,h(ds,dρ̃)

∫
D
P
ψ

δ
(dρ̂|∆≤ δ)F (ρ̃~ (s, ρ̂)). (3.6.9)

Assuming the Grey condition, this can be interpreted as follows in terms of trees. Under

Nψ, conditionally on ∆ = δ, H∆ is exponentially distributed with mean w(δ). Moreover,

conditionally on ∆ = δ and H∆ = h, the Lévy tree can be constructed as follows: start with

T̃ with distribution Nψ[Lh
σ1{∆<δ}]

−1 Nψδ [Lh
σ1{∆<δ} dT ], choose a leaf uniformly at random in

T̃ at height h (i.e. according to the probability measure Lh(dx)/Lh
σ) and on this leaf graft an

independent Lévy forest with initial mass δ conditioned to have degree ≤ δ. Notice that this

result generalizes Theorem 3.5.7 when the Lévy measure π is diffuse. In particular, one can

recover the latter simply by integrating with respect to h.

Proof. Let δ ∈ supp(π) and h > 0. Thanks to Lemma 3.6.1, we have as ε→ 0:

Nψ
[
F (ρ)

∣∣δ−ε<∆< δ+ε,h −ε< H∆ < h +ε] ∼ Nψ
[
F (ρ)

∣∣Fδ,ε
]

. (3.6.10)

Recall from (3.5.14) and (3.5.15) the definitions of ρδ−ε,− and ρδ−ε,+. Using the Poissonian

decomposition from Theorem 3.4.1 and Corollary 3.4.3, we have:

Nψ
[
F (ρ)1Fδ,ε

]= Nψ
[

F
(
ρδ−ε,−~ (Tδ−ε,ρδ−ε,+)

)
1Fδ,ε

]
= Nψδ–ε

[
π̄(δ−ε)e−π̄(δ−ε)σ

∫
1[0,σ](s)dsQψ

δ–ε(1{∆<δ+ε} dρ̂)F (ρ~ (s, ρ̂))1{h−ε<Hs<h+ε}

]
= π̄(δ−ε)Nψ

[∫
1[0,σ](s)dsQψ

δ–ε(1{∆<δ+ε} dρ̂)F (ρ~ (s, ρ̂))1{h−ε<Hs<h+ε,∆≤δ−ε}

]
.

By conditioning, it follows from (3.6.3) that

Nψ
[
F (ρ)

∣∣Fδ,ε
]= 1

Nψ
[∫ σ

0 1{h−ε<Hs<h+ε} ds 1{∆≤δ−ε}
]

×Nψ

[∫
1[0,σ](s)dsQψ

δ–ε(dρ̂|∆< δ+ε)F (ρ~ (s, ρ̂))1{h−ε<Hs<h+ε,∆≤δ−ε}

]
. (3.6.11)

Therefore, using Lemma 3.6.2, Lemma 3.5.4 and Lemma 3.5.5, we deduce that

lim
ε→0

Nψ
[
F (ρ)

∣∣δ−ε<∆< δ+ε,h −ε< H∆ < h +ε]
=

∫
R+×D

F dPψ
δ,h ×P

ψ

δ
(G(ρ)|∆≤ δ), (3.6.12)
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3.7. Local limit of the Lévy tree conditioned on large maximal degree

and the result readily follows by using [68, Theorem 1.30].

3.7 Local limit of the Lévy tree conditioned on large maximal de-

gree

In this section, we shall investigate the behavior of the exploration process conditionally on

∆ = δ as δ→∞. We start with the subcritical case. Then recall from (3.2.13) that Nψ[σ] =
α−1 <∞. We define a probability measure Pψ∞ on the space R+×D by setting:∫

R+×D
F dPψ∞ =αNψ

[∫ σ

0
F (s,ρ)ds

]
, (3.7.1)

for every F ∈B+(R+×D).

Lemma 3.7.1. Assume that ψ is subcritical. The probability measure Pψ
δ

converges to Pψ∞ in

total variation distance on the space R+×D as δ→∞.

Proof. Let F : R+×D be measurable and bounded. We have:∣∣∣∣Nψ

[∫ σ

0
F (s,ρ)ds 1{∆<δ}

]
−Nψ

[∫ σ

0
F (s,ρ)ds

]∣∣∣∣≤ ‖F‖∞ Nψ[σ1{∆≥δ}].

Since ψ is subcritical, we have Nψ[σ] <∞ and the right-hand side converges to 0 as δ→∞.

This proves the result.

For every measure-valued process µ= (µt , t ≥ 0) ∈D, we define the measure-valued process

R0(µ) obtained from µ by removing any atoms at 0:

R0(µ)t =µt −µt (0)δ0. (3.7.2)

Denote by Pψ the distribution of the exploration process ρ with branching mechanism ψ

starting from 0.

Lemma 3.7.2. Assume that ψ is subcritical and that π is unbounded. Under Pψ
δ

(·|∆≤ δ), the

process R0(ρ) converges in distribution to Pψ in the space (D,dS) as δ→∞.

Proof. Recall from (3.5.8) that Pψ
δ

(∆≤ δ) = e−δNψ[∆>δ]. Since ψ is subcritical, by [87, Proposi-

tion 3.8], we have as δ→∞:

Nψ[∆> δ] ∼ π̄(δ)

α
· (3.7.3)

But δπ̄(δ) ≤ ∫
(δ,∞) r π(dr ) and the last term goes to 0 as δ→∞. It follows that limδ→∞δNψ[∆>

δ] = 0 and

lim
δ→∞

P
ψ

δ
(∆≤ δ) = 1. (3.7.4)
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Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

Thus, it suffices to show that for every continuous and bounded function F : D → R, the

following convergence holds:

lim
δ→∞

P
ψ

δ
(F ◦R0(ρ)) =Pψ(F (ρ)). (3.7.5)

Let ρ be the exploration process with branching mechanism ψ starting from 0, that is ρ has

distribution Pψ. Then, the process ρ̃(δ) defined in (3.2.20) has distribution Pψ
δ

. Notice that we

have R0(ρ̃(δ))t = ρt 1{L0
t ≤r }, which implies that

dS(R0(ρ̃(δ)),ρ) ≤ sup
t≥0

dBL(R0(ρ̃(δ))t ,ρt ) = sup
L0

t >δ
〈ρt ,1〉.

Recall that 〈ρt ,1〉 = X t − It . Since the Lévy measure π satisfies the integrability assumption∫
(0,∞)(r ∧ r 2)π(dr ) < ∞, the process X does not drift to ∞; see e.g. [29, Chapter VII]. This

implies that the following convergence holds a.s.:

lim
δ→∞

sup
L0

t >δ
(X t − It ) = 0.

Therefore, the process R0(ρ̃(δ)) converges a.s. to ρ for the Skorokhod topology. This proves

(3.7.5) and the proof is complete.

Remark 3.7.3. It should be clear from (3.2.20) that the mass ρ̃(δ)
0 (0) of the atom at 0 goes to

∞ as δ→∞. This corresponds to the condensation phenomenon: a node with infinite mass

appears at the limit. By introducing the operator R0, we remove this mass which allows us to

study the limiting behavior above the condensation node.

Similarly to what was done in Section 3.5 (see (3.5.14) and (3.5.15)), we split the path of the

exploration process into two parts around the first node with mass ∆: ρ∆,− is the pruned

exploration process (that is the exploration process minus the first node with mass ∆) and

ρ∆,+ is the path of the exploration process above the first node with mass ∆. Notice that ρ∆,+
0

is equal to ∆ times the Dirac measure at 0. Let

Eδ = {∆= δ,∆(ρ∆,−) < δ} (3.7.6)

be the event that the maximal degree is equal to δ and there is a unique first-generation node

with mass δ. Recall from (3.5.23) the definition of g.

Lemma 3.7.4. Assume that ψ is subcritical and that the set of atoms of the Lévy measure π is

unbounded. The following holds as δ→∞ along the set of atoms of π:

Nψ[∆= δ] ∼ Nψ[Eδ] ∼ g(δ)

α
· (3.7.7)
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3.7. Local limit of the Lévy tree conditioned on large maximal degree

Proof. Under Nψδ– and conditionally on ρ, let
∑N

i=1δ(si ,ρi ) be a Poisson point measure with

intensity ds
∫

[δ,∞)π(dr )Pψr (dρ̃). Thanks to Theorem 3.4.1, we have:

Nψ[Eδ] = Nψδ–
[
N = 1,∆(ρ1) ≤ δ]

.

But, under Nψδ– and conditionally on ρ, N has Poisson distribution with parameter π[δ,∞)σ,

ρ1 has distribution π[δ,∞)−1
∫

[δ,∞)π(dr )Pψr (dρ̃) and they are independent. It follows that

Nψ[Eδ] = Nψδ–

[
σe−π[δ,∞)σ

∫
[δ,∞)

π(dr )Pψr (∆≤ δ)

]
= Nψδ–

[
σe−π[δ,∞)σπ(δ)e−δNψ[∆>δ]

]
= g(δ)w(δ), (3.7.8)

where we used (3.5.8) for the second equality and (3.5.2) for the last.

Recall from (3.5.1) the definition of w . Since ψ is subcritical, it follows from (3.2.13) that

limδ→∞ w(δ) =α−1. This proves that

Nψ[Eδ] ∼ g(δ)

α
·

A similar computation yields:

Nψ[∆= δ] = Nψδ–
[
N ≥ 1,∆(ρi ) ≤ δ, ∀1 ≤ i ≤ N

]
= Nψδ–

[
e−π[δ,∞)σ

(
eg(δ)σ−1

)]
= Nψ

[(
eg(δ)σ−1

)
1{∆<δ}

]
, (3.7.9)

where we used Corollary 3.4.3 for the last equality.

Observe that since π(1,∞) <∞, π(δ) (and thus also g(δ)) converges to 0 as δ→∞. It is clear

that

lim
δ→∞

eg(δ)σ−1

g(δ)
1{∆<δ} =σ.

Furthermore, since ψ is subcritical, there exists λ0 > 0 such that Nψ
[
σeλ0σ

]<∞. Thus, using

Taylor’s inequality, we have for δ> 0 large enough:

eg(δ)σ−1

g(δ)
1{∆<δ} ≤σeg(δ)σ ≤σeλ0σ,

Thanks to the dominated convergence theorem, we deduce that

lim
δ→∞

Nψ[∆= δ]

g(δ)
= lim
δ→∞

1

g(δ)
Nψ

[(
eg(δ)σ−1

)
1{∆<δ}

]
= Nψ[σ] =α−1.

This finishes the proof.
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Chapter 3. Conditioning (sub)critical Lévy trees by their maximal degree

The first main result of this section concerns the limit of the subcritical Lévy tree conditioned

on having a large maximal degree. Then there is a condensation phenomenon: the limit

consists of a size-biased Lévy tree onto which one grafts – at a uniformly chosen leaf – an

independent Lévy forest with infinite mass. In particular, the height of the condensation

node is exponentially distributed. Recall from (3.5.30) that T∆ is the first time that the explo-

ration process contains an atom with mass ∆. Recall also that ρ∆,− denotes the path of the

exploration process after removing the first node with mass ∆ while ρ∆,+ denotes the path

of the exploration process above that node. Finally, recall that Pψ is the distribution of the

exploration process with branching mechanism ψ starting from 0.

Theorem 3.7.5. Assume that ψ is subcritical and that π is unbounded. Let F : R+×D →R and

G : D →R be continuous and bounded. We have:

lim
δ→∞

Nψ
[
F (T∆,ρ∆,−)G ◦R0(ρ∆,+)|∆= δ]=αNψ

[∫ σ

0
F (s,ρ)ds

]
Pψ(G(ρ)). (3.7.10)

Proof. When δ→∞ along the set of non-atoms {δ> 0: π(δ) = 0}, the convergence is a direct

consequence of Theorem 3.5.7, Lemma 3.7.1 and Lemma 3.7.2.

Now assume that δ > 0 is an atom of π. Thanks to Lemma 3.7.4 and since the inclusion

Eδ ⊂ {∆= δ} holds, it is enough to show that the result holds when conditionning by Eδ. But,

thanks to Remark 3.5.8, we have:

Nψ
[
F (T∆,ρ∆,−)G ◦R0(ρ∆,+)

∣∣Eδ]= ∫
R+×D

F (s, ρ̃) Pψ
δ

(ds,dρ̃)Pψ
δ

(G ◦R0(ρ)|∆≤ δ).

The result readily follows from Lemma 3.7.1 and Lemma 3.7.2.

Next, we consider the critical case. Recall from (3.5.1) the definition of w . The next lemma is a

key ingredient in the proof of the local convergence of the critical Lévy tree.

Lemma 3.7.6. Assume that ψ is critical and that the Lévy measure π is unbounded. For every

h > 0, we have

lim
δ→∞

1

w(δ)
Nψ

[
σF (rh(ρ))1{∆<δ}

]= Nψ
[

Lh
σF (rh(ρ))

]
. (3.7.11)

Proof. We shall use the decomposition of the exploration process above level h, see Section

3.2.5. Let (ρi , i ∈ Ih) be the excursions of the exploration process above level h. For every

i ∈ Ih , let σi (resp. ∆i ) be the lifetime (resp. the maximal degree) of ρi . Similarly, denote by σh

(resp. ∆h) the lifetime (resp. the maximal degree) of rh(ρ). Thanks to Proposition 3.2.4, we

have:

Nψ
[
σF (rh(ρ))1{∆<δ}

]= Nψ

[(
σh +

∑
i∈Ih

σi

)
F (rh(ρ));∆h < δ,∆i < δ, ∀i ∈ Ih

]

= Nψ

[
F (rh(ρ))1{∆h<δ} Nψ

[
σh +

∑
i∈Ih

σi ;∆i < δ, ∀i ∈ Ih

∣∣∣∣∣Eh

]]
.

192



3.7. Local limit of the Lévy tree conditioned on large maximal degree

Thanks to the Mecke formula for Poisson random measures, see e.g. [115, Chapter 4, Theorem

4.1], we get:

Nψ

[
σh +

∑
i∈Ih

σi ;∆i < δ, ∀i ∈ Ih

∣∣∣∣∣Eh

]
=

(
σh +Lh

σNψ[σ1{∆<δ}]
)

e−Lh
σ Nψ[∆≥δ].

We deduce that

1

w(δ)
Nψ

[
σF (rh(ρ))1{∆<δ}

]= Nψ
[

F (rh(ρ))1{∆h<δ}

(
Lh
σ+w(δ)−1σh

)
e−Lh

σ Nψ[∆≥δ]
]

. (3.7.12)

Notice that w(δ) →∞ as δ→∞ since ψ is critical. Furthermore, it is clear that σh = ∫ h
0 La

σda.

Now letting δ→∞ in (3.6.6) gives that Nψ[La
σ] = 1. It follows that Nψ[σh] = h <∞. Thus, the

dominated convergence theorem applies and we obtain the desired result by letting δ→∞ in

(3.7.12).

Recall from Theorem 3.5.7 that when the Lévy measure π has an atom δ> 0, the exploration

process conditioned on ∆= δ has a random number of first-generation nodes with mass δ.

The next lemma gives a sufficient condition for there to be exactly one with high probability

as δ→∞. Recall from (3.5.1) the definition of w . Recall also from (3.7.6) that Eδ denotes the

event that the maximal degree is equal to δ and there is a unique first-generation node with

mass δ.

Lemma 3.7.7. Assume that ψ is critical and that the Lévy measure π is unbounded. Further-

more, assume that

lim
δ→∞

π(δ)

w(δ)π̄(δ)
∫

[δ,∞) r π(dr )
= 0. (3.7.13)

We have as δ→∞ along the set of atoms of π:

Nψ[∆= δ] ∼ Nψ[Eδ] = g(δ)w(δ). (3.7.14)

Proof. Recall from (3.7.8) and (3.7.9) that

Nψ[Eδ] = g(δ)w(δ) and Nψ[∆= δ] = Nψ
[(

eg(δ)σ−1
)

1{∆<δ}

]
.

Using Taylor’s inequality, we deduce that

1 ≤ Nψ[∆= δ]

Nψ[Eδ]
≤ w1(δ)

w(δ)
, (3.7.15)

where we set w1(δ) = Nψ
[
σeg(δ)σ1{∆<δ}

]
.

Using (3.5.2) and the inequality e−x ≥ 1−x for every x ≥ 0, we have:

w(δ) = Nψδ–

[
σe−π[δ,∞)σ

]
≥ Nψδ–

[
σ(1−π(δ)σ)e−π̄(δ)σ

]
.
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But thanks to Corollary 3.4.3, observe that

w1(δ) = Nψδ–

[
σe(g(δ)−π[δ,∞))σ

]
≤ Nψδ–

[
σe−π̄(δ)σ

]
,

where we used that g(δ) ≤ π(δ) for the inequality. Furthermore, using that the function

x 7→ xe−x is bounded on R+ by some constant M > 0, we have:

Nψδ–

[
σ2e−π̄(δ)σ

]
≤ M

π̄(δ)
Nψδ– [σ] = M

π̄(δ)
∫

[δ,∞) r π(dr )
·

We deduce that

w(δ) ≥ w1(δ)− Mπ(δ)

π̄(δ)
∫

[δ,∞) r π(dr )
·

It follows from (3.7.15) that

1 ≤ Nψ[∆= δ]

Nψ[Eδ]
≤ 1+ Mπ(δ)

w(δ)π̄(δ)
∫

[δ,∞) r π(dr )
,

and the result readily follows by using (3.7.13).

In the critical case, the Lévy tree conditioned on having a large maximal degree converges

locally to the immortal Lévy tree. Intuitively, the condensation node goes to infinity and thus

becomes invisible to local convergence.

Theorem 3.7.8. Assume that ψ is critical and that π is unbounded. Furthermore, assume that

(3.7.13) holds. Let F : D →R be continuous and bounded. For every h > 0, we have:

lim
δ→∞

Nψ
[
F (rh(ρ))

∣∣∆= δ]= Nψ
[

Lh
σF (rh(ρ))

]
. (3.7.16)

Proof. First assume that δ > 0 is not an atom of π. Thanks to Theorem 3.5.7, conditionally

on ∆ = δ, ρ is distributed as ρ̃~ (s, ρ̂), where (s, ρ̃) has distribution Pψ
δ

, ρ̂ has distribution

P
ψ

δ
(·|∆≤ δ) and they are independent.

Next, assume that δ> 0 is an atom of π. Recall that Eδ denotes the event that ∆= δ and there

is a unique first-generation node with mass δ. Thanks to Lemma 3.7.7, since Eδ ⊂ {∆ = δ},

the two conditionings are equivalent and it is enough to show that the result holds when

conditioning on Eδ. But Remark 3.5.8 gives that, conditionally on Eδ, ρ is again distributed as

ρ̃~ (s, ρ̂).

Thus, in all cases, it is enough to show that

lim
δ→∞

∫
R+×D

Pψ
δ

(ds,dρ̃)
∫
D
P
ψ

δ
(dρ̂|∆≤ δ)F (rh(ρ̃~ (s, ρ̂))) = Nψ

[
Lh
σF (rh(ρ))

]
.

Now, Lemma 3.5.10 gives that the height H (ρ̃s) at which ρ̂ is grafted is exponentially distributed

with mean w(δ). Since ψ is critical, it holds that limδ→∞ w(δ) =∞. Thus, we deduce that
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H(ρ̃s) > h with high probability as δ→∞ under Pψ
δ

(ds,dρ̃), i.e. we have:

lim
δ→∞

∫
R+×D

Pψ
δ

(ds,dρ̃)1{H(ρ̃s )≤h} = 0.

Furthermore, on the event {H (ρ̃s) > h}, it holds that rh(ρ̃~(s, ρ̂)) = rh(ρ̃), and the proof reduces

to showing the following convergence:

lim
δ→∞

∫
R+×D

Pψ
δ

(ds,dρ̃)F (rh(ρ̃)) = Nψ
[

Lh
σF (rh(ρ))

]
. (3.7.17)

Recalling from (3.5.4) the definition of Pψ
δ

, Lemma 3.7.6 yields (3.7.17) and the proof is com-

plete.

We end this section with the following result dealing with the asymptotic behavior of the

exploration process conditioned on having a large maximal degree at a fixed height h. Notice

that this conditioning does not allow the condensation node to escape to infinity (even in the

critical case as opposed to the conditioning of large maximal degree) and forces condensation

to occur at a finite height. The limit consists of a Lévy tree biased by the population size at level

h onto which one grafts – at a leaf chosen uniformly at random at height h – an independent

Lévy forest with infinite mass.

Theorem 3.7.9. Assume that ψ is (sub)critical and that π is unbounded and diffuse. Let

F : R+×D →R and G : D →R be continuous and bounded. We have:

lim
δ→∞

Nψ
[
F (T∆,ρ∆,−)G(ρ∆,+)|∆= δ, H∆ = h

]= eαh Nψ

[∫ σ

0
F (s,ρ)Lh(ds)

]
Pψ(G(ρ)). (3.7.18)

Proof. Letting δ→∞ in (3.6.6), we have that limδ→∞ Nψ[Lh
σ1{∆<δ}] = e−αh . Furthermore, the

dominated convergence theorem yields:

lim
δ→∞

Nψ

[∫ σ

0
F (s,ρ)Lh(ds)1{∆<δ}

]
= Nψ

[∫ σ

0
F (s,ρ)Lh(ds)

]
.

This proves that the following convergence holds:

lim
δ→∞

∫
R+×D

F dPψ
δ,h = eαh Nψ

[∫ σ

0
F (s,ρ)Lh(ds)

]
.

The result is then a direct consequence of Theorem 3.6.3 and Lemma 3.7.2.

3.8 Other conditionings of large maximal degree

In this section, we look at other conditionings of large maximal degree. Recall from Section

3.4.2 that Z δ
0 denotes the number of first-generation nodes with mass larger than δ while

W δ denotes the total number of nodes with mass larger than δ. Specifically, we study the
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conditionings ∆ > δ (which is equal to Z δ
0 ≥ 1 or W δ ≥ 1), Z δ

0 = 1 and W δ = 1. We shall see

that, in the subcritical and critical cases, all three give rise to the same asymptotic behavior as

conditioning by ∆= δ.

Notice that {W δ = 1} (resp. {Z δ
0 = 1}) is the event that ρ contains exactly one node (resp. one

first-generation node) with mass larger than δ. To begin, we compute the measure of these

two events. In the subcritical case, they are equivalent in Nψ-measure to {∆> δ}. However, this

is no longer the case for critical branching mechanisms, see Proposition 3.9.2 for the (critical)

stable case.

Proposition 3.8.1. We have:

Nψ[Z δ
0 = 1] = π̄(δ)

ψ′
δ

(Nψ[∆> δ])
, (3.8.1)

Nψ[W δ = 1] = 1

ψ′
δ

(Nψ[∆> δ])

∫
(δ,∞)

e−r Nψ[∆>δ]π(dr ). (3.8.2)

In particular, assuming that ψ is subcritical and that π is unbounded, we have as δ→∞:

Nψ[Z δ
0 = 1] ∼ Nψ[W δ = 1] ∼ Nψ [∆> δ] ∼ π̄(δ)

α
· (3.8.3)

Since we have the inclusions {W δ = 1} ⊂ {Z δ
0 = 1} ⊂ {∆> δ}, Proposition 3.8.1 entails that, in the

subcritical case, the three conditionings are equivalent as δ→∞. In particular, conditionally

on ∆> δ, there is exactly one node with mass larger than δ with probability tending to 1 as

δ→∞.

Proof. Notice that {W δ = 1} is the event that ρ contains only one first-generation node with

mass larger than δ and that this node has no descendants with mass larger than δ. Thus, using

the Poissonian decomposition of Theorem 3.4.1, we get Nψ[Z δ
0 = 1] = Nψδ [ζ= 1] and

Nψ
[

W δ = 1
]
= Nψδ [ζ= 1]Q

ψ

δ
(∆≤ δ). (3.8.4)

Recall that under Nψδ and conditionally on ρ, ζ has Poisson distribution with parameter π̄(δ)σ.

Thus we have

Nψδ [ζ= 1] = Nψδ

[
π̄(δ)σe−π̄(δ)σ

]
= π̄(δ)

ψ′
δ
◦ψ−1

δ
(π̄(δ))

= π̄(δ)

ψ′
δ

(Nψ[∆> δ])
, (3.8.5)

where we used (3.3.4) for the last equality. This proves (3.8.1).
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Moreover, using the Poissonian decomposition of Proposition 3.4.4 together with the fact that,

underQψδ

δ
and conditionally on ρ, ξ has Poisson distribution with parameter π̄(δ)σ, we get:

Q
ψ

δ
(∆≤ δ) =Qψδ

δ
(ξ= 0) =Qψδ

δ
(e−π̄(δ)σ) = 1

π̄(δ)

∫
(δ,∞)

π(dr )Pψδ
r (e−π̄(δ)σ).

Thus, it follows from (3.4.10) and (3.3.4) that

Q
ψ

δ
(∆≤ δ) = 1

π̄(δ)

∫
(δ,∞)

e−rψ−1
δ

(π̄(δ))π(dr ) = 1

π̄(δ)

∫
(δ,∞)

e−r Nψ[∆>δ]π(dr ). (3.8.6)

Finally, combining (3.8.4), (3.8.5) and (3.8.6), we deduce (3.8.2).

Now assume that ψ is subcritical and that π is unbounded. Recall from (3.7.3) that

Nψ[∆> δ] ∼ π̄(δ)

α
·

On the other hand, differentiating (3.1.8), we get:

ψ′
δ(Nψ[∆> δ]) =ψ′(Nψ[∆> δ])+

∫
(δ,∞)

r e−r Nψ[∆>δ]π(dr ).

Since
∫

(1,∞) r π(dr ) < ∞, the dominated convergence theorem shows that the last integral

converges to 0 as δ→∞. It follows that

lim
δ→∞

ψ′
δ(Nψ[∆> δ]) =ψ′(0) =α. (3.8.7)

In particular, we get that Nψ[Z δ
0 = 1] ∼α−1π̄(δ).

Furthermore, we have:

0 ≤ 1− 1

π̄(δ)

∫
(δ,∞)

e−r Nψ[∆>δ]π(dr ) = 1

π̄(δ)

∫
(δ,∞)

(
1−e−r Nψ[∆>δ]

)
π(dr )

≤ Nψ[∆> δ]

π̄(δ)

∫
(δ,∞)

r π(dr ).

The dominated convergence theorem gives limδ→∞
∫

(δ,∞) r π(dr ) = 0. Since limδ→∞ Nψ[∆>
δ]/π̄(δ) =α−1, we deduce that

lim
δ→∞

1

π̄(δ)

∫
(δ,∞)

e−r Nψ[∆>δ]π(dr ) = 1.

Together with (3.8.2) and (3.8.7), this yields Nψ[W δ = 1] ∼α−1π̄(δ). This concludes the proof.

In the subcritical case, the three conditionings ∆ > δ, Z δ
0 = 1 and W δ = 1 are equivalent as

δ→ ∞ and thus they yield the same asymptotic behavior: a condensation phenomenon
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occurs at the limit just like in Theorem 3.7.5 where we condition by ∆= δ. Recall from (3.5.30)

that T∆ is the first time that the exploration process contains an atom with mass ∆. Recall also

from Section 3.7 that ρ∆,− denotes the path of the exploration process after removing the first

node with ∆while ρ∆,+ denotes the path of the exploration process above that node.

Theorem 3.8.2. Assume that ψ is subcritical and that π is unbounded. Let F : R+×D →R and

G : D →R be continuous and bounded and let Aδ be equal to {∆> δ}, {Z δ
0 = 1} or {W δ = 1}. We

have:

lim
δ→∞

Nψ
[
F (T∆,ρ∆,−)G ◦R0(ρ∆,+)

∣∣Aδ

]=αNψ

[∫ σ

0
F (s,ρ)ds

]
Pψ(G(ρ)). (3.8.8)

Proof. As the three events are equivalent it is enough to show the result for Aδ = {∆ > δ}.

Disintegrating with respect to ∆, we have:

Nψ
[
F (T∆,ρ∆,−)G ◦ (ρ∆,+)

∣∣∆> δ]
= 1

Nψ[∆> δ]

∫
(δ,∞)

Nψ[∆ ∈ dr ]Nψ
[
F (T∆,ρ∆,−)G ◦R0(ρ∆,+)

∣∣∆= r
]

.

The conclusion follows from Theorem 3.7.5.

Recall from (3.5.12) that Tδ is the first time ρ contains a node with mass larger than δ. Also

recall from (3.5.14) and (3.5.15) that ρδ,− denotes the path of the exploration process after

removing the first node with mass larger than δ while ρδ,+ denotes the path of the explo-

ration process above that node. We shall determine the joint distribution of (Tδ,ρδ,−,ρδ,+)

conditionally on Z δ
0 = 1 and W δ = 1. Recall from (3.5.1) the definition of w+.

Lemma 3.8.3. Assume that ψ is (sub)critical and let F ∈B+(R+×D) and G ∈B+(D). We have:

Nψ
[

F (Tδ,ρδ,−)G(ρδ,+)
∣∣∣Z δ

0 = 1
]
= 1

w+(δ)
Nψ

[∫ σ

0
F (s,ρ)ds 1{∆≤δ}

]
Q
ψ

δ
(G(ρ)), (3.8.9)

Nψ
[

F (Tδ,ρδ,−)G(ρδ,+)
∣∣∣W δ = 1

]
= 1

w+(δ)
Nψ

[∫ σ

0
F (s,ρ)ds 1{∆≤δ}

]
Q
ψ

δ
(G(ρ)|∆≤ δ). (3.8.10)

Proof. We only prove the first identity, the second one being similar. Theorem 3.4.1 gives:

Nψ
[

F (Tδ,ρδ,−)G(ρδ,+)1{Z δ
0 =1}

]
= Nψδ

[
F (U ,ρ)G(Fδ)1{ζ=1}

]
,

where under Nψδ and conditionally on ρ, ρδ has distributionQψ
δ

, U is uniformly distributed on

[0,σ], ζ has Poisson distribution with parameter π̄(δ)σ and they are independent. Therefore,

conditioning on ρ in the last term, we get:

Nψ
[

F (Tδ,ρδ,−)G(ρδ,+)1{Z δ
0 =1}

]
= π̄(δ)Nψδ

[
e−π̄(δ)σ

∫ σ

0
F (s,ρ)ds

]
Q
ψ

δ
(G(ρ))

= π̄(δ)Nψ

[∫ σ

0
F (s,ρ)ds 1{∆≤δ}

]
Q
ψ

δ
(G(ρ)),
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where we used Corollary 3.4.3 for the last equality. This in conjunction with (3.8.1) and (3.5.3)

yields the desired result.

In the critical case, the three conditionings ∆> δ, Z δ
0 = 1 and W δ = 1 are not equivalent but

they still yield the same asymptotic behavior: local convergence to the immortal Lévy tree just

like in Theorem 3.7.8 where we condition by ∆= δ.

Theorem 3.8.4. Assume thatψ is critical and that π is unbounded. Let F : D →R be continuous

and bounded and let Aδ be equal to {∆> δ}, {Z δ
0 = 1} or {W δ = 1}.We have

lim
δ→∞

Nψ
[
F (rh(ρ))

∣∣Aδ

]= Nψ
[

Lh
σF (rh(ρ))

]
. (3.8.11)

Proof. Since the conditioning by ∆> δ was already treated in [86], we only consider the other

two. The proof uses similar arguments to that of Theorem 3.7.8 and we only give a sketch. By

Lemma 3.8.3, under Nψ and conditionally on Z δ
0 = 1, ρ is distributed as ρ̃~ (s, ρ̂), where (s, ρ̃)

has distribution

E
[
F (s, ρ̃)

]= 1

w+(δ)
Nψ

[∫ σ

0
F (s,ρ)ds 1{∆≤δ}

]
,

ρ̂ has distributionQψ
δ

and they are independent. But Lemma 3.5.10 gives that the height H (ρ̃s)

is exponentially distributed with mean w+(δ). Since ψ is critical, this last quantity goes to ∞
as δ→∞. In particular, it holds that H(ρ̃s) > h with high probability as δ →∞. Furthermore,

on the event {H(ρ̃s) > h}, we have that

rh(ρ̃~ (s, ρ̂)) = rh(ρ̃). (3.8.12)

As a consequence, in order to show the result, it is enough to prove that

lim
δ→∞

1

w+(δ)
Nψ

[
σF (rh(ρ))1{∆≤δ}

]= Nψ
[

Lh
σF (rh(ρ))

]
.

This last convergence holds by adapting the proof of Lemma 3.7.6. Finally, when conditioning

on W δ = 1, the only change is that ρ̂ has distributionQψ
δ

(·|∆≤ δ) but this does not contribute

to the limit because of (3.8.12). This completes the proof.

3.9 Stable case

We consider the stable case ψ(λ) =λγ with γ ∈ (1,2). Notice that the branching mechanism is

critical with α=β= 0 and the Lévy measure π is given by:

π(dr ) = aγr−1−γdr, where aγ =
γ(γ−1)

Γ(2−γ)
·

Then we have:

π̄(δ) =π(δ,∞) = aγ
γ
δ−γ. (3.9.1)
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Furthermore, the Grey condition (3.2.21) is satisfied and we can speak of the Lévy tree T , see

Section 3.2.9.

We recall the scaling property of the stable tree. For every γ ∈ (1,2), define the mapping

Rγ : T× (0,∞) →T by:

Rγ((T,;,d ,µ), a) = (T,;, ad , aγ/(γ−1)µ), ∀T ∈T. (3.9.2)

In words, the real tree Rγ((T,;,d ,µ), a) is obtained from (T,;,d ,µ) by multiplying the metric

by a and the measure by aγ/(γ−1). The choice of the exponent is justified by the following

identity: for every a > 0,

Rγ(T , a) under Nψ (d)= T under a1/(γ−1) Nψ . (3.9.3)

Using this, one can define a regular conditional probability measure Nψ[·|σ = a] such that

Nψ[·|σ= a]-a.s. σ= a and

Nψ[dT ] = 1

γΓ(1−1/γ)

∫ ∞

0

da

a1+1/γ
Nψ[dT |σ= a]. (3.9.4)

Furthermore, under Nψ[·|σ= a], T is distributed as Rγ(T , a1−1/γ) under Nψ[·|σ= 1]. We shall

now establish the scaling property of the degree.

Proposition 3.9.1. Let ψ(λ) =λγ with γ ∈ (1,2). Then, under Nψ[·|∆= δ], the stable tree T is

distributed as Rγ(T ,δγ−1) under Nψ[·|∆= 1].

Proof. Thanks to [58, Theorem 4.7], we can write the degree of the stable tree T as

∆(T ) = sup
x∈T

(
lim
ε→0

((γ−1)ε)−1/(γ−1)nT (x,ε)

)
,

where nT (x,ε) is the number of subtrees originating from x with height greater than ε. In

particular, it is straightforward to check that ∆(Rγ(T , a)) = a1/(γ−1)∆(T ). Then the conclusion

readily follows from (3.9.3).

Denote by Γ(s, y) the upper incomplete gamma function:

Γ(s, y) =
∫ ∞

y
t s−1e−t dt , ∀s ∈R, y > 0.

Then the Laplace exponent ψδ is given by:

ψδ(λ) =λγ+aγ

∫ ∞

δ
(1−e−λr )

dr

r 1+γ =λγ(1−aγΓ(−γ,λδ))+γ−1aγδ
−γ. (3.9.5)

200



3.9. Stable case

We will aslo need its derivative:

ψ′
δ(λ) =λγ−1(γ+aγΓ(1−γ,λδ)).

Proposition 3.9.2. In the stable case ψ(λ) =λγ, we have:

Nψ[∆> δ] = cγδ
−1, (3.9.6)

Nψ[Z δ
0 = 1] = cγ

γ
ecγδ−1, (3.9.7)

Nψ[W δ = 1] =
(

cγ−
γcγ+1

γ

aγ
ecγ

)
δ−1, (3.9.8)

where cγ ∈ (0,∞) is such that Γ(−γ,cγ) = a−1
γ .

Proof. Thanks to (3.3.4), we haveψδ(Nψ[∆> δ]) = π̄(δ). Together with (3.9.5), this implies that

δNψ[∆> δ] is solution to Γ(−γ, x) = a−1
γ . This proves (3.9.6).

To prove the remaining two identities, notice that

ψ′
δ(Nψ[∆> δ]) =ψ′

δ(cγδ
−1) = cγ−1

γ δ1−γ (
γ+aγΓ(1−γ,cγ)

)= aγ
cγ

e−cγδ1−γ,

where we used the identity Γ(s + 1, x) = sΓ(s, x)+ xse−x together with the definition of cγ
for the last equality. The result readily follows from Proposition 3.8.1 by a straightforward

computation.

Lemma 3.9.3. For every λ≥ 0, there exists a constant cγ(λ) ∈ (0,∞) such that

ψ−1
δ

(
(1−e−λ)π̄(δ)

)
= cγ(λ)

δ
· (3.9.9)

Moreover, cγ(λ) is the unique positive solution to xγ(aγΓ(−γ, x)−1) = γ−1aγe−λ.

Proof. Fix λ≥ 0 and let

uλ
γ (x) = xγ(1−aγΓ(−γ, x))+γ−1aγe−λ, ∀x ≥ 0.

Using the estimate Γ(−γ, x) ∼ γ−1xγ as x → 0, elementary analysis gives that uλ
γ has a unique

root which we denote by cγ(λ). Thanks to (3.9.5), we get:

ψδ(δ−1cγ(λ)) = (1−e−λ)γ−1aγδ
−γ,

and the conclusion readily follows from (3.9.1).
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In the stable case, we can make explicit the distribution of the Bienaymé-Galton-Watson forest

tδ.

Proposition 3.9.4. Under Nψ, conditionally on ∆> δ, the random forest tδ consisting of nodes

with mass larger than δ is a critical (Z δ
0 ,ξδ)-Bienaymé-Galton-Watson forest, where

Nψ
[

1−e−λZ δ
0

∣∣∣∆> δ
]
= cγ(λ)

cγ
and Nψ

[
e−λξ

δ
∣∣∣∆> δ

]
= e−λ+ γ

aγ
cγ(λ). (3.9.10)

In particular, conditionally on ∆> δ, the distribution of tδ is independent of δ.

Proof. Under Nψδ and conditionally on T , let ζ be a Poisson random variable with parameter

π̄(δ)σ. Notice that conditionally on ∆> δ, Z δ
0 is distributed as ζ under Nψδ conditionally on

ζ≥ 1. Thus we have:

Nψ
[

1−e−λZ δ
0

∣∣∣∆> δ
]
= Nψδ

[
(1−e−λζ)1{ζ≥1}

]
Nψδ [ζ≥ 1]

= Nψδ
[
1−e−λζ

]
Nψδ [ζ≥ 1]

· (3.9.11)

Since Nψδ [ζ≥ 1] = Nψ[∆> δ] thanks to Theorem 3.4.1, it follows from (3.4.7) that

Nψ
[

1−e−λZ δ
0

∣∣∣∆> δ
]
=
ψ−1
δ

(
(1−e−λ)π̄(δ)

)
Nψ[∆> δ]

·

Combining (3.9.6) and (3.9.9), we deduce that

Nψ
[

1−e−λZ δ
0

∣∣∣∆> δ
]
= cγ(λ)

cγ
·

Next, thanks to Theorem 3.4.1, it is easy to see than under Nψ, the random variables ξδ and

1{∆>δ} = 1{Z δ
0 ≥1} are independent. It follows from (3.4.8) and Lemma 3.9.3 that

Nψ
[

e−λξ
δ
∣∣∣∆> δ

]
= Nψ

[
e−λξ

δ
]
= e−λ+ γ

aγ
cγ(λ).
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" . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Index of notation

Spaces

M f (E) space of finite measures on E

D space of càdlàg functions from R+ to M f (R+)

D0 space of càdlàg excursions from R+ to M f (R+)

Random variables

ρt exploration process

ηt dual process

Ht height process

σ lifetime of the exploration process

Lh(ds) local time at level h

∆ maximal degree of the exploration process

Tδ first time the exploration process contains a node with mass larger than δ

ρδ,− path of the exploration process after removing the first node with mass

larger than δ

ρδ,+ path of the exploration process above the first node with mass larger than δ

tδ discrete tree consisting of nodes with mass larger than δ

W δ number of nodes with mass larger δ

Z δ
0 number of first-generation nodes with mass larger than δ

T∆ first time the exploration process contains a node with mass ∆

H∆ height of the first node with mass ∆

ρ∆,− path of the exploration process after removing the first node with mass ∆

ρ∆,+ path of the exploration process above the first node with mass ∆

Measures

Pψ distribution of the exploration process starting from 0

Nψ excursion measure of the exploration process

P
ψ,∗
ν distribution of the exploration process starting at ν and killed when it first

reaches 0

P
ψ
r distribution of the exploration process with initial degree r
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Q
ψ

δ
distribution of the exploration process with random initial degree, (3.2.19)

Pψ
δ

distribution of a marked exploration process with degree restriction, (3.5.4)

Pψ
δ,h distribution of a marked (at level h) exploration process with degree restric-

tion, (3.6.5)

Functions

π̄(δ) tail of the Lévy measure π

w(δ) Nψ[σ1{∆<δ}]

w+(δ) Nψ[σ1{∆≤δ}]

g(δ) π(δ)e−δNψ[∆>δ]
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