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Résumé 

 

Le développement rapide de l’industrie aérospatiale est la motivation pour augmenter la productivité lors de 

la fabrication des pièces en conservant la même qualité ou performance. L’usinage à grande vitesse (UGV) 

des matériaux difficiles à découper comme les alliages à base de titane est un moyen d’atteindre une 

productivité élevée. Cependant, les mécanismes d’enlèvement de matière sont différents de l’usinage 

conventionnel, ce qui affecte les propriétés des surfaces et sous-couches de la pièce usinée connues sous le 

nom d’intégrité de surface. Jusqu’à présent, la plupart des travaux de recherche sur l’intégrité de surface dans 

l’usinage sont basés sur l’analyse phénoménologique et impliquent rarement une analyse théorique des 

phénomènes physiques responsables de la modification des propriétés des sous-couches. 

Dans ces travaaux de recherche, l’évolution de la microstructure et d’autres caractéristiques de l’intégrité de 

surface (contraintes résiduelles, déformations plastiques et topographie) induites par UGV de l’alliage Ti-

6Al-4V sont étudiées en utilisant une modélisation multiéchelles et des approches expérimentales. 

L’approche de modélisation multiéchelles combine la simulation du procédé de coupe orthogonale à l’échelle 

mésoscopique en utilisant la méthode des éléments finis (MEF) et la simulation de la morphologie du grain 

à l'échelle microscopique en utilisant la méthode des automates cellulaires (AC). 

Cette approche de modélisation à plusieurs échelles est particulièrement utilisée pour simuler l’évolution de 

la microstructure et son influence sur la microdureté dans la zone de coupe, y compris la microstructure dans 

la bande de cisaillement dans les copeaux et le gradient de microstructure dans la sous-couche usinée. Les 

observations expérimentales des copeaux et des surfaces usinées à l’aide du microscope électronique à 

balayage (MEB) et du microscope électronique à transmission (MET) ont permis d’identifier la 

recristallisation dynamique (DRX) comme mécanisme principal de raffinement du grain dans l’usinage du 

Ti-6Al-4V. Par conséquent, la morphologie du grain induite par le DRX a été simulée en utilisant la méthode 

AC en considérant comme données d’entrée les distributions de déformations, de vitesses de déformations et 

de températures obtenues à partir des simulations EF du procédé de coupe. Pour mener ces simulations, des 

modèles de coupe UGV de l’alliage Ti-6Al-4V sont développés en utilisant la méthode EF et les approches 

lagrangienne et eulérienne couplées (CEL). Ces modèles de coupe comprennent une loi de comportement 

proposée (plasticité et endommagement) tenant compte de l’état de contrainte (triaxialité et paramètre de 
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Lode) en plus de la déformation, de la vitesse de déformation et de la température. En outre, une procédure 

numérique a été proposée pour simuler efficacement la formation des contraintes résiduelles dans l’usinage. 

Cette procédure est basée sur l’approche CEL pour simuler les phases de chargement et de déchargement, et 

sur l’approche lagrangienne pour simuler la phase de refroidissement. 

Les modèles de coupe proposés ont permis de simuler avec précision les copeaux festonnés, les forces, les 

contraintes résiduelles, la déformation plastique, la microstructure, la microdureté et la topographie des 

surfaces dans la coupe orthogonale de l’alliage Ti-6Al-4V, pour une large gamme de conditions de coupe. En 

particulier, la fluctuation périodique des résultats d’usinage (forces, topographie de surface, contraintes 

résiduelles, déformation plastique, etc.) souvent observée dans l’usinage d’alliages de titane a été prédite 

avec précision en utilisant cette approche de modélisation multiéchelle. 

 

Mots clés : Modélisation, Usinage à Grande Vitesse, Ti-6Al-4V, Microstructure, Recristallisation Dynamique, 

Intégrité de Surface. 
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Abstract 

 

The rapid development of aerospace industry is the motivation for increasing the manufacturing productivity 

keeping the same part quality or event improve it. High-Speed Machining (HSM) of difficult-to-cut materials 

like Titanium-based alloys is a way to achieve a high productivity. However, the mechanisms of material 

removal are different from conventional machining, which affects the proprieties of the near surface layers 

of the machined part also called the surface integrity. So far, most of research works on surface integrity in 

machining are based on the phenomenological analysis and rarely involve a theoretical analysis of the 

physical phenomena responsible for the modification of the near surface layer properties. 

In this research work, the microstructure evolution and other surface integrity features (residual stresses, 

plastic strain, and surface topography) induced by HSM of Ti-6Al-4V alloy are investigated using multiscale 

modelling and experimental approaches. The multiscale modelling approach combines the simulation of the 

orthogonal cutting process at meso-scale using Finite Element Method (FEM) and the simulation of the grain 

morphology at the micro-scale using Cellular Automata (CA) method. 

This multiscale modelling approach is particularly used to simulate the microstructure evolution and its 

influence on the microhardness in the cutting zone, including the microstructure in the shear band in the chips 

and the microstructure gradient in the machined subsurface. Experimental observations of the chips and 

machined subsurfaces using scanning electron microscope (SEM) and transmission electron microscope 

(TEM) permitted to identify the dynamic recrystallization (DRX) as the main mechanism of grain refinement 

in machining of Ti-6Al-4V. Therefore, grain morphology induced by DRX was simulated using CA method 

by considering as input data the strain, strain rate and temperature distributions obtained from FE simulations 

of the cutting process. To conduct these FE simulations, cutting models of HSM of Ti-6Al-4V alloy are 

developed using FE method and both Lagrangian and Coupled Eulerian and Lagrangian (CEL) approaches. 

These cutting models included a proposed constitutive model (plasticity and damage) considering the state 

of stress (triaxiality and Lode parameter) in addition of the strain, strain rate, and temperature. In addition, a 

numerical procedure was proposed to efficiently simulate the residual stresses formation in machining. This 

procedure is based on CEL approach to simulate the loading and unloading phases, and the Lagrangian 

approach to simulate the cooling phase. 

The proposed cutting models permitted to accurate simulate serrated chips, forces, residual stresses, plastic 
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strain, microstructure, microhardness and surface topography in orthogonal cutting of Ti-6Al-4V alloy, for a 

wide range of cutting conditions. In particular, the periodic fluctuation of the machining outcomes (forces, 

surface topography, residual stresses, plastic strain, etc.) often seen in machining Titanium alloys were 

accurately predicted using this multiscale modelling approach. 

 

Keywords: Modelling, High Speed Machining, Ti-6Al-4V, Microstructure, Dynamic Recrystallization, 

Surface Integrity. 
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1 Introduction 

This chapter presents an introduction to the research background and significance in the field of metal cutting 

and surface integrity, and then based on this introduction, the current main research challenges are discussed, 

and the research objectives are proposed. Finally, the structure of the dissertation is described. 

1.1 Research background and significance 

High speed machining (HSM) is widely used in many industrial sectors including in the aerospace and 

automotive industries for increasing the productivity due to its high materials removal rates. The machining 

process has great influence on the machined surface topography, and on the mechanical and microstructural 

properties of the near surface layers of machined components, also called surface integrity. With the rapid 

increase of the cutting speed, the mechanism affecting the surface integrity has changed and there are still 

some details remaining unclear.  

As a severe plastic deformation (SPD) process, HSM can induce dynamic recrystallization and phase 

transformation due to the intense thermo-mechanical coupling generated by the cutting process. During HSM, 

the complex loading conditions, such as high strain rate, dynamic stress state and localized thermo-

mechanical coupling, make the microstructure evolution quite different from other SPD processes. With the 

change of cutting conditions (cutting speed, feed, depth of cut, tool geometry, etc.), the internal loads (stress, 

strain rate, temperature, etc.) of the materials will change accordingly. So, the complex loading conditions 

and the correlation between them and the microstructure have become a key point to reveal the mechanisms 

of microstructure evolution in HSM. 

To accurate modeling the microstructure in metal cutting an in-depth understandings of physical mechanisms 

controlling this microstructure is required. Amongst these mechanisms there are the grain refinement induced 

by SPD, grain refinement and grain growth inducted by dynamic recrystallisation (DRX) and dynamic 

recovery (DRV), mechanical twinning and phase transformation. These mechanisms are essential to be 

incorporated into machining simulation in order to better predict the microstructure evolution in metal cutting. 

To improve the functional performance and life of components, the cutting process needs to be optimized to 

obtain an enhanced surface integrity. In the long-term research process, surface roughness, strain hardening 

and residual stress are considered to be the most important factors affecting the functional performance and 

life of components. However, failure and damage of parts are not only affected by these factors. It is found 
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that the microstructure of machined surface is also a crucial factor affecting the functional performance and 

life of components. A severe plastically deformed layer near the machined surface can be formed during 

HSM, in which the deformation of grains, the increase of dislocation and crystal defects have a remarkable 

impact on the physical and mechanical properties of parts.  

As a typical parameter to represent the residual mechanical state of components, residual stress is generated 

from the complex thermo-mechanical loading history induced by machining operations, which includes 

mechanical loading and unloading, rapid temperature rise and cooling, and combined effect acting on the 

workpiece [1]. The influence of residual stress on functional performance and life of components depends 

on its nature and distribution. For example, compressive residual stress will increase the fatigue lifespan by 

delaying the crack initiation and propagation in the part [2]. However, the distribution of residual stress in 

the machined subsurface can also bring instability to the in-service behavior of parts [3]. 

To sum up, not only the surface roughness, strain hardening and the residual stress but also the microstructure 

of the machined surface and subsurface has an important influence on the functional performance and life of 

components (fatigue lifespan, corrosion resistance, etc.). Most of the research works found in the literature 

on the microstructure evolution in the machined parts and chips induced by machining operations are based 

on an experimental approach. Therefore, it is of great significance to develop a physics-based modelling 

approach able to accurately predict the microstructure evolution induced by machining, which is helpful for 

optimizing the process parameters for an improved functional performance and life of parts.  

1.2 Research challenges 

Based on the above introduction about the research background and significance, both experimental and 

modeling approaches are used in the present PhD dissertation to investigate the surface integrity in HSM, 

including the microstructure evolution. A major challenge towards future manufacturing science and 

technology is how to produce highly reliable components with enhanced functional performance and lifespan. 

Traditionally, the research work on manufacturing regarding the surface integrity aims to find the correlation 

between machining process parameters and final part’s performance. Research works on materials response, 

including the internal loadings and metallurgical changes, are still insufficient to achieve a comprehensive 

understanding of the influence of manufacturing processes on part quality, and underlying physic-based 

mechanisms. As a consequence, the properties of machined surface obtained after HSM cannot be accurately 

predicted and then improved. Therefore, the main research challenges are described as follows: 

(a) Numerical approach and constitutive modelling of the cutting process. 
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Lagrangian (LAG) approach and sacrificial layer to allows chip formation are often used in the numerical 

simulation of the metal cutting process, which results in mesh distortion, and consequently in the difficulty 

to accurate predict the surface integrity in the machined surface. Therefore, a numerical method that can 

solve the mesh distortion problem is very important for predicting the cutting process accurately. Moreover, 

the constitutive model for the description of the stress-strain relationship strong affects the accuracy of the 

cutting model predictions. In particular, the state of stress on the material effects the damage and fracture 

behaviors, but unfortunately most of the constitutive models used in metal cutting simulation are ignoring 

this important factor. 

(b) Microstructure characterization and mechanisms in metal cutting. 

As far as the microstructure evolution in HSM is concerned, many researchers have investigated the effect 

of the cutting process parameters on the grain deformation, grain refinement and phase transformation for 

different materials. However, the research work on the dynamic recrystallization, phase transformation 

behavior and constitutive model research is separated, which lacks of certain links. For the particular case of 

HSM, the effect of high strain rate on microstructure evolution is not clear, which needs to be further 

investigated due to the coupling relationship of multi-mechanism. The evolution of microstructure in cutting 

process is correlated with the macroscopic mechanical properties of materials, and the effect of 

microstructure evolution on the mechanical behavior of materials in cutting process under the mechanical-

thermal coupling loading needs to be further revealed. 

(c) Modeling of microstructure evolution in metal cutting. 

Microstructure modeling and simulation based on the finite element method (FEM) and phenomenological 

laws including the Zener-Hollomon (ZH) and Johnson-Mehl-Avrami-Kolmogorov (JMAK) are widely used 

in cutting models, because they can provide good computation efficiency. However, they are unable to 

accurate describe the real physics of the microstructure generation in real manufacturing processes. Therefore, 

the development of a simulation approach combining multi scale models is of great significance to provide 

more physical fundamentals for modeling and better predict ability.  

(d) Influence of microstructure evolution in metal cutting in the material mechanical behavior and surface 

integrity. 

Machining can induce significant microstructural modifications in the machined surface and subsurface, 

characterized by phase changes, formation of grains of different sizes and shapes, etc. These microstructural 

modifications may also affect other surface integrity characteristics like microhardness and residual stresses, 
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thus the functional performance and lifespan of components. Moreover, the integration of the microstructure 

evolution mechanisms in the material constitutive models contributes for a better description of the 

mechanical behavior in metal cutting, thus for a better prediction of the surface integrity characteristics. So 

far, limited number of research works have considered the microstructure evolution in metal cutting and their 

impact on the mechanical behavior and surface integrity. 

 

1.3 Objectives 

This Ph.D dissertation aims to investigate the microstructure evolution and the surface integrity in HSM of 

Ti-6Al-4V titanium alloy, using multiscale modelling and experimental approaches. Moreover, based on the 

previous research challenges, the following objectives of this Ph.D work are formulated: 

1) Conduct orthogonal cutting experiments and characterization of microstructure evolution in the chips 

and machined surfaces: 

(a) To design and conduct orthogonal cutting tests on Ti-6Al-4V titanium alloy using cemented carbide 

and PCD cutting tools;  

(b) To investigate the crystalline structure and the mechanisms of microstructure formation in the 

machined surface and chips using a novel characterization technique, precession electron diffraction 

(PED). This technique is applied for a quantitative characterization of the nano-scaled microstructures 

of the machined surfaces, including: phase distribution, grain size, grain boundary, grain orientation 

and geometrical necessary dislocation (GND) density distribution. 

2) Modelling and simulation of HSM using CEL approach and a constitutive model considering the state 

of stress: 

(a) To use the Coupled Eulerian and Lagrangian (CEL) approach to overcome the problem of severe 

mesh distortion found in metal cutting simulations using pure Lagrangian approach; 

(b) To propose a constitutive model considering the state of stress and evaluate the accuracy of this model 

to describe the mechanical behavior of the Ti-6Al-4V alloy in HSM; 

(c) To develop a 3D orthogonal cutting model based on the CEL approach and the proposed constitutive 

model. Apply this cutting model to investigate the surface integrity in HSM of Ti-6Al-4V alloy. 

3) Multiscale modelling and simulation of grain refinement induced by dynamic recrystallization (DRX) 

(a) To develop a microstructure evolution model based on continuous DRX (cDRX) and discontinuous 

DRX (dDRX) mechanisms; 
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(b) To develop a multiscale model using coupled FEM and cellular automata (CA) methods, which is 

used to predict the microstructure evolution in the deformation zone in HSM; 

(c) To analysis of the effect of grain refinement induced by DRX on the strain softening phenomenon. 

4) Assessment of other surface integrity characteristics using both experimental and modelling approaches 

(a) To predict the surface topography by numerical simulation and to compare it with the experimental 

measurements; 

(b) To predict the residual stresses and plastic strain induced by the cyclic thermomechanical loading 

applied on the workpiece, which are caused by the cyclic nature of chip formation. To propose an 

efficient FE-based approach to predict the residual stress in the machined surface and subsurface; 

(c) To model the microhardness distribution in the machined surface and subsurface by considering the 

influence of dislocation density and grain size. 

1.4 Structure of the dissertation 

The structure of this Ph.D dissertation is organized in seven chapters, described as follows: 

Chapter 1 provides an introduction to the research background and significance in the field of metal cutting 

and surface integrity. Then, the research challenges are presented and the research objectives are formulated. 

Finally, the structure of the Ph.D dissertation is described. 

Chapter 2 reviews the state-of-the-art about the metal cutting process, surface integrity and microstructure 

evolution in metal cutting divided in six sections: fundamentals of metal cutting mechanics, cutting modeling 

and simulation, microstructure evolution in metal cutting, microstructure based property transformation in 

cutting process, constitutive model for metal cutting, and surface integrity. 

Chapter 3 describes the proposed model of HSM based on CEL approach and the constitutive model 

considering the effect of the state of stress in the material plasticity and damage. When compared with a 

model using Lagrangian approach and the Johnson-Cook (JC) constitutive model, the accuracy of the 

proposed cutting model to predict the metal cutting outcomes (including the surface integrity) is evaluated. 

Then, the influence of state of stress on the chip formation is analyzed. Besides that, the phenomenon of 

material side flow and lateral burr formation is simulated. 

Chapter 4 describes the proposed multiscale model combining the FEM and CA methods considering the 

grain refinement caused by dynamic recrystallization (DRX). A grain size prediction subroutine is developed 

and integrated into the FE model based on the dynamic recrystallization theory model. Then, the deformation 

conditions (strain, strain rate and temperature) obtained by FE simulation are transferred into the CA model 
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to predict the microstructure evolution during the cutting process, which considers both cDRX and dDRX 

mechanisms. The accuracy of this multiscale model is confirmed through material characterization 

experiments. The effect of the cutting speed on DRX behavior is investigated.  

Chapter 5 describes the mechanisms of microstructure formation in machined subsurface using the multiscale 

model developed in chapter 4 and experimental characterization techniques. Two layers with different grain 

structure are found: (1) a layer of “Nano grains” with continuous dynamic recrystallization (cDRX ) grains 

characteristics, and (2) a layer of “Micro grains” with discontinuous dynamic recrystallization (dDRX) grains 

characteristics. By combining the effect of dislocation density evolution, mechanical twinning, and the 

precipitation of second phase particle, the grain refinement mechanism in machined surface under the high 

strain rate condition is revealed. 

Chapter 6 presents an improved version of the cutting model described in chapter 3, in order to investigate 

other surface integrity characteristics. This model is used to investigate the influence of chip geometry on the 

periodic fluctuation of cutting force and surface morphology. Considering the effects of dislocation density, 

grain size, twinning and phase transformation on the microhardness of materials, a model for predicting the 

microhardness in the machined subsurface is proposed and integrated in the improved cutting model. 

Considering the residual stresses formation due to the workpiece loading, unloading and cooling, CEL 

approach is adopted to simulate the cutting process (loading), while Lagrangian approach is used to simulate 

the residual stress formation (unloading and cooling). Data transfer and mesh rebuilding techniques are 

utilized to extract the data from the cutting model using the CEL approach and to apply this data in the 

residual stress calculation model using Lagrangian approach. Using this numerical simulation approach, the 

effects of cutting parameters and tool geometry on the temperature, forces, equivalent plastic strain and 

residual stress are studied. 

Chapter 7 presents the main conclusions and recommendations for future work. 

Fig. 1 shows a flowchart of the main research work presented in each chapter and their relationship. 
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Fig. 1 Flowchart of the contents of each chapter and their relationship. 
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2 State of the art 

2.1 Fundamentals of metal cutting mechanics 

Metal cutting is one of the most widely used processes to shape the functional components with specifically 

designed geometries, dimensions, and surface conditions by removing an unwanted material layer resulting 

into chip formation. Common cutting processes include turning, milling, drilling, boring, shaping, broaching, 

reaming and others. The basic two-dimensional orthogonal cutting process is first analyzed in details 

followed by considering representative three-dimensional cutting operations. Special attention is directed 

towards cutting forces, cutting temperatures, tool wear, and the surface integrity of machined components. 

Machining optimization can be conducted in terms of high efficiency, high quality and low consumption. 

Cutting processes are unusually considered as complex thermo-plastic deformation processes due to the 

boundary conditions limiting the material making two basic operations occur simultaneously with strong 

interaction: 

- Three/four deformation zones with large plastic strain under different types of deformation mode (e.g. shear, 

friction, tension, compression, and mixed mode) 

- Material flow along the contact interface with a heavily local deformation between chip/workpiece and tool. 

In general, several simplified models that emphasize different aspects of the problem such as thermal, 

material, and surface condition are produced simultaneously, and their importance depends on the specific 

machining parameters. Because of the complexity of the problem, a general prediction theory is impossible. 

Instead of seeking the impossible, a more practical approach is adopted to explain the fundamental terms by 

conducting a wide variety of experiences. 

1) Three deformation zones 

The geometrical complexity of the actual machining operations brings difficulties to lead a comprehensive 

understanding of the material removal mechanics. By definition, a simplified model, called orthogonal 

cutting, is proposed using a wedge-shaped tool whose cutting edge is perpendicular to the cutting direction. 

After shear plastic deformation, the material flow occurs in the plane of tool rake face. And then the friction 

behavior in the interface between chip and tool results in the further plastic deformation in the local zone of 

the chip, which produces a resulting ploughing force perpendicular to the workpiece surface. The ploughing 

effect from cutting tool would introduce a thermo-mechanical gradient of loading in the workpiece surface. 
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Due to the above different deformation resources to characterize the mechanical behavior towards the chip 

flow and surface generation, deformation zone can be divided into three parts as shown in Fig. 2: 

Zone I: Primary shear zone (PSZ), severe shear deformation takes place in this region to form the chips, 

which always extends from tool cutting edge to the workpiece top free surface. The plastic deformation is 

the main mechanism of cutting consuming energy accounting for 60~80%, which performs as the variation 

of cutting force and temperature. According to the heat produced from severe plastic deformation, the 

temperature in this region can rise up rapidly, which would induce the material softening and influence the 

mechanical response. 

Zone II: Secondary deformation zone (SDZ), local shear deformation is introduced due to the friction 

between the tool and chip bottom surface. Large amount of heat is generated in this region, which shows 

great influence on the tool wear, built-up edge formation, and the tangential cutting force to form the 

machined surface.  

Zone III: Third deformation zone (TDZ), after the chip is separated from the workpiece with a specific 

material fracture, the stretching effect and friction behavior leads to the plastic deformation in the surface 

and subsurface. The thermo-mechanical loadings in-depth show a gradient distribution until the bulk 

materials’ state is reached, which shows a significant influence on the surface integrity of components (e.g. 

microstructural characteristics, microhardness and residual stresses). 

 

 

Fig. 2 Schematic of three deformation zones in metal cutting process. 

2) Chip formation mechanism 
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The chip formation process is the mechanical response of work material under the influence of tool geometry, 

cutting parameters, and material properties. In general, the chip is continuous as shown in Fig. 3 (a) with a 

steady state as the shear deformation occurs, which is characterized with a chip compression ratio (CCR). 

When the cutting speed increases or the conductivity of the work material (especially difficult-to-cut material) 

is too low, the generated heat cannot be spread out of the shear zone, which induces the adiabatic shear 

behavior in a localized region. It is identified as an unsteady cutting process, which produces serrated chips 

as in Fig. 3 (b). While cutting brittle materials with a relative low cutting speed, the crack initiation and 

propagation induce the formation of discontinuous chips as in Fig. 3 (c) due to the poor ductility. So the chip 

formation under different cutting conditions and materials occurs due to one of these three types of 

mechanisms, which are called “shear slip theory”, “adiabatic shear theory”, and “cyclic crack propagation 

theory”, respectively. 

 

 

Fig. 3 Schematic of three different types of chip formation: (a) continuous, (b) serrated, and (c) discontinuous. 

 

3) Cutting forces and heat generation 

For orthogonal cutting process, the cutting speed, uncut chip thickness, width of cut, tool rake angle, and 

friction coefficient between the tool and the workpiece material, are the key factors to determine the cutting 

forces, while in conventional machining operations, e.g. milling, drilling, and turning, other related 

parameters, such as helix angle, depth of cut, and feed should affect the force direction and amplitude. The 

cutting forces reflect not only the mechanical stresses during the cutting process, but the global stress during 

the surface generation. Alongside the elasto-plastic energy generated by the mechanical stresses, heat 

generated from the thermal stresses will introduce the material softening behavior, which can cause tool life 

reduction and local volume expansion of the materials. 
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2.2 Metal cutting modelling and simulation 

To model the machining process, state variables such as tool wear [4], forces [5], and surface integrity [6], 

including microstructure evolution [7] in metal cutting, characterization of thermomechanical conditions 

during the cutting process are of great significance to improve the component performance and the 

manufacturing efficiency. Considering the high cost and time consumption of experimental tests and the 

difficulties of obtaining some machining process data (e.g. strain, cutting temperature and residual stresses), 

the application of the numerical simulation to predict the performance of the machining process has 

outstanding advantages. The most generalized method in modelling of metal cutting process is FEM, where 

a detailed distribution of strains, strain rates and temperatures can be obtained simultaneously. However, 

there are also some weaknesses of FEM such as mesh distortions, difficulty to model cracks initiation and 

propagation, etc. As an alternative, mesh-free methods show high potential to be used for this purpose. The 

dominant approaches of numerical modelling in this case are summarized as following: 

 

Fig. 4 Boundary conditions of cutting simulations through conventional FEM models: (a) LAG model with 

sacrificing layer [8]. (b) and (c) are applications of ALE approach [9]: (b) Modelling with Eulerian and 

Lagrangian boundaries; (c) Modelling with pure Lagrangian boundaries. (d) Remeshing [10]. (e) and (f) are 

CEL model configurations: (e) Modelling work material as Eulerian body, only available for dry cutting 

condition [11]; (f) Modelling work material as Lagrangian body and coolants as Eulerian body, eligible for wet 

cutting condition [12]. 
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1) FEM method 

As far as the simulation methods applied to machining processes are concerned, the traditional Lagrangian 

approach is widely adopted, in which the presetting of sacrificial layer and control of element distortion and 

deletion shown in Fig. 4 (a) are required. The critical issue of this approach is the element distortion due to 

the severe plastic deformation induced by cutting. To overcome this issue, in order to solve the problem of 

element distortion associated to the Lagrangian approach, three methods/hybrid approaches are developed: 

Lagrangian with remeshing [13], Arbitrary Lagrangian-Eulerian (ALE) [14,15], and Coupled Eulerian-

Lagrangian (CEL) [16,17]. The main problem of remeshing approach is the accumulation of calculation 

errors caused by node migration [18]. Taking the advantages of both Lagrangian and Eulerian approaches, 

ALE describes the chip formation like a material flow around the tool cutting edge, which does not require a 

sacrificial layer neither a fracture criterion. The detailed description of this method is shown in Fig. 4 (b) and 

(c). However, the computational costs of this technique are higher due to the higher sweeping frequency 

required for maintaining a better mesh shape, which significantly increases the time consumption. ALE 

approach is suitable for simulating continuous chip formation [14,19], but it is unable to simulate serrated 

chips, like those observed in machining of difficult-to-cut materials. Concerning the remeshing method 

shown in Fig. 4 (d), an updated Lagrangian-based method with remeshing technique was proposed for the 

simulation of metal cutting processes. It can automatically change the mesh sizes and shapes within 

deformation area to achieve chip formation and separation, and excessive distortion can be fully avoided, 

which is suitable for both 2D [20,21] and 3D cases [22,23]. The results showed that local remeshing technique 

could provide results that are more accurate and avoid wrong predictions in deformation zones. Regarding 

the CEL approach, it can avoid the mesh distortion, and the stable time increment is not reduced when 

compared to the ALE one. This method shown in Fig. 4 (e) separates the spatial coordinates of the meshes 

by material points, and the material can flow through the mesh. Ducobu et al. [17] proposed a cutting model 

of Ti-6Al-4V using the CEL approach, which considers the workpiece as an Eulerian region and the tool as 

a Lagrangian one. They analyzed the effect of element size and shape on the simulation results. However, 

they could only simulate continuous chips, partially due to the low cutting speed (30 m/min) used in their 

machining simulations [24,25]. Later, Shuang et al. [26] successfully simulated serrated chips under 

extremely high cutting speed of 1200 m/min. Unfortunately, the simulated chip was continuous for a cutting 

speed of 60 m/min, while in reality the chip must be serrated. Moreover, it is worth noting that the plastic 

strain in the shear band of chip is extremely high when compared to strain at fracture. If work material is 
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modelled as a Lagrangian body, CEL model provides another possibility of fluid-structure interaction (FSI), 

which can be used to describe cutting processes with supply of coolants, as shown in Fig. 4 (f). This approach 

was developed by Ayed et al. [45] towards high pressure waterjet assisted machining, where a script was used 

to realize heat transfer between solid phase and liquid phase. It is beneficial towards future application in 

predicting microstructure evolution in wet cutting processes, which is more practical for industries. 

Although modeling and simulation using two-dimensional (2D) Finite Element Method (FEM) have 

significantly improved and helped to understand the fundamental mechanisms of the cutting process during 

the past decades [27], it is based on the assumption of the plane strain conditions. Therefore, it cannot be 

used to describe the cutting process mechanics in real 3D machining operations, such as turning, drilling, and 

milling. As a result, three-dimensional (3D) cutting models of those machining operations have been 

developed to predict forces, temperatures, tool wear, and surface integrity [28–31]. Attanasio et al. [32] 

developed a 3D model to simulate tool wear in drilling of Inconel by updating the geometry of the worn tool 

using a new algorithm considering the tool wear rate. Niu et al. [33] established a 3D model of the milling of 

Ti-6Al-4V titanium alloy to predict the cutting force, cutting temperature, and residual stresses. Liu et al. [34] 

developed a 3D model of turning using a new designed micro-textured cutting tool to investigate its cutting 

performance. Outeiro et al. [35] developed a 3D model of turning of Inconel 718 and AISI 316L stainless 

steel to investigate the thermomechanical phenomena in machining these two difficult-to-cut materials, and 

correlate these phenomena with the residual stresses in the machined surfaces. It is worth noting that none of 

these 3D models was able to simulate serrated chips, and thus they could not reproduce the cyclic variation 

of the plastic strain and topography of the machined surface observed experimentally [36]. Therefore, there 

is a need to develop a model of cutting to accurately reproduce the cyclic nature of the chip formation process, 

and its influence on the thermomechanical phenomena and surface integrity. 

2) Mesh-free methods 

In order to characterize the material removal behavior due to the transformation from continuity to 

discontinuity during fracture, mesh-free method is considered as an effective method to model the workpiece 

by avoiding the spatial discontinuity [37]. Through mesh-free methods, fracture is modelled in a more natural 

way without additional treatments of elements like remeshing or element deletion. In this case, crack 

initiation and propagation are modelled more precisely [38,39]. Mesh-free methods also show a good ability 

in considerations from micro-scale perspectives. Discrete element method (DEM), smoothed particle 

hydrodynamics (SPH) and molecular dynamics (MD) are the most popular mesh-free methods applied in 
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cutting.  

DEM approaches are mainly divided into two categories depending on the interactions between discrete 

elements, which are contacted type and connected type, respectively. Contacted type DEM is very flexible 

for definitions of initial conditions of discrete elements [40]. In this case, each element has a contact rule 

only with its contacted elements. Connected type DEM was primarily proposed by Hrennikoff [41] and was 

referred as Lattice model (LM) in the beginning. For this approach, elements are connected with each other 

by springs along the normal direction, and the connecting parameters are derived through equivalence of 

material strain energy and spring potential energy within unit volume [42,43]. Concerning initial application 

of connected type DEM in metal cutting processes, materials were assumed as homogeneous without 

consideration of microstructure effects. Jiang et al. [44] developed a DEM cutting model towards 

homogeneous material polycarbonate as a preliminary study, where the initiation and propagation of stress 

wave induced by the high-speed impact from cutting tool were analyzed. Following, Liu et al. [45] developed 

a continuum-based DEM approach towards better application in cutting, which shows better performance in 

terms of the transition from continuum to dis-continuum.  

 

 

Fig. 5 Characterization of microstructure effects in DEM approach: (a) The method of rotating local coordinate 

[46]. (b) The approach of changing interaction coefficients [47]. 

 

DEM approach also provides the possibility to describe heterogeneity of materials induced by 

microstructures. Voronoi tessellation is always applied in order to obtain materials with randomly distributed 

grains and phases. Horie and Case [46] and Chen [46] maintained same interaction coefficients during 

modelling, and expressed different grain orientations through rotating local coordinates in a local reference 

system with respect to global coordinates in the global reference system, so that the normal direction of 

element can be the same as grain orientation, as shown in Fig. 5 (a). Another method was proposed by He et 
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al. [47]. In their cases, the local coordinate of element pair is fixed with global coordinate, and the directions 

of interaction rules and pertinent coefficients of elements within each individual Voronoi tessellation 

(partition into regions close to each of the given set of elements) are changed, as shown in Fig. 5 (b). The 

former method can be used to express any directions as desired, while initial stresses are easily formed at 

grain boundary due to elements piling. The latter method is more convenient, although limited orientations 

can be characterized. 

Furthermore, a DEM model representing cutting spheroidal graphite cast iron was developed by He et al. [38] 

through particle flow codes in two dimensions (PFC2D) , as shown in Fig. 6. The discrepancies of mechanical 

properties provided by graphite phase and ferrite phase were considered, and their influences on cutting 

performances were investigated. In their model, graphite phase was randomly distributed inside ferrite grains 

with sphere shape, and grain boundaries were formed due to different grain orientations. They performed 

cutting simulations at different speeds through this model, which shows the deformation of microstructures 

with respect to variation of cutting speeds, and a good agreement was obtained between simulation and 

experimental results in terms of chip formation. However, the drawback still lies in the constitutive modelling 

of plasticity. In this case, they applied a simplified bilinear behavior instead of nonlinear plasticity models 

fairly accurate for cutting processes. 

 

Fig. 6 DEM simulation of cutting spheroidal graphite cast iron with consideration of heterogeneity induced by 

microstructure features [38]: (a) Boundary conditions. (b) Arrangement of particles within grain boundaries and 

inside ferrite grains. (c) Simulated chip morphologies at 2259 m/min, 3000 m/min and 3780 m/min, respectively. 
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SPH is a method suitable for solving large deformation problems and material discontinuity, which is firstly 

developed to simulate the mechanical responses in solid mechanics [49]. By introducing deviatoric stresses, 

SPH method is then extended for simulation of metal cutting process due to its simplicity, robustness, and 

ease to apply physics [50]. The algorithm proposed by Heisel et al. [51] towards optimization of SPH 

coefficients also provides more opportunities while applied in cutting simulation. However, concerning the 

effect of microstructure and evolution, rare publications were reported using SPH. An attempt was proposed 

by Zahedi et al. [52] to introduce consideration of microstructures into SPH simulation, where they 

implemented the theory of crystal plasticity and developed an FE/SPH model through subroutine VUMAT 

in commercial software Abaqus/Explicit. It reveals the mechanisms of material removal at micro-scale, and 

illustrates the influences of crystal orientation on cutting performance of face-centered cubic metals. Takabi 

et al. [53] enhanced the theory of SPH approach through introducing a damage criteria into numerical model. 

And they compared the performances of cutting simulation with respect to undamageable SPH, damageable 

SPH and damageable FEM, as shown in Fig. 7. The results show that the fluctuation of cutting forces can be 

decreased with the help of SPH model, which is beneficial towards simulation of brittle materials. However, 

the forces and stresses obtained from SPH model are lower than those from FEM model, and chip curving 

cannot be well characterized as FEM model. 

 

 

Fig. 7 Effects of simulation methods on chip formation in orthogonal cutting aluminum, a) undamageable SPH, 

b) damageable SPH and c) damageable FEM [53]. 

 

To summarize, both DEM and SPH approaches provide a good capability of describing fracture behaviors in 

cutting, especially in terms of problems regarding to crack initiation and propagation when compared to 
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continuum-based methods like FEM. They are suitable for simulating cutting processes at both micro- and 

meso-scales. For DEM, it shows a good performance in accounting for microstructure effects, however, the 

nonlinear plastic behaviors are difficult to be accurately modeled. For SPH, it has a better compatibility with 

plastic behaviors, while less with microstructure features, and convergence is a major issue as well. As a 

result, compared to FEM models, they are less practical in terms of modelling microstructure effects and 

evolution in cutting processes. 

3) Molecular dynamics (MD) 

Molecular dynamics (MD) is a method for analyzing multi-particle behaviors at the atomic scale or at the 

nanoscale. This method is a physical based approach aiming to characterize the interactions between atoms. 

Considering that microstructure is fundamentally determined by the atomic arrangements, this method can 

analyze the effects and the evolution of microstructures. However, due to the limitations of time and space 

scalars, it was initially introduced to investigate the cutting process at a nanoscale. 

Executions of a MD simulation are mainly dependent on the potential function. In terms of the cutting 

simulation, the Morse potential and the embedded atom method (EAM) potential are the most commonly 

used potentials, but some other ones like the Tresoff potential and the analytical bond order potential (ABOP) 

have also been reported. Pei et al. [54] compared the Morse potential and EAM potential in chip morphology 

and a machined surface through a nano-cutting process for copper. They pointed out that the EAM had a 

better performance in terms of describing the behaviors of metals. With the EAM potential, Sharma et al. [55] 

proposed a nano-cutting simulation subjected to single crystal copper with different orientations, as shown 

in Fig. 8. The results showed that the evolution of the dislocation density was strongly dependent on the 

crystal orientations, which could also induce discrepancies in terms of the cutting forces, specific cutting 

energy, and surface quality. Due to the limitations of the space scalars, MD simulation is always applied to 

nano-cutting within a single grain, which shows the strong dependency of the cutting performances on 

orientations, as illustrated in Fig. 8. However, the interactions of multi-grains or behaviors at grain boundaries 

cannot be addressed, which minimizes the feasibility of MD simulation for conventional cutting processes. 

Multi-scale approaches may be a good solution to utilize the advantages of MD simulations in terms of 

revealing the in-depth mechanisms in the local area involved in cutting.  
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Fig. 8 MD simulation of nano-cutting single crystal copper [55]: (a) Boundary conditions. (b) and (c) are chip 

formations at different orientations with the same ratio of uncut chip thickness to edge radius. 

 

2.3 Microstructure effects and its evolution in metal cutting 

Predicting microstructure evolution in machining process is of great significance to improve production 

efficiency and obtain components with high performance. A review by Pan et al. [56] indicated that the 

material microstructure evolution induced by machining results from the thermal and mechanical loading 

processes, and the altered microstructure have an inverse influence on materials flow stress behavior, 

machining forces and surface integrity. The development of microstructure modeling is gaining rising interest, 

and Arrazola et al. [27] indicated that a constitutive model including the microstructure effects would more 

accurately reflect the mechanical behavior of workpiece during machining. The review presented by Melkote 

et al. [57] shows that several models for predicting the microstructure evolution in metal cutting using FE 

simulations have been proposed. It is worth to notice that the limitation and accuracy of microstructure 

models in FE simulations are based on the phenomenological description and many microstructure 

parameters cannot be represented. Huang and Logé [58] reviewed the dynamic recrystallization in metals. 

They showed that microstructure evolution under severe plastic deformation can include dislocation density, 

grain deformation, grain nucleation and growth. The final microstructure morphology is strongly dependent 

on deformation condition. The mechanical properties are influenced by both grain size and grain morphology. 

Therefore, simulation methods that can improve the accuracy in predicting microstructure evolution and 

consider the influence on mechanical behavior in metal cutting are required. 
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As reported by Fanfoni and Tomellini [59], two major types of DRX were dominant mechanisms appearing 

during metal deformation, which are discontinuous dynamic recrystallization (dDRX) and continuous 

dynamic recrystallization (cDRX), respectively. DRX is a key factor resulting in grain size evolution during 

metal cutting processes. In terms of predicting grain sizes induced by DRX in cutting process, Zener-

Hollomon (ZH) and Johnson–Mehl–Avrami–Kolmogorov (JMAK) models are mostly used with 

phenomenological laws as shown in Fig. 9. 

 

 

Fig. 9 Prediction of grain size evolution in metal cutting processes through ZH and JMAK models. 

 

c Nomenclature: a1, h1, m1, c1, αd, m0 , a8, h8, n8, m8, and c8 - material constants; Q1 - modified activation 

energy at current time step; Z - Zener-Hollomon parameter; εc, ε0.5, εp - critical strain, half-fraction strain and 

peak strain for DRX of JMAK model; Xdrex, ddrex - DRX volume fraction and grain size; βd, kd - material 

constants related to DRX. 

Both models require a critical strain to determine the occurrence of DRX. For ZH model [60], a ZH parameter 

should be determined firstly according to the strain, strain rate and temperature, then a simplified term is used 

to estimate grain sizes. Based on this approach, Caruso et al. [61] simulated the grain size alteration in chips 

and machined surface during hard turning AISI 52100. By extending their previous work, the white layer and 

dark layer appearing as surface modifications are predicted and compared with the experimental data through 

microstructure characterization, which shows a good agreement [62]. Further modifications of this model 

were then achieved by combining ZH and Hall-Petch equations, which is verified as a reliable approach to 

predict refined grain sizes during machining processes by Wang et al. [63] and Umbrello et al. [30]. Pertinent 

results are as shown in Fig. 10. 
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Fig. 10 Predicted grain size distribution in machined surface for a) 2D case [64] and b) 3D case [30]. 

 

Based on the framework of deformation–microstructure correlation shown in Fig. 11 proposed by Guo et al. 

[65], several different models of grain size prediction have been developed. After Estrin and Kim [66] 

proposed the dislocation density based microstructure evolution model, Ding et al. [67] conducted FE 

simulations by integrating microstructure-based subroutines to investigate the grain size evolution of Al 6061 

T6 alloy and OFHC Copper in cutting process. They showed that low strain, high strain rate or high cutting 

temperature could result in a coarse and elongated grain structure. Liu et al. [68] proposed a unified 

dislocation density-based model by considering dislocation drag effect at high strain rate. This model was 

calibrated in order to obtain a good agreement with experimental measured results from low to high cutting 

speeds. Physical-based microstructure models are preferred as they can reveal the materials nature of 

deformation and mechanical properties. However, the values of the microstructure parameters of these 

models are difficult to be identified experimentally. Depending on the research of mechanism of dynamic 

recrystallization (DRX) in metal deformation process [59], two types of DRX can occur in metals: 

discontinuous dynamic recrystallization (dDRX) and continuous dynamic recrystallization (cDRX). Zener-

Hollomon [60] and Johnson–Mehl–Avrami–Kolmogorov (JMAK) models [59] are mostly used to predict 

grain size evolution. Rotella et al. [22] utilized the Hall–Petch [69,70] and Zener–Hollomon models [60] 

developed a subroutine to predict the grain size and surface hardness in turning of AA7075 alloy. Wang et al. 

[71] conducted the simulation of grain size and microhardness in chips and machined surfaces by combining 

Hall-Petch and Zener-Hollomon equations in machining Ti-6Al-4V. JMAK model and its application were 

reviewed by Fanfoni and Tomellini [59] to successfully describe the DRX kinetics. Arisoy and Özel [72] 

used the JMAK model by conducting 3D FE simulation in turning of Ti-6Al-4V alloy to predict DRX and 

grain size. The results showed an alteration of microstructure and grain size in machined subsurface due to 

DRX. 
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Fig. 11 Deformation–microstructure map for copper derived from machining experiments [73]. 

 

 

Fig. 12 Prediction of phase fractions in metal cutting processes through thermal-driven and strain induced 

models. 

d Nomenclature: fA, fM - volume fraction of austenite phase and austenite-martensite phase transformation in 

heating process; Ts, Te - starting and ending temperatures for phase transformation; As, Ds, χ- material 

constants; PS - the equivalent stress; ΔHtr - heat change involved in phase transformation; ΔVtr - the volume 

change per mole due to phase transformation; TP - the phase transformation temperature; Ms – the martensite 

transformation temperature; 𝑓̇𝛼′ - the increasing rate of martensite volume fraction; 𝑔̇ - the rate of martensitic 

transformation driving force. 

 

During machining processes, high temperature, rapid temperature rises and quenching usually occur. 

Therefore, phase transformation is easily activated under these conditions. Due to the material properties and 

crystal structures, different phase transformation mechanisms may also be involved [74]. The metallographic 

characteristics of chips and machined surfaces have shown significant phase transition features in both shear 
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bands and tool-chip interface of serrated chips, and the formation of white layer in machined surface is also 

considered to be tightly related to a phase transition [57]. For the prediction of phase fractions, the thermal-

driven phase transformation and strain induced transformation models are applied in metal cutting processes 

as shown in Fig. 12. 

A thermal-driven phase change dynamics is always used to describe the evolutions of phase volume, phase 

plasticity and volume expansion. Based on this formula, the thickness of the white layer in machined surface 

is firstly predicted by Han et al. [75]. In this case, the volume fraction of austenite phase is dependent on the 

time-temperature transformation behavior and Avrami model. By using the above theoretical models in a 

cutting simulation, Ramesh et al. [76] investigated the thermal changes induced phase transformation and 

white layer formation shown in Fig. 13 (a). In this developed model, two critical judgements were used: 1) 

the temperature of material points should exceed the Austenite transition temperature, which are remarked as 

“transformed” point, 2) the temperature of these points fall below the martensite transition temperature. In 

this developed model, the effects of stress on the martensite transition temperature were considered and the 

phase transformation fraction was calculated using an incremental method to improve its precision. Then, the 

volume fraction of austenite-martensite phase transformation in cooling process is determined. This model 

was further applied by multiple research works in different cutting cases, which showed a good capability to 

predict the depths of white layer and dark layer in machined surfaces [77–80]. As most constitutive models 

ignore the effect of phase transformation on material dynamic response, Zhang et al. [81] developed a new 

constitutive model combining the mechanical responses of alpha and beta phases based on a self-consistent 

method (SCM) during cutting Ti-6Al-4V alloy, as shown in Fig. 13 (b). 

 

 

Fig. 13 Simulated phase volume fraction to predict the white layer formation in machined surface[76] and (b) 

Estimation of beta volume fraction in chip segmentation by SCM-based flow stress model [81]. 
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Besides the thermal-driven phase transformation model, stress assisted and strain induced transformation are 

found to be a dominant mechanism involved in martensitic transformation [82]. Until now, the theoretical 

model for stress assisted transformation mechanism has not been well established to predict the phase 

transformation during machining processes, although this phenomenon has been observed and verified by 

multiple researchers as a fundamental mechanism during machining processes with complex stress states 

[83,84]. Zhang et al. [85] proposed a strain induced model for martensite phase transformation. It is based 

on an initial phase transformation model considering the effect of adiabatic shear behavior, high temperature 

and high strain rate with the assumption that strain-induced phase transformation is the dominant mechanism 

[86]. Kaynak et al. [87] took into account the impacts of strain rate and temperature on the driving force of 

phase transformation, and then developed a machining induced phase transformation model by modifying 

Helmholtz free energy-based model. 

Although dislocation slip is considered to be the dominant form of plastic flow of materials, twinning 

deformation, including coordinating deformation and providing more possible slip systems, plays a 

fundamental role in conditions of high strain rates and low temperatures, or when cutting materials with poor 

crystal symmetry. This important mechanism of plastic deformation is generally neglected during the 

machining process, and few studies have considered its influence on machining process. Recently, the 

evolution of twinning and its influence on mechanical behavior have been preliminarily explored by Shen et 

al.[88,89], Wang et al. [90] and Sergio et al. [91]. Referring to the Hall-Petch effect, the evolution of twinning 

is described as the function of volume fraction and grain size of deformation twinning by Wang et al. [90]. A 

critical resolved shear stress (CRSS) for the motivation of twinning mechanism during high speed machining 

Ti-6Al-4V alloy, which can be defined as: 

 
   1 1 1 0.5m Q m RT

c cK e k d 
      (1) 

where K and m are material constants, kc is the Hall-Petch coefficient for twinning, and d is the initial grain 

size. When the flow stress is higher than CRSS, the calculation of twinning is generated. The volume fraction 

of deformation twinning 𝑓𝑡 is expressed by 
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where fs is the saturated volume fraction of deformation twinning, and 𝜎𝑠 is the corresponding saturated flow 
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stress. The grain size dt of effective twins is defined as 
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where d0 is the initial grain size of the twins. 

Sergio et al. [91] adopted the mean spacing of the twin lamellae and twin volume fraction to the dynamic 

recrystallization terms in describing the twinning evolution. The mean spacing of the twin lamellae is given 

by 
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where t is the thickness of the twin lamellae, fTW is the twin volume fraction, which is expressed by 
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After utilizing the above theoretical model of deformation twins in FE platform, the simulated results in Fig. 

14 shows that the twin bands affected layer in the machined surface can be identified, which enhances the 

mechanical properties in machined surface. 

 

 

Fig. 14 Comparison of (a) numerically predicted and (b) optical microscope observed twinning affected layer 

thickness beneath the machined surface [91]. 

 

Due to the simplification of microstructure predicting model in FE simulation, many microstructure 
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parameters cannot be included to study the effect of microstructure evolution on plastic deformation 

mechanism. Although FE microstructure predicting models have been successfully applied to obtain the 

dislocation density and grain size distributions, these models cannot describe the grain refinement evolution 

and final microstructure characteristics. To compare the difference between different approaches to predict 

microstructure evolution, the approach by developing subroutine in FE platform to predict microstructure 

evolution is assigned as conventional approach. This microstructure evolution can be described by using the 

dislocation density evolution model established by Goetz and Seetharaman [92]. Using this model, Cellular 

automata (CA) method has been used to simulate the grains nucleation and growth process induced by DRX, 

under large plastic deformation at mesoscale. Ding and Guo [93] studied the DRX phenomenon of OFHC 

copper under low strain rate thermomechanical processing. They proposed a theoretical model of grain 

nucleation, grain growth and grain boundary migration. CA method has been applied successfully to simulate 

the DRX process for titanium alloys by Song et al. [95]. Therefore, the CA method is suitable to conduct 

simulations of microstructure evolution during thermomechanical processing at a mesoscale. Shen et al. [94] 

were probably the first to investigate the microstructure evolution in machining process using CA method. 

However, since then, few studies continued to use this method for studying the microstructure of the cutting 

process.  

The literature review described above shows that previous works were mostly focused on the use of the 

microstructure-based constitutive models in FE simulation to investigate the microstructure evolution in 

metal cutting at a macroscale. The shortcoming of these models is their inability to reproduce the grain 

structure at mesoscale or even microscale. Moreover, very few research treating microstructure evolution 

simulation in metal cutting by multiscale methods are available in literature. Therefore, the aim of this study 

is to propose a multiscale simulation approach to predict the grain refinement induced by DRX during HSM 

of Ti-6Al-4V. 

Transmission electron microscopy (TEM) was used to qualitatively analyze the deformed microstructure in 

machining pure Copper [73]. They show that the extent of grain refinement is greater induced by larger strains 

with a typical minimum size of 150 nm for pure metals. Duan and Zhang [95] found that the adiabatic shear 

bands (ASBs) consist of fine equiaxed grains and high dislocation density, and the equiaxed grains in ASBs 

result from the dynamic rotational recrystallization. This phenomenon is also found in chips during 

machining of AISI 1045 by using EBSD techniques, which is shown in Fig. 15. Residual stress and surface 

alteration, such as white layers and working hardened layers, play critical roles in the functional performance 
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and life of components [96,97]. Therefore, it is essential to understand the mechanism of microstructure 

evolution in HSM surface in order to propose an effective control strategy of the surface integrity. 

 

 

Fig. 15 EBSD characterization of the grain structure in the deformation zones (chip, AISI 1045) [98]. 

 

In the cutting process, chip formation is significantly affected by the microstructure evolution [99–101]. With 

the increase of cutting speed, the evolution law of adiabatic shear band (ASB) turns from deformed banding 

to transformed banding [102], which is mainly resulted from the phase transformation under high strain rate 

and temperature. In turn, the microstructure evolution of chips will influence the mechanical property and 

fracture process of materials [99,103]. With the increase of cutting speed, some surface defects, such as 

dimples, are formed in the machined surface [36], and its relationship with the microstructure of surface 

remains to be studied. The surface obtained by HSM of Ti-6Al-4V alloy can be divided into two different 

layers: highly perturbed layer and plastically deformed layer [71,104–106]. In addition, there are two 

opinions about the reason for the formation of the observed white layer on the machined surface. On one 

hand, the generation of white layer is the result of phase transformation or surface oxidation [105,107]. On 

the other hand, the grains are refined to the nanoscale [108]. Till now, there is no irrevocable explanation for 

the formation of white layer. The lack of correlation between analysis of deformation process and 

microstructure evolution besides the limitation of testing techniques are considered to be the main reasons.  

In order to obtain the microstructure information regarding the highly perturbed surface layer, the focused 

ion beam (FIB) was adopted to acquire transmission electron microscope (TEM) samples as its thickness 

doesn’t exceed 15~30μm. TEM testing results showed that highly perturbed layer presents a nanocrystalline 

structure [104]. As the overall quality of electron backscattered patterns degrade when the crystal lattice is 
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highly deformed, the resolution of EBSD shown in Fig. 16 is too low for severely deformed surface of 

titanium and Ni-based alloys [106,109,110]. As an emerging TEM-based orientation microscopy technique, 

precession electron diffraction (PED) offers ideal spatial resolution (~2nm) and reasonable angular resolution 

(~0.8°), which provide possibilities to study nanoscale features of severe deformed crystalline materials 

[111,112].  

 

 

Fig. 16 EBSD analysis of the grinding surface [36]. 

 

In this study, HSM experiments of Ti-6Al-4V alloy are carried out and physical deformation conditions of 

surface are analyzed to establish process-microstructure relation. TEM and PED technologies are applied to 

characterize crystal information such as grain size, phase distribution, GND density, twins and phase 

transformation. Finally, the effects of high strain rates during HSM on dislocation generation, twining and 

secondary phase precipitation are analyzed, and formation mechanisms of nanoscale grains are revealed. 

2.4 Constitutive model for cutting process 

The numerical simulation of the machining process is highly dependent on the constitutive model, which 

describes the material behavior under various loading conditions found in metal cutting [57]. Johnson-Cook 

(J-C) constitutive model is often applied in the simulation of manufacturing processes including machining 

[113]. J-C model was proposed by Johnson and Cook [114] in 1983, which integrates the effects of strain 

hardening, strain rate hardening and thermal softening, and it can be expressed as 
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This function rapidly turns to be the most widely used model in terms of metal cutting simulation since its 
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establishment, due to its good performance in describing coupled thermomechanical behaviors during plastic 

deformation. Moreover, it provides a good compromise between computational efficiency and simplicity of 

implementation, benefiting from a good compatibility with most of engineering alloys. The drawback is that 

a number of different J-C plasticity model coefficients can be found in the literature for the same 

material[115]. A sensitivity analysis of these coefficients shows that they have a significant influence on the 

simulations results. Often researchers select and test several sets of J-C model coefficients to determine which 

is the best set to use in their particular case [115,116]. Several studies have also shown that the J-C 

constitutive model is not suitable to represent the mechanical behavior of the work material in machining 

adequately [57]. Therefore, the J-C model has been modified or new constitutive models have been proposed 

to achieve an accurate description of the mechanical behavior of the work material in machining [117–119].  

To address the difficulty of the J-C plasticity model to capture the serrated chip formation, Calamaz et al. 

[117] proposed a constitutive model (called the TANH model) to better predict serrated chips, which 

considers the effect of strain softening on the flow stress. Sima and Özel [118] made some improvements to 

this model to better control strain softening behavior. However, the accuracy of this model is verified only 

through orthogonal cutting tests rather than mechanical tests. Compared to original JC model, this modified 

model describes serrated chip formation for Ti-6Al-4V alloys in a better manner. It is also worth noting that, 

this modified JC model with a TANH term was reported to be suitable towards heat resistant alloys, especially 

Ti-6Al-4V. However, it is rarely reported to be applied for other material categories. Nevertheless, it provides 

a good compatibility with modifications, thus, Rotella and Umbrello [120] introduced some physical terms 

into this model to explain the composition of yielding stress, which is calculated depending on microstructure 

components. They also explained the phenomenon of stress decrease at high strains through dynamic 

recovery (DRV) and DRX theories. This is an early attempt of introducing microstructure-related concerns 

by the modification of J-C model, however, initial yielding stress is the only variable related to the initial 

microstructure, while the evolution of mechanical responses is not directly linked to physical aspects. 

To introduce microstructural effects into constitutive behaviors with a strong dependency, Denguir et al. [121] 

proposed a new modified JC model. The effects induced by DRV and DRX are formulated by a 

phenomenological term to be added to original JC model. Similarly, another new modified J-C model 

considering the state of stress was proposed by Cheng et al. [122]. In their model, a term regarding Lode 

angle was used to describe the state of stress, and only strain-rate effects were implemented. Thermal 

softening was neglected in their original form. Both models from Denguir et al. [121] and Cheng et al. [122] 
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introduced the mechanisms regarding to stress triaxiality, which is used to optimize material plasticity with 

respect to cutting. The formation of cracks in chip formation (tearing) and cyclic nature of chip formation 

were recognized by the most noticeable classical work in metal cutting by Time [123], Nicolson [124], Taylor 

[125], Okoshi and Fucui [126]. In modern terminology, it is considered as cyclic fracture in chip formation 

[98,103,127,128]. Childs et al. [129] proposed a combined flow stress and failure model to simulate the 

serrated chip formation process of Ti-6Al-4V alloy over a wide cutting speed range, which improved the 

prediction accuracy of FE cutting models. Therefore, work material damage and fracture as state of stress 

dependent phenomena must be considered when modelling material behavior. Bai and Wierzbicki [18,130] 

proposed a constitutive model considering the effect of the state of stress (stress triaxiality and Lode 

parameter) on the material plasticity and damage. Wang et al. [128,131] found that the stress triaxiality in the 

first deformation zone (FDZ) gradually increased from negative near the tool cutting edge to positive in the 

chip free surface, which has a great influence on the formation of serrated chips and fracture strain 

distribution. Therefore, a constitutive model considering the effect of the state of stress is essential for 

describing the mechanical behavior of the work material in cutting as its use greatly increases the prediction 

accuracy. However, only few constitutive models used in metal cutting consider the state of stress. Cheng et 

al. [122] proposed a constitutive model that considers the effect of strain hardening, strain-rate, and the state 

of stress on the mechanical behavior of Ti-6Al-4V alloy. The accuracy of this model is verified for different 

samples geometries and loading conditions (thus different state of stress), by comparing the predicted force-

displacement curves obtained using this constitutive model and the experimental curves. This accuracy is not 

reached using the J-C model. 

The model proposed by Denguir et al. [6] provides a better dependency on physics-based concerns and 

microstructures, however, the microstructure-based term treats DRX as an equivalented effect depending on 

critical strains and temperatures, and no physical parameters are introduced for explicit calculation towards 

updating flow stresses. As a result, although these modified J-C models provide more comprehensive 

understandings with respect to different concerns, they are still attributed to the category of 

phenomenological laws due to the lack of explicit description and updating of physics-based matters. This 

type of modified J-C models are always realized through introducing add-on terms to the original shape, and 

the detailed functions are listed as shown in Table 1. 
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Table 1 Several featured modified JC models with special add-on terms 

References Constitutive laws Remarks 

Calamaz et al. [117], 

Sima and Özel [118] 
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Decrease of flow stress at high strains 

is introduced to original JC model 

through a TANH term. This term is 

strain and temperature dependent. 

Rotella and Umbrello 
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Initial yielding stress is calculated 

based on lamella thickness. 

TANH term is used to describe the 

strain softening behavior. 
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cutting. 

a Nomenclature: A, B, n, C, m - yielding stress, strain hardening rate, strain hardening coefficient, strain rate 

hardening coefficient, thermal softening coefficient for JC model; D, P, dC, bC - Temperature related 

coefficients for JC-TANH model; t - α phase lamella thickness for JC-TANH model; K - material constant; η 

- stress triaxiality; η0 - the reference triaxiality; cη - the triaxiality coefficient; εr - critical plastic strain; γ - 

difference between von Mises and Tresca equivalent stress in the deviatoric stress plane; H(ε, 𝜀̇ , T) - 

microstructural effect term for modified JC model; u(ε, T) - strain and temperature related term for modified 

JC model; h0, hi - recrystallization related parameters for modified JC model; E - plastic strain rate related 

coefficient for modified Johnson–Cook model; cs
θ, cax

θ, ct
θ, cc

θ, fLode - Lode angle parameter related 
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coefficients; 𝜃̅ - Lode angle parameter. 

Following J-C model, another generalized constitutive model was proposed by Zerilli and Armstrong [132] 

in 1987, which emerges the consideration of crystalline structures into the description of constitutive 

behaviors. In this model, they differentiated material behaviors depending on face-centered cubic (FCC) and 

body-centered cubic (BCC), respectively. Moreover, the effect of average grain size was also implemented. 

The general expression of this model can be used as: 
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In this model, d denotes the average grain size, which contributes to a certain part of the flow stress. However, 

no evolution law was introduced to describe the progressive alteration of grain sizes during the deformation 

process. So it only contributes to the initial yielding stress. Moreover, the difference between FCC and BCC 

materials is mainly towards the relationship between strain effects and strain rate effects. This model was 

then developed by Zerilli [133] through incorporating the calculation of a new effective grain size through 

the consideration of deformation twinning, which makes the model eligible for hexagonal close packed (HCP) 

materials. He further commented that an excellent fit of the constitutive law may be obtained through 

implementing dislocation density-based strain-hardening law. Compared to modified J-C model, ZA model 

starts to move from phenomenological to introducing more physics, where the difference induced by crystal 

structures has been considered and emerged into models. However, these physics work only for a specific or 

determined condition, without progressive evolution. 

The constitutive model considering microstructure effect plays a significant role in predicting the 

microstructure alterations in severe plastic deformation. A shear flow stress in terms of microstructure by 

considering the dislocation density was proposed [134]. Estrin and Kim [66] proposed a the dislocation 

density based (DDB) flow stress model considering dislocation density evolution at cells interior and cells 

walls. This model was firstly used for simulation of cutting process by Ding et al. [67], they proposed a Taylor 

factor M from the idea of Estrin et al. [135] towards testing models. Generally, DDB model is more reliable 

compared to other phenomenological models, especially within the strain range out of calibration, as it 

updates material behaviors based on physical considerations instead of purely fitted parameters. However, 

drawbacks still exist in DDB model. Indeed, only dislocation mobility and evolution are accounted, which is 

not well performed in terms of multi-mechanisms dominated deformation and limited to single phase 
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materials. Imbrogno et al. [136] investigated the deformation mechanism of Waspaloy under different cutting 

condition and developed a physic-based constitutive model which consists of additive long-range and short-

range contributions as shown in Fig. 17. This model was used in FE orthogonal cutting simulation to predict 

the surface integrity. The main problems encountered are: (1) great difficulties to obtain the microstructure 

properties of a given work material to determine the constitutive model coefficients; (2) intricacy to assure 

the stability of the microstructural properties over various regions of the workpiece material. 

 

 

Fig. 17 Microstructural-based constitutive model based on the long-range and short-range contributions to 

simulate the serrated chip formation in the machining of Waspaloy. 

 

Mechanical threshold stress (MTS) model [137] is composed of several components, which represents the 

integration of multiple behaviors at microstructure-level, including dislocation density evolution, dislocation 

drag, grain size effects, mechanical twinning, etc. Its initial function only contains the term σa (adiabatic 

shear stress) for stress components from rate-dependent interactions of dislocations with long-range barriers, 

and σth (thermal stress) for the initial stress induced by interactions between mobile dislocations and short-

range barriers following Kocks and Mechking (KM) model [134]. In terms of calculation of σa, a simplified 

dislocation evolution law is normally involved, which can describe its contribution to flow stress by a 

relatively low computational cost. Compared to DDB model, the most prominent advantage of MTS model 

as a physics-based law is the capability to incorporate more comprehensive physical mechanisms with adding 

terms. Liu et al. [7] introduced the contributions of grain size effects and dislocation drag to update flow 

stress. In their case, the contribution from grain size to flow stress follows a Hall-Petch relationship, and 

grain size evolution is expressed based on the mechanisms of DRX and DRV [59]. With implementations of 
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pertinent functions, the constitutive model is now available towards predicting multiple factors involved in 

microstructure evolution simultaneously with the materials deformation during metal cutting process. This 

model can present the average grain size instead of sub-grain size from DDB model, which is more reasonable 

and practical in terms of observation from microscopy. Rinaldi et al. [91] investigated orthogonal cutting of 

commercially pure titanium, which is a typical HCP crystal. For this material, twinning is a non-negligible 

mechanism in deformation, especially at high strain rates. In their case, σtw is used to denote the stress 

component coming from mechanical twinning, which is calculated by the mean space of twin lamella and 

average grain size, where the twin volume fraction is calculated as following. This model successfully 

introduces modelling of twinning into metal cutting simulation. However, the major drawback is that the 

thickness of twinning lamella is used as a constant value instead of a progressive one following material 

deformation and fracture. Moreover, volume fraction of twinning is influenced by the single variable of 

plastic strain, and other factors are all neglected. This parameter is not provided by experimental data, as a 

result, the twinning portion of this constitutive modelling is more of a qualitative term instead of quantitative 

description, which still require to be validated. The comparison of different physic-based constitutive models 

is presented in Table 2. Although physics-based models are more profound in terms of physics and they have 

gained increasing attention for cutting simulations, these physical parameters significantly reduce the 

computational efficiency and are difficult to identify. 

It can be seen from the above description of phenomenological and physics-based constitutive models that 

each one has its strict scope of application and its boundary conditions to use. The selection of the constitutive 

model depends on the research purpose. On the premise of ensuring the accuracy to describe the mechanical 

behavior, higher computational efficiency and revealing more physical nature of machining process a 

constitutive model has to be achieved. 
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Table 2 Several physic-based constitutive models considering different microstructure effects 
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size evolution are 

introduced. 
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Effect of phase 

transformation on the 

flow stress is described 

by a mixed approach. 

Umbrello et al. 
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Both dislocation slip 

and twinning are added 

to describe the effects 

of high strain rate on 

material behaviors 

during cutting. 

b Nomenclature: ρc, ρws, ρwg and ρtot are the dislocation densities of cell interiors, statistically stored dislocation densities (SSDs) 

of cell walls, GNDs of cell walls and the total dislocation density, respectively; f denotes the fraction of cell wall dislocation 

density in total dislocation density, dCell is the average cell size; α*, β* and k0 are the controlling parameters for evolution rates 

of dislocation density, K0 a material constant, ξ1 and ξ2 denote the fractions transferred from cell wall to GNDs; σa - stress 

components from rate-dependent interactions of dislocations with long-range barriers; σth, σG, σd, σtw - stress components for 

thermal effects, grain size effects, dislocation drag and mechanical twinning; α - numerical constant for shear stress; G - shear 

modulus; b - Burgers vector; kB - Boltzmann constant; g0 - the normalized activation energy at 0 K; εr - the critical strain for 

DRX; d0, df - initial and recrystallized grain sizes; ttw - the mean thickness of twin lamella; ftw - the volume fraction of twinning. 
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Phenomenological and physics-based laws are both effective approaches in terms of modeling the 

microstructure effects and the evolutions developed during the cutting processes. Concerning 

phenomenological laws, additional terms are introduced to account for the effect of the microstructure instead 

of merging the entirety of the concerns about the microstructure evolution. In this case, the generalized 

models are generally introduced to describe the effect of the microstructure. For physics-based models, 

physical matters can be explicitly calculated and used to update the flow stress. As a result, both the effect of 

the microstructure and its evolution can be visualized based on their good performances for cutting simulation. 

However, although physics-based models are more profound in terms of physics and they have gained 

increasing attention for cutting simulations, some limitations still exist: 

1) Physics-based models are mainly developed based on a single crystal structure, which is not applicable 

for dual-phase systems and phase transformation cases due to the limitations of fundamental 

assumptions. 

2) Physics-based models introduce a large number of physical parameters into the calculation. These 

parameters significantly reduce the computational efficiency and are difficult to identify. In this case, 

some variables are still determined through fitting against phenomenological models, which makes the 

models lose some realism in terms of physics. We recommend identifying these microscale factors 

through approaches like the first principle and molecular dynamics. However, this also increases the 

difficulty of handling the model and makes it less suitable for industrial application. 

The summary of advantages and drawbacks of different constitutive models is summarized in Table 3. As a 

result, currently, phenomenological laws cannot be completely replaced by physics-based laws, and they are 

working in more of a relationship of compensating for each other. However, there is still high potential for 

more frequent usage of physics-based laws instead of phenomenological laws following the continuously 

increasing development during the last decade, although only small modifications and developments have 

been reported for phenomenological laws recently. Thus, by solving the urgent problems of computational 

costs and implementing more mechanisms to make physics-based laws applicable for multi-phase materials 

and phase transformation problems, physics- based laws are expected to be used more often in the future. 

 

 

 

 

 

 



36 

 

 

 

Table 3 Summary of advantages and drawbacks of different constitutive models 

Researchers 
Numerical 

approach 
Advantages Drawbacks 

Calamaz et al. [117] 

Sima and Özel [118] 

Rotella and Umbrello 

[120] 

Denguir et al. [6] 

Cheng et al. [122] 

Phenomenological-

based model 

Low computational cost 

Good convenience 

Small modification for 

traditional constitutive law 

Easy to application 

Less physical meaning 

Low accuracy 

Ding et al. [67] 

Imbrogno et al. [136] 

Zhang et al. [127] 

Umbrello et al. [91] 

physics-based 

model 

Good accuracy 

More microstructure feature 

are addressed 

High level complexity 

Low calculation 

efficiency 

Difficulty to validation 

 

2.5 Surface integrity in metal cutting 

The functional performance of machined components is determined by the surface integrity of machined 

surface. The definition of surface integrity was first proposed by Field and Kahles [138] in 1964. compared 

with the traditional machining surface quality evaluation method, the evaluation parameters for surface 

integrity shown in Table 4 requires that the surface geometric features, mechanical and physical properties 

and metallographic structure can meet the requirements of application. Besides that, due to the physical nature 

of material removal and surface alteration from machining process, the service performance of components 

has changed greatly, which includes the wear resistance, corrosion resistance, compatibility stability and 

reliability, and fatigue resistance of the components. Therefore, a comprehensive evaluation of the surface 

quality of the workpiece after machining is required [139]. 

 

Table 4 Evaluation parameters for surface integrity after machining process 

Basic data Standard data Generalized data 

1. Geometric features Basic data + Standard data + 

2. Physical features 5. Residual stress 7. Stress corrosion 

3. Microstructures 6. microscale mechanical test 8. Fatigue life 

4. Hardness  9. Supplementary mechanical test 
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The changes in geometric and physical characteristics of machined surfaces caused by mechanical processing 

vary from the nanoscale to the macro-scale. High speed cutting is a highly nonlinear mechanical-thermal 

coupling process of workpiece material under the interaction of cutting tool and workpiece which includes 

large deformation, high strain rate, high temperature and complex friction in cutting deformation zone. Under 

such extreme conditions, the processed surface of the workpiece produces complex metamorphic layer. The 

deformation of grain, the increase of dislocation and the microstructure evolution of the complex crystal have 

a direct impact on the macroscopic physical and mechanical properties of the workpiece. According to the 

theory of molecular-mechanical friction, Grzesik [140] used the Brammertz equation to calculate the surface 

roughness theory and compared the experimental results under different cutting parameters. According to the 

theory of molecular-mechanical friction, it was pointed out that the difference between the theoretical 

calculation and experimental results was mainly caused by the tool-chip adhesion. And then, Korkut et al. 

[141] studied the feed rate and cutting speed in face milling and pointed out that the cutting speed had a 

significant impact on built-up edge and scales, which both led to the increase of surface roughness. Therefore, 

the cutting parameters are an important part of the factors affecting the surface integrity, and the material 

removal plays an important role in the surface integrity. 

Through the analysis of plastic deformation during machining nickel-based alloy, Yıldız et al. [31] pointed 

out that the distribution of surface plastic shear strain was similar to the distribution of residual stress on the 

machined surface. Furthermore, Nie et al. [142] presented the relationship between the cutting resistance and 

the compressive stress of the machined surface by investigating the surface hardening behavior. The depth 

of hardened layer on machined surface is quantified by the relation between cutting force and stress of 

machined surface. Since then, the influence of the surface integrity of the cutting process on the performance 

of parts is gradually taken into account. For example, Obikawa et al. [143] shows that when cutting carbon 

steel, a typical two-phase alloy, the phase content and distribution presents a great influence on the 

distribution of the final residual stress. Residual stress on the machined surface will affect the mechanical 

properties of the workpiece such as corrosion, cracking and fatigue strength. Through experiments on cutting 

of AZ31B magnesium alloy with different parameters, Pu et al. [144] found that the corrosion resistance of 

the surface would be improved when the grain was refined and the substrate texture was generated. Denguir 

et al. [145] attempted to establish the correlation between surface roughness, residual stress, grain size and 

surface corrosion resistance by studying the microscale corrosion mechanism of the surface, and to improve 

surface corrosion resistance by optimizing cutting parameters and tool geometries. The influence of grain 
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refinement and phase transformation on the surface microhardness after machining of Ti-6Al-4V alloy by 

Umbrello [30] and it is found that the grain refinement and increase of β phase content improves the 

microhardness of machined surface. The surface integrity has a significant influence on the fatigue life of 

aircraft engine components under severe cyclic loadings. Yang et al. [146] revealed the mapping relationship 

between the machined surface integrity and fatigue life by comprehensively analyzing the formation 

mechanism of surface integrity of milling Ti-6Al-4V alloy and the characterization of low-cycle fatigue life 

of parts. Herbert et al. [104] improved the fatigue life of machining RR1000 components twice by increasing 

the thickness of white layer and residual compressive stress on the surface through shot peening technology, 

thus preventing crack initiation and propagation. Liu et al. [147] induced martensitic transformation and 

residual compressive stress on the surface by adjusting the processing parameters to improve the fatigue 

strength of the workpiece. To sum up, cutting the surface integrity and the relationship between the load and 

performance as shown in Fig. 18, the mapping relationship between cutting parameters and the part b 

performance, through the analysis to reveal the influence of load on the microstructure and microstructure 

on the physical and mechanical properties, can build a complete system to evaluate the performance of 

workpiece, the microstructure is the response of the load, As the key factor connecting the whole cutting 

process in series, the surface integrity of machined surfaces is of great significance to the prediction and 

evaluation of the functional performance and life of parts. 

 

 

Fig. 18 Process signature for surface integrity prediction [148]. 
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2.6 Summary of the chapter 

Based on the review of the above research status, the experimental research and numerical modeling of the 

microstructure and surface integrity under the influence of high-speed cutting are targeted. Nowadays 

research on high speed cutting mechanics has made certain progress, but most of it is limited to use 

experimental observation. Therefore, the properties of the machined surfaces obtained by high-speed cutting 

cannot be accurately evaluated and predicted. Therefore, the main problems existing in current research are 

as follows: 

(1) Numerical modeling and constitutive model for metal cutting process 

In view of the present application of the most common finite element modeling methods to machining, 

traditional Lagrangian (LAG) model is the most widely used, and a preset sacrificial layer is needed Mesh 

distortion control and removal conditions, under the influence of mesh distortion, has become extremely 

difficult, So a finite element technique which can solve the mesh distortion problem is very important for 

predicting the cutting process accurately. Numerical simulation of the process, material constitutive model 

for the description of the stress-strain relationship define the accuracy of the simulation results. In the process 

of cutting, stress state on the material, fracture and damage evolution behavior are very significant, but the 

current development of constitutive models often ignored these important factors. 

(2) Microstructure characterization and evolution mechanism in cutting deformation zone 

Materials used in high speed cutting presented metallurgical change: many scholars used different materials 

with different cutting parameters, and observed deformation, grain refining, and phase transformation 

phenomena during their exploratory research. The evolution of the microstructure during the cutting process 

is correlated with the macroscopic mechanical properties of materials, and the effect of microstructure 

evolution on the mechanical behavior of materials in cutting process under the mechanical and thermal 

constraints needs to be furtherly revealed. 

(3) Numerical modelling of microstructure effects and evolution 

Due to the several assumptions and hypothesis used to simplify the microstructure prediction model, besides 

the difficulties to achieve accurate description of microstructure evolution mechanisms, the predicted results 

cannot meet those issued from experimentation. As a result, it is difficult to accurately predict the surface 

quality in high speed cutting and to optimize the process in order to improve the workpiece performance. 

This is due to the scale of the simulation model, the adequacy of each model to the operation’s scale. 

(4) Study of the surface integrity considering the influence of the microstructure 
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At present most of research used phenomenological modelling calibrated using experimental results to 

predict surface integrity. Hence, it is difficult to find a material model integrating microstructure allowing to 

perform simulations with accurate predictions, especially while the assumptions on which the model is based 

ignore a lot of microstructure parameters, the influence of the state of stress, and the interaction with the 

environment (the cooling process if there is any, and the contact with the cutting tool). 
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3 Metal cutting modelling using CEL approach and constitutive model 

considering the state of stress 

3.1 Constitutive model considering the state of stress 

3.1.1 Definition of the state of stress  

The proposed constitutive model considers the effect of state of stress on both material plasticity and damage. 

This state of stress is characterized by the stress triaxiality and the Lode parameter [18]. Three invariants of 

the stress tensor are defined by: 
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where 1 , 2 and 3 denote the three principal stresses, m is the mean principal stress, S is the deviatoric 

stress tensor. Stress triaxiality  and Lode parameter are defined as follows: 
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where  and   are the normalized third deviatoric stress invariant and the normalized Lode angle (also called 

Lode parameter). The range of   is between [-1, 1]. 

3.1.2 Plasticity 

An accurate and reliable constitutive model is very important to describe the mechanical response of the work 

material in machining. The J-C constitutive model [113] is widely used to describe the mechanical behavior 

of the work under different strain-rates and temperatures but is not accurate for relatively small strains and 
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complex state of stress. Therefore, a constitutive model considering the effect of strain hardening, thermal 

softening, strain rate, and state of stress are proposed in this study. This model is an extension of the 

constitutive model of Cheng et al. [122] by including the effect of the temperature on the material plasticity 

and damage. 

The plasticity part of the proposed model is given by equation (13), where the strain hardening, strain rate, 

and temperature terms are based on the Dos Santos et al. [149] and Johnson and Cook [113] models, 

respectively. As far as the state of stress term is concerned, it is based on the Bai and Wierzbicki [18] and 

Cheng et al. [122] model. 
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In these equations: i)   is the equivalent stress; ii)   and   are the equivalent plastic strain and strain rate, 

respectively; iii) T is temperature; iv)   is the stress triaxiality; v) 0  is the reference stress triaxiality; vi) 

0  is the reference strain rate; and vii) Tr and Tm are the room and melting temperatures, respectively, A, m, 

n, B, C, E, and h are the associated to the strain hardening, strain rate, and temperature terms, while c , sc , 

cc , tc  and a are the coefficients associated to the state of stress (stress triaxiality and Lode parameter) term. 

The values of these coefficients are given in Table 5, which are determined by Cheng et.al [122].  

Table 5: Coefficients of the plasticity part of the proposed constitutive model of Ti-6Al-4V alloy taken from the 

work of Cheng et al [122]. 

Coefficient A (MPa) m (MPa) n B C E 0  (s-1) Tr (℃) 

Value 812.1 625.7 0.176 0.4 0.073 3949 0.05 20 

Coefficient Tm (℃) h 0  
c  

sc  
tc  

cc  
a 

Value 1620 1 -1/3 0.212 0.795 1.061 1 4 

Fig. 19 shows the stress-strain curves obtained by plotting the proposed constitutive model given by equations 
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8-10 and the coefficients presented in Table 5, for the work material in FDZ with a temperature of 350 ℃, 

strain rate of 105 s-1, and several values of stress triaxiality and Lode parameter. 0

pl is the strain at damage 

initiation, calculated using Eq. 17 that will be described later, and the coefficients presented in Table 6. As 

can be seen in this figure, the stress-strain curves are affected by the stress triaxiality and the Lode parameter. 

 

 

Fig. 19: Stress-strain curves of the proposed constitutive model of Ti-6Al-4V titanium alloy in the FDZ 

(temperature = 350 ℃, strain rate = 105 s-1, and several values of stress triaxiality and Lode parameter). 

 

3.1.3 Damage initiation and evolution 

To describe the material behavior in machining properly, the constitutive model must also consider material 

failure. This permits more realistic modeling of the chip formation (chip serration and the localized shear 

strain in the shear bands) in the machining of Ti-6Al-4V [150]. In this study, an energy-based ductile fracture 

criterion is adopted, which is composed of two stages, i.e. damage initiation and damage evolution [122]. 

The damage initiation is described by the variable w  defined as: 

 
0

pl

pl
w






   (16) 

where 0

pl  is the equivalent plastic strain at damage initiation and 
pl  is an increment of the equivalent 

plastic strain. As shown in Fig. 20, w  increases continuously with plastic deformation, and when it is equal 

to 1, damage evolution is activated. 0

pl  can be calculated by Eq.(17), based on Bai and Wierzbicki [18] and 

Johnson-Cook [151] constitutive models depending upon the stress triaxiality, Lode parameter, strain rate, 
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and temperature. 

 

 

Fig. 20: Schematic representation of the stress-strain curve showing the material damage. 
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In this equation, D1 to D6 are coefficients as in the Bai and Wierzbicki model, while D7 and D8 are as in the 

J-C one. These coefficients are determined by Cheng et al. [122] and given in Table 6. Moreover, the damage 

initiation point is calculated and given in Fig. 19 according to the above damage initiation model, which 

reveals that the damage initiation starts at different equivalent strains depending upon the state of stress.  

 

Table 6: Coefficients of the damage initiation of Ti-6Al-4V alloy taken from the work of Cheng et al [122]. 

D1 D2 D3 D4 D5 D6 D7 D8 

0.694 0.608 0.263 0.734 0.43 0.04 -0.028 3.87 

 

The equivalent strain at damage initiation 0

pl  as a function of the state of stress  ,   for the Ti-6Al-4V 

alloy in FDZ at temperature of 350 ℃ and a strain rate of 105 s-1 are calculated and presented in Fig. 21. As 

can be seen, when the stress triaxiality is 1 and the Lode parameter is 0, the minimum of the plastic strain at 

damage initiation is the case obtained. Decreasing the Lode parameter from 0 to -1 or increasing it from 0 to 

1 results in increasing the plastic strain at damage initiation. However, the plastic strain at damage initiation 

decreases as the stress triaxiality increases from -1 to 1. 
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In Fig. 20, pl

f is the plastic strain at the point where the material has lost all its stiffness and dissipated all the 

fracture energy. Therefore, pl

f can be calculated using the following equation: 

 
0

pl
f

pl

pl

f yG L d



    (18) 

where Gf is the fracture energy, L is the characteristic length of the element. The stiffness degradation of the 

material can be described by fD , which varies from 0 (damage initiation) to 1 (failure) [152]. D can be 

calculated as follows: 
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where λ is a coefficient to control the material degradation rate, 0

pl is the equivalent plastic strain at damage 

initiation, and 
pl

f  is the equivalent plastic strain at failure. Gf and λ are equal to 18.5 kJ/m2 and 9.4, 

respectively [122]. Therefore, the stress at the damage stage is calculated by the following equation: 

  = 1 fD   (20) 

 

 

Fig. 21: Strain at damage initiation for the Ti-6Al-4V alloy in FDZ in function of the stress triaxiality and Lode 

parameter (temperature of 350 ℃ and a strain rate of 105 s-1). 

 

The proposed constitutive model including both plasticity and damage parts is implemented into 

Abaqus/Explicit through a VUHARD subroutine using FORTRAN language. It is worth noting that the 
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maximum value of parameter Df is limited to be 0.99 because the element deletion cannot occur in the CEL 

cutting model. 

3.1.4 Johnson-Cook constitutive model 

To evaluate the accuracy of the proposed constitutive model in modeling the cutting process, J-C [153] model 

(plasticity and damage) is also used in orthogonal cutting simulations using CEL approach. This model 

describes the material flow stress (equation(21)) and plastic strain at damage initiation (equation(22)) as a 

function of the strain, strain rate, stress triaxiality and temperature. The corresponding equations are 

represented as follows:  
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where:   is the equivalent stress; 0

pl  is the equivalent plastic strain at damage initiation;   and   are the 

equivalent plastic strain and strain rate, respectively; T is the temperature; η is the stress triaxiality; 0  is the 

reference strain rate; Tr and Tm are the room and melting temperatures, respectively. AJ-C, BJ-C, nJ-C, mJ-C, and 

CJ-C are the coefficients of the J-C plasticity model, while D1J-C ~ D5J-C are the coefficients of J-C damage 

initiation model. The values of these coefficients for the Ti-6Al-4V titanium alloy are shown in Table 7. The 

equations of the damage evolution and the related coefficients (Gf and λ) are the same of the above proposed 

constitutive model (from equation (18) to equation (20)). They are determined by Cheng et al. [122] using 

the same data used to determine the coefficients of the proposed damage model. 

 

Table 7: Coefficients of the Johnson-Cook constitutive model for Ti-6Al-4V taken from the work of Cheng et al 

[122]. 

Coefficient 
AJ-C 

(MPa) 

BJ-C 

(MPa) 
nJ-C mJ-C CJ-C D1J-C D2J-C D3J-C D4J-C D5J-C 

Value 812 844 0.261 1.0 0.015 0.245 0.081 -1.276 -0.028 3.87 

3.1.5 Flowchart of subroutine development 

Using ABAQUS/Explicit solver, in order to realize the development of constitutive model considering stress 
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state on this platform, it is necessary to extract the stress state of nodes under each work step in the calculation 

process, and solve the stress triaxiality and Lode Angle, and apply it to the stress solving subroutine. In this 

subroutine development, VUHARD and VUSDFLD subroutines are used jointly to realize the 

implementation. The key parameters used in reading and writing parameters of the subroutine on the 

ABAQUS platform are shown in Table 8. Variables such as stress state are stored, transmitted, updated and 

outputted by user-defined variables. By solving and updating yield stress, hardening rate related to strain, 

temperature and strain rate, the stress state of the material can be updated, and then the whole cutting process 

can be solved. 

 

Table 8: Types and purposes of main parameters used in VUHARD and VUSDFLD subroutines. 

Subroutine Types Purpose of main parameters 

VUSDFLD 

Read-Only 

（Read from ABAQUS） 

stateOld：User-defined state variables for the last 

incremental step 

vgetvrm：Obtain the node variable under the current 

time increment step 

Write-Only 

（Write into ABAQUS） 

stateNew：User-defined state variables under the 

current time increment step 

field ： Field variable under the current time 

increment step 

VUHARD 

Read-Only 

（Read from ABAQUS） 

props：User-defined material properties 

tempOld：Temperature of the last incremental step 

stateOld：User-defined state variables for the last 

incremental step 

eqps：Equivalent plastic strain under current time 

increment step 

eqpsRate：Equivalent plastic strain rate at current 

time increment step 

Write-Only 

（Write into ABAQUS） 

yield：Yield stress at current time increment step 

dyieldDtemp ： Derivative of yield stress with 

respect to temperature at current time increment step 

dyieldDeqps：Derivative of yield stress with respect 

to strain and strain rate at current time increment step 

stateNew：User-defined state variables under the 

current time increment step 
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Fig. 22 Subroutine development and flow chart of constitutive model considering stress state. 

 

The mechanical behavior of materials (including plastic yield stress and fracture damage evolution) is 

calculated based on the stress state parameters of materials and the judgment of critical conditions. Therefore, 
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in the form of user-defined variables, the initial stress state is stored, transmitted and updated in the form of 

field variables and the stress triaxiality and Lode Angle obtained based on this calculation are stored, 

transmitted and updated in the form of user-defined variables (SDV). It is important to note that due to the 

follow-up of this article is to build artifacts material model, using the Lagrangian and Eulerian grid, in the 

artifact damage fracture description, when the Lagrangian mesh stiffness damage reaches 1, to describe the 

material fracture behavior of the grid are deleted, and the characteristics of Euler grid because it could not be 

deleted, the material stiffness damage factor should be set as 0.99 to avoid convergence of numerical 

calculation. The process of constitutive model subroutine development and calculation is shown in Fig. 22. 

Firstly, VUSDFLD is used to read the node stress components of the cutting model, and the stress triaxiality 

and Lode Angle are calculated, and the calculated results are transmitted to VUHARD subroutine through 

field variables and state variables. Secondly, through input the initial material model parameters, read the 

current step analysis of strain, temperature and strain rate values of plastic strain increment as the conditions 

for determining whether to enter fracture damage calculation program, finally according to whether the 

hardening, whether into damage to enter different update yield stress, hardening parameters and state 

variables, Until the end of the simulation and output the calculation results. 

3.2 Design and setup of orthogonal cutting tests for cutting models validation 

To validate the developed FE model using CEL approach in chapter 2 and the multiscale model for 

microstructure evolution in chapter 3 and chapter 4, a five-axis DMG MORI milling center, model DMU 50, 

was used to carry out the orthogonal cutting tests, as milling operation is a better way to obtain high cutting 

speed than other operations. As shown in Fig. 23, the thickness and width of workpiece were 3mm and 20 

mm, respectively. The diameter of the face milling cutter was 80 mm and up milling was used to conduct 

high speeds orthogonal cutting. A feed per tooth of 0.1 mm/z was applied and the axis of the cutter was 

parallel to the left edge of workpiece. Uncoated cemented carbide inserts (Sandvik N 331.1A) having the 

same geometry of FE model were used. Tool geometry in the tool-in-hand system according to the ISO 

standard 3002-1:1982/AMD 1:1992 was carefully inspected using an Alicona InfiniteFocusSL microscope. 

This geometry is represented by a rake angle (γ) of 0°±0.30°, a clearance angle (α) of 15°±0.23°, and a cutting 

edge radius (rn) of 10 μm±1.2 μm. To ensure that tool wear was not affecting the machining tests results, the 

total cutting length was reduced (100 mm) and new tool cutting edges were used at each test. Cutting forces 

were measured using Kistler dynamometer, model 9265B. 

The uncut chip thickness (h) was kept constant and equal to 0.1 mm, while the cutting speed (Vc) was varied 
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from 50 m/min to 500 m/min to investigate the effect of cutting speeds on the chip geometry, cutting force, 

microstructure and surface roughness. The cutting conditions are summarized in Table 8. Dry conditions are 

applied in all the tests. Samples containing several chips are prepared for observing at the optical microscope 

to measure their geometries. All samples are prepared by grinding, polishing, and etching with 1 ml HF + 6 

ml HNO3 + 193 ml H2O solution and observed under an optical microscope and SEM. Cross-section samples 

in shear band of chips were prepared by using Focused Ion Beam (FIB). The FEI Tecnai G2 F20 S-TWIN 

microscope at 200 KV was adopted to conduct TEM and PED testing. 

 

Fig. 23: Experimental tests using CNC milling machine: (a) schematic representation of orthogonal cutting 

configuration, and (b) experimental setup. 

 

Table 9 Cutting conditions for orthogonal cutting of Ti-6Al-4V alloy using CNC milling machine. 

Cutting condition 

(case number) 
Cutting tool 

Cutting speed 

(m/min) 

Uncut chip thickness 

(mm) 
Analysis 

No.C1 WC-Co 

γ = 0°±0.30° 

α = 15°±0.23° 

rn = 10±1.2 μm 

50 0.1 Chip geometry, 

Microstructure, 

Surface 

roughness 

No.C2 125 0.1 

No.C3 250 0.1 

No.C4 500 0.1 

 

3.3 Cutting modelling using Lagrangian and coupled Eulerian and Lagrangian (CEL) 

approaches 

3.3.1 Description of orthogonal cutting models 

Orthogonal cutting models of HSM of Ti-6Al-4V titanium alloy are developed and simulated by FEM using 

the (CEL) and Lagrangian approaches, available in ABAQUS/Explicit software. Fig. 24 shows the 

orthogonal cutting model using the CEL approach, which can only be used for 3D simulations [154]. This 
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3D model has an extremely small width of cut (only 4 μm) when compared to the workpiece length and 

height (hereby called CEL1 model). In this model, the tool is described by the Lagrangian approach while 

the workpiece is described by the Eulerian one. Eulerian Volume Fraction (EVF) plays an important role in 

CEL simulations, so it will be tracked to measure the ratio of material inside the element. Fig. 24a shows the 

initial state of the model, where the blue color of elements means that they are filled with material (EVF = 

1), while the red colored elements are empty (EVF  0). 

Because the displacement of the Eulerian element cannot be constrained, a zero-velocity boundary condition 

will be used. As shown in Fig. 24b, the workpiece movement is constrained in the vertical (the Y-direction) 

and horizontal (the X-direction) by applying the zero-velocity boundary condition at the bottom and right-

side surfaces of the model. The tool is constrained to have zero displacements along the Y-direction and the 

velocity equal to the cutting speed in the positive X-direction. To avoid the material flow out of the Eulerian 

region, the zero velocity boundary condition is applied in front and back surfaces of the model in the Z-

direction. The Lagrangian region (tool) is in contact with Eulerian one (workpiece) inside the Eulerian mesh 

[17,154]. 

The workpiece, including both void and material regions, is meshed using the 8-node thermo-mechanical 

coupled linear Eulerian brick elements (EC3D8RT) with reduced integration and hourglass control features. 

The tool is meshed as the 8-node linear thermo-mechanical coupled brick elements (C3D8RT). The cutting 

time and cutting length need to be determined carefully to make sure that the material flow is all inside the 

Eulerian mesh boundaries for all the cutting conditions. 

 

 

Fig. 24: Orthogonal cutting model having an extremely small width of cut (only 4 μm) using the CEL approach 

(CEL1 model): (a) boundary conditions and (b) mesh. 
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The element size and element orientation of the workpiece directly determine the convergence of the 

calculation process and has a great impact on the results. To balance the accuracy and efficiency of the 

simulation, the effect of the element size and element orientation angle on simulation results will be 

investigated. Besides that, the element size of the tool in the tool-chip contact zone is chosen to be similar to 

the workpiece. Initial homogeneous temperature distribution of 20℃ is applied to the workpiece and tool. 

Since only 3D models can be developed using CEL approach [154], the calculation time is higher compared 

to the traditional 2D models using Lagrangian or ALE approaches. For this reason, the previous orthogonal 

cutting model using CEL approach uses an extremely small width of cut (only 4 μm) to minimize this 

calculation time. However, very small with of cut does not allow the material to flow freely in the Z-direction, 

thus it cannot reproduce the lateral burr formation and a larger chip width used in orthogonal cutting tests of 

several work materials [155,156]. Therefore, a second 3D orthogonal cutting model with a larger width of 

cut equal to 3 mm is proposed (hereby called CEL2 model). To reduce the computation time, a symmetry 

plane perpendicular to the Z-direction is applied, thus the width of the workpiece is equal to 1.5 mm. This 

model is shown in Fig. 25, where a volume of void having 0.5 mm of width is used in the back side of the 

workpiece to allow material side flow freely in the Z-direction. The workpiece movement is constrained in 

the vertical (Y- direction) and horizontal (X-direction) by applying a zero-velocity boundary condition at the 

bottom and right surfaces of the model. The workpiece including the void and material regions is meshed 

using the 8-node thermo-mechanical coupled linear Eulerian brick elements (EC3D8RT) with reduced 

integration and hourglass control features. The tool is meshed as the 8-node linear thermo-mechanical 

coupled brick elements (C3D8RT). According to Liu et al. [157], the stress and strain distributions are 

uniform in the interior of the chip/machined part, while in the border (the interface between the material and 

the void in the CEL model) these distributions changes significantly. Pednekar et al. [158] show that, when 

the ratio between the width of cut and the uncut chip thickness reaches a critical value of 20, more than 90% 

of the chip width can undergo plane strain conditions. The model shows in Fig. 25 has a ratio of 30, so most 

of the workpiece is in plane strain conditions. Therefore, a coarser element size in the interior of the 

workpiece does not reduce the simulation accuracy and increases the calculation efficiency. The element size 

of this model in the XY plane is 3.5 μm (the same as in the CEL1 model), while this size in Z-direction ranges 

from 3.5 μm to 100 μm (finer mesh near the interface between the material and the void, and coarser mesh 

in the other zones).  
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Fig. 25: Orthogonal cutting model having a larger width of cut (3 mm) using the CEL approach (CEL2 model). 

 

Finally, a 2D model of orthogonal cutting using the Lagrangian approach is also developed (hereby called 

LAG model), as shown in Fig. 26. This figure shows the workpiece composed by the uncut chip layer, 

sacrificial layer, and remaining part of the workpiece. The workpiece is meshed using the planar quadrilateral 

continuum elements (CPE4RT) with four-node, plane strain, with reduced integration features suitable for 

large deformation analysis. The tool is meshed as three-node linear displacement and temperature elements 

(CPE3T) with plane strain features. The element sizes in the uncut chip and sacrificial layers are determined 

by a sensitivity analysis on the influence of this parameter in the forces and chip geometry. The obtained 

values are 5 μm and 2.5 μm, respectively. The bottom of the workpiece is fixed and the tool is moving along 

the X-direction only, from right to left at a constant cutting speed. Besides that, element size of the tool in 

the tool-chip contact zone is set less than that of the workpiece. 

The geometry of finite elements used in the CEL simulations (element size and its orientation/shape) was 

determined based on the sensitive analysis of the influence of this geometry on the forces and chip geometry. 

This analysis is presented and discussed in section 3.3.2. Similar study was already conducted by the authors 

using the Lagrangian approach [159]. 
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Fig. 26: Mesh and boundary conditions of 2D orthogonal cutting model using Lagrangian approach (LAG 

model). 

 

Cutting conditions, contact model, material properties and constitutive model are the same for the three 

models. Four values of the cutting speed were used: 50, 125, 250 and 500 m/min. The uncut chip thickness 

and width of cut are set constant equal to 0.1 mm and 3 mm, respectively. The physical, thermal, and elastic 

properties of the work material are shown in Table 10. Uncoated cemented carbide (WC-Co) cutting tools 

are used, and the corresponding physical, thermal, and elastic properties are given in Table 10. Tool geometry 

is represented by the rake angle of 0°, a clearance angle of 15°, and cutting edge radius of 10 μm. In machining 

practice, the maximum recommended cutting speed for machining of Ti-6Al-4V titanium alloy using a 

cemented carbide tool is about 120 m/min.  

 

Table 10: Physical, thermal, and elastic properties of the work and tool materials [160–163]. 

Material 
Density 

(kg m-3) 

Elastic 

modulus 

(GPa) 

Poisson’s 

ratio 

Specific heat 

(J kg-1K-1) 

Thermal conductivity 

(W m-1K-1) 

Expansion 

(K-1) 

WC-Co 11900 534 0.22 400 50 - 

Ti-6Al-

4V  
4430 109 0.34 611 6.8 1E-5 

 

For higher cutting speed such as those speeds used in this research work, polycrystalline diamond (PCD) is 

the suitable tool material for machining of Ti-6Al-4V titanium alloy. However, uncoated cemented carbide 
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tools are used in the present study, keeping the cutting length extremely short and one cutting edge per tests, 

to avoid tool wear effects on the results. 

As far as the tool-chip contact is concerned, Zorev’s model [164] is used, which considers two contact regions: 

i) a plastic region near the cutting edge, with a limit shear stress equal to the yield shear stress of the chip 

material, and; ii) a sliding region near the end of the tool-chip contact, where the tangential contact stress f

is proportional to the normal stress n at the tool-chip interface. Zorev’s model can be represented by the 

following equation: 
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 (23) 

where  is the coulomb’s friction coefficient, and Y is the yield shear stress of the work material. Yield 

shear stress can be correlated with the yield stress using for instance the Von Mises criterion, thus 3Y Y 

under various state of stress. The friction coefficient depends on the contact conditions, including the 

temperature, contact pressure, and sliding speed. Courbon et al. [165] showed that the friction coefficient 

between the Ti-6Al-4V alloy and the cemented carbide tool depends mainly on the sliding speed, and can be 

given by the following equation: 

 0.19040.48 sV    (24) 

where Vs is the sliding speed of the chip over the tool. The thermal conductance in the tool-workpiece contact 

interface is equal to 1000 kW/(m2K) according to Sima and Ozel [118]. 

3.3.2 Element sensitivity analysis 

In this section, simulations using the proposed constitutive model and the CEL approach (the CEL1 model) 

are conducted to determine the influence of the geometry of the finite element (the element size and its 

orientation/shape) on the results. This step is essential to determine a suitable element geometry for further 

CEL simulations. 

(1) Influence of the CEL element size on the results 

Due to the existence of Eulerian elements with the void in the Eulerian approach, the same computational 

space requires more elements when compared to the Lagrangian one, which takes more computing time for 

every incremental step. Besides, it can be deduced from Eq. (18) that the plastic strain at damage evolution 
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depends on the characteristic length of the element, L. So, a decrease of the element size can lead to an 

unexpected increase of plastic strain. Therefore, the key point is the determination of the element size which 

ensures an accurate prediction without significantly penalize the calculation efficiency. 

A square element is used, and the element size are varied from 10 μm to 2.5 μm. The simulated chip 

morphology and equivalent plastic strain distribution with different element sizes are presented in Fig. 27. 

 

 

Fig. 27: Chip morphology and distribution of the equivalent plastic strain (PEEQVAVG) obtained using CEL 

approached with element size of (a) 10 μm, (b) 5 μm, (c) 4 μm, (d) 3.5 μm, (e) 3 μm and (f) 2.5 μm (cutting speed 

of 250 m/min). 

 

As shown in Fig. 27a, when the element size is 10 μm, the chip morphology is almost continuous, while 

experimentally the chips are serrated as shown in Fig. 36i. When the element size is reduced to 5 μm (Fig. 

27b), the chip morphology become serrated, but its geometry is still far from that observed experimentally. 

Only when the element size is reduced to 3.5 μm (Fig. 27d), the serrated chip morphology becomes close to 

the experimentally obtained geometry. To quantitatively investigate the influence of the element size on the 

simulated chip geometry, the chip geometry parameters (peak, valley and spacing) obtained by CEL 

simulation for several element sizes and experimentally are shown in Fig. 28. The differences between 
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CEL simulations with different element size and experimentally is presented in Table 5.  

 

 

Fig. 28: Chip geometry obtained by CEL simulations for several element sizes and experimentally (cutting speed 

of 250 m/min). 

 

Table 11: Differences in chip geometry between CEL simulations with different element size and experimentally 

(cutting speed of 250 m/min). 

Element size 10 μm  5 μm  4 μm 

Difference 
Peak Valley Spacing  Peak Valley Spacing  Peak Valley Spacing 

23.2% 62.2% 9.7%  18.7% 56.3% 28.6%  20.5% 41% 28.8% 

Element size 3.5 μm  3 μm  2.5 μm 

Difference 
Peak Valley Spacing  Peak Valley Spacing  Peak Valley Spacing 

12.8% 37% 18%  14.1% 31.4% 17.4%  13.4% 27.1% 17.8% 

 

From Fig. 28 and Table 5, it can be deduced that when the element size decreases from 4 μm to 3.5 μm, the 

difference between simulated and experimental chip geometry reduces from: 20.5% to 12.8% for the peak; 

41% to 37% for the valley; and 28.8% to 18% for the spacing. Further reduction of the element size to 3 μm 

(Fig. 27e) and even further to 2.5 μm (Fig. 27f) do not improve the simulation results, since it does not affect 

the chip geometry significantly, and the plastic strain in the shear band unreasonable increases. 

The predicted cutting force vs. time is plotted in Fig. 29 for different element sizes. This figure puts in 

evidence the influence of the cyclic nature of the chip formation in the forces. These forces are not constant, 

but they vary cyclically along the chip formation process [166].  
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Fig. 29: Cutting force in function of the time for different element size used in CEL simulations. 

 

When the element size is 10 μm, the evolution of cutting force is not smooth, which is very different from 

that obtained using smaller element sizes. However, cutting force does not change when the element size is 

less than or equal to 5 μm. It can be deduced that the element size of 5 μm for the CEL simulations is small 

enough to accurately predict the cutting force. Based on this analysis of the chip morphology and cutting 

force, the element size of 3.5 μm is selected for the CEL simulations in this study, which allows a balance 

between calculation accuracy and efficiency. 

(2) Influence of the CEL element shape/orientation on the results 

The element orientation along the direction of the deformation in FDZ is used in several FE simulations of 

cutting to facilitate the formation of serrated chips, and to reduce element distortion when using the 

Lagrangian approach [163,167]. Therefore, it is important to determine the suitable element shape/orientation 

to be used in the FE simulation of cutting using the CEL approach. 

To determine the element shape/orientation, the angle between two adjacent edges of the element is used, as 

shown in Fig. 30. This figure shows the chip morphology and the equivalent plastic strain distribution for the 

cutting speed of 250 m/min for three angles of elements namely 90°, 60°, and 45°. When the element 

orientation angle is changed from 90° to 60° and then to 45°, the plastic strain in the chip increases 

significantly, reaching extremely high values. These phenomena are related to the uniqueness of the CEL 

approach, in which the plastic strain is calculated based on the Eulerian Volume Fraction (EVF). In addition, 

according to the Abaqus user’s manual [154] the contact between the Lagrangian region and the Eulerian 

need to be smooth. In the current simulations using the tool rake angle of 0º, when the element orientation 
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angle is 60° or 45°, the contact between Eulerian and Lagrangian components appears as point contact and 

acute angle contact, which will cause the calculation distortion of EVF and an abrupt change during the 

calculation of the plastic strain. In the CEL simulation, the selection of element shape/orientation depends on 

the boundary conditions and contact geometry. Therefore, elements with an orientation angle of 90° are used 

in CEL simulations of orthogonal cutting of Ti-6Al-4V using a tool rake angle of 0°.  

 

Fig. 30: Chip morphology and distribution of the equivalent plastic strain (PEEQVAVG) obtained using CEL 

approach with the element angle of (a) 90°, (b) 60°, and (c) 45° (cutting speed of 250 m/min). 

 

(3) Verification of plane strain conditions for CEL1 model 

CEL1 model was developed based on the assumption of plane strain conditions, which need to be verified. 

The distributions of plastic strain and stress components over the X, Y and Z axes are shown in Fig. 31. As 

can be seen in Fig. 31 (a), (b) and (c), the plastic strain over the X and Y axes in deformation zone ranges 

from -1 to 1, while the plastic strain over the Z axis in this zone is approximately zero. Fig. 31 (d), (e) and (f) 

show that the stress exists over the X, Y and Z axes, especially over the Z axis. This confirms that the 3D 

CEL1 model is in a plane strain conditions, thus its results can be compared with those obtained by the 2D 

LAG model, also under plane strain conditions. 
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Fig. 31: Plastic strain components ((a) X-axis, (b) Y-axis, and (c) Z-axis) and stress components((d) X-axis, (e) 

Y-axis, and (f) Z-axis) obtained using CEL1 approach (the cutting speed of 250 m/min). 

 

3.3.3 Comparison between Lagrangian and CEL approaches 

Simulations using the proposed constitutive model and CEL approach (CEL1 model) are performed, and the 

results are compared with those obtained using the Lagrangian approach (LAG model). The previous section 

compares the state of stress and strain at damage initiation obtained using the CEL approach with the 

Lagrangian one. To complete this analyses, other more practical machining outcomes should also be 

compared, including the chip geometry, tool-chip contact length, strain, temperature, and forces. 

The simulated chip shape and morphologies using both the CEL (CEL1 model) and Lagrangian (LAG model) 

approaches are shown in Fig. 33a and Fig. 33b, respectively. Both approaches generate similar chip 

morphologies but predict different tool-chip contact lengths (0.086 mm for the CEL1 model and 0.176 mm 

for the LAG model). Fig. 32 shows the simulated tool-chip contact length using CEL1 and LAG models in 

function of the cutting speed and compares with the tool-chip contact length calculated by Poletica equation 

[168]. This equation is proposed by Poletica [168] after analyzing the tool-chip contact length for a wide 

range of work materials and cutting conditions, as it is represented by: 

 1
tk

cl h    (25) 
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where ζ is the chip compression ratio, h1 is the uncut chip thickness and kt = 1.5 when ζ < 4, and kt = 1.3 

when ζ ≥ 4. 

 

Fig. 32: Simulated tool-chip contact length using CEL1 and LAG models, and comparison with tool-chip contact 

length calculated by Poletica equation [168]. 

 

As shown in this figure, tool-chip contact length in function of the cutting speed obtained by CEL model 

have the same trend as the tool-chip contact length calculated by Poletica equation. Moreover, when 

comparing to the LAG model, the tool-chip contact length obtained by CEL model is closer to that calculated 

by Poletica equation. Since both CEL1 and LAG models used the same input physical data, this is probably 

due to the different numerical approaches used to simulate the separation of the material from the workpiece. 

 Fig. 33 also shows that many distorted elements are generated near the machined surface and in the chip 

shear band when the Lagrangian approach is used. This does not happen when the CEL approach is used. 
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Fig. 33: Chip morphology and distribution of the equivalent plastic strain (PEEQVAVG) obtained using (a) CEL 

and (b) Lagrangian approaches (cutting speed of 250 m/min). 

 

The distributions of the equivalent plastic strain and temperature in cutting of Ti-6Al-4V alloy, obtained using 

the CEL and Lagrangian approaches, are shown in Fig. 34. As can be seen in Fig. 34a and Fig. 34b, the CEL 

approach generates the equivalent plastic strain distribution in the shear band of the chips that gradually 

decreases from the tool cutting edge zone to the chip free surface, while this distribution is relatively uniform 

when the Lagrangian approach is used. It can be seen in Fig. 34b that the plastic strain of the distorted 

elements is extremely high, and thus several elements are deleted too early, which has an influence on the 

final simulated results. Similar results are observed for the temperature distribution, i.e., the CEL approach 

(Fig. 34c) generates a high localized temperature at the tool-chip interface on the rake face, which is 

consistent with experimental data [169]. On the contrary, the Lagrangian approach (Fig. 34d) generates a 

quasi-uniform temperature in the chip over the tool-chip interface, and a high localized temperature in the 

chip root near the cutting edge. Since the temperature is associated to the thermal energy generated by plastic 

deformation and friction, the greater plastic strain in the secondary deformation zone compared to other zones 

obtained by the CEL approach leads to a higher temperature. In Fig. 34d, the temperature in the chip root 

near the tool cutting edge radius reaches 800℃ when the Lagrangian approach is used, but with the deletion 

of elements in the sacrificial layer, the temperature drops quickly as the deleted elements are no longer 
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involved in the calculation. Besides that, the existence of several elements with extremely high temperatures 

can lead to a misinterpretation of simulation results. 

The cutting forces obtained using both CEL and Lagrangian approaches are plotted in Fig. 35. Both cutting 

forces vary cyclically in function of the cutting time. However, when the Lagrangian approach is used, this 

cyclic variation shows small fluctuations, compared to those when CEL approach is used. These fluctuations 

in the Lagrangian approach are not related to the cutting process itself, but to the element distortion and 

element deletion in the sacrificed layer. 

 

 

Fig. 34: Distributions of the equivalent plastic strain ((a) and (b)) and temperature ((c) and (d)) obtained using 

CEL (CEL1 model) ((a) and (c)) and Lagrangian (LAG model) ((b) and (d)) approaches (cutting speed of 250 

m/min). 

 

Element distortion generated by the Lagrangian approach can results in an incorrect calculation of the nodal 

forces and displacements [98]. Moreover, element deletion (element will no longer participate in the 

calculation) causes a discontinuity in the calculated stress, strain, and temperature fields. This can 

significantly affect the predicted results, in particular the surface integrity of the machined surface. This is 
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because the thickness of the layer affected by machining in the workpiece can be shallow (in this work is 

about 10~25 μm), so that if there are a large number of distorted elements in this thickness, the extraction 

and interpretation of the results become very difficult. Therefore, the cutting model including the CEL 

approach combined with the proposed constitutive model has great advantages in machining simulation of 

Ti-6Al-4V titanium alloy since it avoids element distortion, thus can better predict the serrated chip geometry, 

forces, and plastic strain. 

 

 

Fig. 35: Cutting force in function of the time obtained by CEL and Lagrangian approaches (cutting speed of 250 

m/min). 

 

The durations of the calculations of these three proposed models were obtained for the same cutting 

conditions, corresponding to the cutting speed of 250 m/min and using the same computation environment. 

The results show that CEL2 model needed 23.4 hours to complete the simulation, while CEL1 just needed 

2.6 hours and LAG – 1.7 hours. Although the CEL2 is closer to the actual cutting process, the long time, and 

thus high computation cost is the major inconvenient. It is worth noting that the computation cost of CEL2 

model can be reduced by decreasing the total number of elements. Thus, a mesh optimization is required to 

decrease the computation cost without compromising the accuracy of the simulated results. From the 

computation efficiency perspective, CEL1 model is preferred due to the low computation cost, but it should 

be used with cautions under the assumption of plane strain condition. 

3.4 Analysis of chip formation mechanism and surface generation 

3.4.1 Comparison between the proposed constitutive model and the Johnson-Cook model 

To verify the accuracy of the cutting model using the CEL approach (CEL1) together with the proposed 
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constitutive model, the predicted and measured cutting force and chip morphology are compared for several 

cutting speeds. Fig. 36 shows the experimental and simulated chip morphology using J-C and the proposed 

constitutive models obtained varying the cutting speeds from 50 m/min to 500 m/min.  

 

 

Fig. 36: Simulated chip morphology and distribution of the equivalent plastic strain (PEEQVAVG) obtained 

using CEL approach, using the Johnson-Cook and the proposed constitutive models at several cutting speeds 

(50, 125, 250 and 500 m/min). Experimental chip morphology. 

 

The J-C model generates a chip morphology almost continuous, and it does not change significantly with the 

cutting speed, being quite different from the chip morphology observed experimentally. Shear localization in 
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the chip gradually increases with the cutting speed. Moreover, the serrated chips are observed using the 

proposed constitutive model, and the chip geometry changes significantly with the cutting speed. It can be 

deduced from Fig. 36 that the chip morphology predicted by the proposed constitutive model is closer to the 

experimental one when compared to the chip morphology predicted by the J-C constitutive model. To 

compare the chip geometry obtained by CEL simulations and experimentally, the geometric characteristics 

of the serrated chips are presented. The chip peak, valley, and spacing (see Fig. 37) are measured and the 

obtained results are shown in Fig. 38 and listed in Table 12. If was found that the differences between 

simulated and experimental values of the peak and spacing are within the range of the experimental error. It 

can also be seen that the differences between simulated and measured values of the valley are a bit higher, in 

particular for the cutting speeds of 250 m/min and 500 m/min.  

 

 

Fig. 37: Distribution of the equivalent plastic strain (PEEQVAVG) and parameters of chip geometry obtained 

using CEL approach (cutting speed of 250 m/min). 

 

Table 12: Chip geometry differences between CEL simulated and experimentally obtained chips for several 

cutting speeds. 

Cutting speed 50 m/min  125 m/min 

Difference  
Peak Valley Spacing  Peak Valley Spacing 

4.3% 14.2% 9.8%  10.4% 20% 16.8% 

Cutting speed 250m/min  500m/min 

Difference 
Peak Valley Spacing  Peak Valley Spacing 

12.7% 36.6% 19.1%  6.7% 38.3% 12% 
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Fig. 38: Chip geometry obtained by CEL simulations and experimentally for several cutting speeds. 

 

Fig. 39 shows the evolution of the cutting force as a function of time obtained by CEL simulations using both 

J-C and the proposed constitutive model at the cutting speed of 250 m/min. The amplitude and frequency of 

the cutting force are related to the cyclic nature of chip formation. As can be seen, the amplitude of the cutting 

force generated using the J-C constitutive model is smaller than that of the proposed one, while the opposite 

is true for the frequency. As far as the average cutting force is concerned, The J-C constitutive model 

generates higher force compared to the proposed constitutive model and the experimental results (see also 

Table 13). Moreover, the proposed constitutive model generates an average cutting force close to that 

obtained experimentally.  

Experimental 

average cutting force

 

Fig. 39: Simulated cutting force as a function of the time obtained using both J-C (green) and the proposed 

(magenta) constitutive model (cutting speed of 250 m/min), and the comparison with the average cutting force 

(black line with gray region indicating the standard deviation). 
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Table 13: Comparison between simulated and experimental cutting force 

Cutting Speed 

(m/min) 

Simulated force Ft (N) Experimental force Ft (N) 
Difference (%) 

Average Average 

50 m/min 519.5 541.4±20.9 4% 

125 m/min 505.1 523.2±25.3 3.5% 

250 m/min 493.8 512.1±24.7 3.6% 

500 m/min 474.2 480.6±32.1 1.2% 

 

Therefore, the proposed constitutive model is more accurate than the J-C model in the prediction of chip 

geometry and cutting force during HSM of Ti-6Al-4V alloy. Fig. 40 and Fig. 41 can be used to explain the 

reasons for the better predictability of the proposed constitutive model. Fig. 40 shows the simulated 

distributions of the equivalent plastic strain (PEEQVAVG) and von Mises stress (SVAVG) using the CEL 

approach (CEL1 model), for both the J-C and the proposed constitutive model. 

 

 

Fig. 40: Results of CEL simulations: (a) Plastic strain distribution using J-C constitutive model, (b) plastic 

strain distribution using the proposed constitutive model, (c) von Mises stress distribution using J-C constitutive 

model, (d) von Mises stress distribution using the proposed constitutive model. 

Fig. 41a and Fig. 41b show the von Mises stress as a function of the plastic strain for a tracking point in the 
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middle of the shear band of FDZ (see Fig. 40a and Fig. 40b) obtained using the CEL approach with the J-C 

model and the proposed constitutive model at the cutting speed of 250 m/min. 

 

 

Fig. 41: von Mises stress in function of the plastic strain for a tracking point in the middle of the shear band of 

FDZ shown in Fig. 40, for the J-C and the proposed constitutive models, respectively (the cutting speed of 250 

m/min). 

 

In Fig. 41a, the von Mises stress generated by the J-C model is higher than that of the proposed model for 

the same strain. This is also confirmed by observing the distribution of the von Mises stress in FDZ (Fig. 40c 

and Fig. 40d). Due to this higher stress, the cutting force generated using the J-C model is higher than that 

using the proposed model (see Fig. 39). It can be seen in Fig. 41b that the plastic strain at damage initiation 

using the proposed model is lower than that using the J-C model. 

Fig. 42 shows von Mises stress as a function of the plastic strain for a tracking point in the middle of the 

shear band of FDZ, obtained by CEL approach using the proposed constitutive model at different cutting 

speeds. As can be seen, the maximum stress increases with the cutting speed due to the combined influence 

of the strain rate and temperature, and the stress triaxiality. However, the plastic strain at damage initiation 

decreases with the cutting speed due to the increased stress triaxiality (Fig. 44a) whereas the Lode parameter 

is zero near the cutting edge where the material is separated from the workpiece to form the chip (Fig. 44b). 

Damage 

initiation point

(a) (b)
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Fig. 42: von Mises stress vs. of the plastic strain using the proposed constitutive model in CEL simulations at 

different cutting speeds (50, 125, 250 and 500 m/min). 

 

3.4.2 State of stress and strain at damage initiation at the beginning of a chip formation cycle 

According to the proposed constitutive model (Eqs. (13) and (17)), the state of stress affects the flow stress 

and the strain at damage initiation of the work material, and consequently the chip formation, forces, surface 

integrity and so on. In this section, both the CEL1 and LAG cutting models are used to analyze the state of 

stress in FDZ at the beginning of a chip formation cycle, and how the cutting speed affects this state. 

Considering the CEL1 model, Fig. 43 shows the distributions of the stress triaxiality (Fig. 43a) and Lode 

parameter (Fig. 43b) in the workpiece and chip, for a cutting speed of 50 m/min. Fig. 44 shows the evolution 

of the stress triaxiality (Fig. 44a) and Lode parameter (Fig. 44b) along the shear band in FDZ represented in 

Fig. 43 (path from point 1 to point 10), for several cutting speeds. It follows from Fig. 44a that the values of 

stress triaxiality along the shear band in FDZ increases from negative near the cutting edge (point 1) to 

positive at the chip free surface (point 10). This means that, according to Fig. 21, the strain at damage 

initiation decrease from the tool cutting edge (point 1) to the chip free surface (point 10). This figure also 

shows that increasing the cutting speed from 50 m/min to 500 m/min, the stress triaxiality becomes less 

negative near the tool cutting edge, and more positive in the chip free surface. This means that the strain at 

damage initiation will decrease with the increase of the cutting speed, so less energy is required to remove a 

layer or material from the workpiece to form the chip [170]. 

 

Damage 

initiation point

(a) (b)
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Fig. 43: Distribution of (a) stress triaxiality and (b) Lode parameter, obtained using CEL1 model for a cutting 

speed of 50 m/min. 

 

As far as the Lode parameter is concerned, Fig. 44b shows that the Lode parameter increases from zero near 

the tool cutting edge, to a maximum value of about 0.6-0.8 at the chip free surface. The influence of the 

cutting speed on the Lode parameter is not so evident as the stress triaxiality. Three zones can be identified 

along the path from point 1 to point 10: near the cutting edge, in the middle of FDZ, and near the chip free 

surface. In the zone near the cutting edge, there are no evident influence of the cutting speed on the Lode 

parameter. Moreover, independently of the cutting speed, the Lode parameter is zero at the chip root. In the 

middle of FDZ, the Lode parameter decrease as the cutting speed increases. Finally, the Lode parameter 

increases with the cutting speed near the chip free surface. 

 

 

Fig. 44: Evolution of the (a) stress triaxiality and (b) Lode parameter, along the path shows in Fig. 43, obtained 

using CEL1 model for several cutting speeds (50, 125, 250 and 500 m/min). 
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According to Fig. 21, the increase of the Lode parameter from zero to both negative and positive ranges lead 

to an increase of the strain at damage initiation. So, near the tool tip where the Lode parameter is zero, the 

strain at damage initiation will be lower than that at the chip free surface, where the Lode parameter is 

maximum. 

 

 

Fig. 45: Distribution of (a) stress triaxiality and (b) Lode parameter, obtained using LAG model for a cutting 

speed of 50 m/min. 

 

 

Fig. 46: Evolution of the (a) stress triaxiality and (b) Lode parameter, along the path shows in Fig. 45, obtained 

using LAG model for several cutting speeds (50, 125, 250 and 500 m/min). 

 

Fig. 45 and Fig. 46 show the distributions of the state of stress (stress triaxiality and Lode parameter) (Fig. 

45), and the evolution of this state of stress along the shear band (Fig. 46), obtained using the LAG model 

for the same conditions as used in the CEL1 model. These figures show that the stress triaxiality is mainly 



73 

 

negative in FDZ, and its magnitude reduces when moving to the chip free surface (Fig. 45a and Fig. 46a). 

Moreover, its magnitude is lower than that obtained using the CEL1 model, and there is no evident influence 

of the cutting speed on the stress triaxiality. This negative stress triaxiality in FDZ is associated with the 

compressive state of the material at the beginning of the chip formation cycle [123–125]. As far the Lode 

parameter is concerned, since plane strain conditions are applied in the LAG model, this parameter is almost 

zero in FDZ (Fig. 46b), while it increases from the cutting edge to the chip free surface in the case when the 

CEL1 model is used (Fig. 44b). 

The strain at damage initiation depends on both stress triaxiality and Lode parameter, as well as on the 

temperature and strain rate (equation (12)). Fig. 47 and Fig. 48 show the distribution of the strain at damage 

initiation for the cutting speed of 50 m/min (Fig. 47a and Fig. 48a), and the evolution of the strain at damage 

initiation along the shear band in FDZ (Fig. 47b and Fig. 48b) for several cutting speeds using both CEL1 

and LAG models. As can be seen, the values of the strain at damage initiation decreases from chip free surface 

to near the tool tip, regardless the cutting speed value. However, this decrease, and the magnitude of the strain 

at damage initiation are lower when the LAG model is used compared to the results of the CEL1 model. This 

implies that less energy is required to separate the material from the workpiece to form the chip according to 

the LAG model, although the same input physical data was used in both models. This is probably due to the 

different numerical approaches used to simulate the separation of the material from the workpiece. 

 

 

Fig. 47: (a) Distribution of the strain at damage initiation for a cutting speed of 50 m/min, and (b) evolution of 

the strain at damage initiation along the path shows in Fig. 43, obtained using CEL1 model for several cutting 

speeds (50, 125, 250 and 500 m/min). 
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Fig. 48: (a) Distribution of the strain at damage initiation for a cutting speed of 50 m/min, and (b) evolution of 

the strain at damage initiation along the path shows in Fig. 45, obtained using LAG model for several cutting 

speeds (50, 125, 250 and 500 m/min). 

 

3.5 Analysis of material side flow phenomenon 

3.5.1 Effect of material side flow behavior on chip width and lateral burr formation 

Previously predicted results are obtained using the 3D orthogonal cutting model using the CEL approach 

having a small width of cut (CEL1). However, this model does not permit to simulate the material side flow 

often observed experimentally. Therefore, a 3D orthogonal cutting model using the CEL approach with the 

actual width of cut (CEL2) of 3 mm is also developed, and the obtained results are compared with CEL1. 

Fig. 49 shows the plastic strain and temperature distributions extracted from: 1) the lateral surface of the 

workpiece of CEL1 model (designed in Fig. 49 by “CEL1 model”); 2) a plane passing through the middle of 

the workpiece of the CEL2 model (designed in Fig. 49 by “CEL2 model (middle surface)”); 3) the lateral 

surface of the workpiece of CEL2 model (designed in Fig. 49 by “CEL2 model (lateral surface)”). A 

comparison between the results over the middle surface obtained using the CEL1 and CEL2 models (see Fig. 

49a, b, c, and d) shows that the strain and temperature have almost the same distributions, which verifies the 

consistency between the CEL1 and CEL2 models. However, a relatively lower strain and temperature are the 

case at the lateral surface when the CEL2 is used compared with the results in the middle surface as shown 

in Fig. 49c and Fig. 49f.  

As shown in Fig. 49, the strain distribution over the middle surface is different from that distribution in the 

lateral surface of the workpiece. This implies that the deformation conditions in the middle section and lateral 

surface of the workpiece are not the same. Therefore, if plane strain conditions can be assumed in the middle 
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section, this is not the case for the lateral surface. In the testing practice, the temperature distribution during 

cutting is often obtained by thermal cameras and the strain distribution by high speed imaging cameras using 

the Digital Image Correlation (DIC) technique [171]. Both temperature and strain distributions are obtained 

only for the lateral surface of the workpiece and chip, whereas numerical simulation allows to assess 

temperatures and strains over the whole the width of the workpiece and chip. Therefore, 3D cutting models 

need to be developed to correctly compare the simulated strain distribution with that obtained experimentally 

by DIC. The same is applied when comparing the simulated temperature distribution and that measured by 

thermal cameras. Unfortunately, this is not taken into account in many known publications [172–174]. 

 

  

Fig. 49: Distributions of the plastic strain and temperature using the CEL1 ((a) and (d)) and CEL2 ((b), (c), (e) 

and (f)) models. Distributions are obtained in a plane passing through the middle of the workpiece of the CEL2 

model and at the lateral surface of the workpiece of both CEL1 and CEL2 models. The cutting speed is constant 

and equal to 250 m/min. 

 

As shown in Fig. 50, the material side flow (the red dotted line area) is found when the CEL2 model is used. 

This flow occurs in the chip (its width becomes greater than the width of cut) and in the machined surface in 

the form of side burr. Although the work material is constrained in the Z-direction in the front face (symmetry 

condition), it is free to move in the opposite side, resulting in an increase of chip width and formation of 

lateral burrs on the machined surface. The material side flow is observed experimentally in the chip and 
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machined surface using an optical microscope and SEM. Fig. 51 shows the experimental chip free surface 

for several cutting speeds. Table 14 shows a comparison between simulated and experimental chip width. For 

the same cutting speed, experimental and simulated values of the chip width are almost same. Depending on 

the cutting speed, the chips are wider about 50-140 m than the width of cut (3mm). Fig. 52 shows the lateral 

burr on the machined surface observed using SEM. 

 

 

Fig. 50: Several projection views of serrated chip morphology and machined surface simulated using the CEL2 

model at the cutting speed of 250 m/min. This figure put in evidence the formation of lateral burr in the 

machined surface and the increased chip width compared to the width of cut. 

 

Table 14: Comparison between simulated and experimental chip width 

Cutting 

Speed 

(m/min) 

Simulated (SIM) Experimental (EXP) 
Difference 

between EXP 

and SIM 

(average) (%) 

Difference 

between EXP 

chip width and 

the width of cut 

(average) (mm) 

Average Maximum Average Maximum 

50 m/min 3.06±0.02 3.08 3.05±0.02 3.08 0.33% 0.05 

125 m/min 3.08±0.02 3.10 3.08±0.03 3.12 0% 0.08 

250 m/min 3.09±0.03 3.12 3.14±0.05 3.19 1.62% 0.14 

500 m/min 3.10±0.03 3.13 3.13±0.07 3.21 0.97% 0.13 
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Fig. 51: Experimental chip free surface for several cutting speeds, observed at the optical microscope. 

 

 

Fig. 52: SEM images of the lateral burr in the workpiece for several cutting speeds. 

3.5.2 Formation mechanism of lateral burr 
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Due to lack of transversal constraint in the both side of workpiece, the material side flow under Poisson effect 

finally results in an increase of chip width and formation of lateral burrs in the workpiece after machining. 

To determine the geometry of the lateral burr, the cross section of workpiece is analyzed as shown in Fig. 53. 

Burr width and burr height are the geometrical parameters used to characterize the lateral burr. Burr width 

increases firstly into the maximum value and then decreases gradually along the surface depth direction. It is 

worth noting that the burr height is greater than the thickness of plastic deformed layer. 

 

 

Fig. 53: Cross section of the workpiece showing the burr geometry at cutting speed of 250 m/min. 

 

The plastic strain and burr width in function of distance beneath machined surface is shown in Fig. 7. The 

maximum plastic strain in subsurface is about 3.0 and the maximum burr width is about 15.0 m. The 

maximum plastic strain locates in the near surface, while the maximum burr width locates in the depth of 6 

m from machined surface. Besides that, the thickness of plastic effected layer is about 6 m, while the burr 

height is about 10 m. It can be concluded that the lateral burr cannot be predicted simply from the 

relationship between plastic strain and burr width. According to the research of Pang et al. [175], the lateral 

burr is formed under the poison effect. So, the lateral burr generation is sensitive to the plastic strain, 

temperature of machined surface under different cutting parameters and material properties. 
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Fig. 54: The plastic strain and burr width in function of distance beneath machined surface shown in Fig. 

53. 

 

The material side flow always occurs during machining. The deformation is compression and the high contact 

stresses are generated in the machined surface and tool-chip contact zone, respectively. In the middle of the 

workpiece, the work material is constrained in the Z-direction, thus it mainly flows over the tool rake face. 

However, the work material near the lateral surface of workpiece is free to flow in the Z-direction. Due to 

the lower constraint from the surrounding material, the compression deformation can result in the material 

side flow under Poisson effect. 

 

 

Fig. 55: Distribution of plastic strain components in (a) X, (b) Y, and (c) Z directions. This figure put in evidence 

the material in middle surface is in a plane strain state at cutting speed of 250 m/min. 

 

To investigate why material side flow occurs in machining, the distribution of plastic strain components in 

X, Y and Z directions are obtained from 3D CEL simulation, and shown in Fig. 55. As shown in Fig. 55 (a) 

and (b), the plastic strain on X and Y directions in the middle of the workpiece is higher than that in lateral 

area. While Fig. 55 (c) shows that the plastic strain on Z axes in middle area is approximately zero (see the 

magenta curve in Fig. 57) and that in lateral area is positive. It is deduced that the material in middle area of 
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workpiece is in a plane strain state, while the material in lateral area of workpiece is not. 

The distributions of stress components in X, Y and Z directions are shown in Fig. 56. As shown in Fig. 56 (a) 

and (b), the stress on X and Y direction in middle of the workpiece is more compressive than that in lateral 

area. Fig. 56 (c) shows that the stress on Z direction in lateral area is approximately zero (see the violet curve 

in Fig. 57) and that in middle of the workpiece is negative. It is deduced that the material in lateral area of 

workpiece is in a plane stress state, while the material in middle area of workpiece is not. Plastic strain and 

stress in Z-direction in function of distance along the path is obtained as shown in Fig. 57. From this figure, 

we can know that the workpiece changes from plane strain state in middle of the workpiece to plane stress 

state in lateral surface. The plane stress state allows the large deformation of workpiece in Z direction, which 

finally results in the formation of lateral burr.  

 

 

Fig. 56: Distribution of stress components in (a) X, (b) Y and (c) Z directions from 3D CEL simulation. This 

figure put in evidence the material in lateral surface is in a plane stress state at cutting speed of 250 m/min. 

 

 

Fig. 57: Plastic strain and stress in Z-direction in function of distance along the path (shown in Fig. 55 and Fig. 

56) to verify the transformation from plane strain state in middle surface to plane stress state in lateral surface. 

 

According to the research from Liu et al. [157], when the uncut chip width is much greater than the uncut 



81 

 

chip thickness with a certain ratio, the effect of material side flow on cutting force and surface integrity can 

be neglected properly when more than 90% of the width of the chip undergoes plane strain deformation [158]. 

Because the material side flow behavior is strongly sensitive to the material ductility, so the critical ratio of 

the uncut chip width to thickness varies greatly when the material changes. For the titanium alloy used in this 

study, the expanded chip width is 3.14 mm when compared to 3 mm (the width of cut) and the lateral burr 

width is 15 μm, the influence of material side flow on cutting process is significantly small. However, when 

the ratio between the uncut chip width and uncut chip thickness is quite small or the ductility of material 

ductility is so high, the assumption of plane strain needs to be verified to be applied in analysis of cutting 

process. 

3.6 Summary of the chapter 

Models of HSM of Ti-6Al-4V alloy are developed and simulated using both the Lagrangian and CEL 

approaches, including the proposed constitutive model considering the state of stress in addition of the strain 

hardening, strain rate, and temperature. A sensitivity analysis of the mesh topography on the chip geometry 

and cutting force permitted to determine a maximum element size of 3.5 μm and an element orientation of 

90° to be used in in CEL simulations. Compared with the traditional Lagrangian approach, the CEL approach 

has outstanding advantages by avoiding the element distortion, which is important for simulating the cutting 

process, in particular the HSM. In addition, the following conclusions can be drawn: 

1) Cutting model using the CEL approach and the proposed constitutive model allow to simulate serrated 

chips in machining Ti-6Al-4V alloy for a wide range of cutting speeds, ranging from 50 m/min to 500 

m/min. 

2) CEL approach can better predict the strains and tool-chip contact length than the Lagrangian one. 

3) Increasing the cutting speed increases the maximum stress and decreases the strain at damage initiation. 

This is due to the increase of the strain rate and the decrease of the stress triaxiality when the cutting 

speed increases. 

4) The proposed constitutive model predicts the cutting force and chip geometry much closer to 

experimental results than J-C model, because it provides a more realistic thermomechanical behavior of 

the Ti-6Al-4V alloy in cutting. 

5) CEL simulations using larger width of cut permitted to simulate the material side flow, which results in 

a larger width of chip when compared to the width of cut, and the formation of lateral burr in the 

workpiece This implies that the plane strain conditions often assumed in 2D simulations of orthogonal 
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cutting cannot accurately represent the reality. 

6) The workpiece transforms from plane strain state in middle surface to plane stress state in lateral surface 

due to lack transverse constraint in lateral surfaces, which finally results in the formation of lateral burr. 
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4 Multiscale modelling and simulation of grain refinement induced by 

dynamic recrystallization (DRX) 

4.1 Microstructure evolution model based on continuous DRX (cDRX) and discontinuous DRX 

(dDRX) mechanism 

High plastic strain and rapid temperature increasing will occur in primary deformation zone in HSM, which 

could result in the dislocation density evolution. Dislocation density is generally regarded as the power for 

grain deformation, nucleation and growth of DRX process under thermomechanical processing. Work 

hardening from the severe plastic deformation will induce generation of dislocation tangles and result in the 

increasing of dislocation density. On the other hand, the inhabitation of dislocation would result in the rapid 

drop of dislocation density by the influence of dynamic recovery (DRV) softening in high temperature 

condition. The dislocation density evolution and hardening behavior are determined by the interaction of 

these two processes. The DRX process will be activated when dislocation density reaches the critical value, 

which is significantly dependent on temperature and strain rate. 

4.1.1 Model of dislocation density evolution 

Dislocation density   under the influence of work hardening and DRV process is proposed by Mecking and 

Kocks [134] (KM model), and it can be calculated as following, 

 1 2

d
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where k1 is related to the work hardening and k2 to the DRV. Both k1 and k2 are temperature and strain rate 

dependent, and expressed by, 
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where c1 is a reference constant related to work hardening, c2 is a reference constant related to DRV, m is the 

constant related to strain rate sensitivity, R is the gas constant, Q is the activation energy. An initial dislocation 
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density, ρ0, of the material is assumed to be uniform and nucleation of dDRX starts when it reaches the critical 

value. Littlewood et al. [176] measured the dislocation density with 1012/m2 of undeformed Ti-6Al-4V alloy, 

which was applied in this study. For the new recrystallization grains, the dislocation density evolves from 

initial dislocation density. 

4.1.2 Model of dDRX grain nucleation and growth 

The nucleation rate n of dDRX depends on both the temperature T and the strain rate  , and can be represented 

as follows: 

 exp( )m

n

Q
n C

RT
   (29) 

which is proposed by Kugler and Turk [177], where Cn is a material constant. Considering the energy change, 

the critical dislocation density c  of grain boundary is described by Ding and Guo [178], which can be 

expressed as follows, 
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where l is the dislocation mean free path, M is the mobility of grain boundary, γm is the grain boundary energy, 

and is the dislocation line energy given by: 

 2

lc b   (31) 

where μ is the shear modulus, b is the Burger’s vector and cl is a material constant of 0.5. 

The dislocation mean free path l is represented by Roberts and Ahlblom[179] expression as, 

 
l

G
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


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where G is a constant, for which 10 is adopted for most metals [180]. 

The flow stress  is a function of the dislocation density component, and calculated using the following 

equation [134]: 

 b    (33) 

Dislocation density of a DRX grain and the original microstructure are generally different, which provide the 
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growth driving force of a DRX grain with reduction of grain storage energy. The grain growth velocity Vi of 

the current DRX grain is assumed directly proportional to the mobility of the boundary and driving force per 

cell [181], thus given by, 

 24

i
i

i

MF
V

r
  (34) 

where ri represents the grain radius of the current DRX grain. The mobility of grain boundary M is given by 

Stüwe and Ortner [182], 

 expb bD b Q
M

KT RT
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where K is Boltzmann’s constant, δ is the characteristic grain-boundary thickness, Db is the boundary self-

diffusion coefficient, Qb is the boundary-diffusion activation energy. 

The driving force Fi of the newly formed DRX grain is generated from the surface energy reduction proposed 

by Ding and Guo [183], 

  24 8i i m d i mF r r         (36) 

where γm represents the grain boundary energy, which is derived from the grains misorientation, ρm and ρd 

are the dislocation density of the original grain and DRX grain. 

Considering the effects of time step and cell size, the nucleation probability P in the CA model is described 

by the following equation: 

 CAP n t S    (37) 

where SCA is the area of a CA cell. Current CA cells are assumed to be square, so SCA = LCA
2, where LCA was 

the length of a CA cell. 

The current grain size is calculated as, 

 

24 i
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where iN is the lattice number that makes up the current grain, a is the lattice size.  
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Table 15: Material parameters of CA model [180, 184]. 

Parameter K1 K2 
Q 

 (kJ mol-1) 
m 

R  

(J mol-1 

K-1) 

C 
μ0 

(MPa) 
b (m) 

Value 3.4×109 5.2 153 0.848 8.314 4×1013 2.05×104 2.86×10-10 

Parameter G 
δDb  

(m3 s-1) 

K 

(m2 kg s-2 

K-1) 

Qb 

(kJ mol-

1) 

ρ0 

(/m2) 
α ν 

θm 

(rad) 

Value 10 5×10-15 1.38×10-23 108 1012 0.5 0.34 π/12 

 

Considering the Hall-Petch relation [69,70] between material strength and grain size, with the decreasing of 

grain size, the intense distribution of grain boundary with high energy induces the increasing of material 

strength, which makes grains harder to refine. According to Ding and Guo [180] and Song et al. [184], the 

values of the CA model coefficients for the Ti-6Al-4V are list in Table 15. 

4.1.3 Model of cDRX grain rotation and partition 

The formation of new refined grains with HAGBs can be achieved by gradual rotation of subgrains without 

grain nucleation and growth process. cDRX is resulted from the accumulation of dislocation at LAGBs. 

When LAGB increase to critical value of 15°, it becomes HAGB. It is generally considered that the average 

dislocation cell size dcr is inversely proportional to the square root of the total dislocation density ρ [185]. 

The relationship between the average cell size and flow stress can be expressed by: 

 
0 0

cr

H bH
d




    (39) 

where H0 is a constant equal to 10 for Ti-6Al-4V alloy. If the current critical dislocation cell size calculated 

by dislocation density or flow stress is smaller than the current grain size, it is considered that the critical 

condition of cDRX is satisfied. According to the grain segmentation model proposed by Tóth et al. [186], 

several subgrains with a diameter of about D/3 and a misorientation angle of 3~5° are generated in the region 

satisfying the cDRX critical condition by the rapid grain growth method. The formation of these subgrains 

consumes parts of dislocation. From the orientation differences between neighboring cells [187], the lattice 

curvature and dislocation density tensor can be derived as: 

 CAb L     (40) 
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where θ is the local misorientation, ρ is dislocation density and LCA is the cell size of CA model. With the 

continuous increase of the dislocation density, the subgrain will rotate and the misorientation between the 

subgrain and the matrix will increase. When this misorientation reaches the critical value of HAGB, the 

subgrain becomes an independent cDRX grain. If the dislocation density of the newly formed cDRX grains 

reaches the critical condition again, cDRX behavior can occur again. With the continuous refinement of 

grains, the required dislocation density to achieve cDRX behavior will become higher, which makes grains 

harder to refine further. It is worth noting that HAGB produced by cDRX process can provide the condition 

of grain boundary for dDRX grain nucleation. 

4.1.4 Simplified grain size prediction model for FE 

During HSM, the plastic deformation and heat generation result in microstructure evolution, especially severe 

plastic deformation results in grain refinement and DRX by thermal activation. Increasing the cutting speed, 

plastic strain, strain rate and temperature increase, while the time of thermal conduction decreases rapidly, 

which has significant influence on microstructure evolution. JMAK DRX model [59] was implemented in a 

VUHARD Fortran subroutine to predict the grain size distribution in machining metals using 

ABAQUS/Explicit FEA software. This model is represented by equations (41)-(45). DRX is activated when 

the strain reaches the critical strain, c , defined by the following equation: 

 1 1

1 0 1 1exp( / )
h m

c a d Q RT c    (41) 

where 1a , 1h , 1m and 1c are material parameters, R is gas constant, Q1 is current activation energy. 

The review performed by Fanfoni and Tomellini [59] indicates that JMAK model is widely accepted for 

predicting grain size evolution which includes the effects of initial grain size, strain, strain rate and 

temperature . Based on the theory proposed by Zener and Hollomon [60], the evolution of DRX volume 

fraction and DRX grain size due to grain nucleation and growth process would be calculated. 

The DRX volume fraction drexX presented by Avrami [188] for dynamic recrystallization is defined as follows: 
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 (42) 

where d and dk are material constants, 0.5 is the value of strain with the DRX volume fraction of 0.5, and 

its formula is shown as: 
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 5 5 5

0.5 5 0 5 5exp( / )
h n m

a d Q RT c     (43) 

where 5a  , 5h  , 5n  , 5m  and 5c  are material parameters. After the DRX volume fraction is obtained, the 

corresponding DRX grain size is the size of new formed grains after nucleation and growth process of DRX, 

which is calculated as follows: 

 8 8 8

8 0 8 8exp( / )
h n m

drexd a d Q RT c    (44) 

Similarly, 8a , 8h , 8n , 8m and 8c are material parameters. Finally, the average grain size is the average value of 

the remaining original grain size and new formed DRX grain size, which can be calculated by: 

  0 1 drex drex drexd d X d X    (45) 

where the initial grain size 0d is 8 μm, initial DRX volume is 0. The coefficients of JMAK model [59] for Ti-

6Al-4V are given in Table 16. They were extracted from the Pan et al. [79] and Wang et al. [189] research 

works. 

 

Table 16: JMAK model coefficients of Ti-6Al-4V [79,189]. 

Peak 

strain 

1a  1h   1m  
1Q  

(J mol-1) 
1c  2a    

0.0064 0  0.0801 30579 0 0.8   

DRX 

kinem

atics 

5a  5h  5n  5m  
5Q  

(J mol-1) 
5c  10a  d  dk  

0.022 0 0 0.11146 26430 0 0.0311 0.9339 0.5994 

DRX 

grain 

size 

8a  8h  8n  8m  
8Q  

(J mol-1) 
8c     

1280 0 0 -0.088 -36848 0    
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Fig. 58: Flowchart of subroutine VUHARD using JMAK model. 

 

To predict the DRX kinetics and grain size, a user subroutine VUHARD is developed in FORTRAN by using 

JMAK model [59]. The flowchart of the calculating process of user subroutine VUHARD is shown in Fig. 

58. 

4.2 Multiscale model using coupled finite element (FE) and cellular automata (CA) approach 

4.2.1 Description of CA simulation 

The material in the deformation zone, during its cutting process, undergoes thermoplastic deformation, during 

which the evolution of dislocation density leads to dynamic recrystallization behavior. Due to the influence 

of different crystal structures, initial grain size, temperature and strain rate, two types of dynamic 

recrystallization (DRX) behavior are always observed: continuous dynamic recrystallization (cDRX) and 

discontinuous dynamic recrystallization (dDRX). As shown in Fig. 59, dDRX is driven by grain nucleation 
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and grain growth at grain boundary full of dislocation. When dislocation cell and subgrain structure with low 

angle grain boundaries (LAGBs) are generated within the grains, local misorientation may induce the 

progressive rotation of the grain to produce high angle grain boundaries (HAGBs) and new distinct grains, 

which is known as cDRX. There is no strict distinction between these two types of DRX, so the activation of 

these two behaviors depends on the current dislocation density and whether the required conditions are 

satisfied respectively. 

 

 

Fig. 59 Schematic of the grain refinement process of continuous and discontinuous DRX. 

 

Based on the above theoretical model of DRX, a routine has been developed in MATLAB under the premise 

of CA transformation rules. Fig. 60 shows the initial grain distribution obtained by a natural grain growth 

algorithm based on the lowest energy principle [190]. The total energy is provided by the grain boundary in 

the CA space, and the energy of the interfacial cells depends on the number of the same state of central cell 

and neighboring cells. The driving force for the natural grain growth is derived from the reduction of the 

interfacial energy by state transition. The crystal structure of grains is hexagonal close packed (HCP) with 

average grain size of 8 μm measured by SEM. Different colors represent grains with different orientations. 
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Fig. 60: Initial microstructure generated by a natural grain growth algorithm. 

 

CA simulation of microstructure evolution is conducted with the increasing of strain, in which time step is 

 t N   , where N is the total iteration step and 300 steps are adopted in this study. During each time 

step, the whole lattice space is searched, and related judgement and calculation are carried out to update the 

lattice state at the next step. The above step loop in every step until the predetermined strain is achieved. 

After that, the results of dislocation density, grain size, grain distribution and DRX characteristics will be 

output. The flowchart of CA simulation is shown in Fig. 61. Five variables were assigned to each CA cell 

were selected to control the cell state during CA simulation: (1) dislocation density corresponds to the energy 

generated by thermal deformation, (2) grain orientation is used to distinguish different grains, (3) mark of 

grain boundary is used to identify whether the cell is on grain boundary, (4) mark of DRX represents the cell 

undergo the DRX process, (5) index of color is used to display grain characteristics distribution. CA 

simulation of microstructure evolution depends on the state transformation of each cell in CA domain which 

depends on its previous state and neighboring cells’ sate. According to CA transformation rules, every CA 

cell has three probabilities to transform: (1) grain nucleation, (2) grain growth and (3) keep the previous state, 

as shown in Fig. 62. At the beginning of every simulation step, the dislocation density in whole CA domain 

was updated firstly based on the deformation condition calculated from FEM. And then the dislocation 

density was judged whether it exceed the critical value. If so a random number between 0 to 1 was generated 

along the grain boundary and when it was lower than the DRX nucleation probability, the cell was 

transformed to be a new DRX grain cell with updated state variables.  
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Fig. 61: Flowchart of CA simulation. 

 

It’s worth noting that the priority of grain nucleation is set higher than grain growth, which means that if a 

grain nucleation process of a cell has been satisfied, grain growth process was ignored by default. As for the 

grain growth process, the following several conditions need to be satisfied: (1) the cell is located at grain 

boundary, (2) the driving force of neighboring DRX grain is positive, (3) the migration distance of grain 

boundary is greater than cell size, (4) randomly generated number is smaller than transformation probability 

(p = i/4) where i represents the number of cells with same orientation. If any condition of grain nucleation 
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and growth cannot be matched, state variables of the cell would keep as the previous with continuous 

increasing dislocation density. 

 

 

Fig. 62: The schematic diagram of state transformation process during CA simulation. 

 

4.2.2 Multiscale simulation by combining FE and CA methods  

The average grain size distribution simulated by FE and the grain morphology simulated by CA method are 

shown in Fig. 63. The simulated results and computational characteristics indicate that FE method is better 

at calculating speed and displaying the grain size distribution in different regions of workpiece in macroscale, 

while CA method is preferable to visualize the microstructure morphology at a certain point, which can 

reproduce the physical process of grain evolution and help to study the effect of microstructure evolution on 

mechanical behavior. The DRX kinetics results and average grain size simulated by FE and CA method are 

listed in Table 17. The results showed a reasonable agreement between these two methods.  

As mentioned by Arrazola et al. [27], the main difficulty of the development of microstructure evolution 

model is the determination of the microstructure parameters. However, the development of advanced material 

testing technology like the EBSD, permitted to further investigate the grain refinement mechanism [191]. It's 

worth noting that the results of CA simulation can be compared with the materials testing results (e.g., TEM 

and EBSD) from experiments directly and its spatial scale is on mesoscale, so it is only suitable for exploring 

local microstructures evolution at present. As shown in Fig. 63 (a) and (c), the average grain size distribution 

of whole chip can be obtained from the FE simulation. In addition, the grain morphology in the selected point 

is presented in Fig. 63 (b) and (d). Compared to the single FE simulations of orthogonal cutting with 

microstructure evolution model, the implementation of CA model makes it possible to lead a direct 

comparison between simulation and materials testing results. Therefore, the combination of the FE subroutine 

and CA model in this study can achieve a more comprehensive and multiscale understanding of the 

microstructure evolution of machining and its influence on the cutting process. 
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Fig. 63: Average grain size distribution simulated by FE (a and c) and the grain morphology simulated by CA 

method (b and d) at cutting speed of 250 m/min (a and b) and 500 m/min (c and d). 

 

Table 17: Comparison of the DRX volume fraction, DRX grain size and average grain size between FE and CA 

simulations. 

Simulation 

method 

Vc = 250 m/min Vc = 500 m/min 

DRX 

volume 

fraction 

DRX grain 

size (μm) 

Average 

grain size 

(μm) 

DRX 

volume 

fraction 

DRX grain 

size (μm) 

Average 

grain size 

(μm) 

FE Simulation 0.82 0.93 1.33 0.91 1.07 1.18 

CA Simulation 0.86 0.92 1.12 0.89 0.86 1.06 

Difference 4.7% 5.1% 18.7% 2.2% 11.5% 11.3% 

 

4.2.3 Validation of multiscale simulation results 

To verify the accuracy of the FE machining model, the cutting force and chip morphology obtained from 

simulation and experiments under different cutting speeds were compared. When analyzing the experimental 

cutting force, the stable periods of each tooth cutting process were selected to calculate the average cutting 

forces. The average and standard deviation values of the simulated and experimental cutting force were 

calculated from 5 tests per cutting condition, as shown in Table 18. It can be summarized that cutting forces 

obtained by simulation is slightly larger than those of experiments, and the difference is within the reliable 

range. The difference between average simulated and experimental cutting force is less than 10%. 

 

 

 

Table 18: Comparison of simulated and experimental cutting force. 
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Cutting speed 
Simulated force Ft (N) Experimental force Ft (N) 

Difference 
Average Average Standard deviation 

Vc = 250 m/min 535.4 512.1 24.7 4.5% 

Vc = 500 m/min 524.8 480.6 32.1 9.2% 

 

 

Fig. 64: The simulated equivalent strain (a and c) and SEM image of serrated chips (b and d) at 250 m/min and 

500 m/min. 

 

The serrated chips geometry obtained from simulation and experiments is shown in Fig. 9, and the 

morphology and structure of these serrated chips show similar characteristics. As for detailed features, the 

peak, valley, spacing and the width of adiabatic shear band (ASB) of serrated chips, which are noted in Fig. 

64, are the commonly used typical characteristics proposed by Sutter and List [192] and Molinari et al. [193] 

for quantifying serrated chips dimension and the statistical results with multiple sampling and averaging are 

listed in Table 19. The difference of the peak, valley and spacing value of serrated chips between simulated 

and experimental results are within 30%. By the above comparison, the deformation parameters and 
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temperature calculated based on this FE machining model are considered to be reliable.  

 

Table 19: Comparison of chip morphology between simulation and experimental tests. 

 

Vc = 250 m/min Vc = 500 m/min 

Peak 

(μm) 

Valley 

(μm) 

Spacing 

(μm) 

Width 

of ASB 

(μm) 

Peak 

(μm) 

Valley 

(μm) 

Spacing 

(μm) 

Width 

of ASB 

(μm) 

Simulation 141.5 80.8 60.2 5.9 128.3 73.7 62.7 6.5 

Experimental 158.8 64.8 86 5.5 145.5 61.9 76.7 5.7 

Difference 10.9% 24.7% 30% 6.8% 11.8% 19.1% 18.3% 12.3% 

 

Fig. 65 shows the microstructure characteristics of the shear band of serrated chips obtained experimentally 

by Transmission Electron Microscopy (TEM) and simulated by CA model. Fine grains through DRX were 

observed in Fig. 65 (b) and (f), and the grain morphology and size vary with the deformation conditions at 

different cutting speeds. As shown in Fig. 65 (d) and (h), the simulated microstructure shows a reasonable 

agreement with experimental observed one. Besides that, deformed and elongated grains and twins were also 

observed in TEM images, which also could be formed at high strain rates, which according to the FE 

simulation it can reaches 105 /s. As a result, the TEM observed grain size was about 0.3-0.4 μm, which was 

smaller than CA simulated results of about 0.8-0.9 μm, since continuous DRX (cDRX) mechanism and twin 

formation theory were not included in this model. As shown in Fig. 66, the research work of Dargusch et al. 

[194] and our testing results shows that the twinning is formed in chips and machined surface, which could 

have direct influence on grain refinement and mechanical response. In general, this CA model was verified 

feasibly to predict DRX behavior of serrated chips in machining process, while a more accurate CA model 

considering the effect of cDRX, twinning and phase transformation behavior is expected to be developed in 

the future to predict the grain refinement of multiphase materials. 
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Fig. 65: (a) (e) SEM image, (b) (f)TEM image, (c) (g) simulated results and (d) (h) the enlarged image in the 

rectangle of (c) (g) of microstructure characteristics of serrated chips at cutting speed of 250 m/min and 500 

m/min respectively. 

 

 

Fig. 66: (a) TKD image of twin boundaries in chips at cutting speed of 220 m/min conducted by Dargusch et al. 

(2018) and (b) the TEM image of twin boundaries in machined surface at cutting speed of 250 m/min conducted 

by our testing results during machining Ti-6Al-4V . 

 

4.3 Analysis of grain refinement induced by DRX 

4.3.1 Microstructure characteristics under different conditions 

The simulated strain, strain rate and temperature in serrated chips at 250 m/min and 500 m/min are displayed 

in Fig. 67. It shows that the strain, strain rate and temperature of adiabatic shear band in chips at 500 m/min 

are higher than those generated at 250 m/min. Based on JMAK dynamic recrystallization model [59], the 
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distribution of DRX volume, DRX grain size and average grain size at cutting speed of 250m/min and 

500m/min were obtained and shown in Fig. 68. The recrystallization behavior only occurs in the region of 

shear band and secondary deformation zone, which corresponding to the adiabatic shear of titanium alloy 

and friction between tool and chip respectively. From the DRX volume distribution in Fig. 68 (a) and (d), it 

can be deduced that the DRX volume fraction of shear band in chips at cutting speed of 500 m/min is higher 

than that of 250 m/min. And the DRX grain size of shear band at 500 m/min is also slightly bigger than that 

of 250 m/min which is shown in Fig. 68 (b) and (e). With increasing of cutting speed, the rise of both DRX 

volume fraction and DRX grain size finally leads to the decreasing of average grain size as Fig. 68 (c) and 

(f). From equation (42) and (44), the DRX behavior is closely related to the strain, strain rate and temperature. 

 

 

Fig. 67: The simulation results of the equivalent strain (a and d), equivalent strain rate (b and e) and the 

temperature (c and f) distributions in chips at a cutting speed of 250 m/min and 500 m/min. 

 

Seen from Fig. 68, there are differences of the value of DRX volume fraction, DRX grain size and average 

grain size between different areas of the same shear band. In order to analyze the cause of these differences, 

three points are selected to compare the deformation parameters: point 1 close to the free surface, point 2 

middle area, point 3 close to tool-chip contact area in shear band of chips. As shown in Fig. 68 (a) and (b), 

along the path from point 1 to point 3, the DRX volume fraction increases gradually, while the DRX grain 
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size decreases, which corresponding to the increasing of strain, strain rate and temperature in Fig. 67 (a)-(c). 

This phenomenon occurs because DRX behavior is based on thermal activation theory, so the DRX process 

can be fully completed only when the temperature exceeds the recrystallization temperature and lasts for a 

certain time and strain reaches a critical value. Higher strain rates enhance grain nucleation and inhibit grain 

growth, which relusts in smaller DRX grain size. 

During cutting process, the DRX volume fraction will firstly increase, and then gradually become stable. The 

occurrence of adiabatic shear leads the strain in shear band to increase sharply and then decrease, which can 

be devided into two stages of loading and unloading. In the period of loading, the DRX is actived by large 

strain and high temperature, and the heterogeneous distribution of them in different regions is the essence for 

the differemce of DRX volume fraction and grain size. During unloading, temperature without the effect of 

plastic strain leads grains to a state of dynamic recovery, in which DRX volume fraction will decrease. When 

temperature decreases to a certain value, the microstructure evolution gradually weakens until it reaches a 

stable state. 

 

 

Fig. 68: Simulated results of DRX volume fraction (a and d), DRX grain size (μm) (b and e) and average grain 

size (μm) (c and f) distributions in chips at a cutting speed of 250 m/min and 500 m/min. 

 

In order to compare the changes of DRX kenetics caused by cutting speed, point 2 in Fig. 68 (a) is selected 
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and the peak values of strain, strain rate, temperature and DRX kinetics are listed in Table 20. All of strain, 

strain rate and temperature rise with cutting speed increasing from 250 m/min to 500 m/min. Higher 

temperature is benefit for DRX behavior so that DRX volume fraction is higher at 500 m/min. The growth 

of DRX grain size is derived from higher temperature and longer growing time, and higher temperature and 

strain rate at 500 m/min eventually produce DRX grains with slightly greater size. Finally, lower average 

grain size of 1.18 μm is produced at 500 m/min compared to 1.33 μm at 250 m/min. The deformation 

condition provides the input parameters for CA simulation and the results of DRX kinetics are compared with 

CA results. 

 

Table 20: Peak values of strain, strain rate, temperature and DRX kinetics at point 2 in shear band of chips in 

Fig. 67 and Fig. 68. 

cV

(m/min) 
Strain 

Temperature 

(℃) 

Strain rate 

(/s) 

DRX volume 

fraction 

DRX grain 

size (μm) 

Average grain 

size (μm) 

250 4.5 651 5105 0.82 0.93 1.33 

500 5.3 723 1.1106 0.91 1.07 1.18 

 

4.3.2 Strain softening behavior induced by DRX 

The flow stress curve and corresponding microstructure morphology at cutting speed of 250 m/min are shown 

in Fig. 69. Only DRX grains are displayed in simulated microstructure morphology in which white region 

represents the original microstructure. The flow stress curve shows a typical DRX trend in which the strain 

softening phenomenon is obvious. Due to the microstructure morphology in strain of 1.1, the DRX grain 

nuclei begins to form at grain boundaries, and the strain hardening rate slows down when the lower 

dislocation density of DRX grains is introduced into the whole domain. With the increasing of strain to 2.2, 

the rise of DRX grains volume fraction and grain size results in the decrease of flow stress which is called 

strain softening effect. From the microstructure morphology in strain of 3.4, it is found that when the DRX 

grains grow to a certain size, the new DRX grain nuclei are formed at the previous DRX grain boundaries 

which cause grain size to a critical value. The continuous increasing of strain leads to DRX grains become 

dominant, and then the DRX grain size trend to become stable because of the dynamic equilibrium between 

grain nucleation and growth. 

Calamaz et al. [160] proposed a constitutive model with the strain softening behavior. However, the 
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relationship between the grain refinement and constitutive model are not clearly investigated. Due to equation 

(13) and (20), the CA model including a flow stress equation based on dislocation density evolution can 

reflect the stress-strain response caused by dislocation density evolution during DRX process. As shown in  

Fig. 69, The DRX grain nuclei at grain boundaries could result in the decrease of dislocation density, which 

finally lead to the drop of flow stress. With the continuous increasing of strain, the rise of DRX grains volume 

fraction and grain size results in the decrease of flow stress due to the decrease of dislocation density. 

 

 

Fig. 69: Stress-strain curve and corresponding microstructure evolution at cutting speed of 250 m/min. 

 

The flow stress curve and corresponding microstructure morphology at a cutting speed of 500 m/min are 

shown in Fig. 70. The flow stress at this cutting speed shows a similar trend with 250 m/min. However, the 

peak value of the flow stress at 500 m/min is 980 MPa, which is lower than 1150 MPa at 250 m/min due to 

thermal softening. 
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Fig. 70: Stress-strain curve and corresponding microstructure evolution at cutting speed of 500 m/min. 

 

During the DRX process, finer DRX grains were generated and the DRX volume fraction increased, which 

leads to grain refinement. As shown in Fig. 71, the average grain size starts to decrease rapidly when the 

strain reaches the critical value of about 0.6 for DRX. Then, the decreasing rate of grain size slow down 

gradually due to a balance of grain nucleation and growth, which is strongly dependent on the deformation 

condition. The DRX volume fraction, average grain size and microstructure morphology from this CA 

simulation will be compared with the experimental observed results. 

 

 

Fig. 71: Evolution of average grain size with increasing strain. 
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4.3.3 Effect of grain refinement on microhardness 

When refined grains are generated, the physical and mechanical performance of materials would be improved, 

especially at the level of ultrafine grain size. The effect of grain refinement on microhardness, which is 

considered corresponding with the strength of the material performance, are also investigated. Picture in 

Table 11 shows the microhardness indentation performed in the adiabatic shear band of serrated chip, 

measured using HXD-1000TMC tester under the load of 50 gf for 10 s. As listed in Table 11, The 

microhardness in adiabatic shear band of serrated chip is higher (373-400 HV) compared with the original 

material (314 HV in average). According to Hall-Petch theory [69,70], the decreasing of grain size will result 

in the increasing of microhardness, as shown by the following equation, 

 1 2

0 1HV c c d    (46) 

where c0 and c1 are material constants, d represents the average grain size. 

Besides that, when the cutting speed increases from 250 m/min to 500 m/min, the average microhardness 

increases from 373 HV to 400 HV, which mainly results from higher level of grain refinement. Based on the 

Hall-Petch equation [69,70], the predicted microhardness by FE simulation is shown in Fig. 72. The results 

show that the predicted results are close to the experimental value, but slightly smaller. 

 

 

Fig. 72: Simulated microhardness using Hall-Petch equation at cutting speed of (a) 250 m/min and (b) 500 

m/min. 
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Table 21: Experimental microhardness in adiabatic shear band of serrated chip. 

 

 
Microhardness (HV) 

Point 1 Point 2 Point 3 Average 

Vc = 250 m/min 386 376 356 373 

Vc = 500 m/min 408 396 396 400 

Original material 307 321 314 314 

 

4.4 Summary of the chapter 

Grain refinement process induced by DRX during HSM of Ti-6Al-4V titanium alloy was investigated 

experimentally and by simulation, in the last case using FE and CA methods. The JMAK grain size prediction 

models are used in the FE-based model to simulate the orthogonal cutting process. CA model is developed 

to calculate the microstructure evolution at mesoscopic level. This model considers the deformation 

parameters (strain, strain-rate and temperature) coming from the FE simulations as input parameters. Finally, 

the results from FE, CA and experiments are compared to validate the feasibility of combining FE and CA 

methods to investigate the grain refinement process induced by DRX of Ti-6Al-4V at high cutting speeds. 

The main conclusions are summarized as follows: 

1) Compared to the conventional approach (defined in section 2.3) by developing subroutine in FE 

platform to predict microstructure evolution, the proposed multiscale microstructure model includes 

more physical mechanisms that are closer to the actual material deformation behavior to predict the 

distribution mapping of microstructure evolution, which improves the accuracy of the predicted results. 

2) The results indicate that FE method is preferable for calculating the distribution of grain size in whole 

the workpiece and chip in macroscale, while CA method is suitable to calculate the microstructure 

morphology at a relatively small area at mesoscale. Therefore, the combination of the FE and CA 

methods can achieve a more comprehensive understanding of the microstructure evolution and its effect 

on the mechanical behavior of the material in the cutting process. 

3) The distribution of grain size calculated by FE-based model shows that increasing the cutting speed, 

there are decrease of average grain size, which is induced by higher strain rate and temperature. The 

recrystallization behavior only occurs in the shear band region and secondary deformation zone, which 

corresponding to the adiabatic shear of titanium alloy and friction between tool and chip, respectively. 

There are differences of DRX kinetics in different areas along shear band of chips, because higher 
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temperature promotes the DRX, while higher strain rates enhance grain nucleation and inhibit grain 

growth. As a result, the decreasing of grain size resulted in the increasing of microhardness. 

4) The results of microstructure evolution simulated by CA method shows a typical DRX trend of flow 

stress curve to reveal the strain softening phenomenon. When the DRX grain nuclei begin to form at 

grain boundaries, the increasing rate of flow stress slows down. With the continuous increasing of strain, 

the rise of DRX grains volume fraction and grain size results in the decrease of flow stress due to the 

decrease of dislocation density induced by DRX. At the end of the plastic deformation, the continuous 

increasing of strain leads to DRX grains become dominant, and the average grain size trend to become 

stable because of the dynamic equilibrium between grain nucleation and growth. 

It should be noticed that the simulation results have an acceptable error when compared with the experimental 

results. A more accurate FE and CA model considering the effect of twinning and phase transformation should 

be developed to accurately predict the grain refinement in multiphase materials. 
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5 Microstructure evolution in machined surface and subsurface 

5.1 Prediction of microstructure in machined surface and subsurface 

5.1.1 Distribution of strain, temperature, and state of stress  

The studies of subsurface plastic deformation and microstructure show that a thin layer (depth about 10~25 

μm) is affected by the cutting process, which presents great challenges to research. Because the depth of this 

layer in machined surface is quite small, many studies directly assume that the mechanical and thermal load 

on the machined surface is uniform, which is far from the real situation. Therefore, as shown in Fig. 73, the 

distribution of plastic strain and temperature in machined surface along the depth direction is obtained by 

CEL cutting simulation. It can be seen from the figure that the temperature and strain gradually decrease 

along the depth direction of the machined surface and the depth subjected to significant thermo-mechanical 

effect is about 10 μm. Besides that, the effect of cutting speed on machined surface is considered in this study. 

The strain, strain rate and temperature along the path shown in Fig. 73 at different cutting speeds are extracted 

and drawn in Fig. 74. The strain and strain rate increase with the cutting speed at the same depth place from 

the surface. While as for the temperature, the temperature of the nearest surface at higher cutting speed is 

higher, but the temperature drops faster along the depth direction at higher cutting speed, which shows a more 

significant temperature gradient. Considering that dynamic behavior depends strongly on the strain, strain 

rate and temperature condition, different DRX modes can be activated in different depth zones of the same 

sample. The strain, strain rate and temperature distribution simulated by CEL cutting model will be applied 

as the input deformation condition of the following cellular automata (CA) model to predict the 

microstructure evolution. 
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Fig. 73: The plastic strain and temperature distribution in machined subsurface obtained by FE simulation at 

cutting speed of 250 m/min. 

 

 

Fig. 74: The curve of plastic strain, strain rate and temperature distribution along the path in Fig. 73. 

 

Fig. 75 (a) shows the distribution mapping of the principal stress in the XY plane, where the arrow vector 

represents the direction of the principal stress. The magnitude and direction of the principal stress in different 

regions, located at 1~10μm depth from machined surface, vary greatly. This phenomenon indicates that the 

stress at same region changes dynamically with the cutting process. The stress state of point A, 2μm depth 

from surface, is displayed in dotted rectangle of Fig. 75 (a), where the normal stress   and shear stress   

of any section are calculated from the stress component ( x , y , xy ) and   is the angle between   and 

Y-axis. The two principal stresses of point A can be expressed as 

 
2

1 2

2 2 2

x y x y

xy

   




  
   

 

 (47) 
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where the direction angle 1  between the principal stress 1  and X-axis is defined by: 

 1

2
tan 2

xy

x y




 
 


 (48) 

And the maximum shear stress is obtained from: 

  
2

2

max 1 2

1

2 2

x y

x

 
   

 
    

 

 (49) 

The variation of above principal stresses and shear stress with cutting time is plotted in Fig. 75 (b). At the 

beginning, cutting process is in a stable stage, and the maximum principal stress and maximum shear stress 

in the XY plane are about -1000 MPa and 500 MPa, respectively. Then the amplitude of maximum principal 

stress and shear stress increase rapidly due to the impact between cutting tool and workpiece, and Fig. 75 (c) 

shows that the angle between the principal stress and Y-axis varies from 80° to 0°. The shear stress unloads 

rapidly after the peak value 760MPa is reached, while the principal stress keeps increasing continuously. As 

a result, the stress state transforms from composite stress with compressive stress along the X-axis and shear 

stress into compressive stress along the Y-axis until the unloading of stress. 

 

 

Fig. 75: Stress state of machined surface (a) distribution mapping of maximum principal stress in XY plane (b) 

variation of the stress component with cutting time (c) the direction angle variation of maximum principal stress 

at point A with cutting time 

 

5.1.2 Experimental characterization of the distribution of the grain size 

To better describe microstructure evolution in machined surface, white layer and deformed layer are defined 

to present the metallurgical characteristics observed in OM and SEM, while “nano grains” layer and “micro 
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grains” layer are used to describe the grain characteristics observed by TEM and PED. From the review of 

Huang et al. [195], it can be seen that the critical activation condition for different dynamic recrystallization 

modes of materials depends on the range of temperature and strain. By analyzing the metallurgical 

characteristics of the machined surface (as shown in Fig. 76), corresponding to the deformation conditions 

of the machined surface, two layers with different characteristics in different depths are generated, in which 

D3 zone with white layer characteristic and D2 zone with grain refinement and deformation. It is worth noting 

that there is an obvious boundary between D2 and D3 zone, which indicates that the microstructure has 

performed a significant transformation. Therefore, the TEM and PED techniques are applied to quantitatively 

characterize and analyze the microstructure in machined surface. 

 

Fig. 76: Metallurgical characteristics of machined subsurface under cutting speed of 250 m/min and 500 m/min. 

 

Fig. 77 is the microstructure distribution image obtained from TEM and PED techniques. From Fig. 77 (a) 

and (c), the grain morphology shows that the grain size in the nearest surface ranges from 100 to 200 nm and 

some equiaxed fine grains smaller than 50 nm are generated in the boundary of these grains. The grain 

structure in this layer shows typical discontinuous DRX characteristics. The grain size in deeper layer is 

much greater than that in the nearest layer. As shown in Fig. 77 (c), the color difference within the same grain 
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can be observed in the refined grains layer, in which different colors represent different orientations. Local 

misorientation and low angle grain boundary in grain interior is the typical continuous DRX characteristics. 

Fig. 77 (b) is the corresponding grain orientation distribution image without twins which is handled with the 

open-source software ATEX [196] and Fig. 77 (d) is the grain boundary distribution image including low 

angle boundary, high angle boundary and twin boundary. It can be seen from the figures that there are great 

numbers of twins in the nano-grains layer but almost no twins in the refined grain layer. Obviously, two 

different layers of twins distribution is also one of the characteristics for gradient distribution of 

microstructure evolution. However, considering that the model for twinning evolution has not been 

implemented in CA simulation and this study mainly considers the effect of different DRX modes induced 

grain refinement mechanism. So, the influence of twins is ignored temporarily, and the experimentally 

measured grain size is also obtained without considering twins. 

 

 

Fig. 77: (a) and (c) are TEM and PED images of grain distribution, respectively, (b) is the corresponding PED 

image without twins, and (d) is the grain boundary distribution in the machined subsurface at cutting speed of 

250m/min. 

 

The TEM observation of the “micro layer” (as shown in Fig. 78 (a) and (b)) shows that many dislocation 
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tangles and lines can are generated. And through the high resolution TEM (HRTEM) observation of these 

dislocations (Fig. 78 (c)), the existence of a large number of dislocations was further verified. After Fourier 

transform (FFT) and Inverse FFT (IFFT) of Fig. 78 (c), Fig. 78 (f) can help us determine the location of 

dislocation. The generation and pile-up of these dislocations would result in the local misorientation in the 

grain interior. And then the low angle boundary will form due to the accumulation of local misorientation, 

which shows the characteristic of subgrains in Fig. 78 (d) and (e). According to the review of Sakai et al. 

[197], the high dislocation density and a large number of subgrains are the main characteristics of continuous 

DRX. Therefore, the grain refinement in the refined grain layer mainly results from cDRX mechanism. 

 

 

Fig. 78: TEM images of dislocation and cDRX grains characteristics in “refined grain” layer of machined 

subsurface at cutting speed of 250 m/min. 

 

The TEM observation of the nano-grain layer (as shown in Fig. 79) shows that many equiaxed nanoscale 

grains can be found in the grain boundary of another larger grain, which is the typical characteristic of 

discontinuous DRX behavior. cDRX behavior is always activated by strong thermal plastic deformation. 

Besides that, cDRX behavior is sensitive to the grain boundary fraction of materials, which means that the 

increase of grain boundary fraction will enhance the nucleation of new grains. The grain size in the nano-

grains layer (~50-200 nm) is quite smaller than the original grain size (~8 μm). In the absence of a large 
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number of grain boundaries in the original materials, how the grain refinement process can be achieved and 

the final microstructure show the cDRX characteristic cannot be analyzed only by present experimental 

observation. In addition, dDRX behavior needs to experience the process of grain nucleation and growth, so 

its evolution time is generally longer than that of cDRX behavior, so dDRX behavior is always accompanied 

by cDRX behavior. Its fundamental explanation will be discussed by combining the CA simulation results. 

 

 

Fig. 79: TEM images of dDRX grains characteristics in machined subsurface in “Nano grains” layer of 

machined subsurface at cutting speed of 250 m/min. 

 

5.1.3 Simulation of the microstructure 

 

Fig. 80: The relationship between thermal-mechanical load and microstructure to present the formation 

mechanism of gradient of microstructure in the machined surface and subsurface. 

 

The results of the above two section reveal that the deformation and microstructure of machined surface show 

gradient of microstructure along the distance beneath the machined. Fig. 80 presents the relation between 
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thermal-mechanical load and microstructure to show the formation of gradient of microstructure in the 

machined surface. As shown in the figure, after the loading of cutting force and heat in surface, the strain, 

strain rate and temperature start to decrease along the depth direction. The deformation and thermal 

conditions in different depths obtained by CEL cutting simulation are extracted as the input of the CA 

microstructure model. The image of grain morphology simulated by CA shows that the characteristics of 

microstructure in different depths are quite different. How does the decay of thermo-mechanical coupling 

lead to the gradient of microstructure and the mechanism of microstructure evolution will be analyzed. 

 

 

Fig. 81: Distribution of microstructure, cDRX grains and dDRX grains simulated by using CA model at different 

step time. 
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Distribution of total microstructure, only cDRX grains and only dDRX grains simulated by using CA model 

at different step times are shown in Fig. 81. In the beginning stage (Fig. 81 (a), (d) and (g)), cDRX grains 

(Fig. 81 (d)) form in most areas of the nearest machined surface, while in deeper area cDRX grains also start 

to form but relatively less. In this stage, the dDRX grains (Fig. 81 (g)) nucleation starts to occur in the grain 

boundary of cDRX grains in the nearest surface. When it comes to the intermediate stage (Fig. 81 (b), (e) and 

(h)), the fraction of cDRX grains (Fig. 81 (e)) in the nearest surface reduces while that in deeper surface rises. 

The decrease of cDRX grains in the nearest surface corresponds to the increase of dDRX grains (Fig. 81 (h)), 

in which more grown grains and newly nucleated grains can be found. In the near ending stage (Fig. 81 (c), 

(f) and (i)), most of the cDRX grains (Fig. 81 (f)) have disappeared in the nearest surface, which is instead 

mainly composed of dDRX grains (Fig. 81 (i)). And the fully cDRX grains are formed in a deeper surface 

and there are few dDRX grains in this layer. 

5.1.4 Grain refinement mechanism at different layers beneath the surface 

The formation mechanism of different layers in Fig. 81 is further analyzed in this part. From the previous 

analysis, it can be deduced that the dDRX grains nucleation in the nearest surface is derived from the 

formation of cDRX grain boundary. From the grain nucleation condition of dDRX grains described in section 

4.2, we can know that dDRX grains only nucleate in the grain boundary. So, the formation of the cDRX grain 

in the nearest surface provides lots of grain boundary, which benefits the dDRX grains nucleation. A 

schematic diagram of microstructure evolution in different layers in machined surface with cutting process 

is drawn as Fig. 82 to reveal the grain refinement mechanism in different layers, which will be discussed with 

four steps. In step 1: the dislocation density within the grain interior in the refined grains layer is increasing, 

and the subgrains induced by the accumulation of dislocation have formed in the nano-grains layer. The 

higher strain, strain rate and temperature in the nano-grain layer induce a higher generation rate of dislocation 

than that in the refined grain layer, which makes the grain refinement process faster in the nano-grain layer. 

In step 2: due to the continuous generation and pile-up of dislocation, the local misorientation further 

increases until the low angle boundary becomes high angle boundary, which results in the formation of full 

cDRX grains in the nano-grain layer. While in this step, the subgrains just start to form in the refined grain 

layer. In step 3: in the nano-grain layer, the formation of cDRX grains provides a great number of grain 

boundaries for grain nucleation of dDRX, so lots of dDRX starts to nucleate in the grain boundary of cDRX 

grains. The subgrains evolve gradually into full cDRX grains. In step 4: the dDRX grains have grown in the 

nano-grains layer and the nucleation and growth of grains will reach a balanced state, which determines the 
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final dDRX grains morphology and size. 

 

 

Fig. 82: Schematic diagram of microstructure evolution with cutting process showing different structures 

formation. 

 

From the above analysis, it can be deduced that the refined grain layer is formed only by the cDRX 

mechanism and the nano-grain layer is resulted from a combined effect of cDRX and dDRX mechanism. The 

analysis of grain refinement mechanism of the nano-grain layer can provide a fundamental understanding of 

microstructure evolution in whole surface depth. The mechanism of the grain refinement process in the nano-

grain layer is presented in Fig. 83. This process is divided into six steps: (a) a large number of dislocations 

are generated at the beginning of loading; (b) the dislocation accumulation induced by dislocation movement 

leads to the local misorientation of grains; (c) subgrains are formed with low angle boundary and step (a) and 

(b) provide the power for subgrains rotation; (d) when the misorientation between adjacent subgrains 

increases greater than 15 degrees, low angle boundary becomes high angle boundary and full cDRX grains 

is formed; (e) the refined cDRX grains generate lots of grain boundary and high dislocation density condition, 

which provide the favorable conditions for dDRX nucleation; (f) finally, full dDRX grains are formed after 

grain growth. This is the grain refinement mechanism of the nano-grain layer. While for refined grain layer, 

due to lower level of strain and temperature, the critical condition for nucleation cannot be met, so the refined 

grain layer only experience step (a), (b), (c) and (d) and full cDRX grains are formed. 
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Fig. 83: Schematic to show the mechanism of the grain refinement process in the nano-grain layer of machine 

surface. 

5.2 Experimental characterization of the microstructure in machined surface and subsurface 

5.2.1 Metallurgical characteristics at different cutting speeds 

The obtained SEM images (Fig. 84) of metallurgical characteristics in machined surface indicate that the 

depth of subsurface affected by HSM is about 10 μm. The deformed zone of subsurface could be divided into 

three zones marked as D1, D2 and D3: zone D1 displays the original structure, zone D2 presents the 

deformation and elongation of grains along cutting direction, and zone D3 shows the disappearance of the 

feature about original structure. The information of drastic crystalline modification is recorded by zone D3, 

the so called highly perturbed layer. In terms of the feature of microstructure and intense thermo-mechanical 

deformation, the results imply that high density dislocation motivation, grains refinement and phase 

transformation are generated most probably. As a result, it is further investigated by TEM and PED 

technology and selected area for FIB sample is shown in blue rectangle dotted line of Fig. 84. 

 

 

Fig. 84: SEM metallurgical characteristics image of machined subsurface at cutting speed of 250 m/min. 
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The comparison of microstructure characteristics in machined surface at cutting speed of 125 m/min and 250 

m/min is shown in Fig. 85 and Fig. 86, respectively, in which several specific areas are selected for HRTEM 

observation to show the change of microstructure with the increase of cutting speed. From the TEM 

morphology and the corresponding SAED image shown in Fig. 85 (a), grains deformation has occurred and 

the grains are refined slightly at 125 m/min. Fig. 85 (c), (d) and (e) are TEM images of selected areas in Fig. 

85 (a) showing the elongated and deformed grains, and (b), (f), (g) and (h) are HRTEM images showing the 

interior and boundary of grains consist of high density of dislocation and stacking fault. Twins are not found 

in the TEM observation at this cutting speed. As a result, it can be deduced that the grain deformation and 

refinement mechanism at this cutting speed results from evolution of dislocation density. Fig. 86 shows the 

TEM image of microstructure at 250 m/min, severe grain refinement can be observed from the TEM 

morphology and corresponding SAED image in Fig. 86. Moreover, the morphology (see Fig. 86 (c), (d) and 

(e)) shows the characteristics of twins, and the images of FFT (see Fig. 86 (b) and (f)) show the twin 

boundaries are {101̅1} type. The interior of the twins contains dislocations with high density (see Fig. 86 (b) 

and (h)), and higher density dislocation still exist in grains free of twin boundaries as shown in Fig. 86 (g). 

Due to the generation of twins induced by high strain rate, the change of deformation mechanism of machined 

surface caused by high strain rate. Therefore, the grain refinement mechanism of machined surface at 250 

m/min will be discussed in detail in the following. 

 

 

Fig. 85: Microstructure of machined surface at cutting speed of 125 m/min observed by TEM 
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Fig. 86: Microstructure of machined surface at cutting speed of 250 m/min observed by TEM. 

 

 

Fig. 87: Microstructure of machined subsurface observed by PED. (a) the PED orientation distribution map 

containing α and β phase observed by orientation indexing microscopy(OIM), (b) the area fraction distribution 

of grain size and (c) the orientation distribution map for β phase. 

 

The TEM morphology and corresponding SAED image in Fig. 86 (a) demonstrates that plenty of nanoscale 

grains are generated in subsurface after HSM. The PED technology is applied successfully to quantitatively 

characterize the crystal orientations of nanoscale grains with a resolution higher than 95%, as shown in Fig. 

87 (a). The inverse pole-figure (IPF) map of orientation distribution containing all α and β grains shows the 

grains are highly refined and deformed. The area fraction distribution of grain size in Fig. 87 (b) is the 

statistical results of Fig. 87 (a), in which twins are included. Fig. 87 (b) shows that most grains are with the 
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sizes between 20 to 70nm and some grains are even with average diameters less than 20nm. Fig. 87 (c) 

presents a dispersed distribution of β grains, which means that phase transformation may have occurred and 

have a certain effect on the dislocation evolution and grain refinement. 

In Fig. 88 (a) and (b), low angle grain boundaries (LAGBs) with misorientations in the range 4°~15° account 

for over 20% which indicates that lots of dislocation has been piled up and many subgrains have not yet been 

transformed into high angle boundary grains. The most proportion and dense distribution of high angle grain 

boundaries (HAGBs) confirm that most grains of surface produced by HSM is complete nanoscale grains 

rather than subgrains. In Fig. 88 (b), it’s worth noting that HABs arise peak values in around 35°, 60° and 

80°, which probably represent large number of twin boundaries (TBs), maybe including types of {112̅1}, 

{101̅1} , {112̅2} and {101̅2} , is generated. As for dislocation and twinning conjointly account for plastic 

deformation under high strain rate, the formation mechanism of nanoscale grains is analyzed by considering 

dislocation motion and twinning in discussion. 

 

 

Fig. 88: (a) the distribution map of high angle grain boundary (HAGB) and low angle grain boundary (LAGB), 

(b) the fraction distribution histogram of misorientation angle. 

 

5.2.2 Dislocation density  

Geometrical necessary dislocation (GND) density is a key factor for analyzing the mechanism of grain 

refinement, as a result, GND densities are calculated based on crystal orientation data obtained from 

precession electron diffraction (PED) technique. From the orientation differences between neighboring points, 

the lattice curvature and dislocation density tensor can be derived [198]. The simplified equation can be 

written as [187]: 
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
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where   is the local misorientation, and PEDl  is the step size of PED. The simplified formula can be used to 

calculate GND efficiently, however the calculation accuracy is very limited without regard to Nye tensor. 

More accurate calculation of the dislocation density based on Nye tensor is applied [199]. 

The relationship between GND density and Nye tensor is expressed as: 
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where ij , 
k , 

k

ib  and 
k

jt  are Nye tensor, the GND density, Burgers vector and unit line direction of the 

kth dislocation type respectively. The contribution of different types of dislocation in α phase of Ti-6Al-4V 

alloys to the lattice distortion is different, usually described by weighted factors [200]. The weighted factor 

of the kth dislocation is given by the following equation as: 

  
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Where c is a constant, μ is the equation coefficient for which the value of edge dislocation is 1 and the value 

of screw dislocation is  1 1 v . As for 
kb , Burgers vector for <a>-type and <c+a>-type dislocation are 

0.295nm and 0.553nm, respectively. Accordingly, the value of each weighted factor in α-Ti is estimated as: 

<a> screw 0.087, <a> edge 0.124, <c+a> screw 0.306, <c+a> edge 0.437 [201].  

As the number of variables that need to be solved is more than equations, standard linear programming 

function is adopted to obtain a set of optimal solution which satisfies the lower boundary condition as the 

following equation: 
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Then, the final total GND density is defined as 
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As for the effects of indexing quality and step size on the calculating accuracy, a decrease in step size or 

increase in indexing quality could improve the accuracy [202], however, the step size of 4nm and indexing 

quality is close to the limitation of PED technique. So, the calculating GND density based on current step 

size and indexing quality is thought to be relatively reliable. 

 

 

Fig. 89: (a) The GND density distribution map of machined subsurface, (b) (c) and (d) are the magnified GND 

density distribution maps and corresponding grain orientation maps of selected regions in (a). 

 

The distribution of GND density is estimated based on the above GND density calculated procedure, for 

which the ATEX software is applied [196], and the calculated results is mapped as Fig. 89. As shown in Fig. 

89 (a), the D3 and D2 areas are marked with black rectangles, the dislocation cell features are observed in 

wide-range and the GND density of D3 area is significantly higher than that of D2 area. And three selected 

areas are magnified and corresponding grain orientation maps is applied for detailed analysis. Fig. 89 (b) 

corresponding to D2 area show that the grain is deformed and elongated, and GND with density of 1015/m2 

is generated in interior of the grain, which is corresponding to the lower strain, strain rate and temperature 
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compared to D3 area. Moreover, the concentration of dislocation can be observed in some areas of the grain, 

which is benefit for the generation of LAGB. It’s found from Fig. 89 (d) that the GND density of dislocation 

wall and dislocation interior reaches 1×1016/m2 and 1×1015/m2 respectively which demonstrates that the GND 

density of dislocation wall is much higher than dislocation interior and the grain refinement of HSM surface 

is mainly derived from continuous dynamic recrystallization (cDRX). As for the primary phase (α phase) is 

the close-packed hexagonal (HCP) structure, the dynamic recrystallization can be easily induced by high 

dislocation density. Lots of regions (see Fig. 89 (c)) with low dislocation density show the feature of twins 

which means that both dislocation slipping and twinning may be the contribution to deformation under HSM.  

5.2.3 Precipitation of β phase induced by composite stress state and rapid heating 

The precipitation of β phase particles often occurs under high temperature and large deformation of Ti-6Al-

4V [203], which has great effects on the deformation and refinement of α phase. In order to obtain the 

characteristics of precipitations in HSM surface, the EDX scanning analysis was firstly performed to identify 

the elemental variation in Fig. 90. Fig. 90 (a) and (c) are STEM bright field images of two selected areas, in 

which two scanning paths are adopted to conduct the EDX analysis. The corresponding compositional 

profiles shown in Fig. 90 (b) and (d) indicate that the sharp drop in Ti and the rapid increase in V are related 

with the fact that V is a stabilizer of β grains. 

 

Fig. 90: (a) and (c) STEM bright field image of selected areas, (b) and (d) compositional profiles of the 

corresponding EDX scanning path. 
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Then the selected area electron diffraction (SAED) pattern based on TEM is adopted to observe the 

orientation relationship (OR) between α and β phase. Two types of crystallographic orientation has been 

found as(0001)𝛼//(110)𝛽 , [112̅0]𝛼//[11̅1]𝛽 and(01̅10)𝛼//(011̅)𝛽 , [0001]𝛼//[111]𝛽 , which is shown 

in Fig. 91 (b) and (e), corresponding to areas A and B in Fig. 91 (a) and (d), respectively.α→β phase 

transformation can be activated by rapid heating and high stress state [102,204]. During HSM Ti-6Al-4V at 

250m/min, the rising rate of temperature reaches 104℃/s, by which phase transformation with OR of 

(0001)𝛼//(110)𝛽, [112̅0]𝛼//[11̅1]𝛽 is motivated. From the stress state analysis in section 5.1.1, machined 

surface is under high composite stress state of shear and compressive stress, which leads to phase 

transformation with OR of (01̅10)𝛼//(011̅)𝛽, [0001]𝛼//[111]𝛽. 

 

 

Fig. 91: (a) and (d) are TEM bright images of machined surface, b) and e) are SAED patterns of corresponding 

area of A and B respectively, c) and f) are the PED phase distribution map and number fraction histogram of β 

grain size. 

 

The phase distribution mapping (Blue for α phase and red for β phase) and histogram of β phase size (see 

Fig. 91 (c) and (f)), obtained by PED technology, are adopted to analyze the effect of precipitation on 

evolution of microstructure. During HSM, most of the β phase with diameter of 10-25nm would precipitate 
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and present a random distribution, and β phase accounts for 10%. These fine and randomly distributed β 

phase will have great effects on the dislocation motion in α/β phase boundary and the grain growth [205]. 

Furthermore, the effects of the β precipitation on grain refinement of α phase will be further discussed in the 

following. 

5.2.4 Twins size and fraction at different surface depth  

The twin boundaries distribution, detected with misorientation angle and misorientation axis data of adjacent 

grains, is shown in Fig. 92, from which it can be observed that the main type of twin boundaries (TBs) are 

{101̅1}and {101̅2}TB and the length of TBs is mostly at nanoscale. When cutting temperature exceeds 400℃, 

and stress state is composed of compression and shear stress, {101̅1}and {101̅2} types have become the main 

modes of deformation twinning, and TBs account for 14% of total grain boundaries, because the shear 

magnitudes of {101̅1} and {101̅2} twins are relatively lower (see Table 22). It’s worth noting that junction 

and variant of twins which are found in Fig. 92 (a) are thought as the generation of secondary twins even 

tertiary twins[206,207].  

 

Fig. 92: (a) The distribution map and (b) fraction histogram of various twin boundaries. 

 

Table 22: The twining system of common twins in α-Ti. 

Twinning plane Misorientation angle/axis Twining type The shear magnitude 

{112̅1} 35°< 11̅00 > Tension twins 0.638 

{101̅1} 57°< 112̅0 > Contraction twins 0.105 

{112̅2} 64°< 11̅00 > Contraction twins 0.225 

{101̅2} 85°< 112̅0 > Tension twins 0.167 

5.3 Grain refinement mechanism based on a combined effect 
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5.3.1 Dislocation evolution based grain refinement considering pinning effect of β 

precipitation 

The grain refinement of machined surface is based on dislocation density distribution and evolution, which 

could be regarded as the formation and evolution of dislocation cell structure. During grain refinement 

process, large number of dislocation cells are formed at initial stage and leads to local misorientation in grains 

interior, and then dislocation pile-up makes misorientation increasing until the grains are broken and new 

grains are formed[66,185]. The dislocation based model is adopted to describe grain refinement of HSM in 

this study. In the model, the dislocation cell structure is divided into two parts: the cell interior dislocation 

density c  and the cell wall dislocation density w , which are expressed by the following equations: 
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Where  is shear strain of cell interior and cell wall, b  is the magnitude of Burgers vector, 0 is the reference 

shear strain rate, f  is the volume fraction of dislocation cell wall, 
*  ,

*  and 0k  are control parameters 

for dislocation evolution. The first terms of Eqs. (55) and (56) represent the dislocation generation by Frank-

Read sources. The second terms describe the migration of dislocation from cell interior into cell wall. The 

last terms denote the annihilation of dislocation due to dynamic recovery. Because of 
* and

* are constant, 

the generation and migration of dislocation are less affected by temperature and strain rate. Considering the 

annihilation of dislocation, 0k increases with temperature and the value of   decides the rate of dislocation 

annihilation. Lower temperature and higher strain rate can reduce the rate of annihilation which leads to 

higher dislocation density finally.  

The average dislocation cell size d  is inversely proportional to the square root of the total dislocation density

tot  . The total dislocation density tot and average dislocation cell size d  are defined by 

 totd K    (57) 
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  1tot w cf f       (58) 

Firstly large amounts of dislocations are generated due to high strain rate of HSM, and the dislocation 

distribution map (see Fig. 89) shows that obvious dislocation migration from cell interior to cell wall. As 

dislocation migration can be hindered by the subgrain boundaries, the dislocation pile-up in subgrain 

boundaries results in the increase of grain boundary angle until high angle grain boundaries are formed and 

grains are refined. Besides that, high strain rate is the significant factor for suppression of dislocation 

annihilation by dynamic recovery so that dislocation density can remain high level. 

 

 

Fig. 93: (a) IPF image of α grains in selected areas, (b) GND density distribution of α grains in (a), (c) map of 

local misorientation angle, (d) map of high angle grain boundary and β precipitation 

 

The β precipitation also has great effects on the pinning of dislocation and grain boundary. Twinning and 

dislocation slip leads to the formation of subgrains at the beginning of deformation, and LAGBs are the 

dominant form of grain boundaries in this case. Then β phase particles is precipitated (see Fig. 90 and Fig. 

91) and high dislocation density occurs at grain boundaries and phase boundaries, and the extension of twins 

and migration of GBs are obviously hindered, which present the significant pinning effect of β precipitation 
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on dislocation until that LAGBs are transformed into HAGBs due to the accumulation of dislocation, as 

shown in Fig. 93 (a) and (b). The distribution of local misorientation angle in Fig.16(c) demonstrates that 

dislocation pile-up actually exists in GBs and phase boundaries. And mapping of HAGBs and β precipitation 

in Fig. 93 (d) displays the intersection of β precipitation and HAGBs, which demonstrates the pinning effect 

of β precipitation.  

To better characterize the pinning effects of β precipitation on GBs, the models about driving force of GBs 

migration should be obtained firstly, which can be described as[208]: 
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According to the research of interaction between precipitation and GBs, the pinning force formula of 

precipitation on GBs is written as[209,210]: 

 sin 2ZF rE    (60) 

Where E  is the GB energy caused by misorientation between two adjacent grains, and it can be seen that the 

driving force of GBs mainly comes from the reduction of interface energy.   is the interaction angle between 

precipitation and GB. With the interaction angle increasing, grain boundary bending will lead to the increase 

of interface energy, while the increase of interface energy hinders the further migration of grain boundary. 

When grain growth is inhibited, a critical grain size limR   depends on radius and volume fraction of β 

precipitation as[211]: 

 
'

lim 4 3R r f   (61) 

When the pinning force of β precipitation is equal to driving force of GB, dislocation would be pinned at GB 

and accumulation of dislocation occurs so that LAGBs between subgrains increase to generate several fine 

grains with HAGBs. According to Eq. (61), when the average radius of β precipitation ranges from 10 to 25 

nm and the ratio of β phase is about 10%, it can be calculated that the critical grain size is in the range of 

100-200nm. Since the effect of twinning on grain refinement is not included in this equation, the calculated 

grain size is much larger than experimental result (45-70 nm). The generation of dislocation and precipitation 

of β phase continue for loop to refine grains further. Because of inhibition of pinning effect on grain growth, 

nanoscale grains can be formed finally. 
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5.3.2 Effect of high strain rate and stress state on deformation nano-twins generation 

It’s generally believed that high strain rate and low temperature condition are the main factors to promote 

deformation twinning [212]. High strain rate deformation, as the primary feature of HSM, could lead to high 

twin activity [213]. The type and size of deformation twins are extremely sensitive to strain rate, which can 

be determined by Zener-Hollomon parameter (Z) as the following equation[214]: 

 ln lnZ Q RT    (62) 

Where   is the cutting strain rate, Q  is the activation energy of self-diffusion, R  is the gas constant，T  

is the cutting temperature. 

From the Eq. (62), low temperature and high strain rate will lead to higher value of Z. When Z is greater than 

a certain critical value, the deformation twinning is thought to occur and Z even determines the types of twins 

[215]. Considering the influence of adiabatic temperature rise during HSM, the activation energy of self-

diffusion is referred as 170kJ/mol [216] and the maximum value of lnZ is calculated as 33.6. The contribution 

ratio of twinning to plastic deformation depends on Z parameter, while the form of twins is resulted by 

Schmid factors (SF) and critical shear stress (CRSS) which is influenced by many factors such as stress 

direction, temperature, strain rate, texture and so on [217]. 

SF is estimated by equation as cos cosm    , where   is the angle between principal stress direction and 

twinning shear direction,   is the angle between twinning plane and principal stress. And CRSS is estimated 

by equation as = t f

CRSS t     [71], the value of CRSS in α-Ti are 125, 209 and 494 MPa for prismatic, 

basal and pyramidal glide, respectively[206]. According to the analysis of stress state in machined surface in 

section 5.1.1, the surface stress is much higher than CRSS and the value and direction of principal stress vary 

with cutting process, so it can be deduced based on SF and CRSS equation that deformation twins with 

different types and orientations would be generated. 

Fig. 94 (a) is the high resolution (HR) TEM image of deformation twins, from which two types of twins are 

formed: one is nanoscale lamella twins named as primary twins, and the other is twin variants named as 

secondary twins. When the direction of shear stress is similar to c-axis of grains, multiple twins are formed 

simultaneously (see Fig. 94 (b)). Twin variants with {101̅1} − {101̅2} double twinning, shown in Fig. 94 (c) 

and (f), are thought to be the results of changes in stress state in which the new orientation of primary twins 

is beneficial for the formation of secondary twins. The nucleation of twin variant is expected to be rather 
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difficult, so they occur under condition of large strain[218]. It’s noted in Fig. 94 (d) that a junction domain 

is formed with three twins of almost same angle of 120° called double twins because twins impinge together 

on the extended path.  

 

 

Fig. 94: (a), (b), (d) and (e) The HRTEM images of the nanoscale twins distribution with different types, (c) and 

(f) the PED IPF images of selected twins distribution. 

 

According to Z parameter, with the increase of strain rate, the probability of twin nucleation increases rapidly 

and its extension is limited by cutting time. As shown in Fig. 94 (e), twins are nucleated in grains 1, 5, 4 and 

8, and then twins 2, 6, 3 and 7 are generated and impinge together. According to the deformation process 

analysis in section3.3, the principal stress direction of subsurface has changed about 80°, and the stress state 

transforms from composite stress with compressive stress along X-axis and shear stress into compressive 

stress along Y-axis, secondary twin 9 is generated and passed through the above grains. The effect of 

secondary twins on TBs is shown in Fig. 95. When secondary twins are generated, the TBs impinge together 

and contacted TBs is formed, which hinders motion of TBs and makes the TBs more stability. In addition, 

the partial dislocation can travel across or along TBs which makes it possible for materials further 

deformation, so secondary twins restrain the extension of TBs and nanoscale twins are generated finally. 
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Fig. 95: The schematic of the effect of secondary twins on twin boundary and dislocation motion. 

 

5.3.3 Formation mechanism of nanoscale grains combining dislocation slip and twinning 

Due to the microstructure characterization in Fig. 86 and Fig. 87, the initial grains of machined surface are 

refined significantly to nanoscale under HSM. The deformation mechanism of Ti-6Al-4V alloy under high 

strain rate is a combination of dislocation slip and twinning. The grain refinement of HSM surface is mainly 

derived from cDRX, and the typical dislocation cell structure is developed by generation, migration, 

annihilation and suppression of dislocation. Meanwhile, twinning is motivated to accommodate plastic 

deformation in addition to dislocation slip under high strain rate. According to Eq. (57) and (61), high density 

of dislocation and precipitation of β phase particles, which are easily obtained during deformation process in 

HSM surface, are dominant factor for nano-scale grain refinement.  

During HSM process, high strain rate (105s-1) induces high dislocation density and dislocation cell structure 

are formed which leads to local misorientation in grains interior. At the same time, the probability of twin 

nucleation increases rapidly and twinning is promoted as a significant contribution to increase more plastic 

deformation. The complicated stress state is beneficial for the formation of secondary twins, leading to 

enhanced self-interaction of TBs. The short deformation time and self-interaction have great suppression 

effect on the extension of TBs and deformation twins remain at nanoscale finally. Besides that, dislocation 

slip can occur in twins and react with TB for further plastic deformation. With the continuous dislocation 

migration from cell interior to cell wall, the local misorientation between adjacent cells increases to form 

LAGB. And then LAGB gradually evolves into HAGB as a result from the continuous accumulation of 

dislocation. Generally, in high stacking fault energy materials, dynamic recovery takes place with ease, 

resulting in dislocation annihilation and grain growth. However, with the precipitation of β phase particles, 
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the pinning force of precipitation on GBs increases so that the migration of dislocation is limited during short 

deformation time. The precipitation is beneficial for dislocation accumulation, leading to the suppression of 

dynamic recovery. In this way, the precipitation has an opposite influence on cDRX and dislocation pile-up 

makes misorientation increasing until the grains are refined further. The formation of HAGB and precipitation 

of β phase continuously develop with increasing strain, resulting in nano-scale grains refinement. 

5.4 Summary of the chapter 

The gradient of microstructure in the machined surface and subsurface is investigated experimentally and by 

simulation. The strain, strain rate and temperature gradients along the distance beneath the surface are 

determined through a CEL cutting model, which provides the input parameters for the CA model. Then, the 

predicted microstructure evolution in the machined surface and subsurface is simulated by the CA model 

including the cDRX and dDRX mechanism. The CA model is validated by comparing the predicted 

microstructure with that obtained experimentally using PED and TEM techniques. Finally, grain refinement 

mechanisms in different regions of the machined surface and subsurface are analyzed based on the 

experimental and simulated results. General conclusions can be drawn as follows: 

1) Two layers with different grain structures are found in machined surface and subsurface: (1) a “Nano 

grains” layer with cDRX grains characteristics (2) a “refined grains” layer with dDRX grains 

characteristics. 

2) By considering the cDRX and dDRX mechanism, CA model is developed to simulate the microstructure. 

The gradient of strain, strain rate and temperature beneath the machined surface results in the formation 

of the above mentioned two layers. When the strain and temperature decrease to a critical value, the 

condition for cDRX grains nucleation cannot be met, then two layers are formed due to different grain 

refinement mechanisms. 

3) Relatively higher temperature and strain near the machined surface region results in a significant grain 

refinement based on a combination mechanism of cDRX and dDRX, while the “refined grains” layer is 

formed mainly by cDRX. 

4) As for the formation of “nano grains” layer, microstructure evolution undergoes the following steps: 

dislocation generation and accumulation, subgrains formation, cDRX grains generation, dDRX grains 

nucleation at cDRX grain boundary, dDRX grain growth and finally nano grains are formed. cDRX 

mechanism which provides a large number of grain boundaries for the grain nucleation promotes the 

activation of dDRX mechanism, which is the key to generate nano grains. 
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5) At the cutting speed of 250 m/min, the strain rate changes significantly as the distance beneath the 

surface increases. In the deformed layer with lower strain rate, dislocation slip is the main deformation 

mode. While in the highly perturbed layer with higher strain rate, severe grain refinement, precipitation 

of β phase and twinning are activated for nanoscale grains formation. 

6) Twinning plays an important role in materials deformation under high strain rate. Large numbers of 

twins, accounting for about 14% of total GB, are observed at the machined surface, and under current 

boundary conditions {101̅1}  and {101̅2}  twins are the main mode of deformation twins. Due to the 

change of principal stress direction and stress state transformation, self-interaction of TBs is enhanced 

to form secondary twins. The short deformation time and self-interaction have great suppression effect 

on the extension of TBs and deformation twins remain at nanoscale. 

7) Large amounts of β phase particles precipitation are observed in the machined surface due to the severe 

deformation and rapid heating process, which will finally influence cDRX negatively. Precipitation of 

β phase has significant pinning effects on dislocation and inhibition on grains recovery and growth, 

eventually leading to the further refinement of grains. 

The accurate prediction of microstructure in machined surface and subsurface is of great significance to build 

the strong correlation between process mechanics – surface integrity (including the microstructure) – 

functional performance and lifepan of components (fatigue, corrosion, etc). Considering the shortage of 

the CA model used in this study which does not consider the effect of twinning and phase transformation 

existing in the real cutting process of Ti-6Al-4V under HSM, the CA model can only work well under certain 

assumptions to predict the microstructure evolution in machining process. Therefore, the twinning and phase 

transformation will be considered in a future work to develop a more accurate model to simulate 

microstructure evolution in machining. 
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6 Assessment of other surface integrity characteristics using both 

experimental and modelling approaches 

6.1 Design and setup of orthogonal cutting experiments for surface integrity analysis 

Orthogonal cutting tests of Ti-6Al-4V titanium alloy were conducted at CNC lathe machine using 

polycrystalline diamond (PCD) cutting tools under dry conditions, as shown in Fig. 96. The objective is to 

investigate the influence of the cutting conditions on other surface integrity characteristics than 

microstructure (already investigated in the previous chapter), including: surface roughness, microhardness 

and residual stress. Considering that the cutting tests are conducted in the range of HSM and the generation 

of surface integrity from machining needed a relatively stable temperature in the machined surface and 

subsurface, which mean a relatively long cutting time. Due to the rapid tool wear of cemented carbide cutting 

tools in HSM, PCD inserts are used instead of the uncoated cemented carbide cutting. 

These tests were conducted on disks with a diameter of 80 mm and a thickness of 3 mm (equal to the width 

of cut). Tool geometry in the tool-in-hand system according to the ISO standard 3002-1:1982/AMD 1:1992 

was carefully inspected using an Alicona InfiniteFocusSL microscope. The tool geometry is represented by 

PCD tools with a rake angle (γ) of 0°±0.26°, a clearance angle (α ) of 7°±0.29°, and a cutting edge radius(rn) 

of 5 μm±0.7μm. Cutting speed (Vc), uncut chip thickness (h), and tool flank wear (VB) are varied to 

investigate the effect of the these parameters on the residual stress distribution in the machined surface and 

subsurface. The cutting conditions are summarized in Table 23. 

During the machining tests, the forces are measured by a Kistler dynamometer model 9121, and the machined 

surfaces are collected for further surface morphology, microhardness, and residual stress analysis. 
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Fig. 96: Experimental tests using CNC lathe machine: (a) experimental setup, and (b) schematic representation 

of orthogonal cutting configuration. 

 

Table 23: Cutting conditions for orthogonal cutting of Ti-6Al-4V alloy using CNC lathe machine. 

Cutting 

condition 

(case number) 

Cutting 

tool 

Cutting 

speed 

(m/min) 

Uncut chip 

thickness 

(mm) 

Tool wear 

(VB) 

(mm) 

Analysis 

No.1 PCD 125 0.1 VB=0 

Surface roughness, 

Microhardness, 

Residual stresses 

No.2 PCD 250 0.1 VB=0 

No.3 PCD 375 0.1 VB=0 

No.4 PCD 500 0.1 VB=0 

No.5 PCD 250 0.15 VB=0 

No.6 PCD 250 0.1 VB=0.2 

 

6.2 Considerations about the cyclic nature of the cutting process 

As mentioned by Astakhov [219], the cutting process has a cyclic nature, and the dynamics of the cycles are 

considered in terms of variation of the cutting force, cutting temperature, chip morphology, and other major 

machining outcomes. One first evidence of this cyclic nature of chip formation processes in machining Ti-

6Al-4V alloy is the chip serration, as shown in Fig. 97 for different cutting speeds. Others evidences [98,220] 

are the cyclic variation of the forces and temperatures, and consequently of the surface integrity 

characteristics (surface topography, microstructure, microhardness, plastic strain, residual stress, etc.). 
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Therefore, in the following sections the surface topography, microhardness and residual stress will be 

analyzed by considering the cyclic nature of chip formation. 

  

Fig. 97: Chip geometry for different cutting speeds (ASB - adiabatic shear band; SDZ - secondary deformation 

zone). 

6.3 Plastic strain and surface topography at the machined surface 

The cutting CEL model described in Chapter 3, designed by CEL2 model, is used to analyze the influence of 

the cyclic nature of the chip formation on the plastic strain at the machined surface and the surface topography 

along the cutting direction, although the same analysis could be done using the other cutting CEL model 

presented in the same Chapter (CEL1 model). Fig. 98 shows the plastic strain distribution in the machined 

surface for several cutting speeds. The same as for the cutting force (Fig. 29 and Fig. 35), a cyclic variation 

of the plastic strain in the cutting direction is obtained. This cyclic variation is due to the changes of the state 

of stress, and consequently localization of the strain in the shear bands. 
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Fig. 98: Distribution of the plastic strain (PEEQVAVG) obtained by CEL simulation for a cutting speed of (a) 

125 m/min, (b) 250 m/min, (c) 500 m/min; (d) plastic strain profiles at the machined surface along the cutting 

direction, for several cutting speeds. 

 

As far as surface topography is concerned, observations to the machined surfaces have carried out and shows 

in Fig. 99 (a) ~ (d). These observations have revealed the presence of marks at the machined surface, which 

may be a consequence the cyclic nature of the cutting process. Therefore, the frequency of these marks or 

surface topography undulation should be correlated with the frequency of chip formation. The frequency of 

these marks can be calculated knowing the distance of two neighbor marks and the cutting speed. Similarly, 

the frequency of chip formation can be calculated using the distance between two segments of the serrated 

chips and the chip speed (equal to the cutting speed divided by the chip compression ratio). For the cutting 

conditions indicated in Fig. 99 (a) ~ (d), the frequency of surface undulation is equal to 22.6 KHz, 49.0 KHz, 

88.0 KHz and 124.4 KHz, respectively. In other end, the frequency of serrated chip formation, calculate 

considering the distance between each 5 marks, is equal to 23.1 KHz, 47.2 KHz, 74.5 KHz and 105.4 KHz. 

This proves that these mark in the machined surface are a consequence of the cyclic nature of the cutting 

process. The frequency of surface undulation increases when the cutting speed increases from 125 m/min to 
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500 m/min, which shows a similar trend with the research work from Su et al. [221]. As the uncut chip 

thickness increases from 0.1 mm to 0.15 mm (Fig. 99 (b) and (e)), the frequency of surface undulation 

decreases, which is also validated by Melkote et al. [222]. When tool wear occurs (Fig. 99 (f)), these marks 

disappear but not the chip nature of chip formation (chips are still serrated), which is a consequence of the 

intense friction between the tool flank face and the machined surface. 

  

 

Fig. 99 Experimental observation of cyclic characteristics of surface profile in case 1~5 and no cyclic 

characterization in case 6. 

 

Fig. 100 shows both simulated and experimental topography of the machined surface for several cutting 

speeds: 125, 250 and 500 m/min. As can be seen, the surface topography varies cyclically in the cutting 

direction. Moreover, the measured total height of the roughness profile (Rt) obtained by the white light 

interferometer and the simulated profile of the surface topography in the cutting direction are very similar in 

terms of amplitude and period for the highest cutting speed of 500 m/min, and slightly different for the other 

speeds of 125 and 250 m/min. These results show the influence of the cyclic nature of chip formation in 

machining Ti-6Al-4V on the plastic strain and surface roughness. However, other parameters of the surface 

integrity is also affected, including the microstructure and the residual stresses [223]. 
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Fig. 100: (a) Measured surface topography obtained by white light interferometry (Rt parameter), (b) 

comparison between simulated and measured profiles, and (c) simulation surface topography obtained by CEL 

simulations (cutting speeds: 125, 250 and 500 m/min). 

 

Some corresponding surface defects are formed with the periodical fluctuation of surface. As shown in Fig. 

101, the surface defects are mainly composed of dimples which always appear at the valley of machined 

surface. The shape of dimples transforms from elongated to equiaxed and their size become smaller which 

reflects the fracture mechanism. As a result, we deduce that when the cutting force decreases to a relatively 

lower value the ploughing and friction force are not enough for removing the defect from materials fracture. 
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Fig. 101: Surface defect characteristics at different cutting speeds. 

 

To better understand the effect of chip morphology on the forces, the process of chip formation is divided 

into two steps: the first stage is the early stage of the adiabatic shear band formation, which results in an 

increase of the cutting force. The second stage is the damage and fracture inside the shear band, resulting in 

a decrease of the cutting force. As shown in Fig. 102 a), the equivalent plastic deformation is inhomogeneous 

and periodical along the path shown in this figure connecting the point A to point B. The simulated cutting 

force for a cutting speed of 250 m/min also shows a periodical fluctuation with an average value around about 

400 N (see Fig. 102 b). As mentioned above, the cutting force in the first stage is much higher than the one 

in the second stage, and the amplitude of fluctuation is correlated to the chip morphology. The machining 

surface would be compressed and rubbed by the tool flank face, thus the thrust force (force acting 

perpendicular to the machined surface) would fluctuate as well and generates an inhomogeneous plastic 

deformation of the machined surface.  

 



140 

 

 

Fig. 102: The schematic of relationship of a) serrated chip, b) cutting force and c) surface profile. 

 

6.4 Microhardness distribution at the machined surface and subsurface 

Thermal and mechanical loadings generated by machining (plastic deformation, heating and cooling process) 

will introduce hardening or softening into the work material, which directly affect the microstructure (such 

as dislocation density evolution, grain size change, phase transformation, etc.) and the mechanical properties 

of the machined surface/subsurface and chips. Several studies [224–226] found in the literature have shown 

that the microhardness at the machined surface and subsurface of the part is higher than that of the bulk, 

which is caused by higher dislocation density, finer grain size and martensitic transformation. In order to 

identify the improvement of the proposed microhardness prediction, the most used microhardness prediction 

model (Hall-Petch model) only considering the effect of grain refinement is defined as traditional model in 

this thesis. The experimental determination and accurate prediction of the microhardness are of great 

significance to study the effect of machining process on surface integrity. 

6.4.1 Microhardness model considering the microstructure effects 

Cutting process cause temperature rise and plastic deformation of the machined surface and subsurface, 

leading to work hardening, material softening and other phenomena, which affects the material hardness. In 
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several studies found in the literature, the microhardness model considered the temperature and strain 

generated in the cutting process. However, temperature and strain are not the direct causes of the changes in 

microhardness of the work material, and the microstructure is the key point to build and a model of material 

microhardness. The main microstructure characteristics affecting the microhardness of materials are phase 

transition, dislocation density, grain size and twinning. The effect of phase transition on the microstructure 

of materials is determined by different crystal structures. The dislocation density directly determines the 

plastic deformation ability of the material. When the dislocation is difficult to prolificate in the material, its 

microhardness increases. When the grain size is smaller, the content of grain boundary will increase, and the 

grain boundary has a significant hindrance effect on the dislocation movement, which will cause the 

processing strengthening phenomenon of materials, and also cause the rise of microhardness. Twins and 

dislocations are the basic forms of plastic deformation. When the content of twins increases, the further 

occurrence of twins will be hindered, and the microhardness will eventually increase. 

The prediction of microhardness caused by cutting mainly depends on the accurate prediction of 

microstructure. The microhardness of the machined surface and subsurface can be predicted by including the 

relationship between microstructure parameters and microhardness (theory of strengthening) [227] in the 

CEL model proposed in Chapter 3 (CEL 1 model). Theoretical models of dislocation density and grain size 

have already fully described in sections 5.3.1 and 4.1.4. 

Due to the short deformation time of the material in cutting, the material in the deformation zone will undergo 

two stages of rapid temperature rise and cooling. During the rapid temperature rise stage, the transformation 

from α-Ti to β-Ti will occur, which is similar to the austenite transformation process [228]. The volume 

fraction of β-Ti can be calculated by the following equation: 
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where T is the local temperature, Ts is the initial temperature of the phase transformation (about 600℃), Te 

is the temperature when the phase transformation from α-Ti to β-Ti is completed (about 980℃), A and D are 

the material constants. 

In the rapid cooling stage, Ti-6Al-4V will undergo a transformation to α ׳  /α ״  , and the cooling rate in the 

cutting process can reach 105℃/s, which is similar to the martensitic transformation [229]. The equation for 

calculating the phase volume fraction of α ׳  /α ״  is as follows: 
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   '' 1 exp sf f M T
       (64) 

where, Ms is the initial temperature of martensitic transformation, χ is the material constant, fβ is the volume 

fraction of β phase at the rapid temperature rise stage in the cutting process. 

During HSM, strong mechanical loading is applied to the workpiece, which also contributes to phase 

transition. Therefore, in the Avrami model, the influence of mechanical stress on Ti-6Al-4V phase 

transformation should be considered to modify the initial phase transformation temperature [76]. The 

transformation from α-Ti to β-Ti during rapid heating is confirmed to be a non-diffusive martensitic 

transformation process [230]. In the process of Ti-6Al-4V thermal processing, the material is submitted to 

large and rapid thermo-mechanical loadings, which promotes the transformation of α -Ti to β-Ti. By 

correcting the local stress with the initial phase transformation temperature, the critical condition for phase 

transformation can be described more accurately: 
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where, dP is local stress, T is initial phase transition temperature, trH is enthalpy of phase transition, and 

trV is volume change caused by phase transition. 

The activation of twins is more difficult than the generation of dislocation, and the activation of twins follows 

the Zener-Hollomon (ZH) relation. The generation of twins occurs only when the stress, strain rate, and 

temperature reach critical values [71]. To calculate the volume fraction and size of deformation twins, the 

critical fractional shear stress (CRSS) activated by twins needs to be calculated using the following equation: 

 
   1 1 1 0.5m Q m RT

c cK e k d 
      (66) 

In this equation, 𝑘𝑐 is the ZH strengthening factor. According to the study of Meyers et al. [231], the value of 

𝑘𝑐  corresponding to the Ti-6Al-4V alloy is 18MPa·mm1/2. Twin systems start when the flow stress of 

materials is greater than the critical shear stress and the ZH factor is greater than the critical value. 

According to relevant studies, the average distance between adjacent twins is correlated with the volume 

fraction of twins and their thicknesses [232], and its equation is shown as follows: 
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The evolution of volume fraction ft of deformation twins can be described by the following equation: 
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where, 𝑓𝑡0 is the volume fraction of twin saturation, 𝜀𝑖𝑛𝑖𝑡 is the critical strain of twin excitation, and β and m 

are the material constants. 

The microhardness of materials after plastic deformation is the superposition of the incremental 

microhardness caused by the evolution of initial microhardness and the microstructure characteristics, and 

its can be calculated using the following equation: 
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where, ℎ0  is the initial microhardness of material, ∆ℎ𝑑 , ∆ℎ𝐻𝑃 , ∆ℎ𝑃𝑇  and ∆ℎ𝑡 are the increments of 

microhardness caused by dislocation density change, HP effect of grain size change, phase transformation 

and twin strengthening. The values of the coefficients of the microhardness model for the Ti-6Al-4V alloy 

are shown in Table 24. They were extracted from the works of Rinaldi et al. [232] and Wang et al.[233]. 

 

Table 24: Values of the coefficients of the microhardness model for Ti-6Al-4V alloy ([232], [233]). 

Parameters Value Parameters Value 

A -1.86 trH  (kJ mol-1) 4.1 

D 4.35 𝑘𝑐(Mpa·mm1/2) 18 

Ts (℃) 600 m 16.49 

Te (℃) 980 K 23 

Ms (℃) 400 𝑓𝑡0 0.417 

χ 1.32 β 27.15 

 

This microhardness model was implemented in ABAQUS/Explicit through a VUSDFLD subroutine, and 

applied to predict the microhardness in the chip and machined surface and subsurface. Fig. 103 shows the 

flowchart of the microhardness calculation using the above described microhardness model. 
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Fig. 103: Flowchart of microhardness calculation using the microhardness model implemented in 

Abaqus/Explicit through a user subroutine VUSDFLD. 
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6.4.2 Microhardness prediction and comparison with experimental values (model validation) 

To compare the predicted microhardness using the proposed microhardness model with that obtained 

experimentally, samples were extracted from the machined workpieces and polished using different abrasive 

papers. Then, Vickers microhardness tests were carried out on the cross-section of the samples using the 

microhardness testing machine HXD-1000TMC. These tests were performed at different depths beneath the 

surface using a constant load of 25 gf (equivalent to 0.2452 N) applied during 15s. Fig. 104 shows the matrix 

of indentation used to measure the microhardness. In order to avoid the influence of one indentation into 

another, a distance of about 30 microns between adjacent indentations was used. Moreover, the matrix of 

indentation shown in Fig. 104 was repeated 6 times to calculate the an average microhardness and the 

corresponding standard deviation . 

 

Fig. 104: Matrix of indentations used to determine the Vickers microhardness beneath the machined surface. 

 

Fig. 105 shows both predicted and measured microhardness values for several cutting speeds. This figure 

shows that the microhardness model is able to capture the microhardness distribution in the machined surface 

and subsurface with an error between about 8%-15%. Therefore, this model can be applied to accurately 

predict the microhardness distribution in the machined surface and subsurface, induced by machining of Ti-

6Al-4V alloy for the range of cutting conditions used in this work. 
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Fig. 105: Experimental and simulated Vickers microhardness in the machined subsurface for several cutting 

speeds: a) 125 m/min, b) 250 m/min and c) 500 m/min. 

 

6.4.3 Influence of the cutting conditions on the predicted microhardness distribution in the 

machined surface and subsurface 

Fig. 106 shows the predicted microhardness distributions along the distance beneath the surface for different 

machining conditions (uncut chip thickness, tool cutting edge, and tool wear VB). It shows that the uncut 

chip thickness can significantly affect the micro-hardness of the machined surface and subsurface when it 

increases from 0.1 mm to 0.2 mm. However, when tool cutting edge radius increases from 5 to 10 µm the 

microhardness of the machined surface slightly increases. According to Zhang et al. [234] increasing the 

cutting edge radius increases the mechanical loading on the machined surface, but has no significant effect 

on the temperature distribution of the machined surface. Mechanical loading can promote the dislocation 

accumulation and the increase of microhardness. Concerning to the tool wear VB, the microhardness and the 

depth of hardened layer induced by machining are increasing significantly when VB increases to 0.2 

mm. Tool wear leads to a fast increase in the mechanical loading on the machined surfaces, which can lead 

to an increased hardening caused by dislocation and twinning [235]. The friction between the tool flank face 
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and the machined surface will generate higher temperature, which will promote the phase transition 

[236]. The gradient of mechanical and thermal loadings caused by tool wear will increase rapidly. Therefore, 

tool wear has a significant effect on the microhardness of the machined surface and subsurface. 

 

 

Fig. 106: Distribution of the microhardness in the machined surface and subsurface for different values of: (a) 

uncut chip thickness with same designed tools at cutting speed of 250 m/min, (b) cutting edge radius with 5 and 

10 μm (other tool geometry from designed tools) at cutting speed of 250 m/min and uncut chip thickness of 0.1 

mm, and (c) tool flank wear VB=0 and 0.2 mm (other tool geometry from designed tools) at cutting speed of 250 

m/min and uncut chip thickness of 0.1 mm.  

 

The microhardness distribution in the machined surface may results from the contribution of different 

microstructure characteristics. Fig. 107 shows the contribution of each microstructure characteristic used in 

the microhardness model on the microhardness distribution in the machined surface and subsurface. It can 

be found that the hardening effect caused by dislocation accumulation is high on the machined surface, and 

it decreases as the distance beneath the surface increases. The accumulation of dislocation is accompanied 

by grain refinement, so the impact of grain size here on microhardness is relatively low, accounting for about 

20%. Moreover, the contribution of phase transformation and twinning to the microhardness is smaller than 

dislocation accumulation, accounting for about 15% of the total hardening. In addition, it is worth noting that 

for the cutting condition indicated in Fig. 107, the contribution of the microstructure characteristics to 

microhardness is not always applicable, which needs more strict microstructure characterization and 

mechanical testing to be validated. 
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Fig. 107: Microhardness distribution at the machined surface and subsurface considering the contributions of 

different microstructure characteristics (cutting speed: 250 m/min, uncut chip thickness: 0.1 mm). 

 

 

 Fig. 108: Influence of the cutting speed and uncut chip thickness on the distribution of the: (a) 

microhardness, and (b) depth of hardened layer. 

 

The influence of cutting speed and uncut chip thickness on the microhardness of the machined surface and 

subsurface are analyzed, and the results are shown in Fig. 108. This figure shows that the microhardness and 

the depth of hardened layer increase with both the cutting speed and uncut chip thickness. For example, when 

the uncut chip thickness is equal to 0.1 mm and the cutting speed increases from 125 m/min to 250 m/min, 

the microhardness increases from 367 HV to 383 HV, the hardeness increases from 15.4% to 20.4% in relation 

to the hardness of the bulk material, and the thickness of the hardened layer is 30 μm. It can also be seen 



149 

 

from this figure that both cutting speed and uncut chip thickness have significant effects on the microhardness. 

However, the cutting speed has a lower effect on the thickness of the hardened layer when compared to the 

uncut chip thickness. 

Difference between the proposed microhardness model developed in this research work with the traditional 

Hall-Petch model (defined in section 6.4) [30, 69-71] are compared in terms of accuracy rate, computational 

time and complexity level, as shown in Table 25. Among these parameters, the accuracy rate is calculated by 

comparing the predicted microhardness with the experimental measured one, and the computation time is 

obtained from the total time to conduct the machining simulations (using the proposed CEL1 model described 

in section 3.3) by using different microhardness models. To sum up, it is of great significance to improve the 

prediction accuracy without significantly increase the computational time and the complexity level. 

 

Table 25 Summary of the accuracy rate, computation time and complexity level between traditional [30, 69-71] 

and the proposed microhardness models 

Model Features Accuracy rate Computation time Complexity level 

Traditional 

model 

[30, 69-71] 

 

Dislocation density 

Grain size 

 

89.7%~92.5% 4.5 hours Low 

Proposed 

model 

Dislocation density 

Grain size 

Twinning 

Phase transformation 

 

93.5%~95.8% 4.8 hours Average 

 

6.5 Residual stress distribution in the machined surface and subsurface  

Due to the main drawback of low computational efficiency, a numerical approach to calculate the residual 

stress in machining of Ti-6Al-4V titanium alloy is proposed. CEL approach and explicit solver is adopted to 

simulate the cutting process. To improve calculation efficiency and reduce the effects of cumulative error, 

the Lagrangian approach and implicit solver is applied to simulate the cooling process of workpiece. In 

contrast to the approach only using explicit solver (called traditional approach in this thesis), the improvement 

of the proposed approach using both explicit and implicit solver is identified. 

6.5.1 Experimental determination of the residual stress 

The distributions of the residual stresses along the depth beneath the machined surface were measured in the 

longitudinal (direction of primary motion) and in the transversal (normal to the direction of primary motion) 

directions, as shows in Fig. 109. They were determined by the X-Ray diffraction technique using the sin2ϕ 
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method using Proto XRD 1200 equipment. To determine the residual stress beneath the surface, the layers 

were successively removed by the electrolytic polishing method to avoid reintroducing additional residual 

stresses. Measurements were made with the diffraction of copper Kα radiation from the {213} 

crystallographic plane of the Ti-6Al-4V alloy and performed in the center of the machined surface. The 

irradiation zone had a length of 3 mm and a width of 1 mm. Diffractions were recorded for 29 tilt angles ψ 

varying between ±45°. The changes of crystal lattice spacing can result in the retained elastic strain 

component, which can be calculated using the following equation:  

 
2

1 11 22 21 2 sinhkl s sS S           (70) 

The X-ray elasticity constants S1 and 1/2S2 providing the proportionality between measured strains and 

calculated stresses have been calculated owing to an elastic self-consistent model: S1 = −2.83×10−6 MPa−1, 

1/2S2 = 11.68×10−6 MPa−1. 

  

 

Fig. 109: Approach used for residual stress determination in longitudinal and transversal directions. 

 

6.5.2 Modeling and simulation of the residual stresses 

Due to the main drawback of low computational efficiency of the explicit solver and the lack of consideration 

of the whole process, which also includes workpiece unloading and cooling down to room temperature, an 

approach for modeling and simulating the residual stress in orthogonal cutting of Ti-6Al-4V titanium alloy 

is proposed. This approach includes the following three main steps as shown in Fig. 110: (1) cutting process 
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(workpiece loading) (Fig. 110a), (2) workpiece unloading (Fig. 110b), and (3) cooling down the workpiece 

to the room temperature (Fig. 110c). To simulate both cutting process (workpiece loading) and workpiece 

unloading steps a model including the CEL approach (Abaqus/Explicit solver) and a VUHARD subroutine 

of the constitutive model is used (called as Model I). To improve calculation efficiency and reduce the effects 

of cumulative error, a model including the Lagrangian approach (Abaqus/Standard solver) and a UHARD 

subroutine of the constitutive model is used to simulate the cooling step of the workpiece (called as Model 

II). A strategy of data transfer from Model I to Model II and mesh rebuilding is developed and described as 

follows. This strategy includes the following sequence: 

1) Post-processing of cutting simulation results 

2) Rebuilding the mesh part for RS simulation based on cutting simulation results 

3) Extracting and applying of strain, stress, and temperature between different models 

  

 

Fig. 110: Schematic representation of the simulation approach to obtain the residual stress in machining of Ti-

6Al-4V titanium alloy: (a) cutting process (workpiece loading), (b) workpiece unloading; and (c) workpiece 

cooling. 
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1) Post-processing of cutting simulation results 

The post-processing of simulation results is conducted to extract the data from the Abaqus output .ODB file 

based on the structure/contents of this file, which includes model data and the simulation results [237]. The 

procedure of post-processing of cutting simulation results is presented by the flowchart shown in Fig. 111, 

and it was implemented through a python script. This procedure is composed by several steps, described as 

follows. Step 1: After importing the required modules keywords, the corresponding action is executed. Step 

2: Then, the name and path of the input and output files are specified in the configuration file and the name 

of the configuration file is passed to the script as a parameter. Step 3: Through opening the ODB file, the 

developed script can access the contents according to Abaqus data structure and hierarchy. Step 4: selection 

of a zone of interest (ZOI) in the workpiece without the chip, tool, and the transient cutting regions at the 

workpiece, and extraction of the results from Model I. In order to identify ZOI, model data is applied to 

address the node coordination and results data is used to record the element deformation, both of which make 

mesh rebuilding possible. 

It is worth noting that the simulation results on the nodes can be directly extracted, while the results on the 

elements need to be decomposed to nodes before extraction. The selections of ZOI is very important for the 

post-processing of the simulation results. After the cutting process, the tool and the formed chip do not need 

to be transferred to Model II. Moreover, due to the transient conditions when the cutting tool enter and leave 

(formation of exit burr) the workpiece, the initial and end zones of the workpiece are not suitable for 

participation in the subsequent calculation of residual stress. Therefore, the zone of the workpiece containing 

the machined surface in the intermediate stable region is transferred to Model II. 
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Fig. 111: Flowchart of post-processing of cutting simulation results by developing a python script. 

 

2) Rebuilding the mesh part for RS simulation based on cutting simulation results 

The mesh part rebuilding technique is the basis to achieve the accurate extraction and application of data on 

nodes between different models, when the whole process simulation involves different element types, solvers, 

analysis steps, and boundary conditions, especially for the workpiece with distorted element. The residual 

stress simulation approach proposed in this study uses two types of element types: 3D Eulerian elements 

(EC3D8RT) in Model I and 2D Lagrangian elements (CPE4RT) for Model II. As shown in Fig. 112, the 

flowchart for rebuilding the mesh part is divided into four steps: (1) access the node label and corresponding 

coordinates, (2) access the element label and node connectivity, and (3) select the ZOI shown in Fig. 110 and 

the four nodes in the same cutting plane (XY plane in Fig. 112) from 3D Eulerian elements with eight nodes, 

(4) generate new models by writing input INP file and changing the element type to the 2D Lagrangian 

element. Through decomposition and composition of the element and node information of mesh part, the 

selection of solver, element type even FE software can be independent. The boundary conditions used in 

Model II are shown at the bottom side of Fig. 112, where the workpiece is constrained in the Y-direction in 

the bottom side, and in the X-direction in both left and right sides. 
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Fig. 112: Flowchart of rebuilding the mesh part. 

 

3) Extracting and applying of strain, stress, and temperature between different models 

Due to the node coordinates used to rebuild the mesh part and associate the results data are the same one, the 

error in extracting and applying process can be reduced significantly. The application of strain, stress, and 

temperature from Model I to Model II is conducted by reading the data file from the last step and assigning 

data to every node in the function of a predefined condition. The stress and strain are predefined using SIGINI 

and HARDINI subroutines of ABAQUS to match the coordinates and apply data on nodes. The assignment 

of temperature is applied using the pre-processing function of “AnalyticalField”. After modeling stress 

relaxation from the cooling process, the heat convection (23 W/m2/℃) is applied to the top surface of the 

workpiece and the set of boundary conditions is presented in (c), and then an Abaqus/Standard solver and 

UHARD subroutine is used to simulate the cooling process until room temperature. 

6.5.3 Measured and simulated residual stresses results 
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Fig. 113 shows both simulated and measured in-depth residual stress in the longitudinal and transversal 

directions for the cutting conditions shown in Table 23. The typical in-depth residual stress profile is shown 

in Fig. 114. In general, the residual stress at the machined surface may be tensile or compressive. Residual 

stress beneath surface changes continuously until the maximum compressive residual stress (MRS) is 

achieved, and then decreases gradually close to the initial stress state of the bulk material. As shown in Fig. 

114, the in-depth residual stress profile is characterized by the following four parameters: 1) residual stress 

at the machined surface (SRS), 2) maximum compressive residual stress beneath the surface (MRS), 3) depth 

of the maximum compressive residual stress (Depth_MRS), 4) depth of the layer affected by residual stress 

(Layer_RS). 

Experimentally, when the new tool is used the residual stresses at the machined surface (SRS) are slightly 

tensile or almost zero in the transversal direction and compressive in the longitudinal direction. For the cutting 

conditions shown in Table 23, and considering whole the residual stress profile, the residual stress in the 

longitudinal direction is more compressive than the stress in the transversal direction. The increase of the 

cutting speed from 125 m/min to 500 m/min (from case 1 to case 4 in Fig. 113) has a minor effect the residual 

stresses, just an increase of the MRS. The increase of the uncut chip thickness from 0.1 mm to 0.15 mm (by 

comparing cutting condition number 2 with number 5 in Fig. 118) results in: 1) an increase of the thickness 

of the layer affected by the transversal residual stress induced by machining from about 60 μm to 100 μm; 2) 

an decrease of Layer_RS in the longitudinal direction induced by machining; 3) the MRS become more 

compressive in the transversal direction and less compressive in the longitudinal direction. 

Experimentally, when the worn tool is used (Fig. 113 (f)), the longitudinal direction SRS becomes tensile 

reaching 200 MPa, the MRS become more compressive in both directions, and the location of the maximum 

compressive residual stress beneath the surface (Depth_MRS) shifts further from the surface in both 

directions. 
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Fig. 113: Comparison between predicted and measured residual stress in the longitudinal and transversal 

directions for the cutting conditions number (case number): (a) 1, (b) 2, (c) 3, (d) 4, (e) 5, and (f) 6. 

 

 

Fig. 114 Schematic representation of four parameters characterizing the typical in-depth residual stress profile 

in machining Ti-6Al-4V. 

As far as the simulated residual stresses are concerned, they follow the general trend of the experimental 
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ones, thus the proposed residual stress simulation approach can predict well the residual stress in the 

longitudinal and transversal directions. However, to quantitatively evaluate the ability of the proposed 

simulation approach to predict the residual stresses, the simulated and experimental values of the four above-

mentioned parameters characterizing in-depth residual stress are shown from Fig. 115 to Fig. 118. Fig. 115 

shows both simulated and measured SRS. The absolute error of predicted SRS is within 150 MPa for both 

longitudinal and transversal directions, except that of tool wear condition (case 6) that reaches about 200 

MPa. When compared with the results from traditional Lagrangian approach, the SRS predicted by the 

proposed residual stress simulation approach in longitudinal direction can be predicted more accurately than 

that in transversal direction, while traditional Lagrangian approach shows a contrary trend [8]. 

Fig. 116 shows the simulated and measured MRS. The difference between simulated and measured MRS in 

longitudinal direction reaches 18% in average and 24% in maximum. While in transversal direction, this 

difference is 24% in average and 31% in maximum. Therefore, the proposed residual stress simulation 

approach predicts relatively well the MRS. 

Fig. 117 and Fig. 118 shows the simulated and measured Depth_MRS and Layer_RS), respectively. Due to 

the limitation of selection of experimental testing depth, the Depth_MRS and Layer_RS cannot be found 

very well, so an estimation of these two parameters is conducted. In general, these two thicknesses can be 

quite well predicted by the proposed residual stress simulation approach. Especially, the maximum difference 

between predicted and measured Layer_RS is less than 20%. 

The above difference between simulations and experimental results can be attributed to the limitation of the 

CEL approach to reproduce the material springback, which has a significant influence on the residual stresses 

distribution in the machined surface and subsurface. Besides that, the tool-workpiece contact model used in 

the proposed cutting model is not accurate enough to describe the real contact between the tool flank face 

and the machined surface. 
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Fig. 115: Simulated and measured residual stress at machined surface (SRS). 

 

Fig. 116 Simulated and measured maximum compressive residual stress beneath the machined surface (MRS). 
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Fig. 117 Simulated and measured depth of maximum compressive residual stress beneath the machined surface 

(Depth_MRS). 

 

 

Fig. 118 Simulated and measured thickness of the layer affected by residual stress (Layer_RS). 

 

As mentioned above, the residual stress will be also studied by considering the effect of the cyclic nature of 

chip formation in machining Ti-6Al-4V. Fig. 119 shows the simulated longitudinal and transversal residual 
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stress at the machined surface and along the cutting direction, for all the cutting conditions. As shown in this 

figure, due to the cyclic nature of the chip formation process these stresses vary cyclically. Mabrouki et al. 

[238] also found this kind of cyclic variation of the residual stresses along the cutting direction. In the cutting 

direction, the average surface residual stress and standard deviation for the cutting speed of 125 m/min, 250 

m/min, 375 m/min, 500 m/min are 22.2±65.2 MPa, 94.7±73.5 MPa, 104.2±66.5 MPa, and 122.7±63.2 MPa, 

respectively. Therefore, increasing the cutting speed from 125 m/min to 500 m/min, the average longitudinal 

residual stress at the machined surface slightly increases, and its amplitude reaches a maximum of 250 MPa. 

It is worth noting that the longitudinal residual stress at the machined surface for a cutting speed of 125 

m/min varies from predominant tensile stress to slightly compressive stress. Concerning to the uncut chip 

thickness, when this parameter changes from 0.1 mm to 0.15 mm (from condition number 2 to number 5 in 

Fig. 119), the average longitudinal residual stress at the machined surface and the standard deviation changes 

from 94.7±73.5 MPa to 89.7±82.5 MPa, respectively. Moreover, the periodic variation of the residual stress 

increases from 83 μm to 114 μm, which is similar to the surface topography shown in Fig. 100. Concerning 

tool wear, comparing cutting condition number 2 (new tool) with number 6 (worn tool with VB=0.2mm) in 

Fig. 120, the average surface residual stress and standard deviation in the cutting direction are 94.7±73.5 

MPa and 113.4±12.1 MPa, respectively. It is worth to nothing, that the amplitude of the residual stresses 

decreases significantly when the worn tool was used. Even if the cyclic nature of chip formation is still 

present, its impact on the residual stresses in the machined surface and subsurface is less important that the 

tool flank wear. The influence of this cyclic nature of residual stress on component functional performance, 

especially the fatigue life and stress corrosion cracking, need to be further investigated. 
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Fig. 119: Simulated cyclic distribution of residual stress in longitudinal and transversal directions from 

superficial surface of the workpiece. 

 

The difference between the proposed approach for modelling the residual stress in metal cutting developed 

in this research work with the traditional one (defined in section 6.5) [239–241] are compared in terms of 

accuracy rate, computational time and complexity level, as shown in Table 26. To sum up, the proposed 

approach for modelling the residual stress shows a remarkable improvement in prediction accuracy. Besides 

that, the proposed approach can significantly reduce the computation time when compared with the 

traditional model [239–241]. It is worth noting that the proposed approach using both explicit and implicit 

solvers is based on the techniques of data transfer and mesh rebuilding, whose complexity level is much 

higher than traditional approach. 

 

Table 26 Summary of accuracy rate, computation time and complexity level between traditional [239–241] and 

proposed approaches for modelling the residual stress in metal cutting. 

Approach Features Accuracy rate Computation time Complexity level 

Traditional 

approach 

[239–241] 

1.Cutting model: explicit solver 

2.Cooling model: explicit solver 

 

74.1%~82.5% 81 hours Low 

Proposed 

approach 

1.Cutting model: explicit solver 

2.Cooling model: implicit solver 
81.4%~93.9% 5.2 hours High 

 

6.6 Summary of the chapter 
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A CEL-based model using a constitutive model considering the effect of the state of stress in the mechanical 

behavior of the work material permitted to simulate the cyclic variation of the plastic strain and surface 

topography in the machined part along the cutting direction, which is validated by comparing the frequency 

of surface undulation and chip segmentation frequency, both obtained experimentally. Because of this, the 

other important parameters of the surface integrity (e.g. residual stress, microstructure, and microhardness) 

should also vary cyclically. This capability of the CEL-based model provides a completely new perspective 

for simulating the surface integrity, which is particular important for predicting the functional performance 

and life of the machined parts for critical applications [242]. This new ability with a great practical 

significance is achieved when a suitable constitutive model is used in the cutting simulations. 

 

A model of material microhardness induced by machining was established, which includes the contribution 

of several microstructure characteristics. At the machined surface, the hardening phenomenon caused by 

dislocation accumulation is dominant, decreasing as the beneath the surface increases. Moreover, the 

accumulation of dislocation is accompanied by grain refinement, and the temperature and strain rate of the 

machined surface are not sufficient to significantly increase the microhardness by phase transformation and 

twinning. The microhardness model was validated by comparing the simulated microhardness with those 

obtained experimentally. This model was applied to investigate the influence of the uncut chip thickness, tool 

cutting edge radius and tool wear on the microhardness in the machined surface and subsurface.  

A residual stress simulation approach composed by two models (Model I and Model II) is proposed to predict 

the residual stress in machining of Ti-6Al-4V titanium alloy by using different numerical approaches (CEL 

and Lagrangian), solvers and element types. This residual stress simulation approach permitted to simulate 

the cutting and unloading (Model I), and cooling (Model II) processes. The accuracy of this approach is 

verified by comparing the simulated residual stresses with those obtained experimentally using X-ray 

diffraction technique. Due to the cyclic nature of the cutting process the longitudinal and transversal residual 

stresses vary cyclically along the cutting direction.  
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7 General conclusions and recommendations for future work 

7.1 General conclusions 

This Ph.D dissertation aims to investigate the microstructure evolution and the surface integrity (surface 

topography, microstructure, microhardness and residual stresses) in High Speed Machining (HSM) of Ti-

6Al-4V titanium alloy, using multiscale modelling and experimental approaches. The main conclusions are 

summarized as follows. 

A model based on the Finite Element Method (FEM) using Coupled Eulerian- Lagrangian (CEL) approach 

is used to simulate the orthogonal cutting process. This cutting model includes the proposed constitutive 

model considering the influence of strain hardening, strain-rate, temperature, and state of stress (e.g., stress 

triaxiality and Lode parameter) in the material plasticity and damage. Compared with the traditional 

Lagrangian method, CEL approach can effectively avoid mesh distortion and has significant advantages in 

predicting the surface integrity. Moreover, simulated cutting force and chip geometry obtained using the 

proposed constitutive model are compared with those obtained using the Johnson-Cook (J-C) model, and 

experimental data. Both chip geometry and cutting force predicted by the proposed constitutive model is 

closer to the experimental one than the J-C constitutive model. The CEL approach combined with the 

proposed constitutive model can also simulate the material side flow, which results in a larger width of chip 

compared to the width of cut, and in the formation of lateral burr on the workpiece. 

A multiscale model of grain refinement induced by dynamic recrystallization (DRX) occurring in HSM of 

Ti-6Al-4V is established, through finite element (FE) and cellular automata (CA) methods. At the macroscale, 

an orthogonal cutting model of HSM of Ti-6Al-4V is developed by utilizing Johnson-Mehl-Avrami-

Kolmogorov (JMAK) DRX model. At the microscale, the CA model is proposed considering dislocation 

density evolution, grain nucleation and growth. The 2D mesoscopic microstructure evolution is simulated 

successfully by the CA model in which the input deformation parameters come from the FE simulations of 

the orthogonal cutting process. Identical microstructure predictions from both CA and FE methods show a 

reasonable agreement with the transmission electron microscope (TEM) results, without considering 

twinning and phase transformation in the simulations. It proves that the combination of FE and CA methods 

is an effective approach to achieve a more comprehensive understanding of the microstructure evolution and 

its effect on mechanical behavior during HSM. It shows that the rise of both DRX volume fraction and DRX 
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grain size finally results in the slightly decrease of the average grain size in the serrated chips with the increase 

of cutting speed, which leads to the strain softening phenomenon of flow stress. 

The grain refinement mechanisms in the white and deformed layers (observed by OM or SEM) of the 

machined surface and subsurface are investigated, in which the thermal activation mechanism inducing a 

gradient of microstructure will be analyzed in detail. The gradient of strain, strain rate, and temperature 

beneath the machined surface is determined through the above proposed FE model. The microstructure 

characteristics in the machined surface and subsurface are obtained by precession electron diffraction (PED) 

and TEM techniques. Two layers with different grain structure (including cDRX and dDRX characteristics) 

are found in machined surface and subsurface. Relatively higher temperature and strain near the machined 

surface region results in a more significant grain refinement in the “nano grains” layer (characterized by TEM 

or PED) based on a combination of cDRX and dDRX mechanisms, while the “micro grains” layer 

(characterized by TEM or PED) is formed mainly by cDRX. Twins begin to play an important role in the 

plastic deformation of the work material because the strain rate in the white layer is higher than that in the 

deformed layer. The dynamic of the state of stress and the rapid heating of the machined surface produce 

large numbers of nanoscale β phase precipitations, which has critical pinning effects on dislocation and grain 

boundary movement, and will inhibit grains recovery and growth until nanoscale grains are formed. 

The above mentioned CEL-based model is further improved for predicting other surface integrity 

characteristics in the machined surface and subsurface. This CEL-based model allows also to simulate the 

cyclic variation of the surface integrity characteristics (plastic strain, surface topography, and residual stresses) 

along the cutting direction. A predictive model of microhardness based on microstructure evolution was 

established to reveal the contribution of different microstructure characteristics on the microhardness 

generated by the cutting process. The hardening behavior caused by dislocation density and grain refinement 

is the principal contributor for the microhardness increases in the machined surface, while the contribution 

of phase transformation and twinning is minor. A residual stress simulation approach is proposed to predict 

the residual stress in machining of Ti-6Al-4V titanium alloy using numerical approaches (CEL and 

Lagrangian), solvers and element types. This residual stress simulation approach permitted to simulate the 

cutting and unloading, and cooling processes. The accuracy of this approach is verified by comparing the 

simulated residual stresses with those obtained experimentally using X-ray diffraction technique. Due to the 

cyclic nature of the cutting process the longitudinal and transversal residual stresses vary cyclically along the 

cutting direction. 
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7.2 Recommendations for future work 

Based on the research work conducted in this thesis, subsequent research on the microstructure evolution and 

surface integrity in the cutting process should be carried out for the following reasons. 

The 3D CEL model has shown obvious advantages in predicting lateral burr formation in metal cutting 

process, so how to extend this model to simulate various burr (exit burr, entrance burr, etc.) formation is of 

great significance for actual manufacturing production. 

Considering the shortcomings of the CA model in this thesis, the model can only predict the microstructure 

evolution under certain assumptions because it does not consider the effects of twining and phase 

transformation. Therefore, the mechanisms of twinning and phase transformation should be considered in the 

subsequent research, to establish a more accurate model to simulate the microstructure evolution in 

machining. It is important to accurately predict the microstructure of the machined surface and subsurface 

for fully understanding the correlation between process mechanics – surface integrity – functional 

performance and lifespan of components. 

In the current multiscale approach, JMAK model used in FE simulations is based on the critical strain, while 

the DRX model used in CA simulations is derived from dislocation density evolution. These two models are 

simulated individually in different scales. Proposing a unified and physics-based constitutive law for both FE 

and CA simulations is beneficial to further improve prediction accuracy and its application for other materials 

and manufacturing processes. 

The influence of the surface integrity on the functional performance and life of the component is not yet fully 

understood. The functional performance of the component, such as fatigue, is closely related to the initiation 

of cracks and the microstructural characteristics such as the residence of slip band and inclusion particles, 

and the initial stage of its propagation is also significantly affected by grain boundaries. However, the effect 

of the microstructure on the initiation and propagation of fatigue cracks is often difficult to describe 

quantitatively. Therefore, a model that can quantitatively predict the fatigue crack initiation probability and 

propagation rate considering the microstructure characteristics (grain size, interfacial energy, slip band width, 

etc.) should be proposed. 

The surface integrity of the final product also depends on the manufacturing processes applied before (casting, 

metal forming, etc.) and after machining (surface treatments, etc.). Moreover, the machining defects, residual 

stress, grain refinement, twin formation and phase transformation generated by the processes conducted 

before machining have significant influence on the material constitutive response, thus in the accuracy of the 
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machining models or other processes models conducted after machining. Therefore, a unified model for 

surface integrity prediction considering multiple processes needs to be developed, which is the foundation 

for the optimization of the manufacturing process chain found in the shop floor. 
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Xiang XU 

Modelling of microstructure evolution and surface integrity in high speed 

machining of Ti-6Al-4V alloy 

 

 Résumé 
Le développement rapide de l'industrie aérospatiale est la motivation pour augmenter la productivité de la fabrication 

en gardant la même qualité de pièce ou même en l'améliorant. L'usinage à grande vitesse (UGV) des matériaux 

difficiles à usiner comme les alliages à base de titane est un moyen d'atteindre une productivité élevée. Dorénavant, 

la plupart des travaux de recherche sur l'intégrité de surface en usinage sont basés sur l'analyse phénoménologique 

et impliquent rarement une analyse théorique des phénomènes physiques responsables de la modification des 

propriétés de la couche proche de la surface. Dans ces travaux de recherche, l'évolution de la microstructure et 

l'intégrité de surface induites par l’UGV de l'alliage Ti-6Al-4V sont étudiées à l'aide d'approches de modélisation et 

expérimentales. Une approche de modélisation multi-échelles combinant des simulations par éléments finis utilisant 

l'approche CEL et la méthode des automates cellulaires a permis de simuler l'évolution de la microstructure lors de 

l'usinage, y compris dans la surface et la sous-couche usinées. La topographie de la surface, la déformation plastique, 

la microdureté et les contraintes résiduelles dans la surface et la sous-couche usinées ont également été simulées, 

révélant l'influence de la nature cyclique du procédé de coupe sur ces caractéristiques d'intégrité de surface. 

Mots clés : Modélisation multi-échelle, Usinage à Grande Vitesse, Ti-6Al-4V, Microstructure, Recristallisation 

Dynamique, Intégrité de Surface. 

 

Abstract 
The rapid development of aerospace industry is the motivation for increasing the manufacturing productivity keeping 

the same part quality or even improving it. High-speed machining (HSM) of difficult-to-cut materials like Titanium-

based alloys is a way to achieve a high productivity. So far, most of research works on surface integrity in machining 

are based on the phenomenological analysis and rarely involve a theoretical analysis of the physical phenomena 

responsible for the modification of the near surface layer properties. In this research work, the microstructure 

evolution, and the surface integrity in HSM of Ti-6Al-4V alloy are investigated using modelling and experimental 

approaches. A multiscale modelling approach combining finite element simulations using CEL approach and cellular 

automata method permitted to simulate the microstructure evolution in machining, including in the machined surface 

and subsurface. Surface topography, plastic strain, microhardness, and residual stresses of the machined surface and 

subsurface were also simulated, revealing the influence of the cyclic nature of the cutting process in these surface 

integrity characteristics. 

Keywords: Multiscale-modelling, High Speed Machining, Ti-6Al-4V, Microstructure, Dynamic Recrystallization, 

Surface Integrity. 

 


