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Abstract

Keypoint detection is a building block of many computer vision applications, such
as augmented or virtual reality and robotics. On the other hand, event cameras,
or neuromorphic cameras, have numerous advantages for mobile platforms such as
low power consumption, high dynamic range and very fine temporal resolution (in
the order of the microsecond). The goal of this thesis is to develop keypoint detec-
tion algorithms for event cameras and enable multiple computer vision applications
to be easily use with events.The first part of the thesis focuses on how data can be
generated for any data driven approach when using event while still leveraging the
vast computer vision literature for frames. The second part of the thesis introduces
our approach of detecting keypoints using an intermediate representation. We pre-
dict image gradients from events with a convolutional recurrent neural network and
detect keypoints using the Harris formula directly on the predicted gradients. Our
approach maintains similar reprojection error to the state-of-the-art while improving
significantly the track lifetime of the detected keypoints. The last contribution of
this thesis is to predict keypoints directly from events without any intermediate step.
We reduce the state-of-the-art reprojection error and triple the track lifetime using a
data driven approach of predicting multiple heatmaps of keypoint localization’s and
improving our training pipeline for better coherence of the keypoints through time.
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Résumé

Les points clés sont à l’origine de multiples applications de vision par ordina-
teur telles que la réalité virtuelle ou augmentée et la robotique. Les caméras par
événements, ou caméras neuromorphiques, ont par ailleurs de nombreux avantages
pour les plateformes mobiles : une très faible consommation d’énergie, une grande
plage dynamique et une résolution temporelle très faible (de l’ordre de la microsec-
onde). L’objectif de cette thèse et de développer des algorithmes de détection de
points clés pour les caméras par événements et permettre le transfère des algorithmes
de vision historiques pour les images vers cette nouvelle plateforme. La première par-
tie de la thèse présente les différentes approches possibles pour générer des données
de points clés dans des flux d’événements tout en utilisant la vaste littérature de
vision par ordinateur existante pour les images. La deuxième partie de la thèse
présente un nouvel algorithme permettant de détecter des points d’intérêts en util-
isant une représentation intermédiaire. En effet nous utilisons un réseau de neurones
convolutionels et récurrent pour prédire les gradients de l’image correspondante aux
événements. Nous utilisons ensuite le score de Harris qui utilise les gradients de
l’image pour détecter des points d’intérêts. Cet algorithme obtient une erreur de
reprojection de l’ordre de l’état de l’art tout en augmentant le temps de vie des
trajectoires. Notre dernière contribution est un algorithme qui prédit directement
les points d’intérêts depuis les événements sans représentation intermédiaire. Cette
méthode, basée sur les données, réduit l’erreur de rerojection de l’état de l’art tout
en multipliant par trois la longueur des trajectoires. Ces améliorations proviennent
de deux éléments clés: une amélioration de la plateforme d’entrâınement pour une
meilleure cohérence temporelle des points d’intérêts et une prédiction de plusieurs
cartes de chaleur simultanément pour une meilleure précision.
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générale, merci de votre accompagnement sur mon parcours professionnel.

Enfin, je remercie tout particulièrement Camille d’avoir été à mes côtés tous les
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Chapter 1

Introduction

1.1 Goals

Keypoint detection is a fundamental problem of computer vision since the 1980s and
a building block to a large number of applications such as Simultaneous Localization
and Mapping (SLAM), Structure-from-Motion (SfM), motion detection, image mo-
saicing/panorama stitching, image registration, object tracking, object recognition
and 3D recognition.

We aim to develop and improve this very important tool of computer vision for a
novel sensor: The Event Camera.

Event-based cameras (or neuromorphic camera) are recent sensors capturing the
change in luminosity, asynchronously across the sensor [35, 68, 109]. They are able
to capture high dynamic range scenes while maintaining a low-power consumption,
making them particularly attractive for embedded systems [37]. Not surprisingly,
many methods for keypoint detection for event-based cameras have already been
proposed [4, 20, 43, 73, 77, 119].

However, the nature of the signal provided by event-based cameras is very different
from the images captured by regular cameras. Event-based cameras send ’events’,
which signal a sudden change of light intensity at an image location. Alone, an
event therefore provides very little information. Events are also noisy, with many
false positives and false negatives [27, 45]. This makes computer vision problems for
event-based cameras particularly challenging.

The goal of our work is therefore to build a very lightweight keypoint detection
algorithm to be able to highlight important events and remove redundant or unin-
formative ones. This follows both the event camera mindset of keeping only relevant
information and the need of many computer vision algorithms which use keypoints
as their basis. For the algorithm to be useful, running in real time is paramount and
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directs our choice of a minimal pipeline.

1.2 Motivations

As of today there is not a single, generally accepted, approach to keypoint detection
algorithm in event-based. Choosing between speed and quality is always a necessity,
and even the best method’s spatial precision leaves to be desired.
We want to make a keypoint detection algorithm, which is accessible to all, easy to
use, and most importantly fast and very accurate. Many applications using events
as their input would benefit from a robust keypoint detection algorithm. Other
application using only frame-based data would also benefit from our algorithm as it
would enable them to use event cameras for better dynamic range and lower latency
without changing their pipeline as keypoints are universal and make the pipeline
agnostic to the input data.

We introduce a multitude of applications where keypoints are proving themselves
useful by reducing making a problem tractable or enabling for real time applications.
Indeed comparing keypoints instead of pixels directly reduces computational needs
and improve accuracy. The described applications are illustrated in Figure 1.1

Object Tracking Once a Deep Neural Network has been used to detect objects in
an event stream such as [83] keypoint can prove useful to track said objects through
time and reduce computation needs. This indeed avoids re-detecting the same objects
over and over again. As improving efficiency of resources is at the core of event
cameras tracking objects with minimal computation would be very valuable.

Object Recognition Object recognition tasks are very important in computer
vision as they prove very useful to build some understanding of a scene. However
object recognition algorithms are often using a lot of resources and can be quite time
consuming. Simple object recognition or pattern detection with a template can be
done with a keypoint detection algorithm in a very efficient way. Objects can also
be detected when their motion is different from the scene or camera movement and
keypoints can be grouped together to define an object.

AR/VR Augmented Reality is the way of overlaying generated graphics with the
real world and Virtual reality is a computer generated environment where all is made
to feel as real as possible and camera will follow the head movement of the person
using the device to enhance the immersion. In Virtual Reality a precise and quick
knowledge of the headset viewing direction is paramount and can be achieved with

8



(a) (b)

(c) (d)

Figure 1.1: (a) Keypoints thanks to their efficiency are used for large scale 3D
reconstruction and camera pose estimation as done in [3] (b) Keypoints are use-
ful for 3D object recognition [8] (c) SLAM pipeline also benefit from keypoints
especially when real-time computation is needed (AR/VR, robot navigation) [47]
(d) Another example of keypoints importance is for object tracking, pedestrians
in this example. Illustration courtesy of http://deepmachinelearningai.com/

object-tracking-in-deep-learning/
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keypoints, while in Augmented Reality, the knowledge of the physical space around
the user is also very important to be able to correctly position objects in said space.

SfM Structure from Motion is the act of recreating 3D from 2D input. From a
movement and the motion parallax, the depth of keypoints can be inferred and 3D
structure reconstructed. Inspired form how humans see the world this is very useful for
3D reconstruction of structure. Using keypoints can be an efficient way of recreating
a sparse 3D cloud of an object or a scene.

SLAM Simultaneous Localisation And Mapping is another key application for key-
point detection. It needs accurate keypoints and is very useful for autonomous vehicles
traversing unknown environment. It will enable the robot to navigate the environ-
ment while at the same time creating a 3D map of said environment. This application
is one of the most complex as well as the most rewarding.

1.3 Approach

The asynchronous and sparse nature of the event stream entails that new algorithms
specifically designed for event cameras need to be developed. One approach is to
create novel dense representations of events and use the vast existing literature and
algorithm of keypoint detection developed for frame-based applications. The other
is to imagine novel algorithms and use machine learning to bridge the gap between
event-based and frame-based computer vision. We have chosen the later approach in
our work.

1.4 Challenges

The task of detecting keypoint in an event stream presents many challenges. The
novelty, sparsity and asynchronicity of the inputs, the very high readout of novel
sensors, combined with many appearance changes for the same objects in the event
stream are problems we have faced in developing our keypoint detection algorithms.

Novel inputs As event cameras are relatively new sensors: 2000s, the modeling
of the noise has been studied but is not as widely understood as the noise in frame-
based sensors. As the noise is not yet fully understood adding hand-crafted heuristics
to algorithms is often error prone. Preprocessing the events into a representation
or letting a machine learning algorithm learn said representation is often a choice
researchers are faced with. The asynchronous nature also has an impact on potential
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algorithm creation. The design of the algorithm can use an event after the other or
accumulate them using a fixed number or event or a predetermined time interval.
The algorithm can use a dense representation or not, and can predict a stream or a
dense map of keypoints.

Appearance changes depending on movements direction and speed In
computer vision finding accurate, repeatable and local keyoint is already a challenge
as the keypoint appearance can vary depending on lighting, scale and potential dis-
tortion. In an event stream the changes of appearance of the keypoints are drastic
and vary with the direction of the movement. If the event are accumulated in a
dense representation which is not invariant to speed (most are not) the appearance
of the keypoint will also be dependent on the speed of the camera or of the object
the keypoint is localized on. An illustration of this issue is shown in 3.5.

Balancing compute efficiency and precise temporal location of keypoints
In the event cameras temporal precision is in the order of magnitude of the microsec-
ond. However predicting all keypoint locations at the microsecond is intractable,
especially as the sensors resolution augments [36]. There is therefore a balance to
find between precise temporal localisation of keypoints and computational cost which
comes with processing a large number of events. Indeed computations per event
need to be kept to a minimum to achieve real-time performance without sacrificing
accuracy.

Real-time keypoint prediction High temporal precision of event cameras com-
bined with a high resolution sensor, a textured scene and high speed camera movement
can lead to more than 1 gigaevents per seconds [36]. The more complex the computa-
tion per events are the more intractable the processing of events in real time becomes.
Real-time prediction come at the cost of poor precision either spatial or temporal.

1.5 Contributions

The contributions of the thesis are:

• Two new algorithms for keypoint detection in an event stream

– An algorithm in two steps: predicting gradients and detecting keypoints:
Winner of the best paper award at the CVPR workshop on event-based
computer vision in 2021.

– An end-to-end keypoint prediction algorithm faster and more robust
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• The source code used to train a gradient or keypoint prediction algorithm from
an event stream.

1.6 Outline

We have sectioned this thesis in multiple chapters as follows:

Chapter 2: The Event Camera In this chapter we will introduce the theoretical
aspects of the event camera, and how this novel sensor works. We will talk about
the asynchronous and sparse nature of the pixels, and the link between the events
and the image gradients. We will present the advantages of the camera: its speed,
low power consumption and high dynamic range. We will also mention the challenges
associated with using this sensor and the use-cases of the camera.

Chapter 3: Related work This chapter will consist of numerous reference to
diverse works which have been an inspiration to build our algorithms. We present
Convolutional Neural Networks, different dense representations for the events and
finally keypoint detection algorithms, in frames and in events.

Chapter 4: Data Generation This chapter will present different strategies to
generate data which can be used to supervise keypoint detection tasks in event-
based. We will present both hardware and software based methods to obtain direct
correspondence between real events and gray levels representation. In a second part
we will describe different simulators used to simulate events from slow motion videos
or synthesized videos. The videos can be created using either a rendering engine or
as we do it using random yet temporally coherent homographies.

Chapter 5: Detecting Stable Keypoints from Events through Image Gra-
dient Prediction This chapter consists of our first work done on events for key-
point prediction. We have used a lightweight recurrent convolutional neural network
combined with a dense representation of events to predict image gradients and then
compute a keypoint score using the Harris corner score formula. The theoretical link
between events and image gradients make for an easy training of the network. The
network is necessary to predict clean image gradients as the theoretical link between
events and gradients does not account for noise which needs to be learned and mod-
eled. We also introduce our training pipeline using simulated videos and events to
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have a perfect match between events and images. This is useful in this work to predict
image gradients and in the work presented in chapter 6.

Chapter 6: Long-Lived Accurate Keypoints in Event Streams In this chap-
ter we refine our first approach to directly predict keypoints and avoid the interme-
diate step of the previous approach. We modify our training pipeline in two ways:
instead of using the simulation to predict image gradients we use it to predict Har-
ris corners and instead of recomputing keypoints as we did for image gradients we
compute them once and reproject them using the known homographies. This gives
us some added invariance to scale for the keypoints. Learning end-to-end enables a
better spatial prediction of keypoints and a better temporal consistency. To improve
even further the temporal consistency we also introduce a novel way to predict key-
points: instead of predicting keypoints at a single point in time, we predict multiple
keypoints’ positions in time corresponding to the accumulation time used to build
the dense input of the network. It reduces computational needs and improves key-
point accuracy by making the tracking simpler for the nearest neighbor algorithm
and therefore more robust.

Chapter 7: Conclusion In this last chapter we will reflect on our work and the
state of keypoint detection in event cameras. We will give a summary of our contri-
butions and offer some insights to build on our work.

1.7 Publications

Best paper award at CVPR 2021 Workshop on Event-based Vision:
Detecting Stable Keypoints from Events through Image Gradient Prediction,
P. Chiberre, E. Perot, A. Sironi, V. Lepetit

Long-Lived Accurate Keypoints in Event Streams, (submitted)
P. Chiberre, E. Perot, A. Sironi, V. Lepetit
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Chapter 2

The Event Camera

We present in this chapter the event camera: its principle in Section 2.1, its advantages
in Section 2.2 and challenges in Section 2.3. We also describe use-cases in Section 2.4
and give an overview of different devices in Section 2.5 before concluding in Section
2.6

2.1 Principle

The Event camera, also called neuromorphic camera, is a bio-inspired sensor regis-
tering asynchronously light intensity changes instead of images at fixed frame rate.
Each of the pixel in the sensor, as the photoreceptors in the retina, stays silent as
long as there is no change in the light intensity it measures. As soon as the intensity
exceeds or is exceeded by a threshold, an event (x, y, p, t) is created, or ”fired”. It
consists of the pixel coordinates (x, y), the polarity p: 1 when light increases and
-1 when light decreases, and t the time at which the threshold was crossed. The
sensor therefore produces a continuous stream of events E(xi, yi, pi, ti)i∈N. Figure 2.1
presents a dynamic and active pixel vision sensor (DAVIS) [15] which outputs asyn-
chronous DVS events and synchronous global shutter frames concurrently. Another
example of a sensor which outputs events coupled with grayscale measurements is the
Asynchronous Time-based Image Sensor (ATIS) [86].

Event generation model We consider an event camera of H × W pixels. Let
L(x, y, t), be the light intensity at pixel (x, y) and time t ≥ 0. The pixels in the event
camera will not record absolute intensity, but will send an output event as soon as
they detect a big enough change of L. Formally, given a contrast threshold C, an

14



Figure 2.1: Summary of the DAVIS camera [15], comprising an event-based dynamic
vision sensor (DVS [68]) and a frame-based active pixel sensor (APS) in the same pixel
array, sharing the same photodiode in each pixel. (a) Simplified circuit diagram of the
DAVIS pixel (DVS pixel in red, APS pixel in blue). (b) Schematic of the operation
of a DVS pixel, converting light into events. (c)-(d) Pictures of the DAVIS chip and
USB camera. (e) A white square on a rotating black disk viewed by the DAVIS
produces grayscale frames and a spiral of events in space-time. Events in space-time
are color-coded, from green (past) to red (present). (f) Frame and overlaid events of
a natural scene; the frames lag behind the low-latency events (colored according to
polarity). A more in-depth comparison of the DVS, DAVIS and ATIS pixel designs
can be found in [87]. Figure courtesy of [38]
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event ei = (xi, yi, pi, ti) is generated for pixel (xi, yi) if
����log

�
L(xi, yi, ti)

L(xi, yi, ti−1)

����� = C , (2.1)

where ti−1 is the time of the last event at (xi, yi) and pi, called polarity of the event,
is the sign of the contrast change:

pi = sign

�
log

�
L(xi, yi, ti)

L(xi, yi, ti−1)

��
. (2.2)

Defining:

∆log(L(xi, yi, ti)) = log(L(xi, yi, ti))− log(L(xi, yi, ti −∆ti)) (2.3)

combined with 2.1 and 2.2 gives us:

∆log(L(xi, yi, ti)) = pk ∗ C (2.4)

Where ∆ti := ti − ti−1 is the time since the last event at this position and pi (the
polarity) is the sign of the brightness change: pi ∈ {1,−1}. In practice the contrast
threshold can be selected and often set to C+, C−

Using the first order Taylor approximation and 2.3 with a small ∆ti we get:

∆log(L(xi, yi, ti)) ≈
∂L

∂t
(xi, yi, ti) ∗∆ti (2.5)

Which leads to the interpretation of events giving information of the temporal
derivative of the log of the light intensity:

∂log(L)

∂t
(xi, yi, ti) ≈

pi ∗ C
∆ti

(2.6)

2.2 Advantages

Multiple advantages derive from the novel asynchronous registration of information.

Low latency. As the camera does not rely on a global clock, the temporal resolution
of the event stream is very high. The temporal resolution is of the order of magnitude
of microseconds [35].

High dynamic range. As the camera does no rely on a global sensitivity threshold,
the dynamic range across the sensor is very enhanced, typically of the order of 120dB
[69]
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Low power. As the sensor registers information asynchronously and depending on
the scene the consumption varies. Even for high resolution sensors (1280 × 720) the
power consumption is minimal: 32mW (static) to 84mW at high activity (300ME/s)
[35]

Low data. When the scene is static an event camera does not register any of
the temporally redundant information, reducing both the data generated and post
processing steps needed afterward [35].

These combined advantages make it a great sensor for robotics (drones in par-
ticular), wearable devices such as AR/VR headsets, and more generally: lightweight
battery powered electronics in challenging scenarios for traditional cameras, where
high dynamic range and low latency are expected.

2.3 Challenges

The event camera output is fundamentally different from the output of a standard
camera. The common, dense and synchronous, output called frames are replaced by
a sparse and asynchronous stream. Adapting frame-based algorithms to event-based
cameras is therefore difficult.

The sensing also diverges from frame-based cameras. In event-based cameras
the output is always relative to the past, which is fundamentally different from the
absolute sensing of light intensity in standard cameras.

With the novelty of the sensor also comes the issue of noise modeling. Every
physical sensor is noisy in its own way and diverges from the theoretical models. For
now, and despite a lot of research, noise models for event cameras are still not perfect
and do not allow direct frame reconstruction.

2.4 Use-cases

Algorithms for events cameras include, feature detection and tracking, optical-flow
estimation, frame reconstruction, 3D reconstruction (mono and stereo), SLAM, seg-
mentation and pattern recognition [5]. The low power consumption and low latency
make the event camera a great tool for robotics [14, 24, 126, 127] and has been ex-
tensively tested on drones [28, 30, 34, 48, 79, 99, 112, 122]. The vast number and range
of algorithms combined with the different nature of the event camera which outper-
forms standard cameras in challenging scenarios taking advantage of the low latency,
and high dynamic range enables many applications such as: AR/VR, vibration mon-
itoring, high speed object counting, self-driving cars, super slow motion and image
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Supplier iniVation Prophesee Samsung CelePixel Insightness

Camera model DVS128 DAVIS240 DAVIS346 ATIS Gen3 CD Gen3 ATIS Gen 4 CD DVS-Gen2 DVS-Gen3 DVS-Gen4 CeleX-IV CeleX-V Rino 3

Year, Reference 2008 [68] 2014 [15] 2017 2011 [86] 2017 [1] 2017 [1] 2020 [35] 2017 [110] 2018 [57] 2020 [113] 2017 [46] 2019 [19] 2018 [2]

S
en
so
r
sp
ec
ifi
ca
ti
on

s

Resolution (pixels) 128× 128 240× 180 346× 260 304× 240 640× 480 480× 360 1280× 720 640× 480 640× 480 1280× 960 768× 640 1280× 800 320× 262
Latency () 12µs @ 1klux 12µs @ 1klux 20 3 40 - 200 40 - 200 20 - 150 65 - 410 50 150 10 8 125µs @ 10lux
Dynamic range () 120 120 120 143 > 120 > 120 > 124 90 90 100 90 120 > 100
Min. contrast sensitivity () 17 11 14.3 - 22.5 13 12 12 11 9 15 20 30 10 15
Power consumption () 23 5 - 14 10 - 170 50 - 175 36 - 95 25 - 87 32 - 84 27 - 50 40 130 - 400 20-70
Chip size () 6.3 × 6 5 × 5 8 × 6 9.9 × 8.2 9.6 × 7.2 9.6 × 7.2 6.22 × 3.5 8 × 5.8 8 × 5.8 8.4 × 7.6 15.5 × 15.8 14.3 × 11.6 5.3 × 5.3
Pixel size () 40 × 40 18.5 × 18.5 18.5 × 18.5 30 × 30 15 × 15 20 × 20 4.86 × 4.86 9 × 9 9 × 9 4.95 × 4.95 18 × 18 9.8 × 9.8 13 × 13
Fill factor () 8.1 22 22 20 25 20 > 77 11 12 22 8.5 8 22
Supply voltage () 3.3 1.8 & 3.3 1.8 & 3.3 1.8 & 3.3 1.8 1.8 1.1 & 2.5 1.2 & 2.8 1.2 & 2.8 1.8 & 3.3 1.2 & 2.5 1.8 & 3.3
Stationary noise (ev/pix/s) at 25C 0.05 0.1 0.1 - 0.1 0.1 0.1 0.03 0.03 0.15 0.2 0.1
CMOS technology () 350 180 180 180 180 180 90 90 90 65/28 180 65 180

2P4M 1P6M MIM 1P6M MIM 1P6M 1P6M CIS 1P6M CIS BI CIS 1P5M BSI 1P6M CIS CIS 1P6M CIS

Grayscale output no yes yes yes no yes no no no no yes yes yes
Grayscale dynamic range () NA 55 56.7 130 NA > 100 NA NA NA NA 90 120 50
Max. frame rate (fps) NA 35 40 NA NA NA NA NA NA NA 50 100 30

C
am

er
a Max. Bandwidth (eps) 1 12 12 - 66 66 1066 300 600 1200 200 140 20

Interface USB 2 USB 2 USB 3 USB 3 USB 3 USB 3 USB 2 USB 3 USB 3 USB 2
IMU output no 1 1 no 1 1 no no 1 no no no 1

Table 2.1: Comparison of commercial or prototype event cameras. Values are ap-
proximate since there is no standard measurement testbed. Table courtesy of [38]

deblurring.

2.5 Overview of different devices

As can be seen in Table 2.1 the general tendency in event cameras development is to
increase spatial resolution, increase readout speed, and add features, such as: gray
level output (in ATIS and DAVIS). Only recently has the focus turned more towards
the difficult task of reducing pixel size for economical mass production of sensors
with large pixel arrays. In this respect, 3D wafer stacking fabrication has the biggest
impact in reducing pixel size and increasing the fill factor.

2.6 Conclusion

We have presented the event camera, its principle, the challenges and advantages
linked to the novel structure of information generated by the sensor. We will present
in the next chapter the works which have influenced this thesis and on which we have
build new ideas and algorithms.
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Chapter 3

Related Work

Our work on keypoint detection for event cameras is related to many other preceding
works. We use, and have been influenced by, a multitude of deep learning tools, dif-
ferent approaches of reconstructing a dense representation from events and other key-
point detection algorithms for both frame and event cameras. We will present works
on dense reconstruction from events in Section 3.1, keypoint detection in Section 3.2,
convolutional neural networks in Section 3.3 and, image and gradient prediction in
Section 3.4.

3.1 Reconstruction from Events

The sparse nature of events and vast literature on dense representation (frames
mostly) has led researchers to build a dense representation from events, enabling
fast use of existing algorithms. Multiple dense representations of event streams have
therefore been invented. We will detail each one bellow.

3.1.1 Updated event-by-event

A first class of dense representations is a tensor describing a state at time t and
updated for each new event. It has the advantage of using and displaying all the
available data while at the same time keeping the small temporal increments inherent
in events. It is however demanding in compute resources and can be very imprecise
if noisy events are not filtered when building said representations.

Membrane Potential Used to train spiking neural network the membrane poten-
tial [66, 76, 85] is a way to create a dense representation from a stream of events at
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every available timestamp. A Leaky Integrate and Fire (LIF) [88] neuron is associated
to every pixel and updated at every new event. Since the states of LIF neurons can
be updated asynchronously based on the timing of input events, it is a very efficient
model in terms of computational cost.

The Surface of Active Events (SAE) [13] define for each pixel and polarity the
Surface of Active Events as the latest time an event has occurred (Equation 3.1):

SAE(x, y, p) → t . (3.1)

To put some emphasis on the latest events, a regularization is introduced. [18,23]
introduce a representation named Leaky Surface. The surface increases at the position
of the newest event and decreases everywhere else.

q(x, y) = max(p(x, y)− λ ∗ (ti − ti−1), 0), (3.2)

p(x, y) =

(
q(x, y) +∆increment, if xi = x and yi = y

p(x, y), otherwise
(3.3)

where (xi, yi, pi, ti) is the latest event.

HOTS Regularization with an exponential decay are also considered and introduced
in [63] named the time surface Si for the ith event. Ti is defined in Equation 3.4. We
can see in Figure 3.1 the overview of the generation of the (regularized) time surface,
and in Figure 3.2 the time surfaces for a couple of simple shapes and movements.

Ti(u, p) = max
j≤i

{tj|xj = (xi + u), pj = p}, (3.4)

Si(u, p) = e−(ti−Ti(u,p))/τ , (3.5)

where u = [ux, uy]
T is such that ux ∈ {−R, ..., R} and uy ∈ {−R, ..., R}

The time surface has the advantage of keeping values bounded and the parameters
τ gives control over the order of magnitude of the accumulation of the events.

HATS In [107] the time surface is made more robust to noise by averaging both
in the spatial and temporal dimension for Ti(u, p) As opposed to [63] where a time
surface, defined for a spatial neighborhood [−ρ, ρ] around an event ei = (xi, ti, pi) is
defined as in Equation 3.6. This time surface can be visualized in Figure 3.3 (a).

T̄ei =

(
e

ti−t′(xi+z,q)

τ if pi = q

0 otherwise.
(3.6)
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Figure 3.1: Definition of a time-surface from the spatio-temporal cloud of events. A
time-surface describes the recent time history of events in the spatial neighborhood
of an event. This figure shows how the time-surface for an event happening at pixel
x0 = [x0, y0]

T at time t 0 is computed. The event-driven time-based vision sensor (a)
is filming a scene and outputs events shown in (b) where ON events are represented
on the left hand picture and OFF events on the right hand one. For clarity, we
continue by only showing values associated to OFF events. When an OFF event
evi = [x0, ti, 1] arrives, we consider the times of most recent OFF events in the spatial
neighborhood (c) where brighter pixels represent more recent events. Extracting a
spatial receptive field allows to build the event-context Ti(x, p) (d) associated with
that event. Exponential decay kernels are then applied to the obtained values (e)
and their values at ti constitute the time-surface itself. (f) shows these values as a
surface.
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Figure 3.2: Example of some time-surfaces for simple movements of objects. First
column shows a representation of the stimulus. The second column shows correspond-
ing data from the ATIS sensor where white dots are ON events and black dots are
OFF events. The third column shows the time-surface obtained from these events
and computed for the event located in the center of the circle in the second column:
the first, positive, half is obtained from the ON events and the second, negative, half
is obtained from the OFF events. (a) A horizontal bar moving downwards. (b) A
vertical bar moving rightward. (c) Corner moving to the top-right.
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Where t′(xi +z, q) is the time of the last event with polarity q received from pixel
xi + z and τ is a decay factor.

They introduce two new concepts, the Local Memory Time Surfaces and the
Histograms of Averaged Time Surfaces. In the Local Memory Time Surfaces they
avoid using only the latest event as in Equation 3.4 and use a sum of the latest events
over a certain period of time (Equation 3.7), i.e. the sum is taken over a temporal
window, making the time surface less sensitive to noisy pixels. This can be seen in
Figure 3.3 (b).

T̄ei(z, q) =





P
ej∈N(z,q)(ei)

e
ti−tj

τ
if pi = q

0 otherwise.
(3.7)

Where N(z,q)(ei) = {ej : xj = xi + ztj ∈ [ti −∆t, ti), pj = q}.
Another way to make the representation more robust is to average the time surface

defined in Equation 3.7 spatially. The approach is inspired by [26], where adjacent
pixels are grouped into cells {Cl}Ll=1 of size K ∗K. The sum is normalized by |C| the
number of events in each cell. The Equation 3.8 formalizes the creation process for
the averaged histogram and an example can also be seen in Figure 3.3 (c)

hC(z, q) =
1

|C|
X

ei∈C
Tei](z, q). (3.8)

Filtered Surface of Active Events Similarly, in [4] the authors present a way to
remove noisy events for corner detection. They introduce the Filtered Surface of Ac-
tive Events (FSAE) inspired from [63,106]. The main idea is to remove events which
occur rapidly after one another and only keep the first timestamp of the series. Intu-
itively rapid succession of events correspond to the same edge and are important only
for gray level reconstruction as the number of events corresponds to the intensity dif-
ference between the two sides of the edge. As the intensity difference is not important
for corner detection this approach (Equation 3.9) is beneficial to reduce noise. The
approach is illustrated in Figure 3.4, where we can see the absence of noise for this
linearly moving straight edge. Removing the events closely following the first event of
the series can be seen as adding an artificial refractory period. This refractory period
however needs to be tuned. A compromise needs to be found between removing noisy
events and keeping informative events i.e. avoid removing important events which
would be part of the underlying signal. Indeed during fast motions events can be
close in time for a single pixel location yet carry important information. The tuning
of τ− in Equation 3.9 can be delicate.
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Figure 3.3: Time surface computation around an event ei , in presence of noise. Noisy
events are represented as red crosses, non-noisy events as blue dots. For clarity of
visualization only the x− t component of the event stream and a single polarity are
shown. (a) In [63] the time surface T̄ei (Equation 3.6) is computed by considering
only the times t′(xi + z, q) of the last events in a neighborhood of ei (orange dashed
line). As a consequence, noisy events can have a large weight in T̄ei . This is visible
from the spurious peaks in the surface T̄ei . (b) By contrast, the definition of Local
Memory Time Surface Tei of Equation 3.7, considers the contribution of all past
events in a spatio-temporal window N(z,q)(ei). In this way, the ratio of noisy events
considered to compute T is smaller and the result better describes the real dynamics
of the underling stream of events. (c) The time surface can be further regularized by
spatially averaging the time surfaces for all the events in a neighborhood (Equation
3.8). Thanks to both the spatial and temporal regularization, the contribution of
noise is almost completely suppressed.
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Figure 3.4: On the left, real events generated due to translation of a black rectangle
are depicted (brighter green indicates newer events). On the right the timestamps of
the latest events triggered in a small region (red segment) are illustrated. Although
a single contrast change occurs, the significant magnitude of the change induces the
triggering of multiple events in each of the pixels. The proposed filtered SAE S (red)
captures the timestamps of the first event in each pixel, accurately representing the
position of the rectangle at each time (note the constant velocity profile). A naive
SAE S (blue) would capture the timestamp of consecutive latest events instead, which
are subject to noise.
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FSAE(x, y, p) =
(
t, if t− SAE(x, y, p) ≥ τ−

SAE(x, y, p), otherwise.
(3.9)

In all previously mentioned representations a change of speed or direction of the
movement in the scene changes the visual aspect of the representation (see Figure
3.5). This proves detrimental for keypoint detection’s robustness so [43,73] introduce
representations agnostic to speed and direction. [73] introduces the Speed Invariant
Time Surface described in Algorithm 1. [43] also introduces a local neighborhood-
based method called Threshold-Ordinal Surface (TOS), updating positions after each
event relative to the surrounding values of the latest event as described in Algorithm
2.

Speed Invariant Time Surface As shown in Figure 3.5 the same corner will
change appearance when aggregating events into frame representations such as an
histogram. Surface of Active Events and Filtered Surface of Active Events suffer from
the same issue. In [73] the authors present a novel dense representation for events
named the Speed Invariant Time Surface. As the name suggests the representation
is invariant to the speed of an object at the cost of added computations. The speed
invariance is illustrated in Figure 3.6 for a one dimensional motion and the algorithm
1 explicitly details the computation for the creation of the representation.

Algorithm 1 Speed Invariant Time Surface

1: Output: Speed Invariant Time Surface S(x, y, p)
2: Initialization: S(x, y, p) ← 0 for all (x, y, p)
3: For each incoming event (x, y, p), update S:
4: for −r ≤ dx ≤ r do
5: for −r ≤ dy ≤ r do
6: if S(x+ dx, y + dy, p) ≥ S(x, y, p) then
7: S(x+ dx, y + dy, p) ← S(x+ dx, y + dy, p)− 1

8: S(x, y, p) ← (2r + 1)2

Threshold Ordinal Surface [43] introduce the Threshold Ordinal Surface (TOS)
which is illustrated in Figure 3.7. This representation is asynchronous and highly con-
trasted tailored to the Harris corner detection algorithm improving corner detection
rate. The representation discards the polarity information of the events and is fully
detailed in Algorithm 2. The main advantage of this representation is to have a con-
stant minimum and maximum which is important to set a fix threshold for the Harris
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Figure 3.5: (Top) In a classical frame-based camera, the appearance of a corner, such
as the one in the red square, is invariant under camera motions. (Bottom) In the
case of an camera, instead, the same corner can generate vert different pattern of the
events depending on its motion. The four panels show 40ms of events generated by
the corner on the top while rotating the camera at different speeds.

Figure 3.6: An edge moves from position 1 to 10 at two different speeds. It creates
a slope on the Standard Time Surface T (Top) and on the corresponding Speed
Invariant Time Surface S (Bottom). S is identical for both speeds.
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Figure 3.7: Illustration of the high contrast Threshold Ordinal Surface introduced
in [43]. The Background is dark and uniform, it does not suffer from any ghosting
effect.

corner detection algorithm. The hyperparameter used to create the binary histogram
needed in eHarris [119] is also bypassed as the TOS is asynchronous and for each
new event a new representation is computed. The computation, even if only a small
region around every new event is affected, can quickly become intractable with high
event rates. The approach also suffers from noise as events which are continuously
and erroneously firing will have a very negative impact on the representation.

Algorithm 2 Event-by-event computation (q1)

1: v = ⟨x, y, t⟩, TOS
2: for x = vx − kTOS : vx + kTOS do
3: for y = vy − kTOS : vy + kTOS do
4: TOSxy ← TOSxy − 1
5: if TOSxy < 255− TTOS then
6: TOSxy ← 0

7: TOSvxvy ← 255

3.1.2 Updated from a set of events

The representation methods detailed in the previous section all have something in
common when creating a dense representation (with or without adding computations):
the update is done for every new event. Even though every event brings some new
information the extremely fine temporal granularity is not always needed and more
general information can be extracted when considering a group of events instead of
single events independently. The following methods we present in this section all use
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of a set of event to create a dense representation. The set of events can be selected in
two different ways: either by considering the last N events or the latest events such
that ti ≥ t− δt with t being the timestamp of the latest event. The main issue with
this approach is that both N and δt are hyperparameters which need to be fine-tuned
depending on the use case. Indeed when considering only a fixed time frame and the
speed of motion changes drastically appearance changes might become an issue. The
same can be said when only considering a fixed number of events as the events can be
uniformly distributed or very localized having a strong impact on the representation.

Flat representations

Binary Histogram The simplest dense representation from a set of events is a
binary histogram as used in [119]. For the considered set of events E both the
polarity and timestamps are discarded while only the positions (xi, yi) are used. For
every (xi, yi) the binary histogram value is set to 1. It is set to 0 everywhere else.
Binary histograms (BH) is formalized in Equation 3.10 and can be visualized and
compared with histograms in Figure 3.8.

BH(x, y) =

(
1, if ∃ei = (xi, yi, pi, ti) ∈ E|xi = x and yi = y

0, otherwise.
(3.10)

Histogram A way to improve on the binary histogram described above is to count
the number of events at each of the pixels location and create an histogram H.
The values of each pixel (x, y) will correspond to the number of events with these
coordinates in the set of considered events (see Equations 3.11 3.12 for formalization).
The polarity of the events can be considered and two distinct histograms (HP ) can
be created (Equation 3.13 3.14). This would effectively create a two channels dense
representation for the set of events. Another way to consider polarity is to create two
histograms as before but aggregating them into a one channel representation using
the difference operator (see Equation 3.15). Different histograms can be visualized in
Figure 3.8

E(x,y) = {ei = (xi, yi, pi, ti) ∈ E|xi = x and yi = y} (3.11)

H(x, y) =
X

ei∈E(x,y)

1, (3.12)

E(x,y,p) = {ei = (xi, yi, pi, ti) ∈ E such that xi = x, yi = y and pi = p} (3.13)
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HP (x, y, p) =
X

ei∈E(x,y,p)

1, (3.14)

H(x, y) = HP (x, y, 1)−HP (x, y, 0) (3.15)

Inceptive Events Time-Surface The Inceptive Events Time-Surface introduced
in [9] uses a more restrictive filtering than the FSAE introduced in [4]. Events are
filtered considering both the preceding timestamps and following ones. The general
idea is to average events within a certain time window. This methods, similar the
FSAE, suffers from the same issues: the need to fine-tune parameters τ− and τ+. The
Equations 3.16, 3.17, 3.18 give details of how the filtering is done. Let it be noted
that this filtering is only possible for a set of events as timestamps from the past and
the future of the events are considered which is not possible when working event by
event. The visual comparison can be seen in Figure 3.9. Let E be the set of events:

T (x, y, p) = {ei ∈ E|xi = x, yi = y, pi = p} (3.16)

IE(x, y, p) = {T (x, y, p)|ti − ti−1 ≥ τ− ∧ ti+1 − ti ≤ τ+} (3.17)

IET S(x, y, p) = mean{IE(x, y, p)} (3.18)

Contrast Maximization Framework for Event Cameras In [39] the authors
introduce a framework producing motion-corrected edge-like images with high dy-
namic range. Those images do not suffer from the motion blur in histograms and
does not need any hyper parameter. The main idea of the method is to find the point
trajectories on the image plane that are best aligned with the event data by maximiz-
ing an objective function: the contrast of an image of warped events. This framework
has the advantage of being simple and can offer information on the optical-flow, the
depth or the motion of the scene. As the events are aggregated and despite not suffer-
ing from motion blur the very fine temporal information of event-based sensors is lost
in the process. the main issue however is the fact that the computational complexity
of the image of warped events is linear on the number of events to be warped. This
makes the framework unusable for lightweight and real time applications, especially
as the number of events keep increasing with the higher resolution, novel sensors such
as the one described in [36].
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(a) (b) (c)

(d) (e) (f)

Figure 3.8: Different representations using histograms: (a) A simple binary his-
togram without considering the polarity of the events. It can be represented very
efficiently with a single channel and a single byte. (b) and (c) consider the polarity
of the events yet maintain a binary form of information when considering the set of
events. The polarity can be represented with a single channel as a deviation from
a standard value (b) or as a color when using multiple channels (c). (d)-(f) are the
histograms counterparts of the first row. Each pixel value corresponds the amount of
events with the same (x, y) coordinates. The histograms are a way to emphasize the
pixels corresponding to signal and reduce the weight of noisy (isolated) events. The
polarity is not considered in (d) while it is represented with a single channel in (e)
as a deviation from a standard value or with two channels (one color per channel) in
(f). (b) and (e) are also called difference of histograms as they are the difference of
two histograms each corresponding to a polarity.
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(a) (b)

Figure 3.9: Event Generation. (a) On a per pixel level, intensity variations trigger
events at each log-scaled level crossing. The first event in a series of consecutive
events is called an Inceptive Event. (b) IETS, FSAE, HOTS and the Mean Surface
are compared in the presence of noisy events. IETS is the most stable approach and
less sensitive to noisy events, both when leading and following signal events.

Figure 3.10: motion-corrected image generation. (a) Events (dots) caused by a mov-
ing edge pattern and point trajectories in a space-time region of the image plane,
colored according to event polarity (b) Visualization of the events along the direc-
tion of the point trajectories highlighted in (a). The approach works by maximizing
the contrast of an image of warped events similar to (b).
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Volumetric representation

The histograms are a simple and efficient way of representing a set of event in a
dense manner. The issue however is the lost of details in the temporal dimension.
The way to densify a set of events without the loss of information would be to have a
volume where each channel would correspond to an event. The large number of events
make this approach unfeasible in practice. The idea is therefore to find a compromise
between having a single event per channel and aggregating all the events into the
same channel. The Event Volume is here to fill this gap and keep a lot of temporal
information. The events are not simply assigned to the closest channel i.e. they are
not only contributing to a single channel but contributes to the two closest, weighted
by the inverse of the distance to the channel, or bin. The notion of distance when
saying closest is on the temporal direction: two events are close if the difference of
their timestamp is close to zero.

Event Volume A more versatile approach to densify events is the event volume.
It was first introduced in [129]. The event volume is populated using trilinear voting
(interpolation) where each event (xi, yi, ti, pi) contributes its polarity to its two closest
temporal bins according to:

E(x, y, tn) =
X

i

pimax(0, 1− |tn − t⋆i |), (3.19)

with:

t⋆i =
(ti − tmin)

(tmax − tmin)
(B − 1) (3.20)

and where n is the temporal bin index, pi is the polarity and t⋆i is the normalized
timestamp of the ith event. The hyperparameter B defines the number of channels
of the volume. The linear voting in time make the Event Volume a very powerful
representation for event. It is compact and descriptive without suffering of any motion
blur. The hyperparameter B proves to be flexible and multiple values produce good
results. We have chosen representation for our work due to its simpleness: no added
computation apart from a simple linear interpolation, and descriptive power into a
small tensor: we chose B to be of the order of magnitude of 10.

Discretized Event Spike Tensor In [41] a unifying framework is presented and
a novel learnable representation is introduced. The main advantages of the method
are two folds: minimize the information lost when densifying the events and having
a representation which can be learned, each task can have an optimal representation
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improving results on downstream tasks such as optical flow and object detection. The
method works in three steps :

• The interpretation of the events as a succession of measurements of a function
f± defined on the domain of the events (Equation 3.21).

• The convolution of the measurement field with a suitable aggregation kernel
(Equation 3.22).

• The discretization of the signal into the Discretized Event Spike Tensor by
sampling the convolved signal at regular intervals (Equation 3.23).

The final representation is created by projecting the Discretized Event Spike Ten-
sor over the temporal axis or the polarities. The kernel can be handcrafted or learned
to enable an end-to-end learnable representation. The learnable kernel is a small mul-
tilayer perceptron which takes the coordinates and time stamp of an event as input,
and produces an activation map around it. The whole framework is more general
than previous fixed representation but requires non negligible computational power.

S±(x, y, t) =
X

ek∈E±
f±(x, y, t)δ(x− xk, y − yk)δ(t− tk) (3.21)

(k ∗ S±)(x, y, t) =
X

ek∈E±
f±(xk, yk, tk)k(x− xk, y − yk, t− tk) (3.22)

S±(xl, ym, tn) = (k ∗ S±)(xl, ym, tn) =
X

ek∈E±
f±(xk, yk, tk)k(xl − xk, ym − yk, tn − tk)

(3.23)

3.1.3 Conclusion

We have seen in this section on overview of different ways to represent events bridging
the gap between event-based data and vast frame-based algorithms and literature.
The main takeaway is that most if not all methods who introduce some form of
computation or who treat each event independently suffer from latency and become
unusable when high event rates occur. The more simple representations such as the
histograms, binary or not, are however too simplistic and discard too much of the
temporal information for the use case of keypoint detection. The Event Volume proves
to be a very good trade off between low latency and high spatio-temporal information.
It is simple enough to be generated very quickly and retains a lot of the information
thanks to the linear interpolation in the time direction. We have decided to use it as
the input of our network and proved it’s efficiency for the task of keypoint detection.

34



time

MeasurementsEvents

Convolution Discretization

x

y

t

kernel 

k(x,y,t)

time

time

f(x,y,t)

Figure 3.11: Overview of the method presented in [41]: Each event is associated
with a measurement (green) which is convolved with a (possibly learnt) kernel. This
convolved signal is then sampled on a regular grid. Finally, various representations
can be instantiated by performing projections over the temporal axis or over polarities.
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3.2 Keypoint Detection

Keypoints are sparse by nature. They are used as robust indicators and to reduce
computations. For example when using keypoints to estimate a change of pose be-
tween two frames, one need only to consider a dozen (at most a couple hundreds)
keypoints. This is both easier and more efficient than trying to match all (in the order
of millions) pixels, in both frames. Keypoints are designed to be local, repeatable
and accurate.

Local Keypoints are very local in the sense that they only consider a small pixel
neighborhood (also called a ”patch”). Ignoring global semantics of the image enables
corner detection to dramatically reduce computations.

Repeatable Keypoints need to be as repeatable as possible. They should be in-
variant to rotations, translations, and zooms (scale). The translation invariance is
achieved thanks to the local aspect of detectors. Rotation and aspect changes invari-
ance need to be engineered into each method.

Accurate Most important, keypoints need to be very accurately localized. The best
ones are sub-pixel accurate. As keypoint are used as a building block for downstream
applications small errors can quickly accumulate and lead to algorithms failing. A
comparison of keypoint detector with sub-pixel and pixel accuracy is done in [111].

A specific difficulty with events is that the same corner can appear differently
depending on the direction and speed of the movement as can be seen in Figure 3.5.
This change in appearance in event-based imply that repeatability is very difficult to
achieve. While tracking can easily be done using the very high temporal definition
of the sensor, tracking based on appearance is very difficult. We will present the
historical keypoint detection methods in frame-based in section 3.2.1 and the keypoint
detection methods developed for event-based data in section 3.2.2.

3.2.1 Frame-based Keypoint Detection

For Visual Odometry, Structure fromMotion, Simultanous Localization and Mapping,
and similar problems matching between images in a sequence need to be computed.
Dense matching such as optical flow can be too expensive to compute which has led
people to use only a subset of pixels to do the matching. We will see in the following
subsection how those pixels are selected.
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handcrafted Features

Corners are good candidates for keypoints as they are local, repeatable and accurate.
Multiple method focus on corner detection such as the Harris corner detector [50],
it’s improvement Harris-Laplace [75] making it scale invariant and Features from
Accelerated Segment Test (FAST) [98]. Another keypoint detection, focusing on
blob-like areas: Scale-Invariant Feature Transform (SIFT) is also described in this
section.

Harris corner detector One of the first successful attempts was the detection of
corners and edges later referred to as the Harris corner detector [49]. The idea of
the algorithm is to consider an image patch, compute it’s cross-correlation and select
local maximums as points of interests. The algorithm works as follow :

• convert and RGB image to a black and white image

• compute the spatial derivatives of the image (making it more robust to light
intensity variations)

• consider a window such that (x, y) ∈ W , shift it by (∆x,∆y) and compute the
sum of square differences (see Equations 3.24 and 3.25).

• compute Harris score (see Equation 3.27). k is an hyperparameter determined
by experiments k ∈ [0.04, 0.06].

f(∆x,∆y) =
X

(x,y) ∈W
(I(x, y)− I(x+∆x, y +∆y))2

≈
X

(x,y) ∈W
(Ix(x, y)∆x+ Iy(x, y)∆y)2

(3.24)

with Ix and Iy as the partial derivatives of I and using the first order Taylor
expansion of f . in the matrix form, with M the structure tensor, we get

f(∆x,∆y) ≈ (∆x∆y)M

�
∆x
∆y

�
(3.25)

M =
X

(x,y) ∈W

�
I2x IxIy
IxIy I2y

�
(3.26)

S = det(M)− k ∗ tr(M)2 (3.27)
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The Harris corner detector is a way to measure how much an image patch is
different from itself when moved horizontally and vertically. When the patch is very
different the score is high and the point is considered as a corner, when the score is
low however it corresponds to an edge or a flat region. In order to select the best
corner in a local region, only local maximas of a small 3x3 regions are considered. The
Harris corner detector is highly repeatable and invariant to translation and in-plane
rotation. However it fails for strong changes in view-point or scale.

Harris-Laplace To remove the variance of the Harris corner score when scale
changes, [75] run the Harris corner detector at multiple scales. The best scale (char-
acteristic scale) is subsequently selected using the Laplacian operator as proposed
in [17]. The scale invariance however comes with a larger computational cost.

Distinctive Image Features from Scale-Invariant Keypoints (SIFT) [72]
introduces features which are invariant to image scaling, rotation, partially invariant
to change in illumination and 3D camera viewpoint. It works in multiple steps, we
give them here as described in the original paper:

• Scale-space extrema detection : The first stage of computation searches over
all scales and image locations. It is implemented efficiently by using a difference-
of-Gaussian function to identify potential interest points that are invariant to
scale and orientation. (Illustrated in Figure 3.12).

• Keypoint localization At each candidate location, a detailed model is fit to
determine location and scale. Keypoints are selected based on measures of their
stability. (Illustrated in Figure 3.13).

• Orientation assignment: One or more orientations are assigned to each key-
point location based on local image gradient directions. All future operations
are performed on image data that has been transformed relative to the assigned
orientation, scale, and location for each feature, thereby providing invariance to
these transformations.

• Keypoint descriptor : The local image gradients are measured at the selected
scale in the region around each keypoint. These are transformed into a repre-
sentation that allows for significant levels of local shape distortion and change
in illumination. (See Figure 3.14 for an illustration).

In addition to highly distinctive descriptors SIFT has the advantage of generating
a large number of keypoints per image compared to other methods (in the order of
2000 stable keypoints for a 500x500 pixels image depending on the scene).
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Figure 3.12: For each octave of scale space, the initial image is repeatedly convolved
with Gaussians to produce the set of scale space images shown on the left. Adjacent
Gaussian images are subtracted to produce the difference-of-Gaussian images on the
right. After each octave, the Gaussian image is down-sampled by a factor of 2, and
the process repeated.

Figure 3.13: Maxima and minima of the difference-of-Gaussian images are detected
by comparing a pixel (marked with X) to its 26 neighbors in 3x3 regions at the current
and adjacent scales (marked with circles).
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Figure 3.14: A keypoint descriptor is created by first computing the gradient mag-
nitude and orientation at each image sample point in a region around the keypoint
location, as shown on the left. These are weighted by a Gaussian window, indicated by
the overlaid circle. These samples are then accumulated into orientation histograms
summarizing the contents over 4x4 subregions, as shown on the right, with the length
of each arrow corresponding to the sum of the gradient magnitudes near that direc-
tion within the region. This figure shows a 2x2 descriptor array computed from an
8x8 set of samples, whereas the experiments in the original paper use 4x4 descriptors
computed from a 16x16 sample array.

FAST FAST [98] focuses on building a computationally efficient corner detection
algorithm. For each pixel in the image the 16 pixels forming a circle around it is
considered. The intensity of corners in the circle are compared to the one at its center.
If a continuous arc of pixels are brighter or darker than the center pixel’s intensity,
the center pixel will be considered as a corner (illustration in Figure 3.15). The issue
of duplicate detection in a small area is solved by using non maximum suppression.
The proposed method is fast but suffers from noise as only pixels intensity values are
considered.

Learned Features

With the development of machine learning many authors proposed methods where
keypoints are learned using a dataset rather than setting handcrafted rules. Quickly
after the development of ConvNets for image classification they had a high impact on
the keypoint detection field. Improving robustness in keypoint detection is paramount
and ConvNets can improve robustness both to noise and aspect changes of corners.

TILDE A Temporally Invariant Learned DEtector (TILDE) [121] introduces a
piece-wise linear regressor based on Generalized Hinging Hyperplanes (GHH) [16]
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Figure 3.15: In FAST the candidate corner (pixel p) is is classified as a corner based
on a 12 point segment test. The highlighted corners (forming a circle around the
candidate) are considered, if a number of contiguous pixels in the circle are all brighter
than p plus a threshold or dimmer than p minus a threshold, p is classified as a corner.
Here 12 pixels are brighter hence the classification of p as a corner.

to detect corners invariant to strong illumination changes. The training is done with
videos from a static webcam over long periods of time, learning both illumination
and weather changes. Keypoint detectors are usually very sensitive to weather and
lighting conditions. This approach however detects repeatable keypoints due to the
training methodology of using the same point of view for day and night or different
seasons altogether. The features used as input are the LUV components of the color
space as well as the horizontal and vertical gradients of the image and the gradients
magnitude.

Learned Invariant Feature Transform LIFT [125] are the first to learn the
full feature point handling pipeline, that is, detection, orientation estimation, and
feature description as is done in SIFT. They use three Convolutional Neural Networks
(one for each component) who feed into each other (overview in Figure 3.16). The
softargmax replaces standard non maximum suppression (NMS) to keep the pipeline
differentiable. Although the end-to-end training is possible in theory it proves difficult
to achieve in practice and the components are trained independently. The Descriptor
is trained first, which is then used to train the Orientation Estimator, and finally
the Detector, based on the already learned Descriptor and Orientation Estimator,
differentiating through the entire network. At test time, they decouple the Detector,
which runs over the whole image in scale space, from the Orientation Estimator
and Descriptor, which process only the keypoints. The training is done using SIFT
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Figure 3.16: LIFT’s integrated feature extraction pipeline. The pipeline consists
of three major components: the Detector, the Orientation Estimator, and the De-
scriptor. They are tied together with differentiable operations to preserve end-to-end
differentiability.

keypoints in association with a Structure-from-Motion model. This has proven to be
an inspiration to our work: refining a handcrafted method with more modern and
robust to noise algorithms. They manage to learn keypoints invariant to rotation,
translation, scale and view-point changes, as in SIFT, and manage to outperform
both SIFT and previous state-of-the-art baselines.

SuperPoint [29]Introduces two novel and important ideas to the keypoint detection
field. They train their network with synthetic images for the first time using simple
symbols with known corners as training examples and in a second step they refine the
corners positions by training the network on natural images with and without some
distortion from a known homography. The pipeline, described in Figure 3.17, has been
another inspiration for us. The use of synthetic dataset as well as trying to refine
existing keypoint information and improve them has been one of our main objective
for event-based keypoint detection. Another advantage of SuperPoint is the fully
convolutional architecture which takes as input the image and outputs interest points
and descriptors without the need for multiple networks or a complicated pipeline at
test time.

Others A number of other method use ConvNets to detect and describe keypoints
in images which we cite here for completeness: D2-Net [32], R2D2 [96], D2D [116],
S2D-Net [42] and DISK [118].
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Figure 3.17: Self-Supervised Training Overview of SuperPoint. (a) An initial
interest point detector is pre-trained on synthetic data. (b) A novel Homographic
Adaptation procedure is applied to automatically label images from a target, unla-
beled domain. (c) The generated labels are used to train a fully-convolutional network
that jointly extracts interest points and descriptors from an image.

3.2.2 Event-based Keypoint Detection

We focus here on methods for keypoint detection in event streams. They can be
classified into two categories: The first category is made of handcrafted methods,
in contrast to methods based on machine learning. As in other areas of computer
vision handcrafted methods precede machine learning ones. Handcrafted methods are
more interpretable, easier to implement (do not need any data) and can sometimes be
very fast, however machine learning methods benefit from the large amount of data
available and already existing handcrafted methods to train models which surpass
previous handcrafted only methods. We have used and built on the best of both
worlds, handcrafted for the interpretability and machine learning for its robustness
to noise and generalization power.

Handcrafted Methods

The handcrafted methods for keypoint detection in event-based are inspired or adapted
from frame-based keypoint detection. We will first present two approaches: eHarris
and LuvHarris where the authors have directly applied the Harris corner detector
on a dense representation built from the events. The aim is to create the best rep-
resentation to be able to use a well known and robust corner detector which was
developed for frames. Two other methods were inspired from keypoint detection in
frames, and more specifically corner detection: eFast and ARC. eFast as in eHar-
ris have created a dense representation on which they applied the FAST algorithm
developed for frames. ARC introduced both a new representation and added some
handcrafted rules to make eFast more robust to noise and detect more varied shapes
of corners.
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Figure 3.18: (a) Slice of 1000 events and ground truth corners and (b) distribution of
the score compared to the distance from the ground truth. The threshold S is marked
by the dashed black line. Blue dots represent the score around the ground truth (red
line) of each event inside the dotted black square within the slice of 1000 events.

eHarris In [119] the authors creates a binary histogram from the latest N events,
with pixel locations set to 1 if an event has occurred during some integration period
and set to 0 elsewhere. The Harris corner detector, originally defined for grey level
images [50], is then applied to this binary histogram. The method suffers from two
drawbacks: without some kind of memory it is sensitive to speed of motion or scene
complexity while the hyperparameter for the number of events needs to be tuned
accordingly, secondly as can be seen in Figure 3.18 (b) the score for the corner is
not accurately localized. Some post processing such as a Gaussian fitting needs to
be done where scores are higher than a threshold to estimate the corner position in
space. The estimation would however be too computationally expensive, which is
why it was not implemented in the approach.

LuvHarris Look-up event-Harris [43] contributes in two ways to corner detec-
tion in event-based vision. They introduce a novel representation of events, named
Threshold-ordinal Surface (TOS), replacing the binary image used in [50]. The TOS
is a novel representation specially designed for Harris corner detection computation.
It has an integrated memory while at the same time staying bounded. This new rep-
resentation makes the Harris detection more precise and more stable at the expense of
a greater computational load: the representation is computed event-by-event, which
is not parallelisable. It is described in more details in 3.1.1. The second contribution
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is the introduction to computing the Harris corner score only as-fast-as-possible and
completely decoupled from the data flow. When the Harris score cannot be computed
due to computational constraints it is looked-up in a stored table, hence the name of
the method. The computational impact of the Harris score map is therefore lessened
and they manage spikes of up to 8.59 M events / s.

eFast In [77], the authors use a non-computationally intensive representation, named
the Surface of Active Events (SAE). The SAE is also computed for an integration
period since it contains the information of many preceding events. They then pro-
ceed to apply a local matching pattern for each new event at its location in the SAE.
They considers two circles around the latest event of radius 3 and 4 respectively and
compare the timestamps with respect to other timestamps along the circles. Similar
to [98] they classify center pixels as corners if segments of contiguous pixels (arcs) are
higher (i.e., they have a more recent timestamp) than all other pixels on the circle.
The number of pixels should be between 3 and 6 for the inner circle and between 4
and 8 for the outer one. If such segments are found on both circles, the current event
is classified as a corner event. The circles, the SAE and a classification example can
be visualized in Figure 3.19.

Arc In [4], Alzugaray and Chli also consider two concentric circles around the latest
event but introduce new rules for the classification of an event as a corner, enabling
detection of corners with angles larger than 180 degrees. They introduce a new rep-
resentation for events: the Filtered Surface of Active Events described above in 3.1.1.
They introduce as well a significantly more efficient iterative algorithm that mini-
mizes the number of operations to classify corner-events. The novel representation
makes the algorithm more robust by reducing the amount of noisy events, the new
classification rules augment the number of corners detected and the novel algorithm
enables more than a 4× speed-up compared to eFast. As can be seen in Figure 3.21
the tracks detected by the algorithm are continuous and suffer from very few misclas-
sifications. The corners are however not very precisely localized and the metrics used
for validation do not really reflect it. Indeed they use a metric where a corner-event
is labelled as true positive if it is closer than 3.5 pixels from an intensity-based track,
i.e. a track generated from corners in gray level images. The method is therefore
precise up to 3.5 pixels which is problematic in practice. This also explains why in
Figure 3.21 we can see tracks which are not really straight (they seem to be jittering)
while at the same time still being classified as corners.

In all those handcrafted methods some computation is done event-by-event, either
for the dense representation or the classification of events as corners. It becomes
quickly intractable as the resolution of event-based sensors keeps growing [35] and
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(a) (b)

Figure 3.19: The proposed method compares the timestamps of the pixels on two
circles (red and blue) around the current event (in black). (a): The inner (red) and
outer (blue) circle around the current event (black). (b): Visualization of the Surface
of Active Events (SAE) around the current event (black) and of the circles used for
the timestamp comparison. In this example, the event under consideration (center
pixel) is classified as corner.
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Figure 3.20: This figure illustrates an example in which the same corner under two
different motion directions (Magenta arrows) may induce completely different SAEs
(Height represents the timestamps of the latest event triggered in each location).
Both algorithms, Arc*, and eFAST successfully detect the corner on SAE depicted
on the left, as the set of newest elements in the inspected circles (Blue and red) are
distributed continuously. However, only Arc* (and not eFAST) is able to detect the
same corner from the SAE depicted on the right, where the angle of arc of newest
elements is now over 180◦.

Figure 3.21: Despite the new Filtered Surface of Active Events and the new rules
for corner detection, the Arc algorithm suffers from small (less than 3 pixels) yet
noticeable local noise in the keypoint localization.
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therefore event rates increase dramatically. The second issue is that the metrics for
algorithm evaluation are not good enough when approaching the pixel level or even
sub-pixel accuracy which is needed in many applications. The novel evaluation metric
introduced in [73] described in Section 3.2.2 solves the issues regarding the metrics.
The next section will focus on Learned methods which need training as well as data
to perform well, i.e. be very robust to noise and generalize to many different scenes.
The robustness to noise and generalization power are two very important aspects of
a good keypoint detection algorithms.

Learned Methods

We have presented in the previous section handcrafted methods, they are a natural
way to start a problem since learned methods require annotated data which is not
easily attainable, specifically in a novel field. The handcrafted approaches however
are sensitive to the noise present in the event stream which is an issue when trying to
generalize the method to other scenes or sensors. More recently, despite the advance
of deep learning only a single method is using machine learning for keypoint detection
in event-based. Training a model is very challenging as coherent and accurate ground
truth is very difficult to obtain. Only one paper [73] before us has used machine
learning successfully to detect keypoints in an event stream.

Speed Invariant Learned Corners (SILC) [73] made three significant contri-
butions to the field (which are overviewed in Figure 3.22: the speed invariant time
surface, the classification of patches as corners using a learned Random Forest and the
introduction of a novel evaluation method for event-based corner detection algorithms
on planar scenes with a novel dataset: The HVGA ATIS Corner dataset. We have
already detailed the speed invariant time surface in 3.1.1. We focus in this paragraph
on the machine learning and new dataset. As a reminder a Random Forest is a an
ensemble of decision trees, and each tree is uncorrelated (by randomly sampling a
subset of the training set). We detail here how the Random Forest is trained and how
the evaluation for planar scenes can be defined to be more general and more precise.
To train the Random Forest, a dataset (and therefore a ground truth) needs to be
built. Ground truth for event-based corners is difficult to obtain, manual annotation
is unfeasible and automatic annotation can prove difficult. They propose to leverage
the gray level measurement provided by a HVGA ATIS sensor which provides asyn-
chronous intensity measurements in form of time differences at the same temporal
resolution of the events. For every event, they apply the Harris corner detector to
its location only, in the graylevel image. If a corner is detected at this location, they
add the event to the training set as a positive sample, and as a negative sample oth-
erwise. The gray level are only used in training and are not needed at testing time.
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The Harris detector applied to gray level images can sometimes fail in presence of
noise, to avoid such an issue the dataset was acquired by recording well contrasted
geometric patterns only. The use of simple geometric patterns reduces the amount of
false negatives examples in the training set but reduces the generalization power of
the method and fewer corners will therefore be detected at test time. Another issue
of the method is the use of gray levels which is not available in all sensors. This limits
the number of sensors on which this method can be applied.
The other important contribution they make is by introducing a new dataset and
a new metric specifically designed to evaluate the accuracy of event-based feature
detection and tracking algorithms. The dataset contains only records of planar pat-
terns, so that ground truth acquisition is simple and the evaluation is less affected by
triangulation errors. In order to assess the quality of an event-based detector, they
combine it with a simple tracking algorithm based on nearest neighbor matching in
space and time. After tracking, they evaluate the accuracy of the method by comput-
ing the reprojection error associated to the feature tracks (computed by estimating a
homography between two different timestamps). The evaluation method is explained
more formally in Section 6.3.1. As in [6] they are however obligated to use ”trail fil-
tering”: removing the multiple events generated by a contrast step in intensity which
causes multiple threshold crossing. The use of the filter shows the limitation of the
method to generalize and the need for some tuning parameters. Despite improving
the quality of the keypoints, the computation of the speed invariant time surface
and random forest done event-by-event make this approach unsuitable for real time
applications in practice.

Discussion

While algorithms treating events in their natural form, independently and asyn-
chronously, are theoretically appealing, they are very sensitive to noise and are compu-
tationally intractable for certain high event-rate scenes in high resolution sensors such
as the one described in [35]. Even when trying to treat each event independently every
keypoint detection method uses a dense representation: binary histograms, Surface of
Active Events, Time Surface, Threshold-Ordinal Surface, Speed Invariant Time Sur-
face. Depending on the representation chosen issues with creating the surface arise
when values are interdependent and cannot be updated directly (Threshold-Ordinal
Surface and Speed Invariant Time Surface). Removing any processing step such as
the binary histograms or Surface of Active Events ensures a quick generation of the
dense representation. The downside of such methods is that they are very sensitive
to noise as every event has the same weight in the representation. Some expensive
post-processing would be needed to have precise keypoint detection algorithms.

To move away from such issues we have chosen to use a simple and direct dense
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Figure 3.22: Overview of the SILC method. For each incoming event (x0, y0, t0, p0) in
the input stream (a) the Speed Invariant Time Surface is computed (b). The Speed
Invariant Time Surface is used as input to a Random Forest trained to discriminate
corner points (c). If the probability returned by the Random Forest is above a
threshold, the event is classified as a corner. This generates a sparse and stable
stream of corner events (d) which can be used for further processing.

representation of the events: the event volume, and use a neural network to learn noise
patterns from data directly, building a very stable feature representation for keypoint
detection with minimal computational cost. The event volume maintains the benefit
of event cameras which are high dynamic range and no motion blur while at the same
time the shallow convolutional recurrent neural network limits computation and keeps
the state of the scene into memory. This approach has given very precise and stable
keypoint detection trough space and time.

3.3 Convolutional Neural Networks

Convolutional neural networks are an essential part of our approach. First introduced
in [65] for image classification, they have not stopped gaining traction in computer
vision problems and are still widely used for a multitude of tasks such as: image
classification [51, 54, 104], object recognition [67, 71, 94, 95], semantic segmentation
[114, 115] and many others. Both our approaches to keypoint predictions rely on
ConvNets albeit with multiple modifications.

3.3.1 Squeeze and excite

The Squeeze and excite (SE) [55] block is the basis of the ILSVRC 2017 classification
submission which won first place and reduced the top-5 error to 2.251%, surpassing
the winning entry of 2016 by a relative improvement of ≈ 25%. The key idea is to
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Figure 3.23: Squeeze and Excitation (SE) block. The main idea is to first Squeeze
the features down to a channel descriptor by aggregating feature maps across their
spatial dimensions. This descriptor, which allows the information from the global
receptive field of the network to be used by all its layers, is followed by an excitation
operation. It is a simple self-gating mechanism producing per-channel modulation
weights. They are then applied to the initial feature map to generate the output of
the block. As the dimension is unchanged, blocks can be stacked to create an SE
network (SENet).

explicitly model interdependencies between channels with minimal additional compu-
tational cost. They propose a mechanism that allows the network to perform feature
recalibration, through which it can learn to use global information to selectively em-
phasise informative features and suppress less useful ones. We can see in Figure 3.23
the overview of an SE block. In Figure 3.24 we can see how easily the resnet block
can be adapted to use the Squeeze-and-Excitation block. They proved it to be greatly
beneficial for a slight additional computational cost and this is the approach we have
chosen and used in our small network when predicting gradients and later directly
predicting keypoints.

3.3.2 Convolutional Recurrent Neural Networks

Shi et al. in [124], added a memory block to a convolutional neural network. The
memory block, a Long Short Term Memory [53] was introduced to learn to store
information over extended period of time and solving the issue with conventional
Back Propagation Through Time (BPTT) which suffers from either a vanishing or
exploding gradient when the sequence is too long. In the LSTM Equations 3.28 (◦
denotes the Hadamard product), which can also be visualized in Figure 3.29, we see
how every hidden state, and past state depends on all of the inputs. [124] combines
a convolutional neural network for feature extraction to an LSTM memory both in
the input-to-state and state-to-state. As the next state will depend only on previous
states and local spatial neighbors in the input. The added convolutions (Equation
3.29), reduce the complexity and use the inductive bias of ConvNets. In Equation
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Figure 3.24: The schema of the original Residual module (left) and the SE-ResNet
module (right).
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Figure 3.25: Inner structure of ConvLSTM

3.29 ∗ is a convolution operator and ◦ is the Hadamard product. The Equations 3.29
corresponds to the diagram in Figure 3.25. Their network captures spatio-temporal
correlations better than competitors and achieves state of the art.

it = σ(Wxixt +Whiht−1 +Wci ◦ ct−1 + bi)

ft = σ(Wxfxt +Whfht−1 +Wcf ◦ ct−1 + bf )

ct = ft ◦ ct−1 + it ◦ tanh(Wxcxt +Whcht−1 + bc)

ot = σ(Wxoxt +Whoht−1 +Wco ◦ ct + bo)

ht = ot ◦ tanh(ct)

(3.28)
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it = σ(Wxi ∗ Xt +Whi ∗Ht−1 +Wci ◦ Ct−1 + bi)

ft = σ(Wxf ∗ Xt +Whf ∗Ht−1 +Wcf ◦ Ct−1 + bf )

Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗ Xt +Whc ∗Ht−1 + bc)

ot = σ(Wxo ∗ Xt +Who ∗Ht−1 +Wco ◦ Ct + bo)

Ht = ot ◦ tanh(Ct)

(3.29)

3.3.3 Convolutional Neural Networks in Event-Based Data

ConvNets are widely used in event-based data for numerous applications. This has
been an inspiration for our work.

Video Synthesis [92] Introduced the use of recurrent network for video synthesis
from an event stream and surpasses other approaches by a large margin. Their ap-
proach was later improved in a follow-up paper [93]. [102] took inspiration from [59] for
the architecture of the network. They used this shallow and lightweight convolutional
recurrent network for the task of video reconstruction from events.

Object Detection In [83], the authors introduce a novel deep convolutional recur-
rent neural network to detect objects in an event stream without any reconstruction
of intensity images.

Those approaches have shown the great potential of ConvNets, and more specif-
ically convolutional recurrent neural networks, applied to event-based data. They
enable more efficient computations, as well as more robustness to varied types of
noises.

3.4 Image and Gradient Prediction

Events are a very novel way to represent visual information and none of the traditional
(i.e. frame-based) computer vision algorithms are adapted to deal with such inputs.
A natural reaction when dealing with a new representation is to try to recreate a
known representation for which a large amount of literature and algorithms exists.
Many papers work on creating dense representations for event-based data which we
have presented in Section 3.1. We will focus in this part on methods who explicitly
represent an event stream with images or image gradients. Some methods try to
recreate images and gradients directly but suffer from multiple noise patterns in event
cameras which degrades the reconstructions. Others use deep learning to learn a
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mapping from events to images and successfully use neural network to learn and
remove the noise coming from event sensors. When reconstructing images from events
the benefits of neuromorphic cameras are not lost. The reconstructed images will not
suffer from motion blur or loss of details in scenes with high dynamic range due to
the nature of events.

3.4.1 Handcrafted Methods

Using the direct theoretical link between events and log intensity some research has
been done in the direction of direct image or image gradient reconstruction from
events.

Gradient prediction In 2011, Cook et al. [25] first introduce the idea of gradient
and image reconstruction from an event stream. Their approach is however limited
to rotation only camera movements. Building on this work [61], also relying on the
known movement of the camera (a pure rotation), estimate at the same time the cam-
era motion and the image gradients corresponding to such rotation. The gradients
are a step in the process of reconstruction gray levels by solving a partial differen-
tial equation. In [62] the authors reconstruct gradients and intensity from a joint
optimisation and estimation of the 3D motion of the camera, the gradients and the
inverse depth of the scene per pixel. Everything is done pixel per pixel which can be
intractable with modern cameras and high event rates. Another issue of the approach
is the slow convergence of inverse depth estimates limiting the amplitude of the cam-
era motion. In [91] the simultaneous tracking of the camera and semi-dense mapping
of the scene give all the tools needed to estimate the gradients of the mapped scene
and use said gradients to reconstruct the intensity using a Poisson’s reconstruction.
These estimations are all done under the assumption of constant brightness of the
scene which limits the quality of the gradients and intensity reconstruction, as well
as the generalization to dynamically lit scenes.

Direct intensity prediction In [11] the estimation of the intensity is done jointly
with a dense optical flow field, using a variational optimisation problem. The optimi-
sation is however very costly and the quality of the reconstructed intensity levels are
not precise enough to detect keypoints. In [82] they reconstruct the intensity image
from events via integration of the events similar to [11] they however introduce an
event manifold for regularisation and they work on an event-by-event basis. A com-
plementary filter is introduced in [101] to fuse events and frames, reconstructing high
temporal resolution and high dynamic range images. The approach obtains better
results than the ones in [11], by using frames in addition to events. When using only
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events as inputs of the filter the results are not convincing and are very far from what
would be needed to detect keypoints consistently.

Issues with handcrafted methods We have seen a number of different methods
recreating directly or indirectly intensity images from an event stream. They do not
model or learn noise patterns and except for a sliding window in [11] or the event
manifold in [82] do not focus on this issue, creating a number of artifacts such as
ghosting effects and bleeding edges in the reconstruction. The bleeding edges come
from the fact that the contrast threshold (value of the minimum brightness change
to create an event) is theorize to be constant over the pixels. In reality it is neither
constant nor uniform across the pixels. The ghosting effect results from the nature of
events being a relative measure. From a set of events it is possible to integrate them
up to an unknown initial image. This initial image can remain visible over a period
creating what is called a ghosting effect. As long as the noise in event cameras is
not modeled correctly it will prevent any reconstruction using analytical methods as
their basis to be perfect. Some methods therefore make use of machine learning to
recreate intensity images from events using more complex models. We will present
them in the next subsection.

3.4.2 Learned Methods

[12] were the first authors who learned gradients from event data. The gradients are
obtained using a learned dictionary mapping between small patches of accumulated
events and corresponding gradients. The correspondence between the events and the
gradients is done using a simulator. They use the learned gradients as an intermedi-
ate representation to reconstruct an image using the Poisson reconstruction. Other
learned methods focused on reconstructing images directly. Improving the image re-
construction quality is necessary for many tasks such as super slow motion, High
Dynamic Range (HDR) video, deblurring etc.

cGAN Multiple paper use conditional Generative Adversarial Networks as a way
to predict images from events. [58] introduce the idea of using a conditional GAN
to predict images from events. They use a very sparse 3D volume as input to the
generator network and train it using a mix of real data captured with the DAVIS
camera and synthetic data using the Open Event Camera Simulator (ESIM) [89].
Their method is later adapter in [108] to predict the depth and the optical flow with
minor modifications, proving the strength of the approach. [84] is able to synthesize
RGB images from events and an initial or a periodic set of color key-frames. They use
a combination of Generator and Discriminator as in [44] coupled with a convolutional
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LSTM [124] to refine the RGB predictions and improve the temporal coherence. They
also use high frame rate RGB datasets to create synthetic events. Using larger RGB
datasets improves the model generalisation to novel scenes while using real events
help the model to learn real noise distribution. The main issue with this method is
the need for an hybrid sensor producing both frames and events which is not the case
in most event cameras.

Event and frames fusion [123] have an analytical approach to frame and event
fusion using a module named the Differential model-based reconstruction. The issue,
as previously stated, with such a reconstruction is the noise of the event camera.
Indeed, the noise when not fully taken into account in the model, has a negative
impact on the frame reconstruction: it creates unwanted artifacts. To remove said
artifacts, the authors model them as additive noise and remove them using deep
residual learning. The residual learning is done with a deep convolutional neural
network. The approach however, suffers from the same limitations, as [84], of needing
a reference frame and inability to work using only events.

E2VID In 2019, [92] created a paradigm shift in image reconstruction from events.
They introduced a novel recurrent network using only events as inputs. The net-
work they use has an integrated recurrence (overview in Figure 3.26) enabling them
to reuse previously reconstructed frames and improving temporal consistency. They
train the network with data generated using a more complex and realistic simula-
tor [90]. More specifically the simulator is based on the observation made in [68],
that the contrast threshold is not constant, but rather normally distributed across
the pixel array. [90] therefore sample the contrast threshold at every step of the simu-
lation. They also differentiate the positive and negative contrast threshold which are
sampled independently. They trained their network using the calibrated perceptual
loss (LPIPS) from [128]. The loss consists in passing the ground truth image and the
reconstructed frame through a VGG network [105] trained on ImageNet and measure
the distance between features at multiple depths. Qualitative results can be seen in
Figure 3.27 where we can observe the realism of reconstructed frames compared to
previous methods.

E2VID+ In [93] the authors of E2VID changed the initial loss presented in [92].
They add some temporal consistency constraints to remove some of the flickering
observed in their previous work. The loss they introduced (based on [64]) is using
the known optical flow F from the simulated data. The equation for the temporal
consistency (TC) loss is:
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Îk−4
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Figure 3.26: Overview of [92]’s approach. The event stream (depicted as red/blue
dots on the time axis) is split into windows εk with N events in each. Each window
is converted into a 3D event tensor Ek and passed through the network together with
the last K reconstructed images to generate a new image reconstruction Îk. In this
example, K = 3 and N = 7. Image courtesy of [92].

(a) Scene overview (b) Events (c) HF (d) MR (e) E@VID (f) Ground truth

Figure 3.27: Comparison of [92]’s method with Manifold Regularization (MR) and
High-pass Filter (HF) on sequences from [81]. [92]’s network reconstruct fine details
well (textures in the first row) compared to the competing methods, while avoiding
their artifacts (e.g. the “bleeding edges” in the third row).
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Figure 3.28: FireNet architecture. The input is an event tensor with 5 temporal bins.
The network consists of convolutional layers (H, P), convolutional gated recurrent
units (G1, G2) and residual blocks (R1, R2). Every layer uses ReLU activation
except the final layer (P).

LTC
k = Mk−1

k ∥Îk −Wk−1
k (Îk−1)∥1, (3.30)

where Wk−1
k (Îk−1) is the reconstructed image Îk−1 warped to Îk using optical flow

Fk−1
k and Mk−1

k = exp(−α∥Ik − Wk−1
k (Ik−1)∥22) is a weighing term to account for

occlusion. When the error between the images Ik and warped image Wk−1
k is high,

the weight goes to zero and the error between reconstructed images is ignored. α = 50
in their work.

Fast Image Reconstruction with an Event Camera In [102] the authors in-
troduce a novel architecture inspired from [59] and manage to reduce the number of
parameters from 10M to 38k and lower inference times from 30ms to 10ms compared
to the state of the art [93]. The architecture can be seen in Figure 3.28. As opposed
to [93] they use ConvGRU [10] instead of ConvLSTM [103]. As can be seen in Figure
3.29 (from [22]), the Gated Recurrent Unit (GRU) [21] is found to be comparable
to the Long Short-Term Memory (LSTM) [53] unit while reducing computational
and memory footprint. Indeed, the FireNet method performs three times faster than
E2VID on GPU, and up to four times faster on CPU, requiring less than one tenth
the number of FLOPs.

Conclusion In practice using image reconstruction methods for keypoint detection
does not work well. Keypoints are not correctly localized spatially or temporally due
to the imperfection in the reconstruction. The spatial precision is poor and detected
keypoints tend to move around a point in space (jittering). The temporal stability is
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(a) Long Short-Term Memory (b) Gated Recurrent Unit

Figure 3.29: Illustration of (a) LSTM and (b) gated recurrent units. (a) i, f and o
are the input, forget and output gates, respectively. c and c̃ denote the memory cell
and the new memory cell content. (b) r and z are the reset and update gates, and h
and h̃ are the activation and the candidate activation.

also an issue. keypoints turn on and off alternatively without any major visual change
of the scene (flickering). This was observed in [92] and improved in [93] yet results
on keypoint detection leave to be desired when directly applied to reconstructions.
When detecting keypoints using the Harris formula one needs to compute the image
gradients first, it is therefore more natural to learn to predict gradients directly, rather
than predict images followed by a computation of image gradients. In addition, the
nature of events simplify the prediction of gradients as opposed to the prediction of
images.
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Chapter 4

Data Generation

In this chapter we will present how one can generate data for event-based vision
applications. We introduce the notion of data generation for event-based in section
4.1, describe how hybrid senors, beam splitter or planar scenes can be used to generate
ground truth data in Section 4.2, and present in Section 4.3 the work we have done
and improvements we made to simulate events from high frame rate videos (natural
or synthetic).

4.1 Introduction

From the beginning all our work has been focused on trying to train a network to
predict keypoints. We could train our network in two ways: directly (supervised)
or using a proxy task (self-supervised). We decided to focus our research on su-
pervised training and therefore to remove the difficulty of finding a proxy task for
self-supervision. It was difficult to find any kind of annotated data which we could
use for keypoint detection, either directly or indirectly, as was done in automatic an-
notation of humans in videos [31]. In this work the authors benefited from the scripts
of movies and used them as a supervision. Annotated data for keypoints in an event
stream does not exist directly and is very difficult to create in practice. We will detail
in the following sections some ways to create a dataset of keypoints with recorded
data from a sensor: either aligning two cameras and syncing them using a one way
mirror or as was done in [73] using a sensor where both gray levels and events are
available. The other way to generate some ground truth data is by using a simulator.
The simulator has multiple advantages: it will always have perfectly matching frames
and events; it can generate gray levels at a very high (as high as needed) frame rate.
Real data is useful when the sensor does not change between training and validation,
and the noise levels are not previously known but need to be modeled. On the other
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hand when trying to create an approach which can generalize to multiple sensors, a
simulator is most useful. It enables us to randomly change the noise modelling and
therefore avoid overfitting of the network to a specific noise model. To be able to
model noise as truthfully as possible, however requires some detailed understanding
and knowledge of noise in event sensors.

4.2 Real Data

4.2.1 ATIS

As was done in [73] a good way to get a correspondence between events and corners
is to use the Asynchronous Time-based Image Sensor (ATIS) presented in Figure
4.1. It gives a direct correspondence between events and gray levels or grayscale
measurement. This makes it possible to detect keypoints in the gray levels using
traditional methods such as the Harris corner detector and classify corresponding
events as keypoints or non keypoints. This approach was used successfully in [73].
However the method is dependent on gray levels which do not exist in most event-
based sensors such as the one presented in [36]. As we tried to detect keypoints in
higher resolution (ATIS is QVGA) we could not use this method. As [73] was state-
of-the-art we tried to use the detected keypoints of the their method (SILC) on higher
resolution sensors. The SILC method is very slow and unusable for high resolution
sensors as then event rate can augment drastically and the Speed Invariant Time
Surface cannot be computed in real time. We tried to use the SILC keypoints as
ground truth for higher resolution, as the computation could have been done offline,
and train a smaller and faster convolutional neural network for inference. However
this knowledge distillation was not a success as despite good generalisation power
of the SILC method to other sequences in the dataset, when using this method on
another sensor with higher resolution such as the one presented in [36] the method
failed to detect coherent and consistent keypoints both in space and time.

4.2.2 Alignment of Two Cameras

Another method to have a correspondence between events and gray levels or even
RGB images is to use two cameras and a beam-splitter as was done in [74]. Their
approach is illustrated in Figure 4.2. Some hardware synchronisation of the camera
clocks is needed as well as some calibration of the cameras. The perfect pixel matching
between the event camera and the RGB camera is not trivial to achieve and we decided
not to pursue this idea. At the time of our research the dataset was not available.
An issue of this method is the need to choose between a very high speed camera
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Figure 4.1: ATIS, Asynchronous Time-based Image Sensor: (a) The ATIS and its
pixel array, made of 304x240 pixels (QVGA). PD1 is the change detector, PD2 is the
grayscale measurement unit. (b) When a contrast change occurs in the visual scene,
the ATIS outputs a change event (ON or OFF) and a grayscale event. (c) The spatio-
temporal space of imaging events: static objects and scene background are acquired
first. Then, dynamic objects trigger pixel-individual, asynchronous gray-level events
after each change. Frames are absent from this acquisition process. Samples of
generated images from the presented spatio-temporal space are shown in the upper
part of the figure. Figure courtesy of [38]
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Figure 4.2: The beam-splitter setup used to record the new HDR-ERGB dataset.
It combines an event and RGB camera by projecting the scene via a beam-splitter
mirror to both cameras.

which can be quite expensive or settle for discrete keypoint locations in time. Indeed
the position of the keypoint in time would only be measured when a frame from
the standard camera is recorded. Interpolation could be done in between frames
necessitating some tracking and potentially lowering the overall quality of the ground
truth.

4.2.3 Planar Surface

When [73] released their dataset and novel evaluation metric using only planar scene,
we had an idea to generate a very stable ground truth. Indeed when using the Harris
corner detector multiple times for the same corner we can run into two issues. The
first one is that the gray level reconstruction from ATIS is not perfect and noise
can disturb the corner detection leading to instability of the detection in space and
time. The second issue comes from the fact that the Harris corner detector is not
scale invariant and depending on the level of movement towards or away from the
image, Harris corners can be falsely classified as background. Using the fact that
the scene was planar meaning an homography between the first and every image in
the sequence exists we decided to explicit every homography corresponding to the
sequence generation. The first step of the method was to recreate some gray levels
using event integration (the reconstructed gray levels are noisy but this is not an
issue). With the reconstructed gray levels for every timestep needed we are then able
to search for the homography corresponding to the camera movement. Parametric
Image Alignment Using Enhanced Correlation Coefficient Maximization presented
in [33] was used to find the homography. The method can be initialized manually if
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(a) (b)

Figure 4.3: (a) The gray level with the least noise is used as a comparison to other
gray levels and is warped using an homography to match other gray levels in the
sequence (b) current gray level in the sequence to which the warped gray level ((a))
needs to match. The matching is done using Parametric Image Alignment Using
Enhanced Correlation Coefficient Maximization [33].

needed, in practice we found manual initialization to be unnecessary when the gray
levels did not contain too much noise. We show an example of the warped gray
level corresponding to the current gray level in Figure 4.3. Using the now known
homographies from the sequence we have to choices: either use the Harris corner
detector on the first image of the sequence and reproject the corners to the whole
sequence (i.e. to each subsequent frames using the corresponding homography) or, if
the quality of the detector is not what we wish for, we can manually annotate the
first frame and reproject corners. As the images correspond to events we have now a
continuous set of events and corners to train a neural network or any other learned
method.

4.3 Simulated Data

We also studied the possibility of using simulated data for our keypoint detection
ground truth generation. The main advantage of simulation is having access to un-
limited data both in term of the variability in appearance but also in the type of
noise pattern helping ourselves to be robust to changes in appearance and changes
in the amount and different types of noise. Another advantage of simulation is the
ability to instantly label keypoints with pixel perfect accuracy and perfect time syn-
chronization. The issue with simulated data is the absolute necessity to be as close
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Figure 4.4: DAVIS Simulator. Per-pixel event generation using piecewise linear time
interpolation of the intensities given by the rendered images. For simplicity, images
were rendered at a fixed rate. Figure courtesy of [80]

as possible to real data. This proves to be very difficult to achieve in practice.
The concept was introduced in [80] where they used the computer graphics soft-

ware Blender to generate thousands of rendered images along a specific trajectory.
The images were generated to always have less than 1/3 of a pixel motion between
consecutive frames. The authors create a Surface of Active Events and use time in-
terpolation of the rendered image intensities to determine brightness changes. This
interpolation removes the need to generate millions of images (up to microsecond-
resolution) yet make it possible to reconstruct a piecewise linear approximation of
the continuous underlying visual signal. The time interpolation approach is illus-
trated in Figure 4.4. The sampling strategy in [80] is uniform and bounded by the
displacement of pixels, while in [89] a novel sampling strategy called the adaptive
sampling strategy is introduced (see Figure 4.5 for comparison with the uniform sam-
pling strategy of [80]). Adapting the sampling rate based on the predicted dynamics
of the visual signal requires tight coupling between the rendering engine and the event
simulator. The sampling can be done based on brightness change or pixel displace-
ment. A second addition of [89] is the non constant contrast threshold. Indeed as
originally observed in [68] the contrast threshold is normally distributed across the
pixel grid. Therefore, at every simulation step the contrast is sampled according to
N (C, σC), where σC controls the amount of noise and can vary. The mean C can
be set independently for the positive (C+) and negative contrast threshold (C−) to
simulate a real event camera more accurately.

Some additional improvement to the simulator have been introduce in [56] such

65



(a) Uniform Sampling [80] (b) adaptive Sampling [89]

Figure 4.5: Comparison of uniform sampling (a) versus adaptive sampling (b). The
timestamps at which brightness samples are extracted are shown on the time axis as
green markers. While both strategies produce similar events when the signal varies
slowly (left part), the uniform sampling strategy fails to faithfully simulate events
in the fast-varying part of the signal. By contrast, the adaptive sampling strategy
extracts more samples in the fast-varying region, thus successfully simulating events.
Figure courtesy of [89].

as finite intensity dependent bandwidth, and intensity-dependent noise. Since the
real DVS pixel bandwidth is proportional to intensity [56] models this effect for each
pixel by making the filter bandwidth (BW) increase monotonically with the intensity
value. To avoid nearly zero bandwidth for small digital number pixels, an additive
constant limits the minimum bandwidth to about 10% of the maximum value. They
add multiple kind of noises:

• Hot pixels pixels who continuously fire events at a high rate even in the absence
of input

• Leak noise events ON events emitted spontaneously called leak events

• Temporal noise To model shot noise they generates ON and OFF temporal
noise events with lower probability in bright parts

On the other hand, [60] simplifies the latency and the noise models. In addition,
to more closely model the behaviour of a real pixel, the readout circuitry is modelled,
as this can strongly affect the time precision of events in complex scenes (shown in
Figure 4.6).
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Figure 4.6: (A) Main blocks of an imaging system based on a DVS camera simulated
by ESIM, V2E, and ICNS. The Scene and Camera Model are often part of the same
rendering tool, but slow motion interpolation neural networks such as SuperSlomo
can help provide better time precision. The Logarithmic Conversion block encapsu-
lates the conversion of the light into an electrical signal before the Amplifier and the
Thresholds. In the ICNS model, the noise is also injected before the Timestamp block
and the noise distribution is a function of the light level. (B) Events and frames from
the DAVIS and comparison between the original events (C) and the simulated events
(D) using the ICNS model. Figure courtesy of [60].
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We have decided to base our simulator on [40] and [56]. We kept the correspon-
dence we had using planar scenes between real events and synthesized video to run
our simulator. This made it possible to directly compare the noise levels and dis-
tribution between simulated events and recorded events. We simulated only planar
sequences to be able to use the known homographies for ground truth reprojection
instead of detecting keypoints repeatedly. This is a key part of our data generation
pipeline as it creates a very stable ground truth which is paramount to train the net-
work successfully. Another key advantage of using reprojected ground truth is that it
enables us to use hard negative mining without emphasizing on possible errors in the
ground truth during training. To ensure the most diversity possible in the training
set we used the images from the COCO dataset [70] which is made of 200K images
and more than 1.5 million object instances.

4.4 Conclusion

We have presented in this chapter the general approaches to generate ground truth
to train algorithms for tasks in event-based vision. While using data recorded using
a beam splitter can lead to impressive results [117] we have decided to work with
simulated data for two key reasons:

• The noise modeling is good enough to enable neural network generalisation on
real data when randomly sampling noise parameters of the simulator

• The pixel perfect alignment between events and frames enable us to be very
accurate when generating the data, leading to very accurate predictions

Indeed to achieve similar robustness to noise using a beam splitter we would have
needed to record multiple scenes with multiple sensors with very precise calibration
to ensure pixel perfect alignment. This proves to be both impractical and costly.

We will present in the next chapter how we used our simulator to train a recurrent
convolutional neural network to predict image gradients from events leading to accu-
rate keypoint detection computing the Harris corner score directly on the predicted
gradients.
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Chapter 5

Detecting Stable Keypoints from
Events through Image Gradient
Prediction

We present in this Chapter our approach of predicting image gradients as an inter-
mediate step for keypoint detection from events. We first introduce our method and
explain the rational behind it in Section 5.1. We present our method in greater details
in Section 5.2 and present our results in Section 5.3 before concluding the chapter in
Section 5.4

5.1 Introduction

Our key observation connects two points: It should be easier to reconstruct the image
gradients rather than the image itself from the events, and the Harris corner detector,
one of the most reliable keypoint detectors for short baseline regular images, depends
on the image gradients, not the image. We therefore introduce a recurrent convo-
lutional neural network to predict image gradients from events. As image gradients
and events are correlated, this prediction task is relatively easy and we can keep this
network very small. We train our network solely on synthetic data. Extracting Harris
corners from these gradients is then very efficient. Moreover, in contrast to learned
methods, we can change the hyperparameters of the detector without retraining. Our
experiments confirm that predicting image gradients rather than images is much more
efficient, and that our approach predicts stable corner points which are easier to track
for a longer time compared to state-of-the-art event-based methods.
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5.2 Method

Let us consider an event camera of H×W pixels. Let L(x, y, t), be the light intensity
at pixel (x, y) and time t ≥ 0. The pixels in the event camera will not record absolute
intensity, but will send an output event as soon as they detect a big enough change
of L. Formally, given a contrast threshold C, an event ei = (xi, yi, pi, ti) is generated
for pixel (xi, yi) if ����log

�
L(xi, yi, ti)

L(xi, yi, ti−1)

����� ≥ C , (5.1)

where ti−1 is the time of the last event at (xi, yi) and pi, called polarity of the event,
is the sign of the contrast change:

pi = sign

�
log

�
L(xi, yi, ti)

L(xi, yi, ti−1)

��
. (5.2)

Let e = {ei}Ni=1 be a generic sequence of events generated by the camera in time
interval [t1, tN ]. Our goal is to find a function F mapping an event sequence e to the
corresponding gradient image G ∈ RH×W×2 at time tN , where G(x, y, tN) is given by

G(x, y, tN) = ∇xyL(x, y, tN)

= (Lx(x, y, tN), Ly(x, y, tN))
⊤ .

(5.3)

For simplicity of notation, we will omit the dependency on tN in the following.
In [100], F is implemented as a model-based filtering method. This approach

has the advantage of being easily interpretable. However, since it is a local method
with a very limited memory mechanism, it can not reach accurate enough results
when applied to noisy real world data. By contrast, we use a recurrent convolutional
neural network which gives better results. The advantage of using a deep learning
approach is that we can directly learn the best function F from the data being robust
to its variability. Moreover, by using ConvLSTM layers [124], our model can handle
long spatio-temporal dependencies on the events.

Once G is computed, it is straightforward to estimate corners locations using
Harris rule. We first compute the structure tensor M as

M = wσ ∗ (G ·G⊤) , (5.4)

where wσ is a Gaussian kernel of standard deviation σ. For each image location, G is
a 2D vector, so M can be seen as a 2× 2 matrix for each image location. Following
Harris detection method, we then compute the score map:

S = det(M)− k · tr(M)2 . (5.5)
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Corners locations are given by the local maxima of S that are above a given threshold.
Note that we can change hyperparameters σ and k to tune keypoint detection without
having to retrain our network.

In the following, we detail our architecture for F and how we train it.

Skip connection

SE-ResNet connection

Convolutional connection

Recurrent connection

Figure 5.1: Proposed Architecture. Our architecture combines recurrent connec-
tions with convolutional and Squeeze-and-Excite ResNet connections. The input to
the network is given by an event cube E(x, y, t) [130], computed at every N events.
The event cube is given as input to a Squeeze and Excite ResNet connection, followed
by a ConvLSTM with residual connection. This block of two layers is repeated once.
Finally, a simple convolutional layer is used to predict the gradients G(x, y).

Architecture

As mentioned in the previous section, we learn the function F , predicting the im-
age gradients from events, as a recurrent neural network. The architecture we use is
shown in Figure 5.1. It is a 5-layer fully convolutional network of 3× 3 kernels. Each
layer has 12 channels and residual connections [51]. The second and fourth layers
are ConvLSTM, the last layer predicting the gradients is a standard convolutional
layer, while for the remaining feed-forward ones we use Squeeze-Excite (SE) connec-
tions [55]. This results in a very efficient architecture, but still able to learn gradients
from event data. In the following, we describe how we train our network and the
events representation used as input.

Training

For training, we use a subset of the training images in the COCO dataset [70]. As
shown in Figure 5.2 and detailed in the Listing 5.1, for each image, we create a smooth
video sequence from random homographies simulating camera movement in front of
a planar scene and simulate events from said video. We draw the contrast threshold
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Figure 5.2: Generating Training Data. First row: Given a training image, we
apply homographies to warp it and generate a video sequence. Second row: From
the video sequence we generate events using a simulator and then compute the event
cubes [130] used as input to our network. Third row: Ground-truth gradients of the
video sequence. We train the architecture of Figure 5.1 to predict image gradients
from events. Finally, at inference time, we compute the Harris score from the pre-
dicted gradients.

from a uniform distribution in [0.01, 0.2]. Each image yields a 5000 frame video. Every
5 frames, we generate events with our own simulator, which is based on a combination
of [90] and [27]. From the events, we build an event cube (see Section 5.2) composed
of 5 channels. At each iteration, we use a batch made of 8 different sequences of 20
time bins. The input size is (T,Ba,B,H,W ) = (20, 8, 5, 320, 240). For each input
tensor, we have a corresponding image. We use it to compute its spatial gradient using
kornia [97]. Our loss is simply the smooth L1 metric between the spatial gradient
computed using the Sobel kernels and the 2 channels output of our network. We use
truncated-backpropagation-through-time of 20 time steps, detaching the state at each
batch never resetting for each video. We train for 10 epochs with a learning rate of
1e−4.

To generate a smooth video by applying homographies to an initial image, we
generate a number of sine waves with differing periods and phases. We use this signal
as a basis for a random yet continuous translation vector and a rotation vector, from
which we can compute homographies. For completeness, our code is given in the
Listing 5.1.
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1 import numpy as np
2 import cv2
3

4 DTYPE = np . f l o a t 3 2
5

6

7 de f generate homography ( rvec , tvec , nt , depth ) :
8 ”””
9 Generates a s i n g l e homography

10

11 Args :
12 rvec (np . array ) : r o t a t i on vec to r
13 tvec (np . array ) : t r a n s l a t i o n vec to r
14 nt (np . array ) : normal to camera
15 depth ( f l o a t ) : depth to camera
16 ”””
17 R = cv2 . Rodrigues ( rvec ) [ 0 ] .T
18 H = R − np . dot ( tvec . reshape (3 , 1) , nt ) / depth
19 r e turn H
20

21

22 de f generate image homography ( rvec , tvec , nt , depth , K, Kinv ) :
23 ”””
24 Generates a s i n g l e image homography
25

26 Args :
27 rvec (np . array ) : r o t a t i on vec to r
28 tvec (np . array ) : t r a n s l a t i o n vec to r
29 nt (np . array ) : normal to camera
30 depth ( f l o a t ) : depth
31 K (np . array ) : i n t r i s i c matrix
32 Kinv (np . array ) : i n v e r s e i n t r i n s i c matrix
33 ”””
34 H = generate homography ( rvec , tvec , nt , depth )
35 G = np . dot (K, np . dot (H, Kinv ) )
36 G /= G[2 , 2 ]
37 r e turn G
38

39 de f g ene ra t e smooth s i gna l ( num signals , num samples ,
40 min speed=1e−4, max speed=1e−1) :
41 ”””
42 Generates a smooth s i g n a l
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43

44 Args :
45 num signa ls ( i n t ) : number o f s i g n a l s to generate
46 num samples ( i n t ) : l ength o f mul t id imens iona l s i g n a l
47 min speed ( f l o a t ) : minimum rat e o f change
48 max speed ( f l o a t ) : maximum rat e o f change
49 ”””
50 t = np . l i n s p a c e (0 , num samples − 1 , num samples )
51

52 num bases = 10
53 samples = 0 ∗ t
54 samples = samples [ None , : ] . r epeat ( num signals , 0)
55 f o r i in range ( num bases ) :
56 speed =
57 np . random . uniform (min speed ,
58 max speed ,
59 ( num signals , ) ) [ : , None ]
60 phase = np . random . uniform (np . pi , 10 ∗ np . p i )
61 t e s t = np . s i n ( ( speed ∗ t [ None , : ] ) + phase )
62 samples += t e s t / num bases
63

64 # f i n a l
65 speed =
66 np . random . uniform (min speed ,
67 max speed ,
68 ( num signals , ) ) [ : , None ]
69 t e s t = np . s i n ( ( speed ∗ t [ None , : ] ) )
70 t e s t = ( t e s t + 1) / 2
71 samples ∗= t e s t
72 r e turn samples . astype (DTYPE)
73

74

75 max frames = 100 # number o f homographies needed
76 s i g n a l = gene ra t e smooth s i gna l (6 , max frames ) .T
77 rvec s = s i g n a l [ : , : 3 ]
78 tvec s = s i g n a l [ : , 3 : ]
79 nt = np . array ( [ 0 , 0 , 1 ] , dtype=DTYPE) . reshape (1 , 3)
80 depth = np . random . uniform ( 1 . 0 , 2 . 0 )
81 K = np . array (
82 [ [ width / 2 , 0 , width / 2 ] ,
83 [ 0 , he ight / 2 , he ight / 2 ] ,
84 [ 0 , 0 , 1 ] ] ,
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Input Event Cube Ground-truth Image Gradients Predicted Image Gradients

Figure 5.3: Predicting Image Gradients. Events from a camera are directly
correlated to the spatio-temporal gradients of the scene. For this reason, in our
method, we train a small neural network to predict image gradients from events. The
gradients can be directly used to estimate corner locations using the Harris rule.

85 dtype=DTYPE,
86 )
87 Kinv = np . l i n a l g . inv (K)
88

89 f o r f rame index in range (max frame ) :
90 rvec , tvec = rvec s [ f rame index ] , tvec [ f rame index ]
91 homography = generate image homography ( rvec , tvec , nt ,
92 depth , K, Kinv )

Listing 5.1: Random Homography Generation

Inference

At inference, we build an event cube (see Section 5.2) and feed it to our network. The
event cube depends on a hyperparameter N (the length of the sequence of events used
to predict the image gradients), if it is large the quality of the tracks will improve,
but the network might be a bottleneck. The network outputs a prediction of the
image gradients. In practice, we notice that some values are erroneously large, and
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we clamp all values exceeding 3 times the standard deviation of the output values.
Then, we compute the Harris score as given in Eq. (5.5) using the kornia [97] im-
plementation. We simply extract the local maxima of this score map as keypoints.
Example of predicted gradients and corresponding events and ground-truth are shown
in Figure 5.3.

Input Representation

The input to our network is a H×W ×B event tensor E(x, y, t), as proposed in [130].
H, W are the image sensor height and width respectively and B is the number
of temporal bins. In the event tensor computation, each input event (xi, yi, ti, pi)
contributes by its polarity to the two closest temporal bins using a triangular kernel.
More formally, E is computed as

E(x, y, tn) =
X

i

pi max(0, 1− |tn − t⋆i |) , (5.6)

with

t⋆i =
(ti − tmin)

(tmax − tmin)
(B − 1) , (5.7)

and where n is the temporal bin index, pi is the polarity, and t⋆i is the normalized
timestamp of the ith event. In practice, we use B = 5.

At runtime, we select the N latest events to create the event cube. Running by
N events enables us to follow the rate of the event stream naturally and avoid useless
computation when there are no new incoming events.

5.3 Results

Quantitative Results

For evaluating our method, we consider the ATIS Corner Dataset [73], which is specif-
ically designed to evaluate event-based corner detection and tracking methods. This
dataset is composed of 7 sequences of planar scenes acquired with a HVGA event
sensor. We use the same evaluation metrics as in [73], that is we compute reprojec-
tion error by estimating a homography form the tracked corners. As in [73], we also
consider average track length.

For tracking, we use a very simple nearest neighbor rule: Two corners are assigned
to the same track if their distance in pixel and in timestamp is lower than a threshold.

The results are shown in Table 5.1. As can be seen, our method has the best
tracking length, almost 5 times longer than the second best method [73]. This is

76



Figure 5.4: Qualitative Results on the ATIS Corner Dataset. First row:
Gradients predicted by our network, with overlaid tracks returned by our method.
Second row: Results obtained by replacing our network by the method of [100], which
predicts gradients from events by using a model-based approach. As we can see, our
gradients are better localized. Moreover, thanks to the recurrent layers of the network,
we do not have a trailing effect on the gradients. As a consequence, we can track
more corner points, more accurately.

Figure 5.5: Qualitative comparison to previous state-of-the-art methods.
First row: we visually compare our method with the previous state-of-the art SILC
[73]. Second row: Our method is compared to evFast method [78]. Here we visualize
the events with different polarities for an easier comparison but our method still
computes corners on the predicted gradients (best seen in electronic format).
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Table 5.1: Evaluation on the ATIS Corner Dataset [73] for ∆t = 25ms. Our method
has 5 times longer tracks, while maintaining similar reprojection error as the state-
of-the-art.

evHarris evFast Arc SILC∗ Ours
[120] [78] [7] [73]

Reprj. error (pix) 2.57 2.12 3.8 2.45 2.56
Track length (sec) 0.74 0.69 0.91 1.12 5.46

thanks to the memory of the recurrent layers which can stabilize the detection and
also to the robustness of the Harris detector.

Our method has slightly worse reprojection error. This is probably due to the
smoothing effect introduced by the network on the predicted gradients. The other
methods suffer less from this problem, since they operate event by event.

Qualitative Results

Figure 5.3 compares ground truth gradients with gradients predicted by our architec-
ture, and shows the predicted gradients are very similar to the real ones.

Figure 5.4 compares Harris keypoints extracted using gradients predicted with
our recurrent architecture and Harris keypoints extracted using gradients estimated
by the handcrafted method [100]. Only the gradient computation is different, all
the other computations are the identical. Our method predicts much more accurate
gradients, yielding much more stable keypoints.

Figure 5.5 shows a visual comparison of our method with previous state-of-the
art. Our stable gradient prediction enables the corner tracks to be longer and more
accurate than other methods.

Computation Times and Memory Footprint

Our network has less than 26K parameters and runs in 7ms on a GTX 1080 GPU,
for a HVGA input event sensor. For comparison, the network of [92] reconstructing
graylevel intensities runs in 35ms and has more than 5.1M parameters. This low
footprint enables fast computation of corners and makes our approach suitable for
real-time applications.

78



5.4 Conclusion

We have seen in this Chapter how image gradients can efficiently be used as an
intermediate representation between events and keypoints. The direct computation
of image gradients from events is too noisy and does not enable accurate keypoint
detection. This has justified our choice to use a small recurrent convolutional neural
network to predict image gradients from the stream of events. The predicted gradients
contain less noise and are more consistent through time helping with the accuracy and
the track lifetime. However we would like to avoid the intermediate representation to
limit computations as well as remove scale dependence of keypoint detection inherent
to the Harris corner detection operator.
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Chapter 6

Long-Lived Accurate Keypoints in
Event Streams
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(a) eHarris (b) Ours

(c) (d)

Figure 6.1: (a-b) Using our keypoint detection method on a real event streams of a
3D scene, we obtain tracks that are significantly longer than with previous methods.
(c) Our tracks for the beginning of the Guernica sequence from the HVGA ATIS
Corner dataset [73]. (d) We compare our method to Arc [4], eHarris [119], SILC [73],
eFast [77], and the Gradients-based method seen in Chapter 5. Our detector predicts
well-localized keypoints that can be tracked with a simple nearest-neighbor matching
algorithm to obtain very long tracks. It nearly triples the track lifetime of the previous
best method while reducing the reprojection error by more than 1 pixel.

This chapter will be sectioned as follow: we introduce the modifications to the
keypoint detection pipeline in Section 6.1, we present our method in greater details
in Section 6.2 and our experiments in Section 6.3. Section 6.4 is the section in which
we present our conclusion regarding this novel approach.

6.1 Introduction

As shown in Figure 6.1, we propose a novel event-based keypoint detector that sig-
nificantly outperforms previous methods, in terms of stability as it provides much
longer tracks, and accuracy as the keypoints are much better localized.

Our detector is based on a deep recurrent architecture. A first simple but critical
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contribution is how we generate training data: We generate video sequences of
bitmap frames by applying homographies to images from the COCO dataset [70].
We transform these video sequences into event streams using an event-based camera
simulator. To obtain keypoint location labels, we run the Harris corner detector [50]
on the original image from COCO. We warp these locations using the homographies
to obtain the keypoint locations over time. This generates much more stable labels
than, for example, running the Harris detector on all the frames of the sequences.

While this procedure is simple, this results in keypoint detections that are much
more consistent over time than for previous methods. We link these detections us-
ing a simple nearest-neighbor matching procedure into tracks. This results in very
long keypoint tracks, which are very important for many applications such as object
tracking or Structure-from-Motion. This also provides very accurate locations.

We train our architecture on synthetic planar scenes (since we use homographies),
but it generalizes well on real data captured from 3D scenes, which we show by
evaluating on both the HVGA ATIS Corner and The Event-Camera Dataset and
Simulator real datasets [81] (cf. Figure 6.1). Generalization of keypoints trained
on planar scenes to 3D scenes was observed before for bitmap frames, for example
in [29], while generalization of networks trained on synthetic data and evaluated on
real events was demonstrated in [92, 102].

We also observed all previous event-based keypoint detection methods integrate
events over a period of time in a 2D buffer. This integration period is required to
gather enough information from the events, and compensates for noise. While this
integration period is required, all previous methods for keypoint detection for event-
based cameras still provide a single image location for each keypoint detected for this
period. This is probably only because of the legacy of keypoint detection methods
for bitmap images, in which it is assumed that the image information is captured
instantly.

Instead, as our second contribution, we predict multiple successive locations
rather for a single integration period. This is illustrated in Figure 6.2: We
predict a series of successive heatmaps for the entire frame. The local maxima of the
heatmaps give us the predicted keypoint locations. Predicting multiple heatmaps lets
us handle different numbers of keypoints and the fact that keypoints can appear or
disappear during the integration period. Because the predicted locations are spaced
out by a very fine time step, we significantly improve the accuracy of our predictions.

An alternative would be to predict a single location per keypoint, but for many
overlapping integration periods. However, this would result in significantly increased
computation times. By contrast, our approach is very light and has a computational
cost similar to previous methods.

Beyond keypoint detection, we believe that our first observation—predicting mul-
tiple successive estimates for the integration period rather than a single one—can be
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(a) (b) (c) (d) (e)

Figure 6.2: Different keypoint location prediction strategies. (a) Buffer
of accumulated events around a keypoint over a short period of time (20ms). The
keypoint is spread over several image locations. (b-d) Some of the possible locations
for the keypoint, if one sticks to a single location for the buffer. (e) Instead, we
predict multiple heatmaps each corresponding to a point in time (shown here with
a gradient in color). This makes linking detections from several time periods much
more reliable, and results in much longer keypoint tracks.

applied to other event-based camera tasks such as segment detection, depth predic-
tion and object detection to improve their accuracy. Thus, we hope our work will
encourage other researchers to explore this direction.

6.2 Method

Figure 6.3 summarizes our inference pipeline: Our detector integrates the events
sent by the camera over a time period into an ‘event cube’, and outputs a series of
heatmaps for this time period. We detail below how we construct this event cube in
practice, the nature of the heatmaps, the architecture we use, and how we generate
our training data.

6.2.1 Input Event Representation

The input to our detector is a H×W ×B event tensor E(x, y, t), where H, W are the
image sensor height and width respectively and B is the number of temporal bins. In
practice, we use B = 10. We use the method first proposed in [130] and describe it
briefly below for completeness.

Each input event (xi, yi, ti, pi) received during the integration period ∆T con-
tributes to E by its polarity pi to the two closest temporal bins using a triangular
kernel. Formally, E is computed as

E(x, y, t) =
X

i

pi max(0, 1− |t− t⋆i |) , (6.1)
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Figure 6.3: Overview of our inference pipeline. An event cube is built from the
input events and fed to a recurrent neural network. We keep the architecture simple
and efficient. We use the one introduced in Chapter 5. More precisely, the event cube
is given as input to a Squeeze-and-Excite ResNet block, followed by a ConvLSTM
with residual connection. This block of two layers is repeated once. Finally, a simple
convolutional layer predicts the keypoints as a sequence of NH heatmaps.

for all image locations x, y and all temporal bins t. The sum is over all the events
such that xi = x and yi = y. t⋆i is the normalized timestamp of the ith event:

t⋆i =
(ti − tmin)

∆T
(B − 1) , (6.2)

where tmin is the time at the beginning of the integration period.

6.2.2 Predicting Heatmaps

From the event cube, our detector predicts a set of heatmaps. Heatmaps are con-
venient to predict the keypoints’ locations as the number of keypoints varies over
time. In addition, predicting a dense tensor from a dense input like the event cube is
standard and straightforward.

The local maxima of the heatmaps are expected to correspond the keypoints’
locations. To do so, we rely on the cross-entropy between the predicted heatmaps
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Figure 6.4: Generating training data. Similarly to Chapter 5, given a still image,
we apply homographies to warp it and generate a video sequence. However, by
contrast with Chapter 5, we use the same homographies to warp the heatmap of
Harris’ corner of the still image to have a perfect match between the video frames
and the corners. From the video sequence we then generate events using a simulator
and then compute the event cubes [130] used as input to our network.

and the labelled locations for the keypoints:

L =
X

h∈[1;NH ]

X

(x,y)

BCE(Hh(x, y), bHh(x, y)) . (6.3)

The first sum is over the NH predicted heatmaps, in practice we use NH = 10. The
second sum is over the image locations (x, y). BCE denotes the binary cross-entropy.

The bHh’s are labelled binary heatmaps for a given event cube: A location in bHh is
set to 1 if there is a keypoint at this location at time step [tmin+(h−1)/NH×∆T, tmin+
(h)/NH ×∆T [ and set to 0 otherwise. The Hh’s are the predicted heatmaps for the
event cube. We guarantee that their values remain between 0 and 1 by applying the
logistic function on the last layer of our architecture. A similar loss function was used
in [42] for example. It encourages the local maxima with large values in the predicted
heatmaps to correspond to the locations of the keypoints.
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6.2.3 Creating Training Data

Our procedure to generate training data is illustrated in Figure 6.4. We generate
synthetic videos by applying homographies to grayscale images, and convert them
into event streams using a simulator. The keypoint labels are obtained using the
Harris detector for grayscale images. We detail this procedure below.

From an image to a video. More precisely, to generate a synthetic video, we
select an image from the COCO dataset [70] at random. We apply the Harris corner
detector to this image to obtain a set of keypoints. Then, as shown in Figure 6.4,
we create a smooth video from homographies varying randomly to simulate complex
camera motions in front of a planar scene.

To do so, we first generate a number of sine waves with differing periods and
phases. We use this signal as a basis for a random yet continuous translation vector
and a rotation vector. By combining the translation and rotation vectors with a
random depth, we can obtain a homography matrix. By applying these homographies
to the image, we obtain a smooth yet random video. More details are given in the
Listing 5.1. We generate a homography and thus a video frame every∆T/NH seconds,
where ∆T is the integration period, and NH the number of predicted heatmaps for
this period.

From the video to the event stream. To generate events from the synthetic
video, we apply our home-brewed simulator, which is mostly a combination of [90]
and [27]. This simulator computes the difference between consecutive frames after
applying a logarithm to the pixel intensities. It then generates events when the ON-
or-OFF threshold is crossed by the log-difference, if the distance in time since the
last event is greater than a hyperparameter for the refractory period. Multiple noise
patterns are also added including random events firing, events firing multiple times
and certain events always ON or OFF. The internal parameters of the simulator which
define the noise are randomly selected for each video. This finally gives us a stream
of events {(xi, yi, ti, pi)}i, from which we can build the event cubes.

Generating the keypoint labels. We simply apply the homographies already
used to generate the video frames to the keypoint locations in the COCO images.
From this, we can generate the bHh heatmaps needed to compute the loss function.
The ablation study in Table 6.3 shows the beneficial influence of warping the keypoints
locations as opposed to detecting them independently.
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6.2.4 Training Details

We notice it is important to use hard negative mining during training. This is not sur-
prising because of the imbalance between keypoint and non-keypoint pixels: Without
mining, the network converges to the trivial solution of never predicting any keypoint,
as this corresponds to a low value for the loss already.

At each iteration of the optimization, we select a labelled heatmap bHh, and build a
temporally consistent batch that mixes keypoint and hard non-keypoint pixels. This
batch is made of all the positive locations in bHh, i.e. the (x, y) such that bHh(x, y) = 1
and the negative locations (x, y) for which the current predicted value Hh(x, y) is
particularly wrong. More exactly, we use negative locations such that Hh(x, y) > τ
with threshold τ selected such that the number of negative locations in the batch is
three times the number of positive locations.

We also use truncated-backpropagation-through-time of 10 time steps, detaching
the state at each batch and never resetting for each video. We train for 30 epochs
with a learning rate of 1e−4.

6.2.5 Inference and Tracking

At inference, we create the event cubes from incoming events over time periods. To
define the time period, we use either a fixed time delta, or a fixed number of events.
We apply our network to each event cube once it is built. We obtain NH heatmaps
Hh, to which we apply a local non-maximum suppression for every patch of 7 × 7
pixels and keep every local maximum over a threshold τkeypoint = 0.3 to be classified
as a keypoint.

To obtain tracks, we rely on a simple nearest neighbor tracking algorithm: For each
heatmap successively and for each keypoint in this heatmap, we look for a neighbor
in a small region (we consider a 9× 9 region) and a short time period in the past (we
consider a 7ms period). If a neighbor keypoint is found (closest in space within the
7ms period), we associate the new keypoint to its track. If more than one neighbor
keypoint are found, we consider the closest one only. If we do not find any neighbor,
we start a new track with the new keypoint.

6.2.6 Architecture

We use a very shallow recurrent neural network to predict heatmaps {Hh}h from
an event cube. Thanks to this simplicity, inference is very fast. We rely on an
architecture similar to the one presented in Chapter 5 with the exception that we
predict multiple heatmaps instead of two gradient maps as it was previously done.
This architecture is shown in Figure 6.3, and we describe it here for completeness.
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Figure 6.5: Predicting keypoints. When events are integrated over a long time
window, edges become thick and accurate keypoint localization becomes challenging.
We therefore predict the keypoint’s spatial position for multiple time steps. The color
gradient from yellow to red represents the time from past to present. Our network
is able to predict precise keypoint locations at every time step. We then link these
keypoint locations into trajectories using a simple nearest neighbor tracker. (Best
seen in colour).

Also note that in Chapter 5 we still needed to compute the Harris score from the
predicted gradients, while in this Chapter we directly predict keypoint heatmaps as
output of the network.

Our architecture is a 5-layer fully convolutional network of 3 × 3 kernels. Each
layer has 12 channels and residual connections [51]. The second and fourth layers are
ConvLSTMs. The last layer, which predicts the heatmaps, is a standard convolutional
layer, while the remaining feed-forward ones are Squeeze-Excite (SE) connections [55].

6.3 Experiments

In this section, we report our experimental comparison with previous event-based
keypoint detectors on recorded data, and an ablation study on the different aspects
of our detector. We first introduce the baseline, the datasets and metrics we consider,
and then report the results of our experiments.

6.3.1 Baseline, Datasets and Metrics

We used eHarris [119] as baseline for our experiments. Their approach has proven to
be very accurate and very easy to implement. The combination of the efficiency and
ease of execution make it the perfect baseline. We demonstrate with our experiments
that our approach surpasses the baseline by a large margin.
We first consider the HVGA ATIS Corner dataset [73], which was created to evalu-
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NH
δt-reprojection Error (pixels)

Track Lifetime (s)
δt = 25 50 100 150 200

1 1.47 1.62 1.91 1.95 2.62 15.63
2 1.27 1.47 1.66 1.81 2.06 16.70
3 1.25 1.32 1.60 1.67 1.79 16.44
5 1.26 1.31 1.47 1.82 1.85 16.14
10 1.18 1.28 1.45 1.63 1.84 15.7
12 1.15 1.24 1.35 1.53 1.68 15.4

Table 6.1: Influence of NH , the number of predicted heatmaps. NH = 1
corresponds to the standard approach with a single prediction for the integration
period. While NH = 1 already performs well thanks to our training procedure,
increasing NH consistently improves accuracy. Here, we use ∆T = 5ms.

ate event-based keypoint detectors. It consists of seven real sequences with varying
degrees of texture from a standard checkerboard to a complex natural image. These
sequences were captured using an event camera (ATIS sensor) with a resolution of
480× 360 pixels. It only contains recordings of planar patterns.

Following the evaluation protocol of [73], we consider the following metrics:

• the δt-homography reprojection error erδt, which depends on a time parameter
δt:

erδt =
1

NK

X

t

X

k

∥W t+δt
t (Kt,k)−Kt+δt,k∥ , (6.4)

where Kt,k is a detected keypoint at time t, and Kt+δt,k is the location of the
keypoint at time t+ δt that belongs to the same track as keypoint Kt,k. If the
track of Kt,k ends before t+ δt, it is ignored in the sum. W t+δt

t is the estimated
homography (using Kt,k and Kt+δt,k) that warps the view of the planar scene at
time t to the one at time t+ δt. NK is the total number of terms in the sums,
to compute the average of the distances.

• the average track lifetime of the longest 100 tracks over each of the seven se-
quence.

We also evaluated our detector on The Event-Camera Dataset and Simulator [81].
The dataset is composed of multiple scenes with a variety of shapes and textures.
Some scenes capture 3D and/or dynamic environments. This makes the computation
of the homography reprojection error metric unfeasible. We therefore followed a
similar protocol to [43] for evaluation: We run the event-to-video model from [92]
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Figure 6.6: Ground truth inconsistencies for the Event-Camera Dataset [81].
Ground truth keypoint locations for this dataset are sometimes quite inconsistent,
making the comparison of methods on this data challenging. (Best seen in colour)
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Integration Period ∆T
δt-reprojection Error (pixels)

Track Lifetime (s)
δt = 25 50 100 150 200

2.5ms 1.19 1.33 1.72 2.15 3.11 12.8
5ms 1.18 1.28 1.45 1.63 1.84 15.7
7.5ms 1.31 1.37 1.52 1.52 1.54 15.8
10ms 1.39 1.50 1.51 1.55 1.56 14.8
25ms 1.46 1.50 1.62 1.98 2.86 11.7
50 ms - 1.92 2.28 3.32 3.81 10.8

Table 6.2: Influence of ∆T , the length of integration period. We use ∆T =
5ms in all the other experiments.

to recreate frames from events and extract Harris corners on said frames to create
groundtruth. However, as shown in Figure 6.6, the groundtruth is inaccurate and
unstable over time. Another flaw of this evaluation criterion is a positive bias towards
keypoints detectors relying on Harris corners. Nonetheless, for completeness, we
provide an evaluation following this protocol for comparison with earlier methods as
it was used in previous papers.

On this dataset, to be able to compare with already published results, we report
Prel and Rrel, respectively the precision and recall relative to eHarris (Prel = P/PHarris

and Rrel = R/RHarris). As in [43] results are computed on the sequences boxes 6dof,
dynamic 6dof, poster 6dof and shapes 6dof.

6.3.2 Ablation Study

Predicting a single heatmap vs multiple heatmaps (the influence of NH).
We evaluated the performance of our detector on the HVGA ATIS Corner Dataset
when varying NH , the number of predicted heatmaps. Setting NH = 1 allows us to
also evaluate the influence of predicting multiple heatmaps compared to a single one,
as it is more traditionally done.

Table 6.1 reports the results. Predicting a single heatmap already performs well
thanks to our training data. However, accuracy keeps improving when NH increases.
As computation time also increases with NH , there is still a balance to find. We chose
NH = 10 for all the other experiments reported in this paper.

Influence of ∆T , the length of integration period. Our network is dependent
on the integration period. Table 6.2 reports the δt-reprojection error and the track
liftetime metric for various values of ∆T . Reducing ∆T too much reduces the per-
formance as not enough events are given as inputs, which puts too much strain on
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Generation of Training Data
δt-reprojection Error (pixels)

Track Lifetime (s)
δt = 25 50 100 150 200

Detecting Corners 1.34 1.59 1.99 2.19 2.31 2.4
Warping Corners 1.18 1.28 1.45 1.63 1.84 15.7

Table 6.3: Evaluation of two strategies for generating training data: detect-
ing or warping keypoints. We compare two networks: Detecting Corners cor-
responds to a network trained with keypoints detected independently in each frame;
Warping Corners corresponds to training with keypoints detected in the reference
frame and then warped using the simulated homographies.

the memory of such a small network. On the other hand, setting ∆T too high also
reduces the precision of the predictions. A good trade-off is ∆t = 5ms, and it is the
value we used for all other experiments.

Influence of the strategy for generating training data. In Table 6.3, we eval-
uate the strategy to generate keypoint labels described at the end of Section 6.2.3,
where we detect a first set of keypoints in the initial grayscale image using Harris
and warp their locations in the other images using the homographies already used to
generate the video frames. It is compared with a more commonly approach where
the keypoints are redetected in each frame independently. Generating training labels
by warping results in a significantly more stable detector.

6.3.3 Comparison to the State-of-the-Art

We compare ourselves to [4, 43, 73, 77, 119] and our previously mentioned approach
using image gradients, on two real event-based datasets.

Table 6.4 reports the comparison results, using the same tracking algorithm for
all methods, on the HVGA ATIS Corner Dataset. Our detector is able to beat previ-
ous methods both in terms of accuracy as given by the δt-homography reprojection
error and of track lifetime metrics. When comparing this novel approach to the one
presented in Chapter 5, predicting image gradients first followed by a corner score
computation, we can clearly see the benefit of predicting keypoints directly. Remov-
ing the intermediate representation improves accuracy as well as temporal coherence
(measured with the track lifetime metric). Moreover, Figure 6.7 provides visual com-
parisons of the track lengths for these methods.

Table 6.5 reports the comparison results on The Event-Camera Dataset. While,
as discussed at the beginning of this section, the results can be considered as biased,
they show that our detector performs well on this other dataset captured with a
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Method
δt-reprojection Error (pixels)

Track Lifetime (s)
δt = 25 50 100 150 200

eHarris [119] 2.57 3.46 4.58 5.37 6.06 0.74
eFast [77] 2.12 2.63 3.18 3.57 3.82 0.69
Arc [4] 3.80 5.31 7.22 8.48 9.49 0.91

SILC [73] 2.45 3.02 3.68 4.13 4.42 1.12
gradients 5 2.46 4.26 7.25 11.98 8.89 5.46

ours 1.18 1.28 1.45 1.63 1.84 15.7

Table 6.4: Evaluation on the HVGA ATIS Corner Dataset. Our detector
outperforms all previous methods in terms of δt-homography reprojection error for
various δt, and of track lifetime metric. We nearly reduce by half the reprojection
error while at the same time triple the tracks lifetime.

Method Prel Rrel

eHarris [119] 1 1
eFast [77] 0.68 0.55
Arc [4] 0.84 0.59

luvHarris [43] 0.86 0.97
ours 1.03 2.17

Table 6.5: Evaluation on The Event-Camera Dataset. The dataset was captured
with a different sensor than the HVGA ATIS Corner dataset, nevertheless our detector
also outperforms earlier work. Following the protocol of [43], we report Prel and Rrel,
the precision and recall relative to eHarris (Prel = P/PHarris and Rrel = R/RHarris).

different sensor.

6.3.4 Qualitative results

Figure 6.5 shows how our network is able to predict heatmaps through time which are
coherent with one another. The keypoint is correctly predicted at multiple locations
for the same volumetric input despite long accumulation time which make the edges
become thicker. Keypoint are correctly detected for easy corners on the left as well
as more textured keypoint. The consistency through time is a great advantage of
our method and make it possible to track corners using a simple nearest neighbor
algorithm.
Similarly, Figure 6.7 demonstrate the homogeneous spatial distribution of our key-

93



eHarris eFast Arc luvHarris Ours

Figure 6.7: Visual comparisons of tracks obtained by different methods on
the HVGA ATIS Corner Dataset. The tracks obtained with our detector are
significantly longer.
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points which create very long and smooth tracks. Our method helps with tracks
continuity, they are seldomly lost or broken which is not the case for other methods
such as eHarris, eFast, Arc or even luvHarris.

6.3.5 Computation Times and Memory Footprint

The network used in Chapter 5 has only been changed to ouptut more than two
channels. The small number of parameters (27.5k) and minimal runtime (7ms on
a GTX 1080 GPU for a HVGA input event sensor) make it the ideal candidate for
real-time applications. The overall approach is very lightweight: The event cute have
a low footprint, the network size is minimal and no post processing is needed for
keypoint detection other than a non-maximal suppression. Our detector offers the
possibility to reduce even more computations by augmenting the integration period
and the number of predicted heatmaps at the cost of only minimal latency if needed.

6.4 Conclusion

We have explained in this Chapter how we train a neural network to predict keypoints
directly from an event cube without using an intermediate representation, such as the
image gradients. Bypassing the intermediate representation speeds up the process
as computing the Harris score becomes unnecessary. The prediction of a volume,
through the prediction of multiple heatmaps, instead of predicting keypoints for a
single timestamp, is another way to decrease computational needs while at the same
time improving the accuracy of the keypoints. We manage to reach an accuracy in
the range of the pixel for the reprojection error which is very precise and will enable
future applications such as SLAM.
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Chapter 7

Conclusion
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To conclude our work we will discuss in this chapter the overall contributions of
our work in Section 7.1, the impact it had in Section 7.2 and the potential future
work directions in Section 7.3.

7.1 Contributions

The main objective of our work was to create a keypoint detection algorithm for event
based sensors as computationally efficient as possible. The perfect keypoint detector
is fast yet robust. Our first work used gradient prediction as a intermediate step
between events and keypoints. In our second work we have removed this intermediate
step and predicted keypoints directly. We have also introduced multiple predictions
in time for keypoints, improving significantly the precision of keypoints in space and
lowering the frequency of inference needed for a similar precision.

7.1.1 Detecting Stable Keypoints from Events through Im-
age Gradient Prediction

In this paper the main contribution is to use the image gradients as a bridge be-
tween events and keypoints. The network used is very lightweight and enables very
fast gradient predictions. The computation of the Harris score efficiently gives the
classification of events as keypoints. The network was trained using a simulator to
benefit from pixel perfect alignment and robustness to noise. The approach became
the novel state-of-the-art in the field both in terms of keypoint precision and keypoints
robustness (stability through time).

7.1.2 Long-Lived Accurate Keypoints in Event Streams

In this work we were able to bypass the intermediate representation of the image
gradients to directly predict keypoints locations as heatmaps. We improved the ro-
bustness of the predictions and the track lifetime by reprojecting the keypoints during
the generation of the ground truth. The good quality of the ground truth also enabled
us to use hard negative mining during training helping with the imbalance between
positive and negative classification of keypoints. The accuracy of the prediction was
greatly improved by predicting multiple heatmaps instead of a unique one. This also
made it possible to augment the time between inference and reduce the computational
needs of the method.

We have released the code needed to train and validate the keypoint detection algo-
rithm for event cameras here https://www.prophesee.ai/metavision-intelligence/.
The code can be downloaded along with trained models.
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7.2 Impact

The use of gradient as an in-between representation between events and images can
be found in [52]. The authors compute the gradients of images and collect polarities
pixelwise to produce a brightness increment image. They then proceed to compare
both representations as part of their Direct Sparse Odometry pipeline.
The code has been publicly released for our the state-of-the-art keypoint detection
algorithm and is now available to everyone. It will also be used internally for multiple
projects at Prophesee.

7.3 Future work

Our work has been focused on keypoint detection i.e. classification of pixels as key-
points. The tracking has always been done with a simple nearest neighbor algorithm
proving the robustness of our method and taking advantage of the very high temporal
resolution of event sensors.

This approach has however some limitations, especially when considering loop
closing in a SLAM or odometry setting. It is also an issue when trying to do some
matching or relocalisation. This fallout can be avoided by computing some descriptors
per pixel as is done in many other papers such as [29] (illustrated in Figure 7.1). The
easiest way to compute descriptors would be to add a descriptor head to our network
and introduce a descriptor loss. We could use the known homographies to train our
descriptor head as was done in [29] using a hinge loss. The learning would also need to
be balanced between detecting and describing keypoints. This addition would increase
the computational needs of the method but would enable many other applications for
the keypoint detection algorithm. This would also help to make the algorithm even
more robust as we could use the descriptors to link feature tracks together instead of
creating a novel track when some discontinuity or discrepancies arise.
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Figure 7.1: A simple way to add descriptors to a neural network is to add a description
head in addition to the head for classification. Figure courtesy of [29]
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