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Introduction

Interaction between local moments and itinerant electrons may give rise to the magnetic po-
larization of the Fermi sea and/or to more exotic phenomena near Fermi level such as a mass
renormalisation of the conduction electrons and a non magnetic ground state due to the Kondo
effect. Once superconductivity is introduced into the system, the magnetic moment of the im-
purity, if rigid enough, can induce Yu-Shiba-Rusinov states which may form new topological
states when coupled to each others. These phenomena have been widely studied in recent years,
as they are central to design emerging spintronics devices and quantum-based technology. In
this context, magnetic molecules forming hybrids with superconductors are promising build-
ing blocks of these kinds of devices. However the fundamental properties of supramolecular
assemblies of magnetic molecules on normal or superconducting metal surfaces are still to be
studied. In this thesis we have used scanning tunneling microscopy/spectroscopy (STM/STS)
techniques to study organization, electronic, magnetic and superconducting properties of mag-
netic self-assembled supramolecular systems on normal and superconducting metal surfaces.

In the first two chapters, we introduce the knowledge on the interactions of magnetic impuri-
ties deposited on normal and superconducting metal surfaces. Then we present the experimental
and numerical techniques that were used to prepare the samples, acquire the data and analyze
them. The experimental setup is also briefly described.

In the following chapters, we detail the results obtained during the study of the structural and
electronic properties of:

1. Fe−DPyDBrPP molecules on Au(111) surface

2. Fe−DBrDPP molecules on superconducting Pb(110) surface

In the first case, the magneticFe−DPyDBrPPmolecules are deposited on Au(111) surface.
We reported the reversible transition from S = 1 spin state to mixed-valence state. We have
shown that the spin state transition is controlled by the adsorption site which can induce charge
fluctuations. By manipulating the molecules with the microscope tip, we also succeeded in
controlling the induced charge fluctuations, fabricating intermediate states with mixed-valence
properties.

In the second case, we studied the magnetic Fe−DBrDPP molecule, whose spin state is
S = 1, on the surface of superconducting Pb. We found several self-assembled supramolecular
systems (orders "4mer", "0B" and "1B"). The "4mer" molecules have the weakest coupling to
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the substrate due to the formation of a compact lattice. They show only inelastic spin excita-
tion signature (SF) in the low energy spectra, indicating that magnetic anisotropy dominates the
coupling with the substrate. Both "0B", "1B" molecules are strongly coupled to the substrate,
resulting in two Shiba states in the gap. From our analysis, the two Shiba states originate from
different molecular orbitals with different orbital characteristics. In addition, we also found that
the local environment of the molecule also plays an important role in the electronic properties
of the molecule. For the "0B" molecule, the inter-molecular interaction can make the "0B"
molecule extremely sensitive to external perturbations and in particular to the presence of the
microscope tip. We have been able to observe the evolution of the excitation characteristic of
SF towards Shiba physics under the effect of the interaction with the tip. During the evolution,
we observed an intermediate regime where the SF signature outside the gap and the Shiba state
coexist.

The results we have presented in this thesis should help us to better understand the relation-
ship between the structure of porphyrin-based magnetic supramolecular systems deposited on
metals and superconductors on their electronic properties. The emerging charge effect induced
by the structural conformation and the interaction with the substrate observed in both systems
could eventually be used for spin state control, which is essential for the development of molec-
ular spintronic devices.
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List of Abbreviations

Fe−DBrDPP Fe 5,15-dibromo-10,20-diphenyl porphyrin
Fe−DPyDBrPP Fr 5,15-dipyridyl-10,20-dibromophenyl porphyrin
2D/3D Two dimensional/Three dimensional
BCS Bardin-Cooper-Schrieffer
CS1/CS2 Channel 1/2 Shiba states
DOS Density of States
FM/AFM Ferromagnetic/Antiferromagnetic
FOA/FOB molecular Frontier orbital A/B
OMBE/MBE (Organic)Molecular-Beam-Epitaxy
IR1/IR2 Intermediate-Regime 1/2
MIM Metal-Insulator-Metal
NRG Numerical renormalization group
RKKY Ruderman-Kittel-Kasuya-Yosida
SC Superconductor
SF Spin-Flip
SIS Superconductor-Insulator-Superconductor
SO/SOI/SOC Spin-Orbit/Spin-Orbit Interaction/Coupling
STM/STS Scanning tunneling microscopy/spectroscopy
UHV Ultra High Vacuum
YSR Yu-Shiba-Rusinov
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List of Symbols
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kB Boltzmann Constant
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EF Fermi energy
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Chapter 1

Magnetic impurities on metal surface

1.1 Introduction

Interaction between local moments and itinerant electrons may give rise to the magnetic polar-
ization of the Fermi sea [1–3] and/or to more exotic phenomena near Fermi level such as a mass
renormalization of the conduction electrons and a non magnetic ground state due to the Kondo
effect. Once superconductivity is introduced into the system, the magnetic moment of the impu-
rity, if rigid enough, can induce Yu-Shiba-Rusinov states (latter called Shiba states) which may
form new topological states when coupled to each others. These phenomena are widely studied
in recent years, as they are central to design emerging spintronics devices and quantum-based
technology.

In this chapter we will introduce the basic theoretical aspects of the interaction between
magnetic moment and conduction electrons in normal metals and superconductors.

At the first stage shown in section (1.2), we consider the case of conduction electrons in a nor-
mal metal which can be considered as quasi-free electron gas. We will start with the introduction
of impurity problem where Kondo effect is raised (section (1.2.1)) and then the Anderson impu-
rity model used to describe Kondo effect (sections (1.2.2) and (1.2.3)). After that we will study
the interaction between a spin-1/2 impurity with conduction electrons and understand the for-
mation of Kondo ground state in section (1.2.4), then in section (1.2.5) we will extend the study
to a spin-1 impurity and examine the effect of magnetic anisotropy, hybridization and charge
fluctuations on spin state of impurity by looking at simulated excitation spectrum. In the end of
first stage we will discuss about multiple impurities problem in section (1.2.6) and acquire the
basic understanding of impurity lattice.

At the second stage shown in section (1.3), we adopt the same structure as first stage but
we consider the conduction electrons in a superconductor which can no more be considered as
quasi-free electron gas. We will start with the introduction of superconductivity phenomena
(section (1.3.1)) and the BCS theory that explains superconductivity in a microscopic view (sec-
tion (1.3.2)). After that we will introduce Yu-Shiba-Rusinov magnetic bound state which is a
result of interaction between spin-1/2 impurity with superconductor in section (1.3.3), then in
section (1.3.4) we will extend the study to a spin-1 impurity interacting with superconductor in
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which we study the simulated excitation spectrum and corresponding ground state and excited
states. In the end of second stage, we will also discuss about the impurity lattice problem for a
superconductor in section (1.3.5).

At final stage shown in section (1.4), we will introduce the concept of self-assembled mag-
netic molecule system that we propose to study throughout this thesis.

1.2 Magnetic impurity in interaction with a normal metal

Strongly correlated systems have drawn great attention in condensed matter physics in cases
when many-body interaction dominates the kinetic energies, giving rise to exotic material behav-
ior such as Mott insulator, heavy fermion electronic systems, fractional quantum Hall systems...
One important class of the many-body interactions is the interaction between local magnetic
moments and conduction electrons. This usually refers to impurity problem where magnetic
impurities are present in the normal (non superconducting) metal.

The problem of impurities dates back to the early 1930s. In 1934 de Haas et. al. [4] had
discovered that the electrical resistivity of gold wires does not decrease monotonically as tem-
perature decreases but rather increase below a characteristic temperature. This strange upturn
of resistivity is in contrast with understanding that resistivity is caused by scattering of conduc-
tion electrons by nuclei that vibrates around their equilibrium lattice positions, as temperature
decreases, the lattice vibration is suppressed and resistivity should decrease monotonically to a
constant value. In 1964, Jun Kondo successfully explained the abnormal resistivity behavior at
low temperature by considering interaction between magnetic impurities inside the metals with
conduction electrons. Kondo had adopted a perturbation approach by using the so-called Kondo
model [5] and found a logarithmic divergence of resistivity below a characteristic temperature
TK (now called Kondo temperature) as magnetic impurities open a new scattering channel.

1.2.1 Kondo effect

The general condition for developing the Kondo effect is that the internal degree of freedom of
an impurity state is degenerate and allows spin reversal (∆s = ±1). For example, in Fig. 1.1),
the spin degree of freedom is involved when a 3d state at EF − ϵd of a magnetic atom is singly
occupied (S = 1/2) and interacts with the conduction electrons of the metal sample. In this case,
the hybridization causes broadening of the 3d level spanning over an energy ∆ and the on-site
Coulomb repulsion U prevents double occupation of the 3d level.

The scattering process of the Kondo effect is illustrated in Fig. 1.1 (b) where the unpaired
electron in the 3d state and a conduction electron flip their spin via virtual intermediate states. As
a result of this scattering process, a resonance emerges at the Fermi level in the density of states.
This resonance is called Abrikosov-Suhl resonance [7–9] or Kondo resonance. It is localized at
the Fermi energy, indicating a zero energy cost for the elastic spin reversal of the impurity. The
width and shape of the resonance determine the Kondo temperature (TK) of the system. This is
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3d
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d

Figure 1.1: Microscopic view of Kondo effect. (a) Energy-dependent LDOS of a magnetic atom embed in normal
metal. (b) The spin of the singly occupied 3d state can be flipped by a conduction electron with opposite spin near
Fermi level through two intermediate states 1 or 2 where 3d state is fully occupied or empty. Image adapted from [6].

the most common Kondo effect, where only the spin degree of freedom is involved and it is also
called the spin-Kondo effect. The spin-Kondo effect has been extensively studied theoretically
and experimentally over the past decades.

Other degrees of freedom like orbital quantum number can also give rise to so-called orbital
Kondo effect ([10]) where degenerate orbitals response for elastic spin flip process. The SU(4)
(Spin-1/2

⊗
Orbital = SU(4)) Kondo effect has been discovered in metal surface [11], quantum

dots [12, 13], carbon nanotubes [14] and possibly molecular systems [15].

1.2.2 Anderson impurity model

In order to describe the Kondo effects we adopt the Anderson impurity model proposed by An-
derson in 1961 [16] for which a single two-level impurity interacting with conduction electrons
can be written as:

H =
∑
k,σ

ϵkc
†
kσckσ + ϵd

∑
σ

d†σdσ + Ud†↑d↑d
†
↓d↓ +

∑
k,σ

Vk(c
†
kσdσ + h.c) (1.1)

where the first term is the Hamiltonian that describes the kinetic energy of the conduction elec-
trons in a normal metal, the next two terms describe the impurity energy levels with on-site
Coulomb repulsion, the last term is called hybridization term and describes the hybridization
between impurity level with conduction electrons.

Other terms can also be introduced depending on the specific systems. For instance, Hund’s
coupling and inter-orbital Coulomb repulsion need to be considered for a high spin impurity
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showing degenerate levels. Also, an impurity adsorbed on a metal surface usually exhibits a non-
null magnetic anisotropy which lifts the degeneracy of the impurity levels because of the crystal
field splitting induced by the breaking of crystal inversion symmetry at the surface. Another
example is the case of a system composed of multiple impurities where the spin-spin interaction
between impurities should be included in the Hamiltonian.

1.2.3 Impurity deposited on a metal surface

In our work, we used a scanning tunneling microscope (STM) to study magnetic molecules
adsorbed on metal surfaces, hence we will focus our discussion on the systems consisting of
magnetic impurities adsorbed on metal surfaces (Fig. 1.2 (a)). Top figure of Fig. 1.2 (b) shows a
typical schematic energy level of spin-1 nanomagnet with non zero uniaxial anisotropy D and
transverse anisotropy E, the bottom figure of (b) illustrate the conductance behavior of such
magnet as a function of bias voltage obtained in tunneling experiments.

substrate

𝑯𝒃𝒂𝒕𝒉

STM �p

𝜞𝒕

𝑽𝒉𝒚𝒃

impurity 𝑯𝒊𝒎𝒑

(a) (b)

Figure 1.2: Scanning tunneling spectroscopy experiment of a magnetic impurity adsorbed on metal surface.
(a) Schematic model of STM experiment. Γt is the tunneling rate of electrons between the STM tip and impurity
levels described byHimp, Γt is weak with respect to the hybridization Vhyb between impurity and conduction elec-
trons in metal substrate described byHbath. (b) Top: Illustration of splitting of spin-1 impurity state in presence of
non-zero magnetic anisotropy with D the uniaxial anisotropy and E the transverse anisotropy. Bottom: schematic
tunneling conductance spectrum showing two symmetric conductance steps with respect to the Fermi level corre-
sponding to the two spin excitations illustrated in upper figure. Image adapted from [17].

Here, we adopt the multi-orbital Anderson model used in David Jacob’s work [17, 18] be-
cause it is trustfully reproducing our observed results.

H = Himp +Hbath + Vhyb (1.2)
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The full Hamiltonian is divided into four parts: Himp represents the Hamiltonian describing
the spin impurity possessing multiple unpaired electrons in d orbitals, Hbath the Hamiltonian
describing the conducting electrons in the reservoir and Vhyb the hybridization term describing
the coupling between spin impurity with conduction electrons. The impurity Hamiltonian is
thus:

Himp = ϵdN̂d+U
∑
α

n̂α↑n̂α↓+U
′ ∑
α ̸=α′

n̂αn̂α′ − JH
∑
α ̸=α′

S⃗α · S⃗α′ +DŜ2
z +E(Ŝ2

x − Ŝ2
y) (1.3)

where ϵd are the single particle energies of d orbitals, N̂d =
∑

α,σ n̂ασ the number operator for
all d orbitals, n̂ασ = d†ασdασ the number operator of single d orbital α with spin σ and d†ασ(dασ)
is the fermionic creation (annihilation) operator, U and U ′ the intra- and inter-orbital Coulomb
repulsion, JH the Hund’s coupling, S⃗α =

∑
σσ′ d†ασ τ⃗σσ′dασ′ the total spin of d orbital α, D and

E the uniaxial anisotropy and in-plane (transverse) anisotropy. The second term in equation
(1.2) describes the conduction electrons in a normal metal:

Hbath =
∑
k,α,σ

ϵkαc
†
kασckασ (1.4)

where ϵkα is the energy of conduction electrons with momentum k and spin σ that couple to
d orbital α. And the third term in equation (1.2) denotes hybridization term between impurity
with conduction electrons:

Vhyb =
∑
k,α,σ

Vkα(c
†
kασdασ + h.c) (1.5)

The hybridization function is then written as:

∆hyb
α (ω) =

∑
k

| Vkα |2

ω + µ− ϵkα + iη
(1.6)

The imaginary part of the hybridization function Γα = −Im∆α is used to describe the exchange
coupling strength between orbital α and the conduction electrons. Strictly speaking the hy-
bridization Γ differs from the exchange coupling JK adopted in Kondo model, but Kondo model
and Anderson model [16] are in fact equivalent through Schrieffer-Wolff transformation [19] and
JK is directly proportional to Γ, thus in this work the physical meaning of these two physical
quantities can be substituted.

1.2.4 spin-1/2 impurity

Now we can estimate the evolution of the ground state of a magnetic impurity on a surface due
to the hybridization with the surface conduction electrons by considering a simple model solved
by Fulde [20]. In this model, a singly occupied orbital (S = 1/2) couples to a singly occupied
orbital of a metal. The energies of two orbitals are ϵd and ϵmetal with ∆ϵ = ϵmetal − ϵd > 0. It is
reasonable to make some assumptions where: 1). The impurity has a rigid spin S = 1/2 by setting
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U → ∞. 2). The inter-orbital Coulomb interaction U ′ is neglected. 3). the hybridization V
between the two orbitals is weak (V << ∆ϵ). 4). the out of plane and in-plane magnetic
anisotropy energiesD and E are neglected as a spin-1/2 system is not influenced by them. Then
the Hamiltonian describing the two-level system is:

H = ϵd
∑
σ

d†σdσ + Un̂d
↑n̂

d
↓ + ϵmetal

∑
σ

c†σcσ + V
∑
σ

(c†σdσ + h.c) (1.7)

In order to advance in the understanding, we first turn off the hybridization (V = 0) and look
for the eigenstates of the spin. The ground state has energy ϵd + ϵmetal and consists of a singlet
(S = 0) and three fold degenerate triplet (S = 1) (Fig. 1.3 (a)). The system has one excited state
of energy 2ϵmetal.

Once the hybridization V is turned on, the singlet state and the excited state are coupled,
giving rise to a new ground state of energy ϵd + ϵmetal − 2V 2

∆ϵ
and a new excited state of energy

2ϵmetal +
2V 2

∆ϵ
(Fig. 1.3 (b)).

S = 0

S = 1

S = 0

V = 0 V 0

2 metal

d+ metal

2V2

2V2
-

(a) (b)

Figure 1.3: Simple model illustrating the evolution of the ground state due to hybridization. Two unpaired
electrons localized in a d orbital of the impurity and metal orbital with energies ϵd and ϵmetal respectively. The on-
site Coulomb interaction on the d state is infinity so that the double occupancy is forbidden. Coulomb interaction
in the metal is neglected. Inter-orbital Coulomb interaction is also neglected. (a) When the hybridization is off,
V = 0, the ground state has four fold degeneracy with energy ϵd + ϵmetal, indicating four configurations with
two electrons in two different orbitals. The singlet excited state has energy 2ϵmetal, indicating double occupancy
of metal orbital. (b) When hybridization is non-null V ̸= 0, S = 0 singlet state becomes the new ground state,
indicating the hybridization favors a non-magnetic ground state for spin-1/2 impurity. Image adapted from [21].

1.2.5 spin-1 impurity

So far we have considered the spin-1/2 impurity problem where the resonance at the Fermi level
is the result of a single electron coupled with conduction electrons. In the following we present
the case of a spin-1 impurity with two unpaired electrons coupled with the conduction electrons.
To do so, we will evaluate the ground state and simulate the tunneling conductance spectra of
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an impurity of S = 1 in a metal following the approach adopted by David Jacob [18] using the
equation (1.2) 1

It should be noted that in the following discussion two channels (d orbitals) are considered
to be identical, i.e. same energy ϵd and same hybridization with conduction electrons Γα. 2

Effect of magnetic anisotropy

We first evaluate the effect of the magnetic anisotropy on the ground state of a spin-1 impurity.
Unlike the spin-1/2 case which always exhibits double degenerate states [26], spin-1 impurity
has a triplet ground state characterized by mz = 0,±1. With non-null out of plane and in-plane
magnetic energy anisotropy (D ̸= 0 and E ̸= 0, respectively), the degeneracy of the triplet state
is lifted. The uniaxial anisotropy D lifts the degeneracy between |mz = 0⟩ and |mz = ±1⟩
states, depending on the sign of D the ground state can be a singlet (|mz = 0⟩ for D > 0) or a
doublet (|mz = ±1⟩ for D < 0).

The transverse anisotropy E will further lift the degeneracy of |mz = ±1⟩ doublet resulting
a complete split configuration. The splitting of the ground state in presence of positive values
of D and E is presented in Fig. 1.2 (b) upper figure. In this precise case, the only possible spin
excitation can only occur between |mz = 0⟩ ground state and the split doublet states |χ−⟩, |χ+⟩
with excitation energy∆0 = D+E and∆1 = D−E respectively. These spin excitation energy is
called inelastic spin excitation (see section 2.2.4) and can be measured by tunneling conductance
spectra, giving rise to steps of conductance symmetric with respect to Fermi level [27, 28], as
shown in Fig. 1.2 (b) lower figure. The two spin excitations indicated in the upper figure are
resolved by two symmetric steps at voltage ∆̃0/e and ∆̃1/e in conductance spectra where ∆̃0,
∆̃1 are renormalized (effective) spin excitation energy which depend on bare excitation energy
∆0, ∆1 (anisotropy parametersD,E), hybridization Γα for each orbital and charge fluctuations.

The effect of anisotropy on the dI/dV spectra of spin-1 impurity is presented in Fig. 1.4.
The impurity parameters used for simulation are: U = 3.5 eV, U ′

= 2.5 eV and JH = 0.5 eV
so that the spin-1 (Nd = 2) impurity is at particle-hole symmetry point (half-filling condition)
where ϵ∗d = −U

2
− (U

′ − JH
2
)(Nd − 1) = −4 eV, the hybridization Γ/π = 50 meV for both

orbitals and temperature kBT = 0.1 meV, i.e. T ≈ 1 K.
In Fig. 1.4 (a) the transverse anisotropyE is set to zero and several positive uniaxial anisotropy

D > 0 are tested. When D is small, the splitting of triplet ground state is not obvious and we
can still observe the Kondo peak (purple line) signature due to the elastic spin flip process oc-
curred in degenerate triplet states. WhenD becomes larger, the Kondo peak splits and gradually
evolves to steps signature shown in Fig. 1.4 (a). This means Kondo effect and inelastic spin ex-
citation have the same magnetic origin and they can not coexist in presence of positive uniaxial

1The tunneling conductance spectra obtained in a microscopy experiment reveal the local density of states of
the impurity on which spin-flip effects are superimposed (see section (2.2.4)).

2In the real case, the Kondo effect of a spin-1 impurity is more complicated as two channels can couple differently
with the conduction electrons depending on the orbital geometry. This may result in the so-called underscreened
Kondo effect, where only one channel develops a fully screened Kondo effect while the other orbital has a residual
spin [22–25] at a given temperature. In the following the underscreened Kondo effect will not be considered.
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anisotropy D. This evolution between Kondo peaks and steps signature for spin-1 system has
been observed in cobalt complexes in which D is precisely controlled without modifying other
parameters [29]. In Fig. 1.4 (b) the effect of transverse anisotropy E is estimated. As E increase
the step signature at each side splits to double steps signature, indicating the splitting of excited
states |mz = ±1⟩ that leads to different excitation energies ∆̃0 and ∆̃1. These double steps
signature have been observed in several spin-1 impurity [30–33].

For negative uniaxial anisotropy D < 0 and zero transverse anisotropy E = 0 (not shown
here) the ground state is a doublet |mz = ±1⟩. The spin flip can not directly occur between
them as ∆mz = 2, nevertheless spin flip can occur via the excited state |mz = 0⟩, in this case
Kondo effect will coexist with inelastic spin excitation (|mz = ±1⟩ → |mz = 0⟩) and a Kondo
peak with two side steps will be observed in conductance spectra [18].

Roughly speaking, the presence of a magnetic anisotropy tends to lift the degeneracy of spin
states and suppress the Kondo effect, as a result, the impurity becomes "decoupled" from the
metal, this case refers to so-called atomic limit where the system has a well-defined valency and
quantized spin (Fig. 1.2 (b)).
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Figure 1.4: Effect of magnetic anisotropy on ground state and calculated spectral intensity for a spin-1 im-
purity. (a) calculated spectral intensity for several values of uniaxial anisotropy D for interaction parameters:
hybridization Γ/π = 50 meV for both orbitals and at temperature kBT = 0.1 meV, i.e. T ≈ 1 K. (b) calculated
spectral intensity for several values of transverse anisotropyE,D = 8.7 meV for interaction parameters: hybridiza-
tion Γ/π = 50 meV for both orbitals and at temperature kBT = 0.4 meV, i.e. T ≈ 4 K. Image adapted from [18].

Effect of hybridization

For magnetic anisotropy, it tends to lift degeneracy and to "decouple" impurity from the metal,
while the coupling strength Γ tends to renormalize magnetic anisotropy and recover the degen-
eracy [34]. We can estimate the effect of the hybridization Γ on the conductance spectra and
on renormalized (effective) spin excitation energies ∆̃0, ∆̃1 shown in Fig. 1.5 where impurity
parameters are the same as that in Fig. 1.2 (U = 3.5 eV, U ′

= 2.5 eV, JH = 0.5 eV, ϵ∗d = −4

eV; with anisotropy parameters: D = 8.7 meV, E = 3 meV at temperature kBT = 0.4 meV, i.e.
T ≈ 4 K). The choice of anisotropy parameters D,E = 8.7, 3 meV corresponds to the typical
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values of porphyrin/phthalocyanine based magnetic molecule adsorbed on metal surface [30–
33] which are also similar to what we have observed in our work.

From Fig. 1.5 we can find two important points: as the hybridization Γ increases 1). the
conductance steps become broader. 2). the conductance steps move toward Fermi level (to lower
effective energy). The first point is the direct result of the hybridization to the conduction states,
this indicates that we can extract coupling strength Γ by introducing a characteristic parameter
that describes the broadening of step function in a fitting procedure. The second point correspond
to the reduction of the effective spin excitation energies ∆̃0, ∆̃1 due to hybridization Γ [35]. It
should be noted that even for a quite large value of Γ the stepped structure is completely washed
out but Kondo peak feature still not emerges, instead a dip at Fermi level subsists. This is an
indication that the uniaxial anisotropy D is hardly overcome by Γ-hybridization, and this was
explained by NRG calculations demonstrating that the anisotropy term DŜ2

z is always enhanced
at the lowest energy scales [23, 36].
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Figure 1.5: Effect of hybridization on the spectral intensity and effective inelastic spin excitation energies of
spin-1 impurity. (a) Calculated spectral intensity for several values of hybridization Γ (same for both orbitals). (b)
Renormalized inelastic spin excitation energies ∆̃0, ∆̃1 as function of the hybridization Γ. (a) and (b) anisotropy
parameters: D = 8.7 meV, E = 3 meV, temperature kBT = 0.4 meV, i.e. T ≈ 4 K. Image adapted from [18].

The simulation results presented above show the competition between magnetic anisotropy
and hybridization. The former one tends to lift degeneracy, resulting a SF gap in conductance
spectra. The latter one tends to recover degeneracy by renormalising magnetic anisotropy, result-
ing reduced SF gap size. This competition has been already studied in several systems such as
S = 3/2 cobalt atom deposited on Cu2N [34, 37] where cobalt atom shows degenerate quadru-
plet ground state that is split into a degenerate doublet ground state and a degenerate doublet
excited state in presence of magnetic anisotropy (Fig. 1.6 (c)). Depending on the adsorption
sites the coupling Γ between impurity with substrate renormalizes anisotropy differently, result-
ing various values of inelastic spin excitation energy and influences the Kondo signature (Fig. 1.6
(b)).
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Figure 1.6: Study of Co adatoms onCu2N island. (a) Illustration of the evolution of the S = 3/2 quadruplet ground
state in presence of non-zero magnetic anisotropy. (b) Topography image of Co adatoms adsorbed on different sites
of Cu2N island (setpoint: 100mV, 100pA). Colored arcs label different Co atoms. (c) dI/dV spectra (setpoint: 15
mV, 1 nA) taken on four Co atoms of corresponding colors in (b), spectra shifted for clarity. The Co atoms near the
island edge (black and green) have a higher coupling strength than those at center (red and blue), resulting lower
magnetic anisotropy (steps closer to Fermi level) and stronger Kondo peak. Experimental results taken from [34].

Effect of charge fluctuations

So far we have considered only the half-filling (particle-hole symmetry) condition for a spin-1
impurity 3. In reality the hybridization can also shift the impurity level away from the Fermi
level due to charge fluctuation of an energy δϵd. The example taken here correspond to a neg-
ative charge fluctuation from the metallic reservoir, δϵ < 0, so that the d level moves deeper
with respect to the Fermi energy. The resulting total charge on the impurity is then larger than
2, Nd = 2+ δN . As we consider the perturbation of a spin-1 impurity with two half-filled d or-
bitals contacting with metallic reservoir, receiving a charge δN will reduce the total momentum
supported by impurity:

⟨S2⟩Nd
= (1− δN)⟨S2⟩N=2 + δN⟨S2⟩N=3 (1.8)

3where impurity parameters are U = 3.5 eV, U ′
= 2.5 eV, JH = 0.5 eV and Nd = 2 so that ϵ∗d = −U

2 − (U
′ −

JH

2 )(Nd − 1) = −4 eV
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The reduction of total momentum will also reduce magnetic anisotropyD,E becauseN = 3

corresponds to the spin = 1/2 case which is immune to magnetic anisotropy. Hence the inelastic
spin excitation energies will be renormalized by the momentum reduction:

∆̃n(Γ,Nd) = (1− δN)∆̃n(Γ,N = 2) with n = 0, 1 (1.9)

Fig. 1.7 (a) shows the simulated spectra of a spin-1 impurity for several values of detuning
energy δϵ by using same parameters as in Fig. 1.5. The effect of increasing the detuning energy
| δϵ | is first similar to that of hybridization (Fig. 1.5 (a)) where the step features move closer to
Fermi energy, indicating a renormalization of the inelastic spin excitation energies ∆̃0, ∆̃1 due to
charge fluctuation. Secondly the spectra become more and more asymmetric as | δϵ | increases
due to the breaking of particle-hole symmetry by charge fluctuation. Increasing the asymmetry
yields a spectral lineshape similar to Fano lineshapes commonly attributed to the emergence
of Kondo effect in tunneling conductance spectroscopy experiments (see Fig. 2.12). However
here, the Fano-like lineshape (orange curve in Fig. 1.7 (a)) is simply explained by inelastic spin
excitations in presence of charge fluctuation.

Fig. 1.7 (b) displays the effective inelastic spin excitation energies ∆̃0, ∆̃1 and the impurity
charge ⟨Nd⟩ as function of the detuning energy δϵ. The dash lines indicate the reduction of the
inelastic spin excitation energies according to equation (1.9) where only the effect of the reduc-
tion of the momentum is considered. For small detuning energy (charge fluctuation) the dash
line fits well with solid line, indicating that the renormalization of the inelastic spin excitation
energies is mainly the effect of spin reduction. For large detuning energy, the deviation between
solid and dash lines becomes significant, indicating that in addition to the momentum reduction,
the charge fluctuation directly contributes to the renormalization of the inelastic spin excitation
energies.

(a) (b)

Figure 1.7: Effect of the charge fluctuations on the calculated spectral intensity and effective elastic spin
excitation energies of a spin-1 impurity. (a) calculated spectral intensity for several values of detuning energy
δϵ. Anisotropy parameters are D = 8.7 meV, E = 3 meV with hybridization Γ/π = 50 meV and at temperature
kBT = 0.4 meV, i.e. T ≈ 4 K. spectra have been normalized and shifted for clarity. (b) Renormalized inelastic spin
excitation energies ∆̃0, ∆̃1 and impurity charge ⟨Nd⟩ as function of detuning energy δϵ. Dashed lines correspond
to the renormalization only due to the reduction of the spin according to (1.9). Image adapted from [17].
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Thus the charge fluctuations due to particle-hole symmetry breaking plays a similar role to
hybridization that can renormalize magnetic anisotropy. Furthermore, charge fluctuation can
asymmetrize the spectra, resulting a Fano-like spectral shape in a inelastic spin excitation, this
should be carefully handled because Kondo and inelastic spin flip represent two different phe-
nomena.

To end the discussion about spin-1 impurity, here we make some brief additions: 1.) De-
tuning of impurity level and charge fluctuation effect is universal in impurity problem where
impurity can denote/acquire charge to/from the substrate, sometime the charge fluctuation is
so strong that impurity’s magnetism is quenched [38, 39] or a non-magnetic impurity becomes
magnetic [40, 41]. The calculation here considers only relatively weak charge fluctuation. In
our experiment we have tuned the charge fluctuation from weak to large amplitude that reduces
total spin from S = 1 to S = 1/2. What we have seen in this section can explain just a part of our
experimental results. 2). For a multiple orbital spin impurity, Hund’s coupling that aligns spins
of different orbitals also plays an important role suppressing Kondo singlet formation [42, 43].
In presence of strong charge fluctuation the impurity can enter the so-called Hund’s impurity
regime [44, 45] where charge fluctuation coexists with sizeable magnetic moment. This regime
should correspond to what we call intermediate regimes in our results (see section (3.7)). 3). The
asymmetric spectra caused by impurity level detuning in Anderson model (1.2) can also be de-
rived from Kondo model in which the asymmetry is characterized by the ratio between exchange
coupling and potential scattering [32, 46, 47]. Their physical meaning is the same, because An-
derson impurity model and Kondo model are equivalent to each other under Schrieffer-Wolff
transformation [19].

1.2.6 Multiple impurities problem

So far we have addressed the single impurity Kondo problem. We will now have a brief overview
of the collective behavior of magnetic impurities, from two-impurity problem to the impurity
lattice. We limit the discussion to the systems consisting of impurities deposited on surfaces
which are accessible by STM. Although the interaction between impurities in bulk system leads
to many fascinating phenomena such as heavy-fermion compound, unconventional supercon-
ductivity [48], they will not be introduced in this manuscript.

Kondo impurities

We start with the interaction between two Kondo impurities. The interactions between two mag-
netic impurities can be of several origins: magnetic dipolar coupling, direct exchange coupling or
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [1–3]. The dipolar coupling decreases as
1/r3 with r the distance between impurities and the direct exchange coupling demands the over-
lap of orbitals. Thus these two coupling are expected to occur in extreme short range (r ∼fewÅ

for d orbital impurities on surface). RKKY interaction is an indirect spin-spin interaction me-
diated by the conduction electrons of the metal substrate. In the present case, it is expected
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to persist to longer range than direct exchange coupling [49]. It is considered as the main con-
tributor to spin-spin interaction in impurities problem [50] and can be ferromagnetic (FM) or
antiferromagnetic (AFM) depending on r [51] (Fig. 1.9 (a)). In 2007 Wahl et al. [52] had ex-
amined the interactions between two Co atoms at different distance r on Cu(100) surface. By
looking at conductance spectra, they found that at small distance r < 4Å the coupling between
Co atoms are FM and at r = 5Å the coupling is AFM where Kondo peak in conductance spectra
is suppressed for FM coupling and splits for AFM coupling. For r > 6Å no obvious change on
Kondo feature was detected. Latter works had shown that both FM and AFM couplings tend to
suppress the Kondo effect [53–55], driving the two-impurity system to coupled triplet or singlet
ground state (Fig. 1.8 (a)).

< 0

Two-impurity
triplet Two-impurity

singlet

Two-impurity
Kondo screening

Single impurity
local moment

Single impurity
Kondo screening

> 0
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𝑰/𝜺𝐊𝑰/𝜺𝐊

Figure 1.8: Phase diagram of two-impurity Kondo problem. Schematic phase diagram of two Kondo impurities
coupled with interaction strength I and under external magnetic field B transverse to the main anisotropy axis.
Kondo screening occurs in the green shaded region. At B = 0, when | I | is small with respect to characteristic
Kondo energy ϵK = kBTK , two spins are independently screened by the substrate electrons, while | I |>> ϵK
a non-magnetic singlet (AFM) or high-spin triplet (FM) state forms, suppressing Kondo effect to occur. At large
B, for AFM coupling I > 0 a new correlated state in which both spins are screened could form. Image adapted
from [55].

Kondo lattice usually refers to long range magnetic order. However Mermin–Wagner theo-
rem [56] states that long range magnetic order cannot persists in 2D systems. Thus realising long
range magnetic order in quasi-2D system consisting of Kondo impurities on metal surface is one
of the intriguing challenges. To form Kondo lattice on metal surface, it requires that the magnetic
impurities form 2D periodic lattice on the surface in which both Kondo effect and inter-impurity
interaction are present. Hence self-assembled magnetic molecules is one of the ideal candidate
to realise Kondo lattice on metal surface. Tsukahara et al. [57] formed 2D Kondo lattice in self-
assembled Fe phthalocyanine (FePc) molecules superlattices on Au(111) surface, and found that
Kondo state of single molecule splits when number of neighboring molecules increases (distance
between neighboring molecules was r = 1.47 nm), indicating RKKY mediated AFM coupling
between neighboring molecules. When Kondo lattice is formed, a small gap at the Fermi level
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emerges, the gap probably signifies two dispersless states that characterize heavy-fermion behav-
ior [58] (Fig. 1.9 (b)). Other kinds of self-assembled magnetic molecules on different surfaces
have been reported in which RKKY or direct exchange serve as inter-impurity coupling [59–62].
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Figure 1.9: Illustration of RKKY interaction and Kondo lattice effect. (a) RKKY interaction: Spin impurity
showing Kondo screening cloud (left) generates spin polarized oscillation in conduction electrons and couples with
other spin impurity (right) indirectly. (b) Inter-impurity coupling in Kondo lattice creates a new resonance peak in
conduction sea in each unit cell, which is a signature of heavy electron behavior. Image adapted from [48].

It worth pay attention to the following facts: 1). A magnetic impurity that couples to non-
magnetic ligands (e.g. non-magnetic atom, organic ligand) might also vary Kondo feature through
different mechanisms such as changing anisotropy [63] and modifying spin polarized orbital.
These effects are especially important concerning non-point like magnetic molecules that con-
sists of transition metal (TM) atom coupled to organic ligands [64]. 2). Change of Kondo feature
when Kondo lattice builds up does not necessary indicate the presence of spin-spin interactions
because Kondo temperature TK is related to ρJK where ρ is the DOS at Fermi level and JK
the coupling strength between spin and conduction electrons. Iancu et al. [65] had found that
Kondo feature of a magnetic molecule narrows (TK decreases) when the number of neighboring
molecules increases, while the decrease of TK is due to the reduction of surface electron den-
sity ρ by electron scattering from neighboring molecules rather than the inter-impurity spin-spin
interactions. Also Mugarza et al. [40] had found similar effect where JK of magnetic molecule
decreases as neighboring molecule number increases. When neighbors are more than 3, Kondo
feature is completely lifted. This is due to the presence of neighboring molecules that decouples
it from the substrate i.e. decrease of JK .

Other kinds of self-assembled method to realise inter-impurity interaction are also developed
such as self-assembled chemically bonded molecular chain [66, 67] or lattice. In this case, the
inter-impurity interaction should occur through their chemical bond rather than via substrate
electrons so that this method should ensure a large inter-impurity interaction.

non-Kondo impurities

Depending on the nature of impurities and substrates (e.g. the inter-impurity interaction, sub-
strate commensurability) the impurity lattice does not always form Kondo lattice. Other types
of lattice can also be obtained: For example if the impurity is in atomic limit (i.e. negligible
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hybridization) the long range indirect inter-impurity RKKY interaction is impossible to occur,
only short range direct exchange interaction is likely to occur. In this case, the self-assembled
magnetic molecular lattice on metal surface is unlikely to develop long range spin-spin interac-
tions, and each unit cell tends be an isolated magnetic moment [68]. Besides Kondo lattice other
long range orders may be developed such as antiferroelastic spin-crossover magnetic molecule
chain [67] where magnetic Ni atoms in the chain show alternately low-spin (S = 0) and high-spin
(S = 1) state along the chain.

1.3 Magnetic impurity interacting with a superconducting metal

In this section we will consider the interaction between magnetic impurity with superconduct-
ing substrate. We first introduce the notion of superconductivity and then the Bardeen-Cooper-
Schrieffer (BCS) theory that first describes superconductivity in microscopic view. BCS theory
had introduced a pairing mechanism to describe s-wave superconductor where superconductivity
is described by means of Cooper pairs formed by electrons with opposite spins and momentum.
After that we will adopt the same manner as in normal metal case to study the effect of magnetic
impurity interacting with s-wave superconductor and understand how it suppresses supercon-
ductivity by forming Yu-Shiba-Rusinov (YSR) state.

1.3.1 Superconductivity

Superconductivity refers to the phenomena where the electrical resistivity of a material vanishes
upon cooling below its critical temperature (also called transition temperature). It was first dis-
covered in 1911 by Onnes [69] who had found that the resistivity of Hg sudden drops to zero at
liquid helium temperature. The same experiments had been implemented in subsequent years
and superconductivity was discovered in several materials with different structures and critical
temperature.

Besides the zero resistivity property of a superconductor, there were another two important
experimental discoveries that played a crucial role in understanding the inner mechanism of su-
perconductivity phenomena. The first is Meissner effect. In 1933 Meissner and Ochsenfeld [70]
discovered that the superconductor is a perfect diamagnet, which means it expels any external
magnetic field. The second is the isotope effect. It was first predicted by Fröhlich [71] and ob-
served by Maxwell and Reynolds et al. [72, 73] in 1950. They found different superconducting
critical temperatures for different isotope of Hg which have the same electronic properties but
different ionic masses. The first effect implies that the electron spin must have played a im-
port role in forming superconducting state. The second effect implies that the electron-phonon
interaction, which is related to ionic mass, should also be one of the ingredient in forming super-
conducting state. It is thanks to the discoveries of these two effects that the superconductivity
phenomena could finally be understood in microscopic view afterwards.
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1.3.2 BCS Theory

In 1957 Bardeen, Cooper and Schrieffer published the first microscopic theory describing su-
perconductivity [74]. They proposed that in a superconductor, there exists a phonon mediated
electron-electron interaction (Fig. 1.10 (a)). An electron with initial state | k1⟩ (momentum k⃗1)
is scattered by the lattice, changing its momentum to k⃗1 − q⃗ and emitting a phonon with mo-
mentum q⃗, later another electron with initial state | k2⟩ is scattered to final state | k2 + q⟩ by
adsorbing this phonon before it decays.
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Figure 1.10: Illustration of BCS interaction. (a) Phonon mediated electron-electron interaction. (b) In BCS
model, the effective attractive interaction V acts on electron pairs that have zero momentum, zero spin and within
energy window of ωD around Fermi level.

There are few important remarks about this interaction: 1). Two electrons interacts with each
other via emitting and absorbing phonon, resulting zero energy dissipation in this process which
is consistent with superconductivity phenomena that electrons can move in the lattice without
being scattered. 2). Unlike Coulomb interaction which is a photon mediated instantaneous pro-
cess, the phonon mediated interaction is "retarded" as it involves the motion of heavy ion core,
this indicates that before the phonon is adsorbed by the second electron the first electron has
travelled a long distance since it emits the phonon. This leads to an effective attractive interac-
tion over a distance ξ. 3). As a result of this attractive interaction, two electrons are coupled
together, forming the so-called Cooper pair with characteristic size ξ. Cooper pair notion is one
of the essential ingredients in BCS theory as we will discuss in the following section. 4). For
a conventional s-wave superconductor ξ is related to the coherence length of a superconduc-
tor [75] which is deduced from Ginzburg–Landau theory [76] and defines a length scale over
which superconductor order parameter ∆ can vary.

The general form of an electron-electron interaction Hamiltonian can be written as:

H =
∑
k,σ

ϵkc
†
kσckσ +

∑
k1,k2,k3,k4,σ1,σ2

Uk1,k2,k3,k4c
†
k1σ1

c†k2σ2
ck3σ2

ck4σ1
(1.10)

where c†kσ (ckσ) is the fermionic creation (annihilation) operator of particle with momentum k
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and spin σ. U denotes effective electron-electron interaction.
This is a general expression that contains an arbitrary electron-electron interaction term U

where the interacting mechanism is not specified. In order to deduce BCS Hamiltonian from
equation (1.10) we consider the interaction shown in Fig. 1.10 (a). First of all, the electron-
electron interaction is a phonon mediated attractive local one, U can be replaced by a constant
value −V (V > 0) which is only non zero only for electrons with energy inferior to Debye
energy (e.g. | ϵk −EF |< ωD). This explains the isotope effect where the mass of ionM affects
Debye energy ωd, which affects pairing electrons that responsible for superconducting transition
temperature. Secondly the momentum conservation should be taken into account where k⃗1 +
k⃗2 = k⃗3 + k⃗4 = K⃗. It can be derived from the centre of mass framework that the pairing mainly
occurs for the electrons with opposite momentum (e.g. K⃗ = 0⃗). Finally the spin conservation,
though the spin degree of freedom does not appear explicitly in Fig. 1.10 (a), the Cooper pair
wavefunction must be antisymmetric according to Pauli exclusion principle, this involves the
both spin (S) and orbital (L) degrees of freedom and requires them to satisfy antisymmetry
condition (−1)L(−1)S+1 = −1 (if spin and orbital are not coupled). As V is considered as
purely local interaction so that only electrons with angular momentum L = 0 are allowed to
interact, thus in order to satisfy antisymmetry condition, only spin singlet pairing is allowed
(S = 0), implying that Cooper pairs are formed by electrons with opposite spins (Fig. 1.10
(b)). (L = 0, S = 0) correspond to so-called s-wave superconductor, which also known as
conventional superconductor.

Now we can write the BCS Hamiltonian describing s-wave superconductors:

H =
∑
k,σ

ϵkc
†
kσckσ − V

∑
k,k′

c†
k
′↑c

†
−k

′↓c−k↓ck↑ (1.11)

And the BCS ground state:

| ψBCS⟩ =
∏
k

(uk + vkP
†
k ) | 0⟩ (1.12)

with
P

(†)
k = c

(†)
k↑ c

(†)
−k↓ (1.13)

whereP (†)
k is the Cooper pair creation (annihilation) operator which creates a Cooper pair formed

by a pair of electrons of state | k ↑⟩ and | −k ↓⟩ respectively. uk and vk are for now the
amplitudes that follow the normalization condition | uk |2 + | vk |2= 1, their physical meaning
will be discussed later.

The physical meaning of BCS ground state (1.12) is obvious: The superconducting ground
state is a coherent state of the Cooper pair operator which creates pair of electrons states with
zero total momentum and zero total spin.

We are interested in quasiparticle DOS given by BCS Hamiltonian, hence we want it to be
diagonalizable in the proper basis. To do so, we first adopt mean field approach of superconduc-
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tivity proposed in Bogoliubov-de Gennes (BdG) approach [77] to dissolve quartic interacting
term to quadratic terms by Wick’s theorem:

c†
k′↑c

†
−k′↓c−k↓ck↑ ≈ < c†

k′↑c
†
−k′↓ > c−k↓ck↑ + c†

k′↑c
†
−k′↓ < c−k↓ck↑ > (1.14)

Then we introduce the gap-operator ∆ defined as:

∆(†) = V

ωd∑
k

< c
(†)
k↑ c

(†)
−k↓ > (1.15)

which is determined by the expectation value of a occupied or unoccupied pair. In this way the
original BCS Hamiltonian can be simplified via mean field approach:

H =
∑
k,σ

ϵkc
†
kσckσ −

∑
k

(∆c†k↑c
†
−k↓ +∆∗c−k↓ck↑) + Constant (1.16)

This is mean-field Hamiltonian for BCS theory which is widely adopted for describing conven-
tional superconductor. Though the mean field approach does not provide the exact solution, here
for the BCS interaction considering only zero momentum pairs e.g. infinite range interaction be-
tween pairs in real space, the mean field approach provides nearly exact solution. This mean-field
Hamiltonian can be written in Nambu basis [78] with Nambu spinors Ψk = (c†k↑, c−k↓).

H =
∑
k

Ψ†
kHBdGΨk (1.17)

with HBdG the BdG Hamiltonian:

HBdG =

[
ϵk ∆

∆∗ −ϵk

]
(1.18)

Now we have a diagonalizable Hamiltonian describing superconductor, it is easy to calculate the
eigenenergies:

± Ek = ±
√
ϵ2k +∆2 (1.19)

And the corresponding eigenvectors are:

(uk, vk), −(−v∗k, u∗k) (1.20)

The physical meaning of Ek is excitation energy to inject an electron or hole to BCS ground
state. It has a minimum value | ∆ |, this means there exists a gap of energy | ∆ | that forbids
the excitation (Fig. 1.11 (a)) occurring inside it. uk and vk are the amplitudes that we have
seen in equation (1.12), they are also the components of eigenvector of BdG Hamiltonian (1.20)
and related to creator (annihilator) of so-called Bogoliubov quasiparticles (a†k (ak)) in Nambu
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representation which are the elementary excitations of superconducting ground state:

a†k = (a†k↑, a−k↓) = Ψ†
k

(
uk −v∗k
vk u∗k

)
= (c†k↑, c−k↓)

(
uk −v∗k
vk u∗k

)
(1.21)

H =
∑
k

Ψ†
kHBdGΨk =

∑
k

a†kEkτ3ak (1.22)

where τ is the Pauli matrix with τ3 =

[
1 0

0 −1

]
. The derived quasiparticle DOS ρBCS of a

s-wave superconductor is written as:

ρ(E) = ρ0
E√

E2 −∆2
(1.23)

with ρ0 the quasiparticle density of states in the normal state at Fermi energy. This is a remark-
able result from the BCS theory, it predicts the existence of a superconducting gap of size 2 | ∆ |
at the Fermi energy and two singularities at the edges of gap ± | ∆ | which lead to a divergence
in the spectrum. The predicted shape can be verified in a direct tunneling experiment, and the
divergence are characterized as so-called coherence peaks (Fig. 1.11 (b)) or BCS peaks.
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Figure 1.11: BCS density of states. (a) Excitation spectrum of a BCS superconductor. Only positive part is shown.
(b) BCS quasiparticle DOS as function of energy. Dash lines for both figures correspond to the spectrum/DOS in
absence of BCS interaction (normal metal).

1.3.3 YSR state - spin-1/2 impurity

Now we can finally estimate the effect of magnetic impurities presence in superconductors. We
will still limit our discussion in adsorbed impurities on metal surfaces and in conventional s-
wave superconductor where superconductivity is described by means of Cooper pairs formed by
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electrons with opposite spins and momentum. The effect of impurity has already been introduced
in Kondo section where the impurity couples antiferromagneticly with conduction electrons.
This will compete with pairing effect and as a result impurity inside superconductor plays the
role of a local pair breaking potential that suppresses the superconductivity. The consequence
of a local depairing potential is the emergence of excited state that spatially localized around
impurity site and energetically situated inside superconducting gap. This state is called Yu-
Shiba-Rusinov (YSR) state or Shiba state which was first deduced by Luh Yu, Hiroyuki Shiba,
and A. I. Rusinov [79–81].

Electronic properties of Shiba states

To understand the electronic properties of Shiba state, we start with the simplest case where a
spin-1/2 impurity interacts with a superconductor, the single channel Anderson impurity model
is written as:

H = HSC +Himp + Vhyb (1.24)

HSC =
∑
k,σ

ϵkc
†
kσckσ −

∑
k

(∆c†k↑c
†
−k↓ +∆∗c−k↓ck↑) (1.25)

Himp = ϵd
∑
σ

d†σdσ + Un̂d
↑n̂

d
↓ (1.26)

Vhyb = V
∑
k,σ

(c†kσdσ + h.c) (1.27)

whereHSC represents the mean-field Hamiltonian for BCS superconductor,Himp describing the
spin impurity possessing single unpaired electrons in d orbital and Vhyb the hybridization term
describing the coupling between spin impurity with conduction electrons.

One can calculate the energy of Shiba state in strong coupling where Γ ∼| V |2>> ∆ by
adopting mean field approach [82] or in general case through quantum spin treatment [83–85].
Here we adopt the results obtained by Huang et. al. [82] in which energy of Shiba state is written:

± Eb = ±∆
(E2

J − Γ2 + E2
U)√

(Γ2 + (EJ − EU)
2)(Γ2 + (EJ + EU)

2)
(1.28)

where −EJ + EU (EJ + EU ) are the energies of occupied (empty) d level beneath (above)
Fermi level of impurity. Eb is the energy of Shiba state, "b" stands bound state energy in YSR
problem. The ± values correspond to the electron-like and hole-like components of a Shiba
state (Fig. 1.12).

By means of facilitating the description, both components can also be regarded as "states"
(though this description is not exact) and they are fully spin polarized with opposite spins [86].
The expression (1.28) can be re-written with following form:

± Eb = ±∆
(1− α2 + β2)√

(α2 + (1− β)2)(α + (1 + β)2)
(1.29)
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Figure 1.12: Schematic illustration of a single channel Anderson impurity states. (a) Spectral functions of
occupied and empty states at energies of −EJ + EU and EJ + EU respectively. (b) The resulting YSR states at
energies of ±Eb in the superconducting regime. Image adapted from [82].

where α and β are parameters related magnetic and potential scattering respectively in Kondo
model and α = Γ/EJ and β = EU/EJ through Schrieffer–Wolff transformation [19]. In clas-
sical limit α = πρ0JS/2 and β = πρ0K where J denotes the magnetic coupling, S the spin
of impurity, K the potential scattering and ρ0 the DOS at Fermi level in normal metal with the
relation J → 0, S → ∞ and JS → constant, this indicates the magnetic impurity plays a role
of a local magnetic field and has no internal dynamics [87]. By introducing scattering phase δ±

defined as tan(δ±) = β ± α we will have [88]:

± Eb = ±∆cos(δ+ − δ−) (1.30)

To study the dependence of Shiba energies on magnetic coupling, we can assume the particle-
hole symmetry condition where β = 0, and the expression (1.29) becomes the famous form:

± Eb = ±∆
1− α2

1 + α2
(1.31)

The energy of Shiba states Eb as function of α is shown in Fig. 1.13 (b) and the DOS of Shiba
states is shown in lower figure of Fig. 1.13 (a). We observe that Shiba states are characterized as
a pair of in-gap resonances symmetric in energy with respect to Fermi level. These resonances
represent the quasiparticle excitation from the ground to the first excited state of system described
by Hamiltonian (1.24). When coupling strength J is small and the Shiba states lie close to the
gap edge, by increasing J the energies of states move closer to the Fermi level. At a specific
point α = 1 the energies of Shiba state equal exactly to zero, this correspond to a level crossing
point where a quantum phase transition occurs. This transition results a change of ground state
as a result of competition between J and pairing interaction ∆.
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To understand the ground state and excited state properties, it is easier to consider a quan-
tum spin-1/2 impurity where Kondo temperature TK is used to characterize coupling strength.
By assuming Tcri the critical value of TK that the quantum phase transition happens (Tcri ∼
0.3∆/kB [83, 84]), we can draw the evolution of ground state and excited state in upper figure
of Fig. 1.13 (a). When TK is comparable with ∆, i.e. TK is neither too small or too larger with
respect to ∆, there are three regimes: 1) For weak coupling TK < Tcri, the opening of supercon-
ducting gap (forming Cooper pairs) occurs first and depletes the DOS around Fermi level, this
results an incomplete screening which corresponds to a many-body ground state consisting of
BCS ground state with a S = 1/2 impurity state, thus a doublet free-spin ground state (blue curve
in upper figure of Fig. 1.13 (a)). 2) For strong coupling TK > Tcri, the Kondo resonance (HWFM
of the order of kBTK) will coexist with in-gap states [89–91], in this case the ground state will be
a Kondo-screened singlet (red curve in upper figure of Fig. 1.13 (a)). 3) For TK ∼ Tcri, free-spin
state (red) and Kondo-screened state (blue) can cross each other, indicating the quantum phase
transition.

The excitation changes the total spin of ∆S = ±1/2 by exciting the system from free-spin
doublet ground state to Kondo-screened singlet excited state or from Kondo-screened singlet
ground state to free-spin double state excited state [92].
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Figure 1.13: Schematic illustration of quasiparticle excitation corresponding Shiba energy. (a) Top:
Schematic dependence of ground and excited states of a spin-1/2 impurity adsorbed on a superconducting sub-
strate on Kondo temperature TK . At weak coupling (TK < Tcri ∼ 0.3∆) the ground state is free-spin doublet state
(blue curve) and excited state is Kondo-screened singlet state (red curve). Across critical coupling Tcri the roles of
ground state and excited state revers. Image adapted from [93]. Bottom: The excitation between ground state and
excited state with energy Eb gives rise to a pair of in-gap resonances at energy ±Eb with respect to Fermi level.
Here we have plotted the general case of Shiba states where the electron-like (+Eb) and hole-like (−Eb) peaks have
asymmetric spectral weigh due to the potential scattering that breaks particle-hole symmetry (EU ̸= 0). (b) Energy
of the electron (red) and hole (blue) component of Shiba state as a function of α at particle-hole symmetry point.

When TK is not comparable with ∆ there are two limits: 1) TK << ∆, this corresponds
the case where no screening can occur as opening of superconducting gap depletes the states
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available on Kondo energy scale TK . The Shiba states will lie close to the gap edge [94, 95]. 2)
TK >> ∆, this corresponds to the case that Kondo effect dominants the pairing and the classic
limit starts to fall apart. The energy of Shiba states still follow the expression (1.31) but with
α = π∆

4kBTK
ln(4kBTK

π∆
e) with e the natural exponent [96].

Another important aspect related to Shiba states is the relative spectral weight between
electron-like and hole-like peaks. As shown in the lower figure of Fig. 1.13 (a) where the asym-
metry spectral weight of two peaks I = I+−I−

I++I− is not zero due to the potential scattering that
breaks particle-hole symmetry [88] where I+/− stands for the spectral weight of electron-like
(hole-like) peak. Upon phase transition the asymmetry I will change its sign as a result of
level crossing of two peaks, thus sign change of asymmetry is recognized as change of ground
state [85, 93]. Nevertheless it should be noted that this method may not be always valid because
the asymmetry also depends on orbital properties of magnetic impurity [97] and tunneling con-
dition during experiments [98].

Wavefunction of Shiba state

For the wavefunction of Shiba states, we start with considering the wavefunction of Shiba state
generated by a point-like impurity adsorbed on a s-wave bulk (3D) superconductor surface that
posses an isotropic Fermi surface. The results were found by Rusinov [81] that for r >> λF =

2π/kF the wave function of hole-like (−) and electron like (+) states can be written as:

ψ±(r) ∝
sin(kF r + δ±)

kF r
e−|sin(δ+−δ−)|r/ξ (1.32)

where kF denotes the Fermi wave vector, ξ the coherence length of superconductor.
We notice that both electron-like and hole-like components of Shiba states extend away from

the impurity site with oscillation kF r, but there exists a spatial phase shift between them (δ+ −
δ−). The spatial dephasing results a dephase of spectral weight (related to LDOS ∝| ψ±(r) |2)
that can be directly probed in STM experiments [99, 100]. Another important dependence of
wavefunction of Shiba state is the envelope term e−r/ξ/r, indicating that in 3D LDOS of Shiba
state decay as 1/r2 in short range and as e−r/ξ in long range.

However in a 2D or quasi-2D superconductors the interaction between layers is weak, the
Shiba state LDOS decays as 1/r, resulting a longer range extension of Shiba states [101, 102]
which can be used to study the interaction between Shiba states [103].

At range of the order of atomic orbital (< 1 nm), the point-like assumption is not valid and
the wavefunction of Shiba states is intimately related to the geometry of orbital that generates
them [100, 104–107]. For instance, Shiba states originated from dz2 orbital or dx2−y2 orbital have
different shapes because the two orbitals have different spatial extension and symmetry (Fig. 1.15
(a)). The spatial dephasing behavior also happens in short range, for a single d orbital that gives
rise to Shiba states with wavefunction ψ±, the shape of ψ+ and ψ− can be very different. As
illustration in Fig. 1.15 (e) the shape of electron component | ψ+ |2 resembles the original d
orbital while the hole component | ψ− |2 deviates a lot.

30



-2 -1 0 1 2
0.0

0.5

1.0

1.5

0.0

0.5

1.0

1.5

D
en

si
ty

 o
f s

ta
te

s 
(a

.u
.)

0

0.25
3D

2D

(nm)0 2 4 6

-0
.4V
 (

m
eV

)
0
0.
4

(nm)0 2 4 6

3D

3D

2D

2D

distance from center

V
 (

m
eV

)
0
0.
4

-0
.4

bias voltage (mV)

4 nm

4 nm

d
I/
d
V
 (

a
rb

. 
u
n
it
s)

d
I/
d
V
 (

a
rb

. 
u
n
it
s)

0.25 nm
0.5 nm
0.75 nm

0.25 nm
0.5 nm
0.75 nm

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1.14: Spatial extension of Shiba states in 2D and 3D case. (a)-(d) Calculated behavior of Shiba state in
isotropic s-wave superconductor substrate with 3D electronic band structure. (a) Schematic illustration of interac-
tion between a point-like classical magnetic impurity with Cooper pairs. (b) Calculated dI/dV spectra at different
distances marked with different colors from the impurity site. In-gap spin polarized states are marked by up or down
arrow. (c) Simulated dI/dV map around the impurity, showing the spatial extension of Shiba states. (d) Calculated
dI/dV spectra taken along the dash white line in (c). (e)-(h) play the same role as (a)-(d) but for a 2D substrate.
Image adapted from [101].

1.3.4 spin-1 impurity

In this section we will consider the case of spin-1 impurity that possesses two unpaired electrons
in orbitals coupled to superconductors. We still adapt the same idea of Kondo paragraph (1.2.5)
where we evaluate the ground state and simulated excitation spectral in tunneling experiments as
function of different parameters. The results present here are mainly taken from a recent review
of von Oppen et.al. [108] where they have studied in-gap tunneling excitations of single spin
impurity of S = 1, 3/2, 2 and 5/2 adsorbed on superconductor surface in STM experiments. The
model used in their work is Kondo model, yet we can still adopt Anderson model used in Kondo
paragraph (1.2) without losing generality:

H = HSC +Himp + Vhyb (1.33)

HSC =
∑
k,α,σ

ϵkαc
†
kασckασ −

∑
k,α

(∆c†kα↑c
†
−kα↓ +∆∗c−kα↓ckα↑) (1.34)

Himp = ϵdN̂d+U
∑
α

n̂α↑n̂α↓+U
′ ∑
α ̸=α′

n̂αn̂α′ −JH
∑
α ̸=α′

S⃗α · S⃗α′ +DŜ2
z +E(Ŝ

2
x − Ŝ2

y) (1.35)

Vhyb =
∑
k,α,σ

Vkα(c
†
kασdασ + h.c) (1.36)

where ϵd are the single particle energies of d orbitals, N̂d =
∑

α,σ n̂ασ the number operator for
all d orbitals, n̂ασ = d†ασdασ the number operator of single d orbital α with spin σ and d†ασ(dασ)
is the fermionic creation (annihilation) operator, U and U ′ the intra- and inter-orbital Coulomb
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Figure 1.15: STM experiments of Shiba states created by Cr atom on Pb(111) surface. (a) Top view of wave-
function amplitude isosurfaces of five spin polarized orbitals of Cr atom embedded in Pb(111) surface. Cr atom
is presented by center blue sphere with seven nearest Pb atoms presented by yellow sphere. These five states (Cr1
to Cr5) are only ones with relevant weight from the original d manifold of the Cr atom. (b) Top view of squared
amplitude modulus | ϕ |2 of five states shown in (a), scale bar 0.5 nm. (c)(d) Simulation results of top view of
| ψ+ |2 and | ψ− |2 for orbitals of energy ϵ1 to ϵ5 that correspond to Cr1 to Cr5 in (a). (e) dI/dV maps over
the Cr atom at the different energies of the in-gap states. Peaks labeled by ϵp(h)n correspond to the electron or hole
excitation of Shiba state at energy ϵn with n = 1, 2, 3, 4, 5. V p(h)

6 is the thermal replica of ϵh(p)5 due to the use of
superconducting tip. Image adapted from [104].

repulsion, JH the Hund’s coupling, S⃗α =
∑

σσ′ d†ασ τ⃗σσ′dασ′ the total spin of d orbital α, D and
E the uniaxial anisotropy and in-plane (transverse) anisotropy.

The exchange coupling Jα in Kondo model is directly proportional to the imaginary part of
hybridization function Γα = −Im∆α, and it will be used to characterize the coupling strength
between impurity with superconductor in the following writing. In order to explain our experi-
ment results, we focus on spin-1 impurity with α = 1, 2 where J1 does not necessary equal to
J2.

Single channel case

We starts with single channel case where J1 varies and J2 = 0, this indicates one channel
(orbital) is decoupled from the substrate and there will be at most one pair of Shiba states. This
consideration is reasonable for some systems, e.g. a spin-1 impurity with two unpaired electrons
located respectively in dz2 and dx2−y2 orbitals, when it is absorbed on metal surface dz2 orbital
will couple better with substrate while dx2−y2 can be decoupled from substrate, leading to a
nearly zero Jdx2−y2

thus only one Shiba state in spectrum [40].
As we have learnt from the previous paragraph that for a spin-1/2 impurity the exchange
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coupling J competes with pairing strength ∆ where the former one prefers Kondo-screened
singlet state by binding with a quasiparticle. Here we use letter Q to represent the number of
quasiparticles that bind to impurity (e.g. Q = 1 signifies that impurity spin is reduced by 1/2,
Q = 2 then reduced by 1. Hence the ground state can be characterized by the notion (Q,Sz)

where Sz refers to the spin state quantum number.
The phase diagram of single channel spin-1 impurity as function of uniaxial anisotropy D

and pairing strength ∆ is shown in Fig. 1.16 (a) where transverse anisotropy E is set to zero
and J1 = 1. In (a) we have three different states in different colors of blue, orange, green and
labelled by (0,±1), (0, 0), (1,±1/2) respectively. The orange one (0, 0) and blue one (0,±1)

lie in large pairing strength ∆ > J1 region, these correspond to the case where Kondo screening
is absent (Q = 0) and the ground state is determined by the sign of anisotropy D that lifts S =
1 triplet states degeneracy. We notice that the presence of anisotropy | D | tends to suppress
Kondo screening as Q = 0 holds even for J1 > ∆, this is consistent with what we observe in
Kondo case where magnetic anisotropy favors atomic limit (section 1.2.5). But unlike Kondo
paragraph here anisotropy renormalization is not taken into account which means that J and D
are considered independent on each other.

Fig. 1.16 (b-c) show the sub-gap excitation energies as function of D under the condition of
(a) at ∆ = 1.2 > J1 = 1 and ∆ = 0.8 < J1 = 1 respectively. The excitation considers only
the transition between ground state and excited state shown in (a) with selection rule (∆Q = 1,
∆Sz = ±1/2). Background color and line color represent the ground state and excited state
respectively with the same notion as in (a). In (b) where ∆ = 1.2 the ground state can be either
(0,±1) (blue background on the left) or (0, 0) (orange background on the right) depending on
the sign of D, the excited state can only be (1,±1/2) (green line). The minimum energy lies
at interface between blue and orange background corresponding to a phase transition between
(0,±1) and (0, 0) ground state. As the phase transition does not satisfy the fermionic parity
change condition (∆Q = 1, ∆Sz = ±1/2) the excitation between them can not induce in-gap
states.

In Fig. 1.16 (c) where ∆ = 0.8 the ground state can be (0,±1), (0, 0) or (1,±1/2), when
ground state is (1,±1/2) (green background) two pairs of Shiba states corresponding transition
to different excited states (blue and orange lines) can be observed. The interface between blue
and green background corresponds to a quantum phase transition between (0,±1) and (1,±1/2)

states while the interface between green and orange background refers to a transition between
(1,±1/2) and (0, 0), these two quantum phase transitions involve fermionic parity change thus
the excitation energies equal exactly to zero.

A few additional points to be noted here: 1). For a non-zero transverse anisotropy E, it
will lifts the degeneracy of (0,±1) (blue) state, this will result a splitting of Shiba peaks in the
spectra [87, 90]. 2). In Fig. 1.16 (c) we see that the presence ofD splits (0, 0) and (0,±1) states
by "pushing" one of them towards bottom (low energy) which finally becomes ground state and
the other towards the gap (high energy) which can possible move to the continuum states outside
the gap. This case will not be included in this model where only comparable J , D and ∆ are
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discussed and in-gap Shiba states always exist. 3). Referring to above-gap excitation the most
common one is the inelastic spin excitation with the selection rule (∆Q = 0, ∆Sz = ±1).
In excitation spectrum its character is a symmetric steps feature with respect to Fermi level
(see section 2.2.4). This feature is usually observed in atomic limit impurity where J is small
compared to magnetic anisotropy [109, 110]. In a superconductor, the steps always locate outside
the superconducting gap as pairing potential forbids inelastic excitation to occur inside the gap.
4). The coexistence of Shiba states and inelastic spin excitation has been reported in some papers
with high spin impurity (S ≥ 1) [103, 111] where both in-gap and out-gap feature are observed.
These two phenomena have different excitation mechanism (Shiba: (∆Q = 1, ∆Sz = ±1/2),
Inelastic: (∆Q = 0, ∆Sz = ±1)), the gap-crossing phenomena where out-gap inelastic feature
transfers to in-gap states have been reported in magnetic molecular system [103], including this
thesis (see section (4.6.3)).
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Figure 1.16: Phase diagram and corresponding sub-gap tunneling excitation energy for single channel spin-
1 impurity. (a) Phase diagram illustrating ground state of single channel spin-1 impurity as function of uniaxial
anisotropy D and pairing strength ∆. Transverse anisotropy E is set to 0, exchange coupling J1 = 1 and J2 = 0.
Ground states are labeled by (Q,Sz) where Q denotes the number of bound quasiparticles to the impurity and Sz

the projection of the total spin. Different ground states are presented in different colors, they are also illustrated in
the right figures of (b). (b) Sub-gap tunneling excitation energies of single channel spin-1 impurity as function of
uniaxial anisotropy D. Background color and line color refer to ground state and excited state respectively (same
color coding as in the corresponding phase diagram in (a)). Transverse anisotropy E is set to 0, exchange coupling
J1 = 1 and J2 = 0. Pairing strength ∆ = 1.2. The maximal excitation energy is the corresponding ∆. Right
diagram illustrates the energy levels of different states at small negative value of D. (c) Same as (b) but with a
different pairing strength ∆ = 0.8 . Image adapted from [108].

Two-channel case

Now we consider the general case of two-channel spin-1 impurity where J2 is not longer zero.
The phase diagram of ground state is presented in Fig. 1.17 (a-d) in which transverse anisotropy
E is still set to zero. We found a new ground state (Q = 2, Sz = 0) compared to the single
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channel case. This new ground state (2, 0) corresponds to the case where J1 and J2 are both large
enough that two channels enters Kondo-screened regime, resulting two quasiparticles bonded to
the impurity site and total spin is reduced to zero. Intermediate singly-screened state (1,±1/2)

can occur when J1 ̸= J2.
Fig. 1.17 (e-h) show the sub-gap excitation energies as function ofD with different values of

J1, J2 and ∆ indicated in the corresponding figure.
For unequal exchange couplings of the two channels (J1 ̸= J2) there are two tunneling ex-

citations out of the ground state and three different scenarios: 1). At small coupling strength
∆ > J1 > J2 (Fig. 1.17 (e)), the ground state will be unscreened states (0,±1) or (0, 0) de-
pending on the sign of D and the excited state will be (1,±1/2), this case resembles the single
channel case with ∆ > J in Fig. 1.16 (b). 2). At intermediate coupling strength J1 > ∆ > J2

(Fig. 1.17 (f)), the unscreened ground state regions (blue and orange background for large | D |)
the excitation diagram is similar to single channel case with ∆ < J in Fig. 1.16 (c), but for a
singly-screened ground state (1,±1/2) (green background for small | D |) the excited states
can be unscreened states (blue and orange lines) or the doubly screened state (red lines). 3).
At strong coupling strength J1 > J2 > ∆ (Fig. 1.17 (g)), the ground state is (2, 0) or (0, 0)
depending on J1, J2, D and ∆, the excited state is (1,±1/2).

For equal exchange couplings J1 = J2, two excitations lines overlap with each other resulting
one line in the diagram. When ∆ > J1 = J2 the ground state is unscreened states (1,±1) or
(1, 0) depending on the sign ofD and the excited state will be (1,±1/2), the excitation diagram
will be the same as single channel case with ∆ > J in Fig. 1.16 (b). When ∆ < J1 = J2, the
excitation diagram is presented in Fig. 1.17 (h).

In this section the sub-gap excitation energies and the corresponding ground states and ex-
cited states have been studied in detail which will greatly benefit the understanding of our ex-
periment results. Nevertheless Shiba physics involves additional characterization such as peak
spectral weight and orbitals pattern of Shiba states, these features are especially important when
studying non-point-like impurity such as magnetic molecule that posses extended (or collective)
spin polarized orbitals that are different from atomic orbitals. To accurately explain various
kinds of behaviors in our systems, we are still facing many difficulties which are beyond our
current knowledge.

1.3.5 Multiple impurities problem

Just like the inter-impurity interaction can lead to Kondo lattice in normal metal where heavy
electron band exists. In superconductors the inter-impurity can lead to so-called Shiba lattice
where in-gap Shiba states of each impurity interact with others, giving rise to the formation of
in-gap Shiba band (also called impurity band) [80, 112]. Realisation of Shiba band has drawn
great attention because it could enter topological phase (when topological order is introduced)
hosting Majorana bound states that can be used as topological qubits for decoherence-resistant
quantum computation [113–116].

Shiba band is the same as electronic band structure described in solid-state physics, the only
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Figure 1.17: Phase diagram and corresponding sub-gap tunneling excitation energy for two-channel spin-1
impurity. (a)-(d) Phase diagram illustrating ground state of two-channel spin-1 impurity as function of uniaxial
anisotropy D and pairing strength ∆. Transverse anisotropy E is set to 0, exchange coupling J11 and J2 are
indicated. Ground states are labeled by (Q,Sz)whereQ denotes the number of bound quasiparticles to the impurity
and Sz the projection of the total spin. Different ground states are presented in different colors. (e)-(h) Sub-gap
tunneling excitation energies of two-channel spin-1 impurity as function of uniaxial anisotropy D. Background
color and line color refer to ground state and excited state respectively (same color coding as in the corresponding
top phase diagram). Transverse anisotropy E is set to 0, exchange coupling J1,J2 and pairing strength ∆ are
indicated. The maximal excitation energies shown are the corresponding ∆. Image adapted from [108].

difference is that the interacting levels are in-gap Shiba states rather than atomic orbitals. The
first step towards Shiba band is the formation of Shiba dimer where a spin-spin interaction cou-
ples two Shiba impurities. Same as what we have introduced in interaction between Kondo im-
purities paragraph (1.2.6), the coupling between impurities occur through various mechanisms.
Depending on inter-impurity distance r there are two major ways: 1). At small distance where
r is of the order of coherence length of Shiba states, the Shiba states of different impurities are
expected to overlap. 2). At large distance where overlapping is not strong, the coupling will be
mainly substrate mediated RKKY interaction. The studies of interacting Shiba states have been
carried out experimentally [91, 106, 117–120] and theoretically [121, 122].

The phase diagram illustrating the ground state of interacting spin-1/2 Shiba dimer is shown
in Fig. 1.18 which is obtained by Numerical renormalization group (NRG) calculation performed
by Yao et.al. [122]. The concerned variables are RKKY coupling strength I (I < 0 for FM
coupling, I > 0 for AFM coupling), pairing strength ∆, exchange coupling between impurity
dimer and substrate TK and overlap parameter S = sin(kF r)

kF r
responsible for the hybridization of

the Shiba states. As a results of competition between these variables, there are five competing
subgap Shiba dimer states (T0,S0,D±,S2) shown in Fig. 1.18 (a-b). These states are labelled by
(S,Q, P ) where S denotes the total spin, Q the number of quasiparticles bound to dimer and P
the parity.

1). For large values of ∆/TK >> 1, it corresponds to the free-spin state where the ground

36



state is either a molecular triplet state (T0 = (1, 0,+)) for I < 0 or a molecular singlet state
(S0 = (0, 0,−)) for I > 0. 2). For small value of ∆/TK << 1, the competition takes place
between Kondo screening TK and inter-impurity coupling I . For large value of positive I , the
ground state is S0 even for large TK because of the reduction of total spin, this is in consistence
with what happened in Kondo dimer (Fig. 1.8). However if I is small or negative I < 0, the S0

ground state undergoes quantum phase transition (blue dash line) and becomes Kondo singlet
S2 = (0, 2,−). This corresponds to the case where inter-impurity coupling I becomes too weak
to reduce total spin and dimer starts to interact with superconducting substrate, leading to a
Kondo singlet ground state. 3). For intermediate | I | and ∆ ∼ TK there is a molecular doublet
which correspond to the case where one of the impurity enters Kondo-screened ground state
while the other remains unscreened. For non zero S, the hybridization leads to the formation of
bonding or anti-bonding state D± = (1/2, 1,±).

The excitation spectra of Shiba dimer is shown in Fig. 1.18 (c) that illustrates the evolution
of ground state and excited states along the black dashed line in Fig. 1.18 (b) at I/TK = 0.58.
At small ∆/TK the dimer is strongly coupled to the substrate and ground state is S2, due to
the selection rule (∆S = ±1/2,∆Q = ±1) the excitation can only take place between S2 and
D±, in such case we will have two pairs of Shiba states just like a spin-1 Shiba impurity. For
∆ ∼ TK , the ground state is bonding molecular doublet state D+ and excited states are S2, T0
and S0, three pairs of Shiba states could appear in the gap. At large ∆/TK , T0 is the ground state
and excited states are again D±.

Till now we have the conception about the ground state and excited state evolution together
with corresponding excitation spectra of an interacting spin-1/2 Shiba dimer. It might not seem
difficult to describe it theoretically, however in real experiments the realisation of ideal inter-
acting Shiba dimer that shows potential to develop long range order (Shiba band) is more chal-
lenging. Because unlike Kondo resonance which is a many-body phenomena that localizes at
Fermi level with a characterized width of TK , Shiba state is a single quasiparticle excitation,
which means Shiba state has a well defined energy level Eb. As we have learnt that Eb depends
not only on magnetic exchange coupling with substrate J but also on the impurity environment
where local density of states of substrate ρ0, magnetic anisotropy D and E should be taken into
account. Ideal interacting Shiba dimer requires that 1). Eb of each Shiba state are the same. 2).
Overlap of Shiba wavefunction of both impurities. 3). Intermediate coupling strength of both
I/TK and ∆/TK so that the long range order (related to I/TK) can be developed without signif-
icantly suppressing in-gap states formation (related to ∆/TK). All these requirements indicate
that an ideal platform with the potential to build up Shiba band is extremely to find. Many works
including this thesis have been dedicated to pursue Shiba band formation, but till the end of this
manuscript only Wiesendanger’s group [105, 106, 116] had recently given a solid prove of Shiba
band formation in interacting Mn atom chain on superconducting Nb(110) surface.
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Figure 1.18: Phase diagram and corresponding excitation spectra for spin-1/2 Shiba dimer (a) Shiba dimer
states labelled by (S,Q, P ) where S denotes the total spin, Q the number of quasiparticles bound to dimer and P
the parity. (b) Ground state phase diagram for interacting spin-1/2 Shiba dimer as function of I/TK and ∆/TK for
overlap parameter S = 0.1. The background colors indicate regions with S = 1 (light maroon), S = 1/2 (white),
and S = 0 (blue) ground states. (c) Evolution of states along black dashed line in (a) where I/TK = 0.58. At small
∆/TK the ground state is Kondo singlet S2 and the excitation can only occur between S2 and molecular doublet
D± due to selection rule (∆S = ±1/2,∆Q = ±1). At intermediate ∆/TK , the ground state is bonding molecular
doublet D+ and excited states can be Kondo singlet S2, molecular triplet T0 and molecular singlet S0. At large
∆/TK , the ground state is molecular triplet T0 and excited states are molecular doublet D±. The effective RKKY
interaction Ieff can be extracted by the splitting between the S0 and T0 states and the effective hopping teff related
to the overlap can also be deduced by splitting of D±. Image adapted from [122].

1.4 Self-assembled molecules on metal surface

1.4.1 Motivation

For STM study there are two proposals to form Shiba band. The first one is build up 1D inter-
acting impurity chain [113, 123]. This can be realised by artificially made magnetic transition
atomic chain using STM tip manipulation technique (see section (2.4) and people have used sev-
eral magnetic atoms such as Fe, Mn, Co to build up chains on different kinds of superconductor
surfaces [106, 124–126]. The second one is to build up 2D interacting impurity lattice [114,
115]. This usually refers to self-assembled magnetic transition metal island on superconductor
surface or embed in the superconductor [127–130].
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Tip manipulation enables us to control inter-adatom distance r which is related to inter-
impurity interaction I but magnetic exchange coupling J (related to atom orbital, substrate and
inter-impurity interaction) is not controllable for adatom impurity, this indicates that the only
way to control J is to try different impurities atom and substrate superconductor to satisfy the
requirements of Shiba band formation. Another important aspect is that tip manipulation is a
risky operation hence it is usually used to control small amount of atoms in 1D chain formation.

In view of shortcoming of uncontrollable J for atom impurities and the difficulty of tip ma-
nipulation operation, we propose here the investigation of self-assembled magnetic molecule
system on superconductor surfaces. In this thesis, supramolecular chemistry and self-assembly
concepts will be utilized to create atomically defined systems with controlled and tunable in-
teractions between well-ordered and periodically spaced magnetic centers I and with the super-
conducting substrate J .

1.4.2 Porphyrin-based molecule

The molecules we propose to use are porphyrin-based molecules that consist of a magnetic
transition metal (Mn, Fe) at organic porphyrin molecule center. Porphyrins are a family of
organic molecules with a central pi-conjugated aromatic macrocycle (C20H12N4, or usually la-
belled by "P") consisting of four pyrrole rings. A metal-free porphine molecule (H2 − C20H12N4

or H2 − P) that is the most basic porphyrin molecule is shown in Fig. 1.19 (a) in which pyrrole
ring is marked by red circle. The porphine molecule is non magnetic in gas phase, but it is pos-
sible to substitute two center hydrogen atoms by magnetic transition metal, forming a magnetic
organic molecule (TM− P with TM the transition metal) [131, 132]. Fig. 1.19 (b) shows the
metal-free phthalocyanine (H2 − C32H16N8 or H2 − Pc) molecule that is similar to porphine
molecule, it is shown here for comparison because people have widely studied Kondo effect of
its metal complexes (TM− Pc) on various systems (normal metal and superconductor).

The interactions between magnetic molecules I and with substrate J can be indirectly con-
trolled by bonding substituents (or called ligand in this manuscript) to the porphine macrocy-
cle. There are a wide range of organic ligands including phenyl (−C6H5)(Fig. 1.19 (c)), pyridyl
(−C5H4N)(Fig. 1.19 (d)), and octaethyl (−CH3) groups that can be bound to either β- or meso-
positions on macrocycle. For example, the effective coupling with substrate J can be controlled
by binding proper ligands: 1). Octaethyl groups can be bound to eight β-position of Fe− P

molecule and serve as a spacer that decouples molecule from the superconducting substrate,
resulting a zero J so that in-gap Shiba states feature is replaced by above-gap inelastic spin
flip excitation [109, 110]. 2). Sulfonyl hydroxide (−SO3H) can be bound to meso-position of
macrocycle, due to the strong electron affinity of sulfonyl ground J is expected to be large [133].

The inter-impurity coupling strength I is intimately related to the way the molecules assem-
ble the lattice. In a self-assembled molecular lattice (or chain), unlike atom impurity where
inter-atom interaction occurs through exchange coupling (short range) or RKKY coupling (long
range), the inter-molecule interaction can occur through different kinds of chemical bonds where
molecular orbitals are extended (or expelled) such as Van der Waals interaction, covalent bond,
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hydrogen bond, polar bond, π − stacking, T − stacking bonding, halogen bond ([134–137]).
By using proper ligands we expect to control the bonding configuration in molecular assemblies.
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Figure 1.19: Structure of a macrocycle molecule and ligands. (a) Porphine (H2 − C20H12N4). Hydrogen atoms
not shown explicitly, except for those bound to the pyrrolic nitrogen. Image adapted from [138]. (b) Phthalocyanine
(H2 − C32H16N8). (c) Phenyl group (−C6H5), also called phenyl ring. (c) Pyridyl group (−C5H4N), also called
pyridyl ring.

1.4.3 Molecule network

There are various strategies to realise on-surface bonding of molecules. The one to our inter-
est is covalently bonded molecule chain or lattice through Ullmann reaction [139]. It has been
shown that ligands containing labile Br atom can be used, when molecules are thermally acti-
vated, they will dissociate Br atom and form covalent bond with other molecule, this process
can occur on the metal surface or in the molecule evaporation crucible [66, 138, 140, 141]. For
example, four-fold symmetry tetra (4-bromophenyl) porphyrin (H2Br4TPP) molecule where
four Br− phenyl ligands are bonded to meso-positions of porphyrin macrocycle is shown in
Fig. 1.20 (a). Upon heating the molecules are thermally activated and Br atoms are dissociated,
then molecules connect with each other by forming covalent bond and stable 2D molecule lattice
is formed (Fig. 1.20 (b)). Here 2D lattice is formed because the molecule had four-fold symme-
try with Br− phenyl ligands added to (5,10,15,20) meso-positions, if ligands are only added to
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opposite position (5,15) or (10,20) one might expect to form 1D molecule chain [138].
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Figure 1.20: Covalently bonded H2Br4TPP molecular networks. (a) Chemical structure of H2Br4TPP)
molecule (ligands are marked by red circle, Br atoms are highlighted in red). (b) Concept of debromination process
that gives rise to covalently boned 2D molecule lattice. Image adapted from [140].

This thesis is dedicated to realise self-assembled magnetic molecule lattice/chain through de-
bromination process on normal and superconducting metal, using STM/STS technique to study
molecule orders and electronic structures of emerging Kondo/Shiba lattices (if there are) and
exploring the recipes of forming Shiba band in molecular architectures.

1.4.4 Discussion

Finally we make a brief discussion concerning molecular system. The inter-molecular interac-
tion is mediated by molecule orbitals (usually refer to π orbital of macrocycle) while the magnetic
property are mainly given by center TM metal. The presence of molecular orbital will compli-
cate the physic: 1). The coupling between center magnetic atom and macrocycle π orbital is in-
evitable which drives the whole molecule magnetic (spin polarized orbital in organic part). This
has been confirmed by several studies [142–147] but the consequence of intra-molecule coupling
still far from being fully understood. 2). The magnetic molecule conception indicates a non-
point-like scatterer, this will result delocalized orbital in the view of center atom [147–150] and
new phenomena such as vibration modes [40, 145, 151], single channel spin-1 Kondo effect [40].
3). Molecular orbital itself can directly couples with substrate that might greatly influence the
magnetic behavior of the molecule [152–154]. In some cases a metal-free molecule can acquire
magnetism by receiving charge from the substrate and Kondo resonance appears [41, 137, 155,
156] or a magnetic molecule becomes non-magnetic once adsorbed on metal surface [39, 157,
158].

On the other hand, the presence of macrocycle makes molecule system ideal for spin state
manipulation studies. For example the stabilized macrocycle allows capturing additional tran-
sition atoms to molecular [159, 160], attaching removable ligand directly to center atom [161–
165] that can modified the spin state of molecule or using the tip to tune the interaction between
molecule with substrate J to study its effect on Kondo or Shiba phenomena [31, 33, 166–169].

Concerning the molecule network formation, there are various kinds of approach such as
forming covalent bonds with other substituent ligands from the bromine atoms [170], form-
ing transition atom coordinated network [67, 171–174], forming other bonds like homocoupling

41



through hydrogenation [175] or using distorted molecules that couples tightly [62]. In this the-
sis we mainly focus on the effects of phenyl, pyridyl and bromine atoms ligands attached to
porphyrin macrocycle.
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Chapter 2

Experimental Techniques and Methods

2.1 Introduction

In this chapter we will present the basis concepts and techniques that will be used throughout
this thesis.

At the first stage shown in section (2.2), we will first introduce the model of quantum tun-
neling phenomena in section (2.2.1) and the experimental scanning tunneling microscopy and
spectroscopy (STM/STS) techniques in sections (2.2.2) and (2.2.3). The specific cases using nor-
mal or superconducting tips, with elastic tunneling or inelastic tunneling will also be involved.
Then we will present the simulated spectral lineshape obtained by tunneling through magnetic
impurities on metal surface in section (2.3) and tip manipulation process in section (2.4).

At the second stage shown in section (2.5) we will introduce our approach to data analy-
sis, which includes both topographic (section (2.5.1)) and spectroscopic data (section (2.5.2))
which are respectively obtained in STM/STS experiments. After that, in section (2.5.3) we will
introduce the deconvolution method in detail which aims to remove the effect of BCS DOS of
superconducting tip in SIS STS experiments.

In the last part (section (2.6)) we will detail the characteristics of the laboratory apparatuses
which were used for our experimental works.

2.2 Scanning tunneling microscopy and spectroscopy

Scanning tunneling microscopy (STM) and spectroscopy (STS) techniques were used through-
out this thesis to study the conformation of the molecules and their electronic properties once
adsorbed on various substrates. STM allowed us to image architectures of molecules with atomic
scale resolution and STS allowed us to probe local electronic properties of molecules and sub-
strates with a spectral resolution up to 0.1meV. STM/STS techniques are implemented with a
scanning tunneling microscope which was first invented by Binnig and Rohrer, [176–178] in
early 1980’s and these techniques are based on the concept of quantum tunneling effect. The
basic idea of a scanning tunneling experiment is simple: under ultra-high-vacuum (UHV) condi-
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tion we consider a fixed conducting sample and a controllable sharp metallic tip above it (Fig. 2.1
(a)). The tip position is finely controlled by three piezoelectrics operating along three different
orthogonal spatial directions and a bias voltage is applied between the tip and the sample. When
the tip is brought close enough to the sample surface, electrons in the tip extremity can tunnel
through the vacuum barrier to the sample or vice versa. Depending on the sign of bias voltage,
a net tunneling current occurs between the tip and the sample. The tunneling current which is
exponentially dependent on tip-sample distance is then measured. During the tunneling process
if an electron tunnel to a final state with same energy as the one of the initial state (e.g. Fig. 2.1
(b)), it is called elastic tunneling. If the energy of the final state is different from the initial one,
i.e. an inelastic interaction occurred during the tunneling process, it is called inelastic tunnel-
ing (see paragraph (2.2.4)). Both structural information and electronic properties are encoded
in tip-sample distance and tunneling current.

𝑬𝑬𝑭
𝒔

𝑬𝑭
𝒕

𝑒−

𝒆𝑽

(b)(a)

Figure 2.1: Scanning tunneling experiment principle. (a) Illustration of a scanning tunneling microscope. A
metallic probe tip controlled by piezoelectrics is stabilized about several angstroms above the sample surface. A bias
voltage V is applied between the tip and the sample. A tunneling current I is measured and its amplitude depends
on the tip-sample distance z, bias voltage V and decay constant κ. Image adapted from [179]. (b) Illustration of the
elastic electron tunneling spectroscopy process. Considering a tunneling current measured between a normal metal
tip (up) and a superconducting sample hosting a rigid magnetic impurity (Shiba impurity) (down). A positive bias
V is applied to the tip with respect to the sample which moves the chemical potentials of the electrodes relatively
to each other. The electrons in the occupied states of the tip will tunnel elastically to the sample’s empty states. In
this simple picture, the tunneling current I depends only on V , the DOS of tip and sample (solid green and blue
lines) and the tip-surface distance. The colored dashed line indicates the occupancy of states due to the Fermi-Dirac
distribution. Embed image adapted from [180].

2.2.1 Modeling tunneling current

The tunneling phenomena between two electrodes (tip and sample) can be treated as a metal-
insulator-metal (MIM) junction. John Bardeen had applied a transfer Hamiltonian method to
solve this MIM tunneling junction problem [181] and his theory was further extended to scan-
ning tunneling microscopy by J. Tersoff and D. R. Hamann [182, 183] while voltage dependent
calculation of the scanning tunneling current was later developed [184–186].
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Bardeen’s tunneling theory

In Bardeen’s model, the MIM tunneling junction is described by the following Hamiltonian:

H = Ht +Hs +Hb (2.1)

whereHt andHs are Hamiltonian of left and right electrodes. Hb is the transfer Hamiltonian that
describes the tunneling electrons through the vacuum barrier. Illustration of this MIM junction
is shown in Fig. 2.2, the eigenstates and corresponding energies of Ht and Hs are Et

µ, ψt
µ and

Es
ν , ψs

ν respectively. ϕ is the workfunction, V the applied bias between electrodes and z0 the
distance of barrier.

φ

𝒛𝟎

eV

𝝍𝝂
𝒔

𝑬𝑭
𝒔 + 𝒆𝑽

𝑬𝑭
𝒔

𝝍𝝁
𝒕

Figure 2.2: Illustration of MIM tunneling junction. The two electrodes are separated by vacuum barrier of width
z0. Tunneling phenomena occur when two electrodes are close enough.

The tunneling current of such MIM junction follows the expression:

I =
4πe

ℏ
∑
µν

[f(Et
µ − eV )− f(Es

ν)] |Mµν |2 δ(Et
µ − Es

ν + eV ) (2.2)

f(E) =
1

e(E−EF )/(kBT ) + 1
(2.3)

Mµν is the tunneling matrix element and f(E) the Fermi-Dirac distribution. The tunneling
matrix elementsMµν depends on the geometry of both electrodes and can be described by surface
integral of the wavefunctions of the two electrodes:

Mµν =
ℏ2

2m

∫
Σ

(ψt
µ∇ψs∗

ν − ψs∗
ν ∇ψt

µ)dS⃗ (2.4)

Σ is the surface of two electrodes.
The tunneling matrix element describes the effect of potential barrier Hb on the tunneling

electrons between states ψt
µ and ψs

ν . We will see that the evaluation of tunneling matrix element
shows important consequences on tunneling properties.

We can also introduce the DOS of both electrodes ρt and ρs by replacing the summation over
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finite states µ, ν by the integral over energies:

I ∝
∫
ρt(E − eV )ρs(E)[f(E − eV )− f(E)] |M |2 dE (2.5)

We find that I depends on the electronic structures of both electrodes in a way of convolution
between ρt and ρs, and it depends also on the geometry structures of both electrodes given by
tunneling matrix element M .

Model for the tunneling current

To extend Bardeen’s tunneling theory to STM setup one has to apply a proper model for de-
scribing the geometry of the two electrodes i.e. evaluate the tunneling matrix element Mµν in a
sharp tip and flat sample geometry (i.e. Fig. 2.1 (a)). Tersoff and Hamann formulated a simple
but widely used model (TH model) where STM tip is considered as a locally spherical potential
well and the sample as a plane with periodic potential (Fig. 2.3) [182, 183].

(𝒙𝟎,𝒚𝟎, 𝒛𝟎)

𝑹

𝒛𝟎 − 𝑹

Figure 2.3: Tersoff-Hamann model of STM. The STM tip is modeled as a locally spherical potential well radius
of curvature R centered at (x0, y0, z0). In the following discussions we consider R being negligible with respect
to tip-sample distance z0, which means the tip apex is considered as a geometric point. Sample surface is modeled
as z = 0 plane. Image adapted from [183].

In this assumption, the wavefunction of the tip can be characterized by a spherical evanescent
wave propagating from the tip apex located at r0, and wavefunction of surface by 2D-Bloch wave.
So that the wavefunction of the tip can be chosen to be:

ψt
µ(r⃗) = Aµ

e−κ|r⃗−r⃗0|

| r⃗ − r⃗0 |
(2.6)

with
κ =

√
2m(ϕ− Et

µ)/ℏ (2.7)

the decay constant which depends on work function ϕ and energy of electron Et
µ

1. r0 refers to
1The energy dependence of κ indicates that tunneling matrix also depends on energy [187]. It will result a more
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the tip position (x0, y0, z0), m the electron mass and Aµ the normalisation constant.
The wavefunction of the surface is described by Bloch wave:

ψs
ν(r⃗) = Aνe

ik⃗r⃗u(r⃗) (2.8)

where k⃗ denotes the momentum vector, u(r⃗) the periodic function with the same periodicity as
the crystal. Aν is normalisation constant.

By inserting wavefunction equations (2.6) and (2.8) into the tunneling matrix equation (2.4),
we will find the most important dependence of the tunneling matrix element:

Mµν ∝ ψs
ν(r⃗0) (2.9)

This is the central idea of TH model: by considering "s-wave" spherical symmetric tip states at tip
apex r⃗0 = (x0, y0, z0), the tunneling matrix element is directly proportional to the wavefunction
of the sample at the tip apex.

By replacing equation (2.9) in equation (2.5) the tunneling current becomes:

I ∝
∫
ρt(E − eV )ρs(E, r⃗0)T (E, V, r⃗0)[f(E − eV )− f(E)]dE (2.10)

where ρs(E, r⃗0) ≡ | ψs(r⃗0) |2 ρs(E), the local density of states (LDOS) of sample at energy
level E at tip apex location. This expression indicates that tunneling current I obtained by the
STM tip is related to the LDOS of sample ρs at tip apex. T is the transmission factor derived
from tunneling matrix element, it is related to decay constant in expression (2.7) and responsible
for the exponential dependence of current on tip-sample distance.

When the bias applied is low with respect to the workfunction ϕ, T can be considered as
energy independent i.e.:

T (E, V << ϕ, r⃗0) ≈ T (EF , r⃗0) (2.11)

And under the assumption of "s"-wavefunction of tip apex and 2D-Bloch wavefunction of
surface proposed in TH model, T can be considered as a variable that depends only on tip-sample
distance i.e. T (EF , z0), Thus T can be factored out of the integral:

I ∝ T (EF , z0)

∫
ρt(E − eV )ρs(E, r⃗0)[f(E − eV )− f(E)]dE (2.12)

This equation is the basis of the analysis of our data in the following. With small applied bias
voltage V and the assumption that both DOS of tip and sample does not vary appreciably near
Fermi level at 0K, then equation (2.12) can be further simplified as:

I ∝ ρt(EF )ρs(EF , r⃗0)V e
−2|κz0| (2.13)

with the last term representing exponential dependence of current on tip-sample distance given

important contribution of tip DOS near Fermi level and sample DOS about eV above Fermi level in equation (2.5).
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by transmission factor T (EF , z0).
TH model has proven to be effective to explain STM image with low spatial resolution (≥ 0.1

nm) but failed to explain the high resolution image such as corrugation of atomic-scale features.
This problem was later addressed by considering the general cases of wavefunction at tip apex
(e.g. p and d type) rather than a pure s-wave one [186, 188].

Yet the capabilities of scanning tunneling technique are not limited to measure DOS of sam-
ple. For example, spin-polarized scanning tunneling microscopy is sensitive is to the spin orien-
tation of tunneling electrons due to the magnetic atom/molecule decorated tip apex [189, 190],
it allows us to measure the spin texture of the sample; Electron spin resonance spectroscopy per-
formed by STM setup in which modulated electric field is applied during tunneling allows us to
precisely measure the spin state of magnetic atom or molecules [191]. However these techniques
will not be used in this thesis.

2.2.2 Topography mode

The corrugation of a surface, atomic structure, molecular conformations, adsorption sites and
structural organisation or assembly can be measured by STM topography image. Topography
data can be recorded thanks to two different microscopy modes.

(a) (b)

Figure 2.4: Two different modes to make topography image in STM experiments (a) Constant current mode.
Tunneling current remains constant during scanning, tip-sample distance does not significantly vary, tip height is
used for topography. (b) Constant height mode. Tip height remains constant during scanning, tip-sample distance
can significantly vary when tip overpasses a protrusion (depression) of surface, tunneling current is used for topog-
raphy. Image adapted from [192].

Topography measurement

The first mode is called constant current mode (Fig. 2.4 (a)): a feedback loop maintains the
tunneling current at a chosen value Ii when applying constant bias voltage Vi to the tunneling
junction. The feedback loop regulates the extension of piezoelectrics in order to keep scanning
current equals to Ii when scanning the surface with the tip. The extension of three sets of piezo-
electrics define the coordinates of the tip (x, y, z). The topography image is reconstructed by
recording z(x, y)|Vi,Ii . Due to the exponential dependence of the barrier transmission with the
tip distance, the main contribution to this topography is the the surface corrugation which forces
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the tip to follow step edges, islands or nanostructures contour lines of height. If the experimen-
tal conditions are such as tip-sample height does not significantly vary and that the voltage is
low, then transmission factor in equation (2.12) should not significantly vary as well with (x, y)

positions. In that case, the topography z(x, y)|Vi,Ii is a direct recording of the sample LDOS
ρs(EF , x, y, z0) atEF in agreement to TH model, equation (2.13). This is useful to record quasi-
particles interference patterns, chemical/defect contrast and atomic resolution (Fig.2.5 (a)). For
general case, the constant current topography mode always mixes corrugation and LDOS infor-
mation. If one wants to get rid of the corrugation signal, one must consider the spectroscopic
mode, presented below (section (2.2.3)).

If one wants to get rid of the effect of the LDOS which is inhomogeneous by nature due to
quantum interference, the trick is to average the spatial dependence of the LDOS thanks to the
energy integral of equation (2.10). This is what is performed with success for metal surfaces
where topography images are usually recorded at a large bias voltage (typically a few hundreds
of meV) (Fig.2.5 (b)).

When the orbital nature of the sample induces strong variations of the LDOS in space and
energy, like in the case of semiconducting surfaces and adsorbed molecules for instance, corru-
gation and LDOS effects cannot be completely distinguished experimentally. This effect has an
impact on the data analysis which does often necessitate theory calculations to be modelled in
detail.

(a) (b)

308mV1.25mV
Figure 2.5: Constant current topography images recorded at different setpoint. (a) Constant current topogra-
phy image (6x6nm2) of self-assembled magnetic at setpoint of 1.25 mV, 3 pA. LDOS of molecules at Fermi level
(ρs(EF )) gives the most contribution to topography. (b) Constant current topography image of same region as (a)
but at setpoint of 308 mV, 30 pA. At high setpoint bias voltage, molecular orbital gives the most contribution to the
topography.

The second mode is called constant height mode (Fig. 2.4 (b)) in which the feedback loop is
turned off. In this case the setpoint consists of a constant height zi and a constant bias voltage Vi.
During scanning process z piezoelectric holds the value zi and only x, y piezoelectrics extend.
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The scanning current I(x, y)|zi,Vi
can be used to reconstruct topography image. Constant height

mode is not widely used because disabling feedback loop during scanning process may crash
the tip to sample surface. Also, the current is exponentially dependant of tip-sample distance
z0 which might significantly vary, this will make the interpretation of the data quite hazardous
because transmission factor is spatial dependent on z0 and can not be factored out of integral
in expression (2.10). However this off-feedback loop technique is essential for spectroscopy
experiments and tip manipulation as it will be discussed in the following paragraphs.

2.2.3 Spectroscopy mode

In this paragraph we will introduce the spectroscopy mode and demonstrate that the local den-
sity of the quasiparticle states ρs(E, r⃗0) of the sample can be deduced from scanning tunneling
spectroscopy (STS) experiments where the variation of the current with the voltage is recorded.
We consider only elastic processes during the electrons tunneling.

An STS experiment

During STS experiments, the tip-sample distance is kept constant z0 by turning off feedback
loop when the tip is at a specific location above the surface (r⃗0). z0 is determined by the setpoint
Vi, Ii,∆z where the first two components determine the initial tip height z|Vi,Ii and the third
component adjusts the final tip height during STS measurement i.e. z0 = z|Vi,Ii+∆z. Once the
tip height is setup, I(V ) is then measured when the bias voltage is swept linearly with time (the
data analysis is more convenient for a linear variation of V). During this process, the tip posi-
tion r⃗0 remains fixed so that bias voltage is the only experimental variable of the spectroscopic
measurement.

According to equation (2.12) the electronic properties of the sample ρs appears inside the
integral and is convoluted with ρt. To extract ρs(E, r⃗0) we have to first study the differential
conductance, i.e. the derivative of the current with respect to the voltage dI/dV which can be
obtained either by numerical derivation of the recorded data or directly measured by lock-in
technique (see paragraph (2.5.2)). Then we have to know the details of tip ρt in order to deduce
ρs(E, r⃗0).

When using a Normal tip

For a normal metal tip it is generally assumed that its DOS ρt is constant with the energy. By
chance it is quite always the case when one is interested in small energy windows with respect to
the bandwidth of a normal metal (i.e. a few meV as for the case of a superconductor gap energy).
This assumption is generally wrong for larger energy windows. However, the STM tip can be
experimentally "prepared" for being as close as possible to a constant DOS or at least, to exhibit
a monotonous variations with energy which can be easily removed from the data with a simple
procedure.
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If the tip DOS ρt is constant, the derivative of the current with respect to the bias voltage in
(2.12) can be written as:

dI/dV ∝ −
∫
dEρs(E, r⃗0)

∂f(E − eV )

∂E
(2.14)

At low temperature the derivative of the Fermi-Dirac distribution function 2.3) with respect to
energy tends to a Dirac delta function:

lim
Temp→0K

Θ(E) = lim
Temp→0K

∂f(E − eV )

∂E
= δ(E − eV ) (2.15)

Thus equation (2.14) becomes:

dI/dV (V, r⃗0) ∝ ρs(eV, r⃗0) (2.16)

This result indicates that with a normal metal tip, at T = 0 K, the differential conductance
dI/dV is a direct estimate of the LDOS of the sample at the position of the tip r⃗0. Thus, in the
ideal case there is a direct correspondence between energies and voltages, considering the charge
of the electron as a proportional constant. The measure of dI/dV (V, r⃗) is what is called scanning
tunneling spectroscopy. Here, for simplicity but also because it corresponds to our microscope
design, the temperature of the tip and the surface are chosen to be the same. The minimum
temperature we can reach in our setup is 1.1K. At this temperature the thermal broadening limits
spectral resolution to approximately 400 µeV (∼3.5kBT).
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Figure 2.6: Thermal broadening when using normal or superconducting tip when measuring a supercon-
ducting sample (a) Fermi-Dirac distribution function f(E) in dashed line and its derivative Θ(E) in solid line at
dimensionless temperatures T1 = 0.03 (red), T2 = 0.1 (orange) and T3 = 0.2 (black). Arrows show FWHM of
Θ(E). (b) Simulated dI/dV spectra of a superconductor showing a superconducting gap (∆s) and in-gap quasi-
particle states taken with a normal tip. Blur curve represents the standard representative of a perfect measurement
with a metallic tip without thermal broadening. Dimensionless simulation temperatures are T1 = 0.03∆s (red),
T2 = 0.1∆s (orange) and T3 = 0.2∆s (black). (c) Simulated dI/dV spectra with a superconducting tip (∆t = ∆s)
in the same conditions as for (b). Blue curve represents the standard representative of a perfect measurement with
a metallic tip without thermal broadening. Energy and bias voltage are dimensionless.
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The effect of thermal broadening with normal tips can be easily estimated by considering the
tunneling spectroscopy of a superconducting sample characterized by a superconducting gap ∆s

hosting sharp quasiparticle excitations (e.g. Yu-Shiba-Rusinov states presented in chapter (1)).
The broadening can be characterized by full width at half maximum (FWHM) of Θ(E) function.
Θ(E) is plotted for 3 different temperatures kBT1 = 0.03∆s, kBT2 = 0.1∆s and kBT3 = 0.2∆s

respectively in (Fig. 2.6 (a)). The effect on the simulated dI/dV spectra is shown in (Fig. 2.6
(b)).

The thermal broadening impacts strongly the the calculated dI/dV spectra. As temperature
increases from T1 to T2, the width of the superconducting quasiparticle peaks and in-gap quasi-
particle excitations broadens and their spectral weight is reduced. At T3, the thermal broadening
is washing out all spectral characteristic and the dip which remains does not does not allow for
any reasonable measurement of the the gap amplitude (black arrow in Fig. 2.6 (a)). We chose T2
as a criterion indicating the crossover where it is becomes difficult to perform any data analysis
due to thermal effects. This criterion corresponds to T

TC
≈ 0.18 for BCS superconductors (where

kBTC ≈ 1.764∆). According to this criterion, we should not measure any superconductors with
TC > 6.8K which limits drastically the list of superconductors that can be studied by our mi-
croscope. For example, according to our criterion, since Pb which has a critical temperature of
7.2K, the study of its properties should be out of reach. By chance, the spectral resolution due
to the thermal broadening can be drastically improved when using a superconducting tip.

When using a Superconducting tip in a SIS junction

To improve the spectral thermal resolution, a superconducting tip can be used during STS ex-
periments. This tunneling configuration is called a "SIS junction" ("S" and "I" stand for super-
conductor and insulator respectively). To understand the SIS spectral shape, we make a cal-
culation of the tunneling spectrum of a superconducting sample taken with a superconducting
tip which gap values are ∆s and ∆t respectively (Fig. 2.7 (a)). The transmission coefficient of
expression (2.12) is chosen to be equal to 1, and we first neglect the temperature effect as in
equation (2.15).

Since the normalised DOS of the tip ρt follows the BCS quasiparticle distribution, equa-
tion (1.23), SIS spectroscopy is different from that obtained with a normal tip. Because of
the absence of DOS near the Fermi level inside the two electrodes, electrons cannot tunnel
through the SIS junction at low bias voltage, resulting a zero current in the voltages window
[−(∆t+∆s)/e,+(∆t+∆s)/e], see Fig. 2.7 (b-c). When the voltage bias correspond to a larger
value than the sum of two gaps (∆t+∆s)/e, a current is established in the junction, see Fig. 2.7
(d-e). Thus the differential conductance (Fig. 2.7 (f)) shows two sharp peaks symmetric to zero
bias located at the edge of a gap of ±(∆t + ∆s)/e; these features are the signature of BCS
quasiparticle peaks and gaps in SIS tunneling spectra. The quasiparticle peaks resolved by a su-
perconducting tip show much higher amplitude and much smaller half-width at half maximum
than those resolved by normal tip, see Fig. 2.6 (b). This phenomenon originates from the diver-
gence of the quasiparticle DOS at the edge of the superconducting gap which show extremely
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Figure 2.7: Scanning tunneling spectroscopy with superconducting tip at zero temperature. (a) Energy di-
agram of elastic tunneling between superconducting tip (gap ∆t, green curve) and superconducting sample (gap
∆s, blue curve). BCS quasiparticle peaks are partially shown. (b,d,e) With small bias V1 no tunneling due to the
gaps. Tunneling occurs when the absolute value of bias overcomes (∆t +∆s)/e. (c) Calculated tunneling current
as function of bias. At voltage inferior to (∆t + ∆s)/e tunneling current is zero. (f) derivative of current with
respect to the bias voltage. Two symmetric sharp peaks are observed at ±(∆t +∆s)/e which are the signature of
BCS peaks.

thin width with respect to the thermal broadening function Θ(E) described above. It greatly
improves the spectral resolution, even for the determination of sharp in-gap states.

Fig. 2.6 (c) presents simulated dI/dV spectra taken with a superconducting tip at temper-
atures T1, T2 and T3. The chosen case, ∆t = ∆s, is experimentally favorable since it gives
an "apparent" doubling of the gap voltage with respect to the case of a normal tip and makes
easier the understanding of the raw data. The spectra show a modified shape with respect to a
perfect measurement with a metallic tip (blue curve). For a normal tip we know that the thermal
broadening originates from the non-integer average occupancy of states below and above the
Fermi level at finite temperate (Fig. 2.6 (a)) according to Fermi-Dirac distribution function. In
the case of superconducting tip there is no state available near Fermi level if the superconduct-
ing gap amplitude is well developed, i.e. if the temperature of measurement is much lower than
the critical temperature. This provides to the superconductor a natural ability against thermal
noise [193]. As one can estimate by comparing the various cases of Fig. 2.6 (b) and (c). Even
at relatively high temperature (T3), sharp spectroscopic features subsist, however the number of
peaks has changed and the characteristic voltages have been modified. To understand how the
spectrum has been modified with respect to a normal tip, we present, in Fig. 2.8, the calculated
SIS spectral with or without in-gap states at various temperatures in the most general general
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case where superconducting tip and sample are considered (∆t = 0.63∆S).
In the case where there is no in-gap state (Fig. 2.8 (a)), the calculated SIS spectra are shown in

Fig. 2.8 (b). At low temperature T1, thermal effect is not efficient enough to induce a significant
population of the occupied states above the gaps ∆t or ∆s. Thus the conductance curve (red
curve) will be quite similar as the zero temperature case (Fig. 2.7 (f)). At higher temperature
T2 and T3, the occupied states above the gap will contribute to tunneling current as well (holes
below the gap energy will are playing a role). The quasiparticle peak related to ρs at +∆s

energy gives rise to two spectral features at (∆s ± ∆t)/e in SIS spectra which is explained by
the tunneling into the quasiparticle peak of the tip DOS at positive and negative energies. For
e-h symmetry reasons, the quasiparticle peak related to the sample DOS at −∆s energy gives
rise to two spectral features at (−∆s ±∆t)/e in SIS spectral.

Hence, at relatively high temperature (fractions of TC) we observe two new peaks at ±(∆s−
∆t)/e inside the enhanced gap which are the thermally triggered replica of the quasiparticle
peaks related to the sample (orange and black curve, quasiparticle peak signature are marked by
dashed purple lines). As expected the spectral weight of the replica increases with temperature,
witnessing their thermal origin. One should also note that unlike the peaks resolved by a normal
tip, in-gap peaks come with a dip of negative differential conductance. This negative differential
conductance originates from the divergence of BCS quasiparticle peaks which induces a rapid
increase followed with a rapid decrease of the current when when sweeping the voltage.

We now consider the presence of in-gap states. We first consider a zero energy state (e.g.
Majorana bound state) inside the gap (Fig. 2.8 (c)). The calculated SIS spectral is shown in
(Fig. 2.8 (d)) where the single zero energy peak is resolved as two peaks with same spectral
weight located at±∆t/e due to the shift by a value of+(−)∆t/e in SIS spectral already observed
above. For the typical case of Yu-Shiba-Rusinov states, two sharp spectral features (at electron
and hole symmetric energy) subsist inside the superconducting gap at +(−)Es (Fig. 2.8 (e)).
In SIS configuration, Fig. 2.8 (f), the signature of electron and hole in-gap states are two peaks
at +(−)(Es + ∆t)/e and +(−)(Es − ∆t)/e respectively. Two first set of spectral signatures
at (±(Es +∆t)) with the same relative spectral weight correspond to the two genuine electron
and hole in-gap states. If the temperature is high enough, the number of spectral features is
doubled due to the thermal population of electrons (or holes) of the quasiparticle peaks: two
other spectral signatures are measured due to the thermal effect at ±(Es − ∆t)/e with reverse
relative spectral weight, so with reverse relative order with respect to the electron-hole original
in-gap states. Thus the electronic properties of in-gap states (energy, spectral weight and width)
are encoded in both the 2 sets of measured peaks in SIS configuration.

The use of superconducting tip can indeed greatly improve spectral resolution and the ability
against thermal noise, there are still inevitable drawbacks of it. The first one is that the position
of peak is shifted by a value of ∆t which is the gap value of tip and the differential conductance
is not readily comparable to the LDOS, for example the existence of negative conductance. The
second one is the thermally induced replica located inside energy window of [−∆t,+∆t]. These
thermal induced replica still contain information about the LDOS of the sample.
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Figure 2.8: Temperature and in-gap states effect on SIS tunneling spectroscopy. (a) LDOS considering a
superconducting tip and surface with BCS-like DOS (∆t = 0.63∆S) represented by green and blue curve. Red,
orange and black dashed lines represent Fermi-Dirac distribution at temperature of T1 = 0.03∆s, T2 = 0.1∆s and
T3 = 0.2∆s. (b) Simulated dI/dV spectra for configurations described in (a). The peaks related to the quasiparticle
peaks are marked by dashed purple lines at (±(∆s + ∆t)/e). If the temperature is high enough, two additional
peaks are the result of the thermal population of electrons above the gap energy (and holes below the gap energy)
and are also related to the quasiparticle peaks at (±(∆s − ∆t)/e). (c) LDOS in the case of a zero energy in-gap
state in the sample DOS. (d) Simulated dI/dV spectral of configurations described in (c). The spectra show the same
spectral features as in (b) plus 2 peaks at ±(∆t)/e surrounded by negative conductance which are the signature of
the zero-energy in-gap state. (e) Case of electron-hole split in-gap states in the sample DOS. (f) Simulated dI/dV
spectra for configurations described in (e), The spectra show the same spectral features as in (b) plus 4 peaks : the
2 in-gap DOS features produce two corresponding spectral features at ±(Es − ∆t)/e. If the temperature is high
enough, two additional replica with reverse the relative spectral weight are created at ±(Es −∆t)/e. The in-gap
peaks voltages and energies are marked with vertical dashed lines.
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In order to remove the effect of non-constant DOS of superconducting tip and thermal effect
and recover the genuine LDOS of the sample one will have to apply a deconvolution procedure
to the SIS spectra. Our deconvolution procedure will be discussed in paragraph (2.5.3).

Finally, one should also note that when superconducting tip and sample are strongly cou-
pled, the tunneling current is no more related to single electron tunnelling and one can observe
the signature of multiple Andreev reflections and Josephson supercurrent in SIS spectra [194].
Andreev reflections will introduce symmetric peaks in SIS spectra and Josephson supercurrent
introduces a peak at zero bias. In this thesis we avoid these two effects by choosing a weak
coupling between tip and sample.

2.2.4 Inelastic electron tunneling spectroscopy

When using a Normal tip

So far we have considered the elastic tunneling in which electrons conserve energy during tunnel-
ing process. While in inelastic tunneling spectroscopy (IETS) the tunneling electrons can lose
energy by exciting certain modes (e.g. molecule vibration mode [151], spin excitation [32]),
resulting inelastic tunneling current.
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Figure 2.9: Inelastic electron tunneling spectroscopy by normal metal tip. (a) Energy diagram of inelastic
tunneling. When electron acquires sufficient energy to induce an inelastic excitation (E>Eie), the electron can
tunnel to a final state with energy inferior to the initial one by inducing an inelastic excitation. (b) Calculated
tunneling current as function of bias. At small bias we have only elastic current (blue). When bias is above the
inelastic excitation energy Eie both elastic and inelastic part contribute to total current (orange), resulting a kink at
Eie in current-bias curve. Negative current (not shown here) is central-symmetric to positive current with respect
to zero point. (c) Derivative of current with respect to bias. The kink becomes a step signature at inelastic excitation
energy. (d) Second derivative of current with respect to bias (shifted for clarity). Step signature becomes a peak
(or dip for negative part).

When bias voltage shifts the energy of the electrons (holes) beyond the energy of an exci-
tation mode Eie, electrons will have sufficient energy to excite this mode. This excitation can
possibly open a new channel to an unoccupied state of the other electrode which contribute to
the tunneling current (Fig. 2.9 (a,b)). In spectroscopic I(V ) measurements, the opening of new
channel results in a sudden increase rate of tunneling current when sweeping the voltage thought
the characteristic voltage threshold. This appears as a kink in I(V ) curve. The voltage threshold
can easily be measured in derivative of the current with respect to bias, dI/dV , which contains

56



not only DOS information but also inelastic excitation information. In Fig. 2.9 (c) we observe
that a step feature at finite bias is added to a constant background. The step feature is a characteri-
zation of inelastic excitation of energyEie (e.g. spin excitation discussed in section (1.2.5)). The
second derivative of current enables a further determination of this inelastic excitation mode. In
d2I/dV 2 relation curve this excitation mode is characterized as a peak located at Eie/e (Fig. 2.9
(d)). Electron-hole symmetry allows us to discriminate excitations from other spectral features
because it implies the existence of equivalent peaks located at ±Eie/e in d2I/dV 2. By calculat-
ing the antisymmetry value of | d2I

dV 2 |V >0 − d2I
dV 2 |V <0 | the existence of IETS step feature will be

further enhanced, we will see it in our experimental results presented in section (4.6.3).

When using a Superconducting tip in a SIS junction

For a superconducting tip, its BCS DOS is convoluted into current (Fig. 2.10 (a,b)). In I/V
relation curve two kinks are observed at ∆t/e and (Eie + ∆t)/e. The first one refers to the
starting point of elastic current due to superconducting gap as we have seen in previous section.
The second one refers to the opening of inelastic tunneling channel, its energy is shifted by ∆t

due to superconducting gap of tip. In dI/dV relation curve a step with a peak appears which
is the repetition of BCS peaks due to the convolution of DOS. For second derivative d2I/dV 2

relation curve, we can still characterize the inelastic excitation mode by a peak at Eie +∆t like
the normal tip. If the sample is a superconductor of gap ∆s with an inelastic excitation mode of
energy Eie, the SIS spectrum will be the same as (Fig. 2.10) but replace ∆t by ∆t + ∆s which
signifies the shift of two gaps.
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Figure 2.10: Inelastic electron tunneling spectroscopy by superconducting tip. (a) Energy diagram of inelastic
tunneling by a superconductor tip with gap value ∆t. Inelastic excitation energy is Eie. (b) Calculated tunneling
current as function of bias. Two kinks at ∆t andEie+∆t energy are marked. (c) Derivative of current with respect
to bias. Negative current (not shown here) is central-symmetric to positive current with respect to zero point. (c)
Derivative of current with respect to bias. (d) Second derivative of current with respect to bias (shifted for clarity).
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2.3 Tunneling through impurity

2.3.1 Kondo impurity

Tunneling through an adsorbed adsorbed impurity (atom or molecule) on a metal surface may
imply various tunneling paths such as tunneling directly to the continuum states of metal sub-
strate or tunneling through the impurity state (Fig. 2.11). The electron tunneling through differ-
ent paths may induce quantum interference resulting in an altered I(V ) characteristic. This is
for instance a well-known effect of Kondo impurities.

b

Impurity

Sample

Γ₁
Γ₂

STM
Tip

e-

e-

Γ₂

Γ₁

E E E

Tip SampleImpurity

-eV
e-

e-

(b)(a)

Figure 2.11: Illustration of different tunneling paths with normal tip and substrate. (a) Energy diagram of
different tunneling paths. An electron from the tip can directly tunnel into Fermi sea of metal substrate (with
hybridization factor Γ2) or tunnel through the impurity state (with factor hybridization Γ1). (b) Schematic picture
of different tunneling paths. Image adapted from [179].

For a Kondo impurity bearing sharp resonance at Fermi level, the electron can tunnel through
interacting orbitals of impurity and directly to the substrate. This might result interference phe-
nomena and the LDOS could not be resolved as a lorentzian peak but rather as an asymmetric
lineshape [195] in dI/dV spectra. This asymmetric lineshape is referred as to a Fano resonance
[196] or a Fano lineshape (Fig. 2.12 (a)). The Fano lineshape follows the expression:

fFano(V ) = A
(q + ϵ)2

ϵ2 + 1
+B (2.17)

whereA denotes the amplitude,B the background, q controlling the lineshape, ϵ = (eV −ω0)/Γ

with ω0, Γ the energy and half-width at half maximum (HWHM) of the resonance, respectively.
It has also been found that Frota lineshape [197, 198] may better describe the Kondo effect in

STS experiments [199, 200]. The Frota lineshape follows the expression (2.18) and is illustrated
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Figure 2.12: Fano lineshape and Frota lineshape for a Kondo impurity. (a) Simulated Fano lineshapes for
different values of the parameter q from equation (2.17), A = 1 and B = 0 for all curves. (b) Simulated Frota
lineshapes for different values of the parameter ϕ from equation (2.18), A = 1, B = -1 and Γ = 2 for all curves.

in Fig. 2.12 (b).

fFrota(V ) = ARe(eiϕ
√

iΓ

ϵ+ iΓ
) +B (2.18)

whereA denotes the amplitude,B the background, ϕ the phase parameter that controls lineshape,
Γ the hybridization factor and ϵ = (eV − ω0).

By utilising Fano or Frota function to implement fitting one can obtain the quantitative pa-
rameters such as hybridization term Γ (width of resonance peak) which is related to Kondo
temperature TK . The relation between them follows the expression:

Γ =
1

2

√
(αkBT )2 + (2kBTK)2 (2.19)

where T denotes the experimental temperature, α = 2π according to [201], yet α can takes other
value depending on different experiment environment [150, 202].

However one has to be cautious when examining the Fano feature to make sure it is Kondo
originated because the step feature originated from inelastic excitation can mimic Fano lineshape
in presence of charge fluctuation (see section (1.2.5)).

It has also shown that Fano feature in dI/dV spectral is intimately related to the orbital that
gives rise to Kondo effect [203], this relation is also valid for the magnetic impurity in atomic
limit where magnetic anisotropy dominates the coupling with substrate, which means the shape
of inelastic spin-flip step feature is related to the magnetic orbital properties [32].

In presence of superconductivity, it has been reported that interference of tunneling through
different orbitals is manifested as asymmetry spectra weight of particle and hole peak of YSR
states [98]. This phenomena is common when studying magnetic molecular system where mul-
tiple molecular orbitals can contribute to tunneling.
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2.3.2 Atomic limit impurity

For IETS step lineshape shown in Fig.2.9 (c) obtained from atomic limit impurity, it can be fitted
with following function:

F (E) =
1 + (E − 1)eE

(eE − 1)2
(2.20)

fstep(V ) = B1F (
−eV + E1

kBTeff
) +B2F (

eV + E1

kBTeff
) +B3F (

−eV + E2

kBTeff
) +B4F (

eV + E2

kBTeff
) + C

(2.21)
where F is the step function for inelastic excitation introduced in [28]. E1, E2 the energies of
steps, they are related to renormalised magnetic anisotropy of impurity (see section (1.2.5)), Teff
the effective temperature which includes both extrinsic and intrinsic broadening of IETS step,
B1,B2,B3,B4 the amplitudes and C the background.

2.4 Tip manipulation

In STM/STS experiments tip-substrate interaction is detrimental to the fidelity of signal as it
may change local environment. This is particularly significant when we study the flexible or-
ganic molecule which is sensitive to tip-substrate force and the electrical field. However the
tip-substrate interaction can be utilized for moving atom/molecule on substrate surface which is
called tip manipulation. The first tip manipulation experiment on flat surface was implemented
in 1989, scientists in IBM lab managed to arrange 35 Xenon atoms on Ni(110) surface forming
"IBM" letters (Fig. 2.13) [204, 205].

Figure 2.13: Topography image of IBM logo in Xenon atoms. 35 Xenon atoms are artificially rearranged on
Ni(110) surface by lateral manipulation, forming "IBM" letters at 4K. Image adapted from [204].

This implies that we can relocate atom/molecule with atomic scale precision by tip. In this
thesis we implement tip manipulation to move the molecules in a way called soft lateral manip-
ulation following the process of: 1). Turning off feedback loop and approaching the tip towards
atom/molecule in order to increase tip-substrate interaction. 2). Moving the tip towards desti-
nation in constant height mode and the atom/molecule will move due to the tip. 3). Retracting
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the tip and engaging the feedback loop (Fig. 2.14 (a)). In soft lateral manipulation tip-substrate
force is decisive with respect to other parameters such as electric field that is used in vertical
manipulation where the molecule is adsorbed at tip apex [206] (Fig. 2.14 (b)).

As discussed before the off-feedback loop operation is already risky for the tip not to men-
tion approaching the tip towards substrate and move the atom/molecule. Thus there are several
requirements for a lateral tip manipulation to be implemented successfully: 1). Constant height
displacement of tip should be parallel to the substrate which demands us to work in a rather
small region and correct the slope of substrate surface. 2). Temperature should be low enough
to quench the thermal movement of molecule which may overcome the tip-substrate interaction
and make it impossible to put molecule in desired location. 3). Other parameters like the elec-
tric field between tip and substrate that depends on the applied bias should be well controlled
otherwise they might interfere manipulation or even dissociate molecule [207].

Constant Height
Tip

Substrate

Tip

On-surface displacement

Constant Height
Tip

Substrate

Tip

Off-surface displacement

(a) (b)

Figure 2.14: Two ways to perform tip manipulation. (a) Lateral manipulation where atom/molecule (red circle)
is always on the substrate during displacement. (b) Vertical manipulation where atom/molecule will be picked up
by the tip during displacement.

2.5 Data analysis

In this thesis the raw data are recorded by the software provided by Nanonis. They were post-
processed first with Mathematica and Matlab programs. Rapidly, we developed a new set of
Python procedures for a more powerful and efficient data analysis. Additionally, WSxM [208]
and Scilab [209] programs were also used for the topography and spectroscopy analysis.
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2.5.1 Topographic data

STM topography data consists of tip height z as function of tunneling position coordinate of
surface (x, y) thus it has 2D array data format. The raw topography data usually shows a back-
ground slope because of the non-parallel scanning with respect to the surface or thermal drifting
of tip in z direction. To correctly understand the structure of sample it is necessary to remove
the slope. The slope can be subtracted along every line of topography (along x or y direction)
by means of linear fit or a plane fit directly to the 2D array.

Another way to analyse topography is to construct current error image where we use the
tunneling current I(x, y) to make image. In constant current mode tunneling current is set to
a fix value but current can still vary when tip encounters a sudden change of height. Because
piezoelectric takes time to regulate the tip in order to maintain the setpoint current, when tip
suddenly encounters a protrusion (dip) on the surface the current will become larger(lower) than
the setpoint current before it is regulated. In a current image those parts corresponding to sudden
tip height change will be emphasized (usually atomic step terraces and adsorbed particles) and
the parts of flat surfaces will be faded (Fig. 2.15 (b)).

(a) (b)

Figure 2.15: Two ways to analyse topography image. (a) Tip height topography image (15x15nm2 setpoint:
125 mV, 20 pA) of a molecule on Au(111) surface after linear fit correction and Gaussian smoothing. (b) Current
topography image of same region of (a). The reconstruction lines of Au(111) becomes hard to be distinguished in
this mode.

After the slope correction the next step is to filter the noise which mainly comes from the
vibration of tip. In topography it usually behaves as series of abnormal spots along the lines of
scanning. To filter this noise for a 2D array SciPy library [210] provides ready-to-use filters in
python such as 2D median filter and 2D Gaussian filter. One can also perform customized band
pass filter by manipulating with the Fourier transformation of 2D array.

There are various origins of the noise. The most critical one is the mechanical vibration that
comes from the cryostat of the microscope. It shows a resonance frequency around 25Hz de-
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pending on the amount of cooling liquid inside. Once the cryostat feels the out-come vibrations
like heavy construction works nearby, foot steps upstairs or door closing in the lab it will transfer
the vibration to the tip. Other types of noise such as electrical perturbation in alternating current
network may also be involved but they show a minor influence with respect to the mechanical
one in our system2.

2.5.2 Spectroscopic data

The basis STS data consists of tunneling current I as function of bias V thus it has 1D array
format for each spectral (I(V )). The acquisition time for recording one I(V ) spectral depends
on multiple parameters of STS experiment, the most important one is the number of points
which is usually chosen to be 800 points so that it is neither too few to cause insufficient spectral
resolution nor too many to cause long acquisition time. For lock-in detection the acquisition time
depends not only on number of points but also lock-in parameters that are modulation voltage Vm
and modulation frequency f . For large-range measurement the lock-in parameter is usually set to
Vm = 5mV, f = 900Hz and for low-range measurement it is set to Vm = 0.2mV, f = 750Hz.
The normal period to measure a I(V ) spectral is about 4 s while using lock-in detection it could
take 7 s.

To extract the information related to LDOS one can make derivative to current I with respect
to bias V and obtain 1D conductance relation array (dI/dV )(V ). As the tunneling current is
exponentially dependent on tip height which is sensitive to vibration. The mechanical noise is
inevitably induced into to spectroscopy data and it must be properly handled because derivation
amplifies the noise.

In experimental aspect, there are two ways to minimize the noise: 1). Perform repeated
measurements for the same spectroscopy I(V ) and take the average value of I with respect to
the corresponding bias V . 2). Use lock-in technique that allows us to filter the signal in noisy
environments and it can directly measure (dI/dV )(V ) relation. The ideas of these two methods
are the same: improving data quality by increasing acquisition time.

The effect of the noise can also be reduced in post-processing aspect, for example we can
apply different filters to suppress the noise or implement fitting to the spectral and completely
remove the noise. In this thesis we have used Savitzky-Golay filter [211] and 1D Gaussian filter
provided by SciPy library to smooth the spectroscopy data.

We can estimate the effect of taking average, making derivative, smoothing and using lock-in
detection on spectroscopy data in the example shown in Fig. 2.16. Blue dots in Fig. 2.16 represent
single raw spectrum of 600 points taken on Pb(110) surface by a superconducting tip. Red line
is the same as blue one but after 25 times average. I(V ) signal measured in STS experiment is
shown in Fig. 2.16 (a) and its derivative dI/dV is shown in Fig. 2.16 (b).

The signal to noise ratio (SNR) is characterized by comparing the height of quasiparticle
peaks at ±2.7mV and oscillation amplitude of noise outside the gap. From the raw data (blue

2During the period of this thesis, there were heavy construction works at site of ESPCI, which had some impact
on our experiments.
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Figure 2.16: Effects of averaging, derivative, smoothing and lock-in detection on spectroscopy. Blue dots
represent single spectrum and red curve is after 25 times averaging. (a) I − V relation curve measured on Pb(110)
surface. (b) dI/dV of (a). (c) Spectrum of (b) smoothed via 1D Gaussian filter. (d) dI/dV spectrum obtained by
lock-in detection. (e) Spectrum of (d) smoothed via 1D Gaussian filter.

dots in (b)) we can hardly distinguish quasiparticle peak from the noise while after averaging
(red curve in (b)) the SNR ration is around 2. In Fig. 2.16 (c) we have applied 1D Gaussian filter
to smooth the data. We clearly see that SNR increases and we can now distinguish quasiparticle
peak even in blue dots. Fig. 2.16 (d) shows the signal acquired by lock-in detection which is
directly dI/dV . With lock-in technique we improve our SNR by an order of magnitude and the
smoothed data by Gaussian filter are presented in Fig. 2.16 (e) where the effect of smoothing
becomes less effective due to the large SNR obtained by lock-in detection. Lock-in technique
indeed provides large SNR however it takes more time to measure and may produce artifact in
the signals. Thus we must cautiously adjust the lock-in parameter.

Single STS dI/dV spectral allows us to study LDOS of a point while STS dI/dV map allows
us to visualize the spatial distribution of states. By taking a specific value of energy Vi we can
construct 2D conductance map of target area at this energy with (dI/dV )(Vi, x, y). With a nor-
mal tip (dI/dV )(Vi, x, y) represents ρs(eVi, x, y) which is the DOS map at eVi energy. dI/dV
map data consists of spatially arranged dI/dV spectral thus it has 3D array format I(V, x, y).
It is obvious that it will take much more time than a single dI/dV spectral to acquire a dI/dV
map. For example to measure a well-resolved dI/dV map of 256x256 points, if each dI/dV
spectral costs 4 s it will take 72h which almost reaches maximum measurement time allowed
by our STM setup (see paragraph (2.6)). Hence for each dI/dV map measurement, we have to
balance the spectral resolution (number of points of V ) and spatial resolution (number of points
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of (x, y)).
The post-processing for dI/dV maps can be realised in two aspects. The first aspect is

to smooth the data in energy space where each single (dI/dV )(V, xi, yi) spectral at specific
position (xi, yi) is smoothed independently. However the spike noise (or those types of noise)
may still exist in dI/dV map even if every spectral (dI/dV )(V, xi, yi) is smoothed because
dI/dV spectral is non-coherent with each other in real space (x, y). Hence in second aspect, we
smooth dI/dV map in real space where each single (dI/dV )(Vi, x, y) map at specific energy Vi
is spatially filtered. We can perform interpolation process to dI/dV spectral and map to increase
the spectral and spatial resolution.

2.5.3 Deconvolution

For STS spectral obtained by superconducting tip, the conductance dI/dV does not directly
represent the LDOS as BCS DOS of tip is convoluted in it. We have to implement deconvolution
process to dI/dV and recover LDOS ρs. To do so, we first consider the general expression of
conductance calculated from equation (2.12):

dI/dV (V, r⃗0) ∝ T (EF , z⃗0)

∫
dEMt(V,E)ρs(E, r⃗0) (2.22)

Mt(V,E) = (f(E)− f(E − eV ))
∂ρt(E − eV )

∂E
− ∂f(E − eV )

∂E
ρt(E − eV ) (2.23)

where Mt is a global parameter decided by DOS of tip ρt. T (EF , r⃗0) is the transmission factor
at tunneling point coordinate r⃗0.

The conductance dI/dV and LDOS ρs has 1D array format and Mt has 2D array format.
Thus during data processing the relation (2.22) can be considered as [212]:

(dI/dV )(Vi) =Mt(Vi, Ej)ρs(Ej) (2.24)

This expression has a typical form of:
b⃗ = Ax⃗ (2.25)

in linear regression where x⃗ is undetermined vector while matrix A and vector b⃗ are known.
Here are two crucial points we have to note: 1). We must know the details of ρt that derives

Mt then the deconvolution process can be implemented, because information of A and b must
be known to calculated x⃗ in (2.25). 2). Proper algorithm to calculated ρs must be used. Because
matrix elements of Mt are ill-defined, as we can see from (2.23) Mt depends on bias voltage V
and energy E which both are involved in the determination of matrix elements. For a ill-defined
matrix one can use ordinary least squares approach to determine the most probable value of x⃗
in (2.25) rather than applying inverse matrix of Mt.
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Determination of tip DOS

Concerning the first point about the determination of Mt, one possible way is to make the as-
sumption that ρt follows a nearly BCS DOS with a phenomenological imaginary part iΓ added
to the energy to get rid of divergence of quasiparticle peak [213]:

ρ(E) = Re
| E |√

(E + iΓ)2 −∆2
t

(2.26)

where ∆t is superconducting gap of tip.
However this method can only work for a well prepared superconducting tip which is ex-

tremely hard to obtain. A common way to prepare superconducting tip is to indent the tip into
clean superconductor substrate. Then tip apex will be covered by clusters of superconductor and
expected to acquire the superconducting properties ρt similar to bulk superconductor substrate
ρs. In real experiments ρt usually shows reduced gap and sometimes deformed quasiparticle
peak shape that differs from expression (2.26).

As we have discussed that the SIS spectral signal is mainly contributed from the quasiparticle
peak of ρt, the mismatch between assumed quasiparticle peak and real one may greatly modify
deconvoluted data. Thus in this thesis we propose another approach to deduce ρt that can work
for both well and less-well prepared tip. Instead of assuming value of ρt we assume the value of
ρs and calculate ρt. To do so, we first make transformation of E → E + eV to equation (2.12)
and the calculated conductance expression will become:

dI/dV (V, r⃗0) ∝ T (EF , z⃗0)

∫
dEMs(V,E, r⃗0)ρt(E) (2.27)

Ms(V,E, r⃗0) = (f(E)− f(E + eV ))
∂ρs(E + eV, r⃗0)

∂E
− ∂f(E + eV )

∂E
ρs(E + eV, r⃗0) (2.28)

whereMs is a matrix determined by DOS of sample ρs at location r⃗0 = (x0, y0, z0) of surface. If
(x0, y0) refers to a place of clean substrate (no magnetic impurities nearby), ρs(r⃗0) should equal
to BCS DOS of bulk superconductor (2.26) ρbulk which is spatial independent. This assumption
is much more reliable than the previous one because DOS of a s-wave bulk superconductor
substrate ρbulk can not quickly vary within coherent length [214] of superconductor. Once we
determine Ms, we can determine ρt and thus Mt.

nnls approach

Concerning the second point, the algorithm we use to determine ρt from Ms and ρs from Mt

is called non-negative least squares (nnls) approach provided by SciPy library. The idea of
nnls is the same as ordinary least square which is used to solve least squares problem but with
constrain on under-determined vector x⃗ to be non-negative (2.29). This choice is reasonable as
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under-determined DOS of tip ρt and sample ρs are non-negative.

x⃗ = argminx⃗ ∥ Ax⃗− b⃗ ∥22 (2.29)

where ∥ . ∥2 denotes Euclidean norm. Each element of under-determined vector x⃗ is subjected
to be non-negative (xi ⩾ 0).

Tikhonov regularization

In practice ρs calculated from nnls method contains strong amplified noise due to inverse map-
ping process. There are two aspects in which we deal with noise. The first aspect is through
post-processing methods such as applying filters discussed in section (2.5.2). However the noise
level in calculated ρs can be rather large and the filtering process may not ensure a good SNR
with proper smooth order. Thus the second aspect is intended to reduce the numerical noise by
improving algorithm. Here we propose a new way based on Tikhonov regularization [215] in
which we still use nnls method but with modified parameters:

x⃗ = argminx⃗ ∥ Cx⃗− d⃗ ∥22 (2.30)

subject to xi ⩾ 0, matrix C and vector d⃗ are:

C = [A λI] (2.31)

d⃗ =

[
b⃗

0

]
(2.32)

where I is the identity matrix of same dimension as A, λ a scalar called ridge parameter and d⃗
the extended vector which has twice the length of b⃗.

Ridge parameter plays the role like smooth order (stand deviation) in Gaussian smoothing, it
has be carefully chosen so that data will not be neither under- nor over-smoothed. The application
of Tikhonov regularization proves to be much more effective than the filtering in post-processing
because it can directly suppress the numerical noise generated during deconvolution process.
The drawback of this method is obvious: the size of input matrixA and vector b⃗ are doubled and
it will cost more time to compute x⃗.

For example, to deconvolute a single STS spectral (dI/dV )(V ) with a typical size of 600
points, execution time is around 2s and 10s without or with using Tikhonov regularization3.
To deconvolute a STS map (dI/dV )(V, x, y) consisting of multiple single spectral, for example
100x100 points in real space (x, y), it will cost 5h and a day without or with using Tikhonov
regularization, this is clearly not feasible hence we must reduce computation time.

3Used CPU: Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz, Memory: 128G 2133MHz
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Parallel processing

As the spectral in STS map are independent on each other, we can implement parallel processing
in order to reduce computing time for a STS map deconvolution. In this thesis, we use Ray pack-
age [216] which enables us to activate all CPU Kernels to implement parallel deconvolution4.

One might wonder that the long execution time caused by the extension of matrix and vector
size in Tikhonov regularization can be greatly reduced by using algorithm based on GPU Ker-
nels. And the parallel processing should also be implemented in GPU Kernels. Indeed CuPy
library [217] has already provided ready-to-use nnls codes based on CUDA cores, the reduction
of execution time becomes significant when size of matrix and vector are large as GPU is pow-
erful in large matrix processing. However GPU Kernels based parallel processing algorithm is
still not available at the time of writing of this manuscript.

Considering the fact that STS map usually contains multiple single spectral (dI/dV )(V )

with relative small size (points), we chose to use CPU Kernels based codes to reduce execution
time.

2.6 Langevin STM

q All experimental results presented in this thesis were obtained with "Langevin" AFM-STM
microscope at ESPCI (Fig.2.17). This microscope allows us to study conformation and elec-
tronic properties of molecules adsorbed on various substrates at controllable temperature where
the minimum is 1.1K and under a base pressure of 3x10−11 mbar.

The machine is constituted of two main parts: preparation chamber and STM chamber.
The metallic substrate can be introduced into the preparation chamber at a base pressure

around 8x10−11 mbar via load lock chamber (at base pressure around 10−8 mbar). It is then
prepared by repeated cycles of ionized argon gas sputtering [218], annealing cycles to get rid of
contamination on the surface and ensure that the surface is flat in atomic scale. Annealing can
be performed in different ways such as pyrolytic boron nitride (PBN) heating annealing, direct
current (DC) heating or electron beam (e-beam) heating depending on the nature of substrate and
desired annealing temperature. Molecules are deposited by means of molecular beam epitaxy
(MBE) on metallic substrates with controllable temperature. Prepared samples are transferred
to STM chamber for measurement without exceeding a pressure over 10−10 mbar.

Microscope lies inside STM chamber which is also under UHV. Its inner structure is shown
in Fig. 2.18. In order to reach low temperature we have used double stage cooling where two
cryostats of cooling liquids are embed inside microscope. The outer shield cryostat (marked
by red arrow) contains liquid nitrogen (LN2) which will cool the system down to 77K and the
inner shield cryostat (marked by blue arrow) contains liquid helium (LHe) which will cool down
to 4.2K. STM head holding both tip (marked by green arrow) and sample (marked by orange
arrow) lies inside LHe shield, it is further cooled down to 1.2K by means of Joule–Thomson

4For our CPU with 32 Kernels, the Ray boosted parallel processing decreases computation time by a factor
around 12.
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STM Chamber
(P≈10-11mbar)

Preparation Chamber
(P≈10-11mbar)
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Figure 2.17: "Langevin" AFM-STM microscope on which all the STM/STS measurement are performed in
this thesis. (a) Picture of the experimental setup. (b) Picture of head of manipulator on which a Au(111) substrate
is being annealed by PBN heating in preparation chamber. Picture photoed through window marked by red arrow.
(c) Top-view scheme of the setup.
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effect where LHe is injected through a fine needle. The consummation of cooling liquids limit
the time to make continuous measurements because we have to refill LN2 and LHe before the
thermal variation becomes significant, and after each refill the tip needs to be re-stabilized. The
maximum duration between each refill is around 3-4 days which should be adequate for normal
single STS map acquisition.
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Figure 2.18: Inner structure of STM head. (a)-(i) Structure of STM head from outside to inside. Red and blue
arrows mark the cryostat containing LN2 and LHe respectively, purple arrow mark the tube transferring LHe used
for Joule–Thomson effect, green and orange arrows mark tip holder and sample holder. Three thermal barrier from
outside to inside are labeled from 3 to 1.
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Chapter 3

Structural and Electronic Properties of
Porphyrin Magnetic Molecules on Normal
Metal Surfaces

3.1 Introduction

Spin state control of molecular species at interfaces for spintronics [44], nanoelectronics [219,
220] and quantum electronics applications has drawn strong interest in recent studies.

In this chapter, we will show our STM/STS results on realisation spin state control in molec-
ular systems consisting of 5,15-dipyridyl-10,20-dibromophenyl porphyrin (Fe−DPyDBrPP)
molecules on non-superconducting Au(111) surface.

We have found that depending on the adsorption sites of Fe−DPyDBrPP on Au(111) sur-
face, Fe−DPyDBrPP molecule can exhibit inelastic spin-flip (SF) excitation signature which
indicates a SF regime (S = 1) or Kondo resonance signature at Fermi level which indicates
a Kondo regime. Additionally, we discovered that the behavior of SF or Kondo regimes of
Fe−DPyDBrPP molecule is related to the energies of two different spin polarized molecular
frontier orbitals that respectively localize above and below Fermi level.

By utilizing tip manipulation, we have managed to drive Fe−DPyDBrPP molecule into
mixed-valence intermediate spin states that exhibit non-integer valency behavior. We have con-
firmed that occurrence of intermediate spin state is a consequence of charge fluctuation, which
occurs when two molecular frontier orbitals shift close to Fermi level. When two frontier orbitals
are tuned to merge at Fermi level and become degenerate, Fe−DPyDBrPP molecule exhibits
a Fano-like lineshape predicted by David Jacob [17] who explained it as SF effect in presence
of strong charge fluctuation. Yet, the degenerate molecular orbitals nature could also imply a
SU(4) Kondo effect [15] though it is less likely to occur in molecular system [221].

In the first three sections of this chapter, we will introduce the structural and electronic prop-
erties of Au(111) surface and its preparation process (section (3.2)), the chemical composi-
tions of Fe−DPyDBrPP molecule (section (3.3)) and the method to prepare self-assembled
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Fe−DPyDBrPP molecule assemblies on Au(111) surface (section (3.4)).
Then the topographic, spectroscopic and DFT results showing Fe−DPyDBrPP molecules

of high- and low- spin states configuration together with tip manipulation method will be pre-
sented in sections (3.5) and (3.6).

Finally we will present the results of crossover between high- and low- spin states where
mixed-valence intermediate spin states behavior are observed (section (3.7)) together with the
discussion about the spin state crossover phenomena reported in others’ works (section (3.7.3)).

3.2 Au(111) surface

Gold surfaces have been widely used as substrates for on surface nanostructure studies during
last decades. Among different noble metals surfaces, Au(111) surface is one of most interested
one as it exhibits a very peculiar structural reconstruction [222] and extraordinary electronic
properties that originates from Shockley type surface states [223, 224]. The Shockley surface
states consist of confined electronic states in the first atomic layer of surface near EF subsist-
ing in the directional band gap of the bulk valence states centered at Γ̄. Therefore the surface
state electrons can be treated as quasi 2D electron gas that provides an ideal platform for STM
studies [15, 31, 32, 38, 57, 163].

The topography of the genuine Au(111) surface is shown in Fig. 3.1 (a) where we can ob-
serve atomic flat terraces and the famous herringbone reconstruction of Au(111) surface which
divides the surface to fcc and hcp regions separated by stacking fault lines (Fig. 3.1 (c-d)). The
surface reconstruction patterns generate a weakly modulated potential that acts differently on
fcc, hcp and stacking fault regions [224]. This reconstruction produce an attractive potential at
the elbow of herringbone reconstruction on which deposited chemical species and adatoms are
preferentially adsorbed, chemically bound or buried in the first atomic layer by an exchange with
a gold atom [225, 226]. For example in Fig. 3.1 (c-d), the white arrow points to the elbow of
herringbone reconstruction where we can clearly distinguish an impurity localized at this site.
Later we will show that the adsorption of a Br atom at this location plays an important role in
controlling spin states of site-dependent admolecule.

3.2.1 Au(111) surface preparation

We used a gold crystal cut and polished along (111) orientation by Matek company. The clean
and atomically flat Au(111) surface was prepared by repeated cycles of Ar ion sputtering (at 1
keV and pressure of 10−5 mbar for 30’) and annealing (at 900 K for 30’) by PBN heating or e-
beam heating. A successful Au(111) surface preparation is characterized by large atomically flat
terraces (large enough with respect to the nanostructure to study, usually larger than 50x50nm2)
with few impurity contamination and well ordered herringbone reconstruction pattern (Fig. 3.1).
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Figure 3.1: Topography and spectroscopy of Au(111) surface. (a) Current topography image (200x200nm2) of
clean Au(111) surface. (b) dI/dV spectra of Au(111) surface taken on different locations. A step-like upturn around
−460mV reveals the detection of Au(111) surface state. Image adapted from [227]. (c) Topography image of red
square region (40x40nm2) in (a). Blue and red arrows indicate fcc and hcp region of surface respectively. White
arrow aims at elbow of herringbone reconstruction where a defect atom is trapped. (d) High-resolution image of
blue square region (5x5nm2) in (c).
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Figure 3.2: Structure of Fe−DPyDBrPP molecule. Two-fold symmetry Fe 5,15-dipyridyl-10,20-
dibromophenyl porphyrin (Fe−DPyDBrPP) molecule. The pyrrole ring is marked by red circle, hydrogen atoms
not explicitly shown. Figure drawn by Chemydraw.

3.3 Fe− DPyDBrPP molecule

Fe 5,15-dipyridyl-10,20-dibromophenyl (Fe−DPyDBrPP) molecules were provided by Por-
phyChem company, its structure is shown in Fig. 3.2 where two bromophenyl ligands are at-
tached to opposite 10,20 meso-positions and pyridyl ring to 5,15 opposite meso-positions. Hence
Fe−DPyDBrPP molecule has two-fold symmetry in gas phase.

3.4 Preparation for STM experiment

Fe−DPyDBrPP deposition on freshly prepared clean Au(111) surface is done by organic
molecular beam epitaxy (OMBE) (Tcrucible = 575K) when the Au(111) surface is kept at room
temperature. During the deposition the pressure in the preparation chamber is temporary in-
creasing up to the 10−9 mbar range. After deposition process the Fe−DPyDBrPP/Au(111)
sample is usually post-annealed at about 400 K for 10’ by PBN heating. This process aims to
accelerate the diffusion of Fe−DPyDBrPP molecules on Au(111) surface and launch ther-
mally activated Au-catalyzed debromination reaction that forms covalently bonded molecular
chain.

It was observed that the molecule source is also depositing Br atoms on the surface of gold.
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We have attributed this concomitant deposition of Br with Fe−DPyDBrPP to the stochastic Br
detaching fromFe−DPyDBrPPmolecules inside the crucible when heated at evaporation tem-
perature. In-crucible Br detaching form similar molecules was already reported in [140] at 590
K. This implies a sizeable amount of molecules have formed tight bonded clusters in the molec-
ular crucible and become resistant against thermal evaporation. The in-crucible reaction also in-
dicates that unlike atom evaporation it will be impossible to obtain a solid dependence between
evaporation temperature, deposition time and covering rate for Fe−DPyDBrPP molecules.
Thus we normally adopt deposition time of 20” and evaporation temperature between 580 K
and 610 K in which we should have a moderate covering rate (5% to 20% monolayer).

The debromination reaction inside the crucible or at the gold surface yield the presence of
Br at the surface of gold during deposition or post-annealing. In our case, almost all elbow sites
of the herringbone reconstruction are occupied by deposited Br atoms.

Once the annealing process is completed we transfer Fe−DPyDBrPP/Au(111) sample to
STM chamber for experiment without exceeding a pressure over 10−10 mbar.

3.5 Structure of monomer, chain and lattice

Fig. 3.3 (a) shows a large area topography image (current error image) of adsorbedFe−DPyDBrPP

molecules evaporated at 580 K and after post-annealing at 400 K for 10’. We see that most of
molecules are monomers (marked by orange arrow, shown in Fig. 3.3 (c)) while a few molecules
form compact lattices (marked by red arrow, shown in Fig. 3.3 (b)) and chain of bonded molecules
(marked by blue arrow, shown in Fig. 3.3 (d)).

In large-range topography image Fig. 3.3 (a) we observe that monomers locate preferentially
at elbow sites of the herringbone reconstruction (marked by orange arrow) and at the step edges,
while chain of bonded molecules can also be found at elbow sites (marked by blue arrow) and
the lattices can be mostly found at fcc domains (marked by red lattice).

The high-resolution images Fig. 3.3 (b-c) show the Fe−DPyDBrPP monomer at elbow
site and Fe−DPyDBrPP lattice at fcc domain. We can clearly distinguish the skeleton of the
molecules with the center Fe atom, the porphine macrocycle and the ligands attached to macro-
cycle. The most intuitive image is that Fe−DPyDBrPP molecule on Au(111) surface does
not show a planar configuration as two opposite-site pyrrole rings (red circle) show enhanced
topographic weight than the other two opposite-site pyrrole rings. This indicates a deformation
of macrocycle where the enhanced topographic weight pyrrole rings (upper pyrrole rings) bend
toward vacuum and couple better with the tip while the other two (downer pyrrole rings) bend to-
wards Au substrate. Such deformation corresponds to the saddling distortion of porphyrin-based
molecules [228] which is quite commonly observed [32, 148, 163, 229].

We are also interest in the fate of the ligands when adsorbed on the Au(111) surface. The
sketch of theFe−DPyDBrPPmolecule is placed above the molecules in Fig. 3.3 (b-d) to match
the topography as closely as possible. By comparing the difference between the sketch and the
topography, we can understand the behavior of the ligand on the Au(111) surface.
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From Fig. 3.3 (c), we see Fe−DPyDBrPP molecule sketch has well fitted with topography
while we notice that the bottom bromophenyl ligand (−C6H4Br) shows stronger topographic
weight than the upper one, this indicates that the upper bromophenyl ligand is debrominized
while the bottom one is not. Due to the low molecule coverage, this monomer could not form
covalent bond with other molecules during annealing process and remain trapped at elbow site.

Fig. 3.3 (b) shows a Fe−DPyDBrPP molecular lattice lying on fcc region. In this lat-
tice all bromine atoms of Fe−DPyDBrPP molecules are preserved and the lattice is sup-
ported by Van der Waals interaction, hydrogen bond and possible halogen bond. We under-
stand that by looking at the lattice which can be described as a compact arrangement of rows of
Fe−DPyDBrPP molecules along direction indicated by black dashed arrow. Along this direc-
tion, the bromophenyl ligand of a Fe−DPyDBrPP molecule couples with downer pyrrole ring
of neighbor molecule (molecule 1 and 3 with green circles in Fig. 3.3 (b)). Between different
rows, the molecule 1 can also couple with lateral molecules 2 and 4 through connecting pyridyl
ring (−C5H4N) of molecule 1 with upper pyrrole ring of molecule 2 (blue circle) and upper
pyrrole ring of molecule 1 with bromophenyl ligand of molecule 4 (yellow circle), respectively.
These bonding formations are weak because it is confirmed by tip manipulation that we use the
tip to extract Fe−DPyDBrPP monomer from the lattice (Fig. 3.25), indicating these bonds are
not strong with respect to covalent bond.

In Fig. 3.3 (d), we observed a chain of molecules covalently linked with the first molecule 1
adsorbed at the reconstruction elbow. The formation of the covalent bond is strongly evidenced
by the tip manipulation in which the trimer of molecule can be moved together on the Au(111)
surface (see Fig. 3.10), this behavior differs from what we have by implementing the same ma-
nipulation on the hydrogen-bonded lattice where the single monomer is extracted.

By comparing the distribution of different molecular assemblies, we can understand the role
of Au(111) surface geometry in diffusion process of Fe−DPyDBrPP monomer during post-
annealing.

The elbow site of the Au(111) reconstruction is a favored nucleation site which exhibits
strongly attractive potential. During post-annealing process, monomers are thermally activated
and start to diffuse on Au(111) surface, they can be trapped by step edges, elbow sites of the
reconstruction and by other molecules on the surface. However a molecule island connected to
elbow site can barely be found, this indicates that the bonds that support the lattice are too weak
to stabilize it around elbow site as the stacking fault lines of Au(111) surface prevents the its
formation during post-annealing, but strongly bonded molecular chain can still locate at elbow
sites. While at fcc domains, the formation of weak bonds between monomers is still able to
reduce the total kinetic energy and hinder the diffusion process, giving rise to weakly bonded
molecular lattice.

Yet a quantitative analysis that requests listing these events to attribute quantitative potential
energies and activation energy to produce each molecular configuration and to confront it to the
kinetic energies of the molecules in these configurations, for instance Monte Carlo simulation,
is needed. However this analysis goes beyond the objective of the structural analysis here.
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Figure 3.3: Topography image of different Fe−DPyDBrPP molecule structure on Au(111) surface. (a) Cur-
rent topography image (200x200nm2, setpoint: 125mV, 20 pA) of large area. Red, orange and blue arrows indicate
Fe−DPyDBrPP lattice, monomer and bonded chain respectively. (b) Topography image of Fe−DPyDBrPP
lattice (10x10nm2, setpoint: 50mV, 100 pA). Red circle marks the upper pyrrole ring that bends towards vacuum.
Blue circle marks the bond between pyridyl ring of molecule 1 and upper pyrrole ring of molecule 2. Green circles
mark the bond between debrominized phenyl ring of molecule 1 with downer pyrrole ring of molecule 3 and debro-
minized phenyl ring of molecule 3 with downer pyrrole ring of molecule 1. Yellow circle marks the bond between
debrominized phenyl ring of molecule 4 with upper pyrrole ring of molecule 1. Black dash arrow indicates the
direction that molecule in lattice arranges. White arrow aims at adsorbed defect atom at elbow site of herring-
bone reconstruction of Au(111) surface. (c) Topography image of Fe−DPyDBrPP monomer (12x12nm2, set-
point: 50mV, 100 pA). (d) Topography image of bonded Fe−DPyDBrPP trimer (12x12nm2, setpoint: 200mV,
100 pA).
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3.6 Spin state switching

We now present the results of the electronic properties of the monomers and Fe−DPyDBrPP

arrays (lattice) on Au(111). Their topographic images and corresponding dI/dV STS spectra
are shown in Fig. 3.4. The yellow and red crosses in Fig. 3.4 (a-b) indicate that the STS
measurements are taken on the upper pyrrole rings of the isolated monomer Fe−DPyDBrPP

positioned at the elbow site of the reconstruction and the Fe−DPyDBrPP molecule in the
lattice on the fcc region of Au(111), respectively. Fig. 3.4 (c-d) shows the dI/dV STS spectra
at large- and low- range bias voltage window. The large voltage range is used to characterize the
energy dependence of molecular orbitals which are usually extending far from the Fermi level
with respect to the low-energy feature such as inelastic scattering and Kondo resonance. In the
following, we assume that the interaction between the molecule and the surface is strong enough
so the chemical potential of the molecule is pined to the Fermi level of the gold surface there is
a direct correspondence between energy of the molecular states and bias voltages without any
Coulomb blockade or field effect induced distortions. This last assumption is later justified by
the proposed scenario of the involved physical mechanisms and our DFT calculations.

In Fig. 3.4 (c), the scatter points represent the raw data and the continuous curves with cor-
responding colors represent the smoothed data. We can clearly see that the red curve (molecule
in the lattice) shows a strong peak at bias about +150mV above the Fermi level which corre-
sponds to an unoccupied molecular frontier orbital (frontier orbital B, FOB) of the molecule in
the lattice. At a slightly higher bias around +200mV there is also some spectral weight which
could signify the presence of other molecular orbitals. Another important feature is that there is
a dip at the Fermi level, however it is not well resolved due to the large amplitude of the mod-
ulation voltage Vm during Lock-in measurement. There are also some features above +500mV
but they are too far from the Fermi level to be of interest here. The orange curve (monomer)
behaves differently from the red curve, it seems that the peaks at +150mV of the orange curve
shift below zero bias at −100mV, leaving a flat signal around +150mV. We also notice that
the trough feature disappears and instead a small bulge emerges at zero bias while the signature
above +500mV remains unchanged.

The high-resolution dI/dV spectra measuring a small voltage window (between gray dashed
lines in Figure 3.4 (c)) around the zero bias is shown in Figure 3.4 (d). These spectra allow us
to know the low-energy behavior which cannot be well resolved by large scale spectroscopy (c).
The orange and red scatter points are raw data for the monomer and lattice molecule, respectively.
It is evident that the orange and red signatures near the Fermi level are completely different, the
orange signature shows a single peak located at the Fermi level and the red signature shows a
symmetric double step feature at the Fermi level.

The red double-stepped feature is the result of inelastic spin excitation of a spin-1 impurity1

with non-zero uniaxial magnetic anisotropy D and transverse magnetic anisotropy E. From
1In fact the spin description for this system is not rigorous[230]. But for molecules exhibiting SF features, they

are still in atomic limit so that spin description can still holds.
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now, we use the notion of spin-flip (SF) [27, 103] to denote inelastic spin excitation. The single-
peak orange feature corresponds to an Abrikosov-Suhl resonance, also called Kondo peak in
the following, resulting from Kondo effect. These low-energy behaviors indicate to us that the
Fe−DPyDBrPP molecule retains its magnetic properties on the Au(111) surface.

The orange and red curves are fitted by a simple Frota line shape (equation (2.18)) with a
Gaussian background and a step line shape (equation (2.20)) respectively. The fitting results
yield coupling strength Γ = 0.8meV for the monomer Fe−DPyDBrPP showing Kondo res-
onance and renormalized SF excitation energies E1, E2 = 7 meV, 10 meV for the molecule
Fe−DPyDBrPP in the array showing SF signature. From the expression (2.19), we can esti-
mate the Kondo temperature TK = 10K for the monomer, which is sufficiently large compared
to the temperature in our experiment T = 1.1K, indicating a fully developed Kondo effect. E1
and E2 can derive the magnetic anisotropy D = 8.5meV and E = 1.5meV which are around
the typical value for a Fe-porphyrin-based magnetic molecule [30–33, 231].

It is astonishing that the same molecule on Au(111) surface can show such drastic variation
of electronic behavior despite that in topography images they appear not to be so different. There
were indeed studies reporting different electronic behaviors for same FePc molecule or FeTPP
molecule on Au(111) surface [15, 232, 233], but such obvious switching from SF step feature to
Kondo peak behavior is not observed yet on Au(111) surface to our knowledge.

3.6.1 Electronic properties of lattice molecules

To understand the underneath mechanism that makes molecules to behave like a spin-1 impurity
showing SF feature or to exhibit Kondo peak, we first investigate dI/dV STS maps and spectra
taken on a lattice of molecules in Fig. 3.5 and Fig. 3.6.

Fig. 3.5 shows the dI/dV spectra taken on the same Fe−DPyDBrPP molecule in a lattice.
The red and blue spectra are taken on the upper pyrrole rings while the green spectra are taken
at the center Fe atom. In (b) we see that the red and blue spectra have almost the same spectra
shape with a strong peak at around +150mV, indicating that we are tunneling through the same
molecular orbital that localizes on upper pyrrole rings, in agreement with the molecule symmetry
observed in topography Fig. 3.4 (a-b).

The spatial extension of this molecular orbital is probed by in the STS dI/dV map at bias
of +150mV shown in Fig. 3.5 (e) where all Fe−DPyDBrPP molecules in lattice shows two
lobes shapes but with variable spectral weight. This two lobes shape orbital localized above and
close to the Fermi level correspond to the lowest unoccupied FOB for this molecule. The green
spectra measured at the central Fe atom shows mainly 2 features: 1). A small spectral weight
corresponding to the weak spatial extension of the FOB on the iron site probably associated with
a weak hybridization of the pyrrole states with the iron state; 2). A strong spectral signature
at −150mV which localized on the Fe atom center in STS map in Fig. 3.5 (d). This point-
like orbital, localized below and close to Fermi level, correspond to the occupied FOA. All
Fe−DPyDBrPP molecules in the lattice show the same feature but with different spectral
weights in dI/dV maps of ±150 mV.

80



3

N
N N

N

N

N

F
e
2+

B
r

B
r

N
NN

NN

N

F
e
2+

B
r

B
r

N

N

N

N

N

N

Fe 2+

Br

Br

N

N

N

N

N

N

Fe
2+

B
r

Br

N
N

N
NN

F
e
2+

B
r

B
r

(a)

(c) (d)

(b)

800 400 0 400 800
Bias Voltage (mV)

0.5

1.0

1.5

2.0

2.5

d
I/
d
V
 (

a
rb

. 
u
n
it
s)

20 10 0 10 20
Bias Voltage (mV)

0.0

1.5

3.0

4.5

d
I/
d
V
 (

a
rb

. 
u
n
it
s)

Figure 3.4: Spectroscopy of Fe−DPyDBrPP monomer and lattice. (a) Topography image of
Fe−DPyDBrPP monomer (12x12nm2, setpoint: 50mV, 100 pA). Yellow cross indicates the location where
STS spectra is measured. (b) Topography image of Fe−DPyDBrPP lattice (5x5nm2, setpoint: 50mV, 100 pA).
Red cross indicates the location where STS spectra is measured. (c) Large-range dI/dV spectra measured at cross
positions of Fe−DPyDBrPP monomer (orange curve) and Fe−DPyDBrPP molecule in lattice (red curve) in
(a) and (b) respectively. Scatter points are raw data and curves are smoothed data, black curve represents the spec-
tra taken on Au(111) surface. All spectra are normalized. 800mV, 500 pA. Lock-in parameters: (Vm = 5mV,
f = 900Hz). (d) High-resolution dI/dV spectra in a voltage window between gray dashed lines marked in (c).
Orange curve and red curve are fitted by single Frota lineshape with a Gaussian background and step lineshape,
respectively. All spectra are normalized and shifted vertically for clarity. Setpoint: 30mV, 200 pA. Lock-in param-
eters: (Vm = 0.2mV, f = 750Hz).
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Figure 3.5: Spectroscopy of a single Fe−DPyDBrPP molecule in lattice. (a) Topography image of
Fe−DPyDBrPP lattice (10x10nm2, setpoint: 125mV, 20 pA). Red, blue crosses mark the upper pyrrole rings
and green cross marks the center Fe atom of same Fe−DPyDBrPP molecule. (b) Large-range dI/dV spectra
measured at cross positions in (a) with same colors. Scatter points are raw data and curves are smoothed data.
All spectra are normalized. Setpoint: 650mV, 100 pA. Lock-in parameters: Vm = 5mV, f = 900Hz. (c) High-
resolution dI/dV spectra in a voltage window of ±25mV of (b). Setpoint: 30mV, 200 pA. Lock-in parameters:
Vm = 0.2mV, f = 750Hz. (d) dI/dV map of topography region at bias −150mV. Curves are fitted by step
lineshape. All spectra are normalized. (e) dI/dV map of topography region at bias +150mV.
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The corresponding high-resolution dI/dV spectra within the voltage window of ±25mV
are shown in Fig. 3.5 (c). These spectra, which correspond to different locations on the same
molecule, exhibit the SF step feature with similar excitation energy but with a different back-
ground slope. The same energy behavior indicates that the inelastic SF excitation measured on
different positions of same molecule have the same magnetic origin, while the spectra asym-
metry behavior looks related to the background contributed from FOB or FOA. However the
asymmetry behavior can be also explained as the potential scattering differs in FOB and FOA
when we are tunneling through them to measure SF signature [32, 97, 98, 231].

Fig. 3.6 shows the dI/dV spectra taken on three different Fe−DPyDBrPP molecules of
the lattice where red, green and blue spectra are taken on their upper pyrrole rings respectively.
From Fig. 3.6 (b) and (c), depending on the molecules the energy of FOB varies in 50 meV
range, accompanied with it, SF energy varies as well. While FOA cannot be probed at the
pyrrole location. For the molecule with larger FOB energy (red curve) it exhibits smaller SF
energy, while for those with smaller FOB energies (green and blue curves) their SF energies are
larger. The dependence between energies of frontier orbitals and magnetic anisotropy energy
(SF energy) has been well studied by Meng et. al. [231] who had revealed by DFT calculations
that, in atomic limit, the shifting of FOB energy is a result of rearrangement of d-level occupation
due to different adsorption sites which can affect on magnetic anisotropy energy [234].2

But here in our case, we can not determine yet the origin of this phenomenon whether it
is due to different adsorption sites with respect to substrate [231] or to the interaction between
neighboring molecules of the lattice [40, 65, 158].

All Fe−DPyDBrPP molecules in the lattice exhibit SF feature with a double-lobe frontier
orbital located on the upper pyrrole rings at about +150meV (FOB) and a dot-shaped frontier
orbital located on the central ion at about −150meV (FOA). The detection of the SF signature
on FOB indicates that the macrocycle π orbital hybridizes with the d orbitals of the central Fe
atom, which are considered as Fe 3dxz/yz (dπ) [142–145] orbitals. The dot shape of the FOA at
the central Fe atom is essentially a characterization of the dz2 orbital that is expected to hybridize
weakly with the molecular orbital but strongly with the substrate. The lower pyrrole rings show
neither the frontier orbital feature nor the SF signature in a small energy window, indicating the
absence of molecular states near the Fermi level on the lower pyrrole rings.

The SF feature indicates a spin-1 configuration for all molecules in the Fe−DPyDBrPP

lattice, which means that all molecules in the lattice have a well-defined valence, i.e., they are in
the atomic limit. In this case, the inter-impurity spin-spin interaction cannot occur through the
RKKY interaction (see section (1.2.6)). The dipolar interaction seems insufficient to couple the
spins in the lattice (Fig. 3.6 (c)) as in dI/dV spectra, we do not observe any obvious collective
behavior affecting the SF feature [39, 235] where multiple steps should be observed.

But we have found an important feature: the frontier orbitals extend to the Fermi level and
induce a background asymmetry to the SF signature (Fig. 3.5 (c)), which may imply that the

2Large shifting of frontier orbital level would result charge fluctuation which can strongly renormalise magnetic
anisotropy and atomic limit condition breaks down (see paragraph (3.6.4)).
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Figure 3.6: Spectroscopy of three different Fe−DPyDBrPP molecules in lattice. (a) Topography image of
Fe−DPyDBrPP lattice (10x10nm2, setpoint: 125mV, 20 pA). Red, green and blue crosses mark the upper pyr-
role rings of three different Fe−DPyDBrPP molecule. (b) Large-range dI/dV spectra measured at cross posi-
tions in (a) with same colors. Scatter points are raw data and curves are smoothed data. All spectra are normalized.
Setpoint: 650mV, 100 pA. Lock-in parameters: Vm = 5mV, f = 900Hz. (c) High-resolution dI/dV spectra in a
voltage window of ±25mV of (b). Setpoint: 30mV, 200 pA. Lock-in parameters: Vm = 0.2mV, f = 750Hz. (d)
dI/dV map of topography region at bias 100mV. Curves are fitted by step lineshape. All spectra are normalized.
(e) dI/dV map of topography region at bias +150mV.
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Figure 3.7: Spectroscopy of a Fe−DPyDBrPP monomer adsorbed at elbow site. (a) Topography image
of Fe−DPyDBrPP monomer at elbow site (10x10nm2, setpoint: 125mV, 20 pA). Red, blue crosses mark the
upper pyrrole rings and green cross marks the center Fe atom. White arrow aims at the elbow site of herringbone
reconstruction of Au(111) surface. (b) Large-range dI/dV spectra measured at cross positions in (a) with same
colors. Scatter points are raw data and curves are smoothed data. Setpoint: 800mV, 200 pA. Lock-in parameters:
Vm = 5mV, f = 900Hz. (c) High-resolution dI/dV spectra in a voltage window between gray dashed lines
marked in (b). Setpoint: 30mV, 200 pA. Lock-in parameters: Vm = 0.2mV, f = 750Hz. Scatter points are raw
data and curves are fitted by single Frota lineshape with a Gaussian background. All spectra are normalized.

Fe−DPyDBrPP molecule is not far from the mixed-valence regime as we will see below.

3.6.2 Electronic properties of isolated monomer

Now we examine the electronic property of the monomer that exhibits Kondo effect. We start
with a monomer trapped at the elbow site of herringbone reconstruction of Au(111) surface in
Fig. 3.7. The red and blue spectra are taken on the upper pyrrole rings while the green spectra
is taken on the central Fe atom. The white arrow marks the exact position of the elbow site of
the chevron reconstruction.

In Fig. 3.7 (b), we see that the red and blue curves measured on upper pyrrole rings always
exhibit almost the same spectra lineshape where a strong peak localizes at about −100mV. This
peak corresponds to FOB of the monomer, and it has the same orbital distribution as the FOB of
the lattice molecule. The green spectra measured at the central Fe atom shows similar behavior
to the red and blue curves, but with reduced spectral weight.

The low-energy excitation feature is shown in Fig. 3.7 (c) where we observe a peak that is the
signature of the Abrikosov-Suhl resonance of a Kondo state. The Kondo peaks are fitted using a
unique linear Frota shape with a Gaussian background, the resulting Kondo temperature for the
red, green, and blue curves are 9.6K, 10.7K, and 9.35K, respectively. Considering the fitting
error, we can state that the Kondo temperatures measured in different parts of a single molecule
do not vary, which is also the case for the SF signature. It seems that the low-energy excitation
feature (SF or Kondo) extends to the molecular states localized on the upper rings of pyrrole, we
will study this phenomenon in the section (3.7).

We also want to examine the electronic properties of a monomer in an arbitrary adsorption
site. But as illustrated in Fig. 3.3 it is almost impossible to find an isolated monomer. Hence we
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develop a protocol for the manipulation of the molecules with the tip that is introduced in section
(3.9.1) to move the monomer at elbow site or extract it from the lattices (see section (3.9.2)), to
put it in an arbitrary adsorption site.

Fig. 3.8 (b-d) are the topography images showing the Fe−DPyDBrPP monomer in Fig.
3.7 (a) removed from the elbow site by tip assisted manipulation. Once the molecule is removed
from the elbow site, we are able to see the presence of an adatom (indicated by the white arrow)
trapped at the elbow site that was underneath the molecule in Fig. 3.7 (a). This is a general
observation: the elbow sites of the reconstruction are decorated by the presence of Br adatoms
deposited on the surface during the molecular deposition3.

Fig. 3.8 (b) shows the monomer which has been moved to the fcc region of the Au(111)
surface, Fig. 3.8 (c-d) show the case where Fe−DPyDBrPP monomer is moved to hcp region
of Au(111) surface, in (c) one of pyridyl ligands of Fe−DPyDBrPP monomer is on top of
adatom at elbow site while in (d) monomer center is close to elbow site but not on top of it.

Fig. 3.8 (a) shows the dI/dV spectra of Fe−DPyDBrPP monomer in these 3 conditions
presented in (b-d). Intriguingly, all of them do not exhibit Kondo peak anymore but instead
the SF step feature emerges. Depending on the adsorption sites, the SF step feature varies the
excitation energy and exhibits a double-stepped or single-stepped feature. The fitting results
of SF step feature yield that the uniaxial anisotropy D varies between (6.8 meV, 10 meV) and
transverse anisotropy E varies between (0 meV, 1.5 meV) (with tens of positions measured).

These behavior indicate that when Fe−DPyDBrPP monomer center is moved away from
elbow site, it behaves as a spin-1 quantum magnet exhibiting inelastic SF excitation feature which
magnetic anisotropy depends on the adsorption sites. This can explains the moiré-like patterns
of lattice molecules in dI/dV maps shown in Fig. 3.6 (d-e) where FOB energy varies.

The sudden disappearance of Kondo peak feature whenFe−DPyDBrPPmonomer in Fig. 3.7
(a) is moved away from elbow site is very puzzling. To verify that if this drastic change is related
to the adatom at elbow site or not, we implement tip manipulation to move monomer in Fig. 3.8
back to the elbow site so that its center lies above adatom at elbow site again.

Fig. 3.9 shows the case when the same monomer in Fig. 3.8 is moved to back to elbow
position occupied by a Br adatom monomer center is on top of it. (c-d) corresponds to different
orientation of monomer symmetry axis with respect to Au(111) crystallographic orientations.
Their dI/dV spectra are shown in Fig. 3.9 (a) where Kondo signature is recovered again. The
width of Kondo resonances is similar to the case presented Fig. 3.7 (a) and remain unchanged
when rotating the molecule with Kondo temperature estimated to TK = 10 K from fits.

It is surprising that spin-1 SF feature disappears and Kondo effect emerges again when the
monomer is moved back to the elbow site. This confirms that Br adatom at elbow site is respon-
sible for the emergence of Kondo effect.

For a spin-1 magnet, when in interaction with an electron reservoir it may exhibit a spin-
1 Kondo effect originated from degenerate triplet ground state. However, spin-1 Kondo effect

3The elbow site of the reconstruction is also possible to be occupied but by a Fe−DPyDBrPP molecule itself
rather than a Br adatom. In this scenario, Fe−DPyDBrPP molecule becomes almost impossible to be moved
away (see section (3.9.3)).
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Figure 3.8: Spectroscopy of a Fe−DPyDBrPP monomer at different adsorption sites. (a) dI/dV spectra
of Fe−DPyDBrPP monomer shown in (b)-(d) with different orientation. The spectra are taken on the cross
positions with corresponding colors. Setpoint: 30mV, 200 pA, Lock-in parameters: Vm = 0.2mV, f = 750Hz.
Scatter points are raw data and curves are fitted by step lineshape. All spectra are normalized and shifted for clarity.
(b)-(d) Fe−DPyDBrPP monomer at different adsorption sites of Au(111) surface where (b) on hcp region, (c)
on fcc region with one of the ligand attracted by elbow site, (d) fcc region, (10x10nm2, setpoint: 125mV, 20 pA).
White arrow aims at the elbow site.
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Figure 3.9: Spectroscopy of a Fe−DPyDBrPP monomer adsorbed at elbow site of different orientations. (a)
dI/dV spectra of Fe−DPyDBrPP monomer shown in (b)-(d) with different orientation. The spectra are taken
on the cross positions with corresponding colors. Setpoint: 30mV, 200 pA. Lock-in parameters: (Vm = 0.2mV,
f = 750Hz). Scatter points are raw data and curves are fitted by single Frota lineshape with a Gaussian background.
All spectra are normalized and shifted for clarity. (b)-(d) Fe−DPyDBrPP monomer adsorbed on same elbow site
but different orientations with respect to Au(111) surface (10x10nm2, 125mV, 20 pA). White arrow aims at the
elbow site which is also the rotation center.
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is extremely sensitive to magnetic anisotropy which tends to lift the degeneracy [29]. In our
experiments, the Kondo resonance does not show any feature which could be related to the
magnetic anisotropy as we have managed to rotate the molecule with respect to the surface atomic
lattice and the Kondo feature remains unchanged when we expect that the magnetic anisotropy
varies.

To explain this anisotropy-resistant behavior of Kondo effect occurring at the elbow site, there
are two possibilities: 1). The coupling between molecule with substrate becomes so enormous
that magnetic anisotropy is negligible with respect to the amplitude of the Kondo correlations,
resulting a spin-1 Kondo effect that occurs in a nearly degenerate triplet ground state. 2). The
total spin of the molecule is reduced from S = 1 to S = 1/2 due to a sizeable charge reception,
resulting a spin-1/2 Kondo effect which is naturally immune against magnetic anisotropy. 3).
The charge fluctuation process results strong renormalisation of magnetic anisotropy and brings
system into mixed-valence regime where atomic limit description breaks.

Concerning the first explanation, the estimated Kondo temperature TK at the elbow site is
around 10K, corresponding to a coupling energy Γ ≈ 0.8meV, this is one order of magnitude
smaller than the value of the magnetic anisotropy D ≈ 8meV deducted from our experiments
(when molecules are at other locations). In the meantime, the simulations (see section (1.2.5))
tell us that the renormalisation of the anisotropy energy requires an overwhelming coupling
strength. Hence we believe the first origin of the Kondo effect is less probable for a porphyrin-
based molecule at the surface of gold.

For the second and third explanations, they suggest the occurrence of charge effect (change
of occupation and polarisation of impurity levels) when monomer is moved to the elbow site4.

We will prove that the third explanation is correct through DFT calculation (3.6.4) and ex-
perimental observation (3.7). Before that, we first demonstrate that the observation of spin state
switching is solid, reproducible and reversible for any Fe−DPyDBrPP molecule.

3.6.3 Electronic properties of a molecular trimer

Till now we know the spin state switching can happen for a Fe−DPyDBrPP monomer that
changes its low-energy excitation behavior between Kondo or SF signature when it is located at
the elbow site or somewhere else. But could such behavior be a special case that only occurs
in Fe−DPyDBrPP monomer shown in Fig. 3.7 ? Here we show that the spin state switching
phenomena can occur for any Fe−DPyDBrPP molecule.

Fig. 3.10 shows a covalently bonded Fe−DPyDBrPP trimer on Au(111) surface and the
dI/dV spectra of this trimer in different configurations. Three Fe−DPyDBrPP molecules are
marked by red, green and blue crosses respectively (now labeled red, green and blue molecules
for simplicity), the adatom at elbow site is aimed by white arrow. Fig. 3.10 (b) shows the dI/dV
spectra of Fe−DPyDBrPP trimer in corresponding configurations.

4Tip-induced charge fluctuations mechanism has been ruled out as measured tip-distance dependence of the
spectra for reasonable of z values is irrelevant in the physics (see section (3.9.5)).
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Figure 3.10: Reversible Kondo-SF switching in Fe−DPyDBrPP trimer molecules. (a) Topography image
(15x15nm2, setpoint: 125mV, 20 pA) of a covalently bonded trimer of Fe−DPyDBrPP molecules in different
configurations labeled from (I) to (IV) on Au(111) surface. The 3 bonded molecules are marked by red, green,
and blue crosses respectively, the adatom at elbow site is marked by white arrow. In (I) none of molecules is at
elbow site, in (II)-(IV) red, green, and blue marked molecule is on specific site respectively. K or SF indicate
that the corresponding molecule shows Kondo or SF signature. (b) dI/dV spectra of trimer molecules in different
configurations shown in (a). Each spectra is taken is taken at cross position in (a) with same color. Scatter points
are raw data after background removal. Peak feature and step feature are fitted by single Frota lineshape and step
lineshape, respectively. All spectra are normalized and shifted vertically for clarity. Setpoint: 30mV, 200 pA.
Lock-in parameters: Vm = 0.2mV, f = 750Hz.

There are four configurations labelled by (I) to (IV) in Fig. 3.10 (a). In (I) none of the
Fe−DPyDBrPP molecules of the trimer is located at elbow site and as expected their dI/dV
spectra are all presenting SF features ((I) in Fig. 3.10 (b)). In (II) the trimer is moved by tip
manipulation so that the red Fe−DPyDBrPP molecule is at the elbow site, just like what we
have observed for monomers before, the red molecule is now showing a Kondo peak while the
other two Fe−DPyDBrPP molecules (green and blue) are still showing SF signatures ((II) in
Fig. 3.10 (b)). In (III) the red molecule is moved away from elbow site and the green one is
placed on top of it; interestingly now the red molecule has recovered the SF behavior and green
one is showing Kondo effect while the blue one is still showing SF. Similarly in (IV) we place
the blue molecule at the elbow site and it is now exhibiting a Kondo feature ((IV) in Fig. 3.10
(b)). Moreover, the spectroscopic features are following the expected temperature dependence
for inelastic spin-flips and Kondo physics as measured in section (3.9.4).

The Kondo temperature obtained from fitting results for red, green and blue molecule are re-
spectively 10.4K, 11K and 11K which are almost identical. Hence we have confirmed that spin
state switching that changes Kondo and SF feature can occur reversibly for anyFe−DPyDBrPP

molecules which depend only on adsorption site on Au(111) surface. Another important point

90



is that, we do not observe any obvious evidence indicating the inter-molecular spin-spin inter-
action in the tightly bonded trimer molecule, which is just like what we have seen in the lattice
(Fig. 3.5). This could possible imply that for spin-1 molecules in atomic limit, the covalent bond
that connects macrocycle is still not enough efficient to correlate spins in different molecules.

3.6.4 DFT Calculation

Density-functional theory (DFT) calculations is useful for determination of structural and or-
bital configuration of molecules adsorbed on metal surfaces, it can also calculate hybridization
strength, spin polarization of orbitals and charge transfer. Although DFT calculation fails to
describe the correlation between electrons that gives rise to Kondo effect or renormalisation
of magnetic anisotropy due to coupling in low-energy scale and the inter-molecular interaction
(e.g. hydrogen bonds) calculation is hard to be modeled, it can rationalize the occurrence of
high- and low- spin states as a result of charge fluctuation, moreover DFT predicted orbital evo-
lution tendency under charge fluctuation is in consistent with our experimental observation of
intermediate spin states.

DFT calculations were performed by Tommaso Gorni and Luca De’ Medici at ESPCI. The
spin state switching between SF and Kondo regimes is also rationalized by density functional
theory (DFT) simulations which are carried out with v. 6.8 of the Quantum ESPRESSO pack-
age [236, 237] within the Projector Augmented-Wave (PAW) scheme [238] and using the Perdew-
Burke-Ernzerhof (PBE) functional [239]. The main idea of our DFT calculation is correctly
understand the effect of adatom at elbow site on electronic properties of Fe−DPyDBrPP

molecule that changes the spin state when adsorbed on it.
As we have experimentally proved that adatom at elbow site is the only essential role that

drives the spins state switching, thus we can simplify our model by utilising the following as-
sumptions: 1). Omitting surface reconstruction and Au(111) surface is modelled by a finite slab
consisting of 3 gold layers with 15Å of vacuum between periodic replicas along the z direction.
The Au-Au nearest-neighbor distance has been set to 2.93Å, the PBE equilibrium distance of
the corresponding fcc bulk structure. 2). Adatom at elbow site is modelled by an impurity ad-
sorbed on Au(111) surface. 3). Interaction between adatom with Fe−DPyDBrPP molecule
can only occur between adatom and center Fe atom because of assumption 2). where π orbital
of macrocycle can not hybridize with Au(111) surface due to large distance.

The adsorption geometry of Fe−DPyDBrPP molecule on Au(111) surface with an under-
neath adatom is illustrated in Fig. 3.11. The non-planar saddling distortion of porphine macro-
cycle is also produced in DFT simulation shown in Fig. 3.11 (b) which is in agreement with the
experimental topography images. We also observe that the center Fe atom in the macrocycle
(big red sphere) is attracted by the adatom on Au(111) surface (Br atom in Fig. 3.11 (b)), this is
also in coordinate with the attractive potential at elbow site.

To understand the effect of underneath adatom on electronic properties of Fe−DPyDBrPP

molecule, we first present the total charge and magnetic moment of Fe(3d) atom as a function
of the distance from the substrate for three different substrates: 1). No adatom (Bare Au(111)).
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(a) (b)

Figure 3.11: Adsorption geometry of Fe−DPyDBrPP monomer on adatom at elbow site obtained by DFT.
(a) Top view of Fe−DPyDBrPP monomer on Au(111) surface. Sphere of different colors and sizes repre-
sent different atoms with Red: Fe, Blue: N, Black: C, White: H, Brown: Br, Yellow: Au. (b) Side view of
Fe−DPyDBrPP, the adatom at elbow site is chosen as Br atom that lies between surface Au atom and center Fe
atom.

2). Au adatom. 3). Br adatom. Au and Br adatom are respectively at 2.16Å and 2.23Å from the
Au(111) surface. The calculated results by DFT are shown in Fig. 3.12.

Fig. 3.12 (a) shows the total occupation of Fe 3d levels that refers to the amount of charge
that Fe 3d levels posses. Here we see that as distance decreases, the charge transfers to Fe atom,
if there exists an underneath adatom (Au or Br) the charge transfer effect can be more efficient.
This can be easily understood that if Fe-Au(111) distance decreases the hybridization becomes
stronger there would be more charge transferred to Fe levels, if with the help of additional adatom
that connects Fe and substrate Au atom the hybridization would be stronger.

Fig. 3.12 (b) shows the orbital polarization of Fe 3d orbital, it shows the magnetic moment
of the molecule. As the distance decreases the polarization decreases as well, indicating that the
charge transferred to molecule reduces the total magnetic moment. In presence of adatom, the
polarization decreases faster than non-adatom case, this has the same explanation as occupation
scenario where hybridization is stronger.

When molecule is far from the adatom site, i.e. on clean Au(111) surface, the total occu-
pation and polarization are plotted in purple curves in Fig. 3.12. No matter at small or large
distance from the Au(111) substrate the occupation and polarization are about 6.4e− and 2.3µB

respectively, indicating that Fe−DPyDBrPP interacts poorly with Au(111) substrate and S =
1 (Fe2+) spin state (SF regime) is preserved. This is in agreement with our experimental obser-
vation that Fe−DPyDBrPP molecules in fcc or hcp regions all show spin-1 SF feature.

When the molecule is on top of the adatom (elbow site in experiment), total charge and polar-
ization become sensitive to the distance between molecule with substrate. At 5Å the occupation
and polarization is almost the same as on clean Au(111) surface, by moving Fe of 1Å closer to
the surface, it accepts around 0.4e− charge from the substrate, and the total magnetic moment
suddenly decreases to 1.5µB and 0.8µB for Au and Br adatom respectively. The latter one corre-

92



spond to the Kondo regime we found in experiment. This can explain the Kondo effect occurring
for Fe−DPyDBrPP on top of adatom: when Fe−DPyDBrPP is moved to the elbow site, it
feels the attractive potential and center Fe atom moves closer to the Au(111) surface, with the
help of Br-adatom at the elbow site, Fe atom strongly couples with Au(111) substrate, resulting
spin state switching from SF regime to Kondo regime.
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Figure 3.12: Total charge and magnetic moment of center Fe atom. (a) Total Fe(3d) charge as function of
distance from the substrate, computed for three different substrates where Purple: flat Au(111) surface without
adatom, Green: Au(111) surface with Au adatom beneath Fe atom, Blue: Au(111) surface with Br adatom beneath
Fe atom. (b) Magnetic moment of center Fe atom as function of distance in these three cases. The charge and
magnetization values have been obtained via a Mulliken analysis projecting the Kohn-Sham orbitals over atomic
states of the Fe pseudopotential.

Interestingly in Fig. 3.12 (b), it appears that a spin reduction of 1/2 happens, however Fig. 3.12
(a) suggests that Fe−DPyDBrPP molecule receive only an amount of charge around 0.4e−,
which is not enough to result a spin 1/2 reduction. This indicates that the Kondo effect occurs
in our system is a mixed-valence behavior due to charge fluctuation.

To better understand the charge fluctuation effect, we present the DFT results showing oc-
cupation and polarization for different 3d orbitals of Fe atom in Fig. 3.13. We observe the total
magnetic moment is mainly shared between dπ (dxz/yz), dz2 and dx2−y2 states while dxy are al-
most fully occupied. As Fe-Au(111) distance decreases, the occupation of dz2 decreases and the
occupation of dπ increases. While the other two orbitals almost not change their occupation.
Such behavior is related to the orbital geometry property as dz2 or dπ show better z direction
extension and should have better hybridization with substrate with respect to dxy and dx2−y2 .

What is important here is the tendency of the reorganization of orbital occupation in dπ and
dz2 orbitals. As we have introduced in previous sections that FOA and FOB respectively exhibit
the orbital character of dz2 and dπ. The decrease (increase) of occupation of dz2 (dπ) would
imply that FOA (FOB) should move towards positive (negative) energy with respect to Fermi
level which can also be visualized in projected density of states (PDOS) figure Fig. 3.14 where (a)
and (b) respectively illustrate the Kondo and SF case. Furthermore, we will see in the following
sections that such shifting of FOA and FOB are experimentally observed in large-range dI/dV
spectra.
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Figure 3.13: Orbital occupation and polarization of center Fe atom on Br-adatom. (a) Orbital occupation of Fe
atom as function of distance from the substrate with Br-adatom on Au(111) surface. (b) Orbital polarization of Fe
atom as function of distance from the substrate. Occupation and polarization values calculated via same Mulliken
analysis as in Fig. 3.12.
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Figure 3.14: PDOS over atomic states of Fe pseudopotential in Kondo and SF cases. (a) PDOS over the atomic
states of Fe pseudopotential in the Kondo case where Fe-Au(111) distance is 4Å with a Br adatom. (a) PDOS over
the atomic states of Fe pseudopotential in the SF case where Fe-Au(111) distance is 5Å with a Br adatom.

We have also calculated non-zero square hopping between Fe(3d) with Br(4s,4p) states in
Kondo and SF cases shown in Fig. 3.15. It is shown that the hybridization between Fe states and
Br states are mainly contributed from 3dz2 ↔ 4s, 3dz2 ↔ 4pz, 3dxz ↔ 4px and 3dxy ↔ 4py

orbitals. In SF regime, the hybridization is weak while in Kondo regime, the hybridization
between these orbitals greatly increase among which 3dz2 offers the most contribution (3dz2 ↔
4s and 3dz2 ↔ 4pz). This result is in agreement that Kondo peak in is invariant against rotation
shown in Fig. 3.9 as 3dz2 possesses rotation symmetry.
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Figure 3.15: Calculated non-zero square hopping between Fe(3d) with Br(4s,4p) states in Kondo and SF
cases. Calculated non-zero squared hopping between the Fe(3d) and the Br(4s,4p) states in the Kondo (Fe-Au(111)
distance = 4.0Å, in blue) and SF (Fe-Au(111) distance = 5.0Å, in red) case. Only the squared average of the spin-up
and spin-down hopping is reported, since no significant difference has been found in the two channels.

3.7 Crossover

In this section we will study the detail of spin state switching by examining the configurations
of Fe−DPyDBrPP trimer in the regimes between spin-1 SF and Kondo regime where we can
clearly see that the SF step feature evolves to a Fano-like feature as predicted by David Jacob
(see section (1.2.5)) due to the charge fluctuation effect and finally to a Kondo peak as a result of
complete quench of magnetic anisotropy. Accompanied with the low-energy excitation spectra
evolution, the frontier molecular orbitals (FOB and FOA) also shift in energy simultaneously
just as predicted by DFT calculations.

Fig. 3.16 shows a Fe−DPyDBrPP trimer on Au(111) surface where Fig. 3.16 (a) and (d)
are SF (red curve) and Kondo (orange curve) regimes molecule as we have seen before. Fig. 3.16
(b) and (c) shows two intermediate regimes where the left Fe−DPyDBrPP molecule is close
to the adatom at elbow site but the center Fe atom is not exactly on top of it. From Fig. 3.16
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(a) to (d), the complete scenario of the transition from a SF regime (S = 1) to Kondo regime is
portrayed. The large-range and low-range dI/dV spectra measured on the bright pyrrole location
of the left-most molecule in these four regimes are shown in Fig. 3.16 (e) and (f).

Molecule in Fig. 3.16 (a) reproduces the SF regime where we observe FOB at +150meV
and SF step feature near Fermi level of energy ±10meV (red curve in Fig. 3.16 (e-f)), so that
molecule has spin-1 spin state.

Fig. 3.16 (b) shows the case where the upper pyrrole of left molecule is on top of the elbow
site, in dI/dV spectra (green curve) we observe the FOB that was at +150meV for red curve
moves to around 30meV which is slightly above Fermi level. Accompanied with the decrease
of FOB energy the low-range spectra shows a deformed shape of SF step feature where the right
step shifts towards zero bias at 5mV and a bulge emerges at −5mV that breaks the symmetric
step shape. This shape is theoretically predicted by David Jacob (see section (1.2.5) and ref.
[240]), indicating the charge fluctuation begins to occur to S = 1 system and the decreasing of
FOB’s energy also verifies that. We call this regime intermediate regime 1 (IR1).

In Fig. 3.16 (c) we have moved the left-most molecule even closer to the elbow site. The
dI/dV spectra for this case is plotted as blue curves in Fig. 3.16 (e-f), interestingly, the original
FOB that was above Fermi level now moves to around −10meV that is just beneath Fermi level.
In this case we expect a strong charge fluctuation and the low-range spectra shows a Fano-like
line shape, which is usually regarded as the hallmark of Kondo effect nevertheless, here we still
believe it has SF origin but with a strong charge fluctuation. We call this intermediate regime 2
(IR2).

Fig. 3.16 (d) reproduces the Kondo regimes that we have already seen where FOB locates at
−100meV with an obvious low-energy Kondo feature (orange curves).

dI/dV spectra presented until now are measured on bright pyrrole rings where the pyrrole
states show a dominant spectral weight and we might not distinguish the evolution of the central
point-like FOA observed in Fig. 3.5 (d). Hence we plot the dI/dV spectra measured at the Fe
atom of the left-most molecule in Fig. 3.17 and compare them with the spectra measured at the
upper pyrrole rings presented in Fig. 3.16.

In large-range dI/dV spectra illustrated in Fig. 3.17 (e), we can distinguish the peak at neg-
ative bias that corresponds to the FOA of the molecule. For SF regime, the FOA peak locates
at −150meV (red curve) as observed before. When the molecule is moved closer to elbow site
and enters IR1 regime, FOA shifts towards Fermi level as well just like FOB does (green curve).
When molecule enters IR2 (blue curve), both FOA and FOB arrive at Fermi level and merge
with each other. For Kondo regime case (orange curve), the spectrum is similar to that measured
on pyrrole ring, indicating that FOA contribution is suppressed.

For the low-range spectra measured at center Fe atom shown in Fig. 3.17 (f), the SF (red
curve) and Kondo (orange curve) have been studied already, in which we observe same excita-
tion energy (SF energy and Kondo width) over single molecule but with asymmetric lineshape
for measurements taken on upper pyrrole ring. The asymmetric lineshape is explained by the
different background contribution of FOB and FOA. For intermediate regimes IR1 (green curve)
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Figure 3.16: Intermediate regimes ofFe−DPyDBrPPmolecule. (a-d) Topography image (bar represents 2nm,
setpoint: 125mV, 20 pA for (a)(d), 200mV, 100 pA for (b)(c)) of a covalently bonded trimer of Fe−DPyDBrPP
molecules in different configurations on Au(111) surface. (a), (d) are SF and Kondo regimes. (b), (c) are interme-
diate regimes where charge fluctuation occurs. Crosses mark the upper pyrrole rings of left molecule where dI/dV
spectra are taken, white arrow aims at adatom at elbow site of herringbone reconstruction of Au(111) surface. (e)
Large-range dI/dV spectra of marked Fe−DPyDBrPP molecule with same colors in (a)-(d) (Setpoint: 800mV,
500 pA. Lock-in parameters: Vm = 5mV, f = 900Hz). (f) High-resolution dI/dV spectra in voltage window be-
tween gray dashed lines marked in (e). Setpoint: 30mV, 200 pA. Lock-in parameters: Vm = 0.2mV, f = 750Hz.
All data are smoothed, normalised and plotted by continuum curves.
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Figure 3.17: Intermediate regimes ofFe−DPyDBrPPmolecule. (a-d) Topography image (bar represents 2nm,
setpoint: 125mV, 20 pA for (a)(d), 200mV, 100 pA for (b)(c)) of a covalently bonded trimer of Fe−DPyDBrPP
molecules in different configurations on Au(111) surface. (a), (d) are SF and Kondo regimes. (b), (c) are inter-
mediate regimes where charge fluctuation occurs. Crosses mark the center Fe atom of left molecule where dI/dV
spectra are taken, white arrow aims at adatom at elbow site of herringbone reconstruction of Au(111) surface. (e)
Large-range dI/dV spectra of marked Fe−DPyDBrPP molecule with same colors in (a)-(d) (Setpoint: 800mV,
500 pA. Lock-in parameters: Vm = 5mV, f = 900Hz). (f) High-resolution dI/dV spectra in voltage window be-
tween gray dashed lines marked in (e). Setpoint: 30mV, 200 pA. Lock-in parameters: Vm = 0.2mV, f = 750Hz.
All data are smoothed, normalised and plotted by continuum curves.

and IR2 (blue curve), IR1 shows a strong variation depending on the measurement location while
IR2 seems to be less effected. For IR1, this is in agreement that FOB and FOA are very close
to Fermi level for IR1, leading to a strong asymmetric background to the low-range spectra.
While for IR2 we can only observe two lobes shape FOB beneath Fermi level that contributes to
background.

By comparing large-range and low-range spectral shape in Fig. 3.16 (e-f) and Fig. 3.17 (e-f),
we also notice that the low-energy excitation spectra appear to be intimately related to the energy
and spectral weight of both FOB and FOA. Their relation will be discussed in detail in following
sections.

So far we have introduced two intermediate regimes (IR1 and IR2) that exhibit mixed-
valence excitation feature of Fe−DPyDBrPP molecule between well defined spin-1 SF regime
and Kondo regime. All these four regimes together describe a spin crossover phenomena for
Fe−DPyDBrPP molecule on Au(111) surface.

3.7.1 Spin-Flip Regime and Intermediate Regime 1

To better understand the interplay between molecular orbital and low-energy excitation spectra
in mixed-valence regimes, we will study dI/dV maps which allows us to directly visualise the
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molecular orbital for both large-range and low-range spectra.
We start with the dI/dV map of Fe−DPyDBrPP trimer molecule shown in Fig. 3.16 (b)

where the left molecule is in IR1 regime and two molecules on the right are in SF regime.
Fig. 3.18 compares the large-range dI/dV map between SF and IR1 molecules where we can

distinguish the evolution of two lobes shape FOB and point-like FOA. While Fig. 3.19 shows the
low-range dI/dV map where we can distinguish the molecule orbitals that give rise to SF and
bulge feature that we have observed in Fig. 3.16 (f).

Fig. 3.18 (b) shows spatial variation of dI/dV along the purple arrow crossing SF molecule
shown in (a). The dI/dV spectra measured on red, green and blue crosses points are marked in
(b) by dashed lines and plotted in (c) with the corresponding colors. The vertical black dashed
lines in (b) and (c) indicate following the voltage : −200mV, −100mV, 100mV and 200mV,
the dI/dV maps corresponding to these voltages are shown in (g-j). While (d-f) are the same as
(a-c) but for the IR1 molecule on the left.

From Fig. 3.18 (b) we can easily observe that for SF molecule, FOB is mainly spanning
on upper pyrrole rings (red and blue dashed lines) at around +100meV while FOA is mainly
spanning on the Fe atom (green line) at energy around −100meV. Their spatial distribution can
be directly observed in (h) and (i) in red dashed SF molecule outline where FOB has two lobes
shape and FOA has point-like shape. (e) shows dI/dV spectra across the IR1 molecule in which
both FOB and FOA shift toward Fermi level. FOB shifts to +50meV while FOA to −50meV.

Fig. 3.19 shows the low-energy cases. (g) is the dI/dV map measured at 0mV, i.e. inside SF
gap, corresponding to energies lower to the spin-flip excitation energies. (h-m) show composite
artificial dI/dV maps made by subtracting the dI/dV map taken at 0mV from their original
contrast. The subtraction process reveals only the inelastic channels opened by the spin-flipping
processes and thus allows to identify the spatial distribution of the inelastic effects in order to
associate the involved orbitals.

We first study the low-range spectra for SF molecule marked red dashed outline. At voltage
window between ±9.3mV (Fig. 3.19 (j)(k)), the region marked with a red dashed line shows no
features because we are inside the SF gap and therefore no spin-flip channel exists. At energy of
±9.3mV (Fig. 3.19 (i)(l)) and ±15mV (Fig. 3.19 (h)(m)), we see the two lobes shape at upper
pyrrole rings for positive and negative energy with absolute value larger than 9.3mV. The point
feature at center exhibits strong spectral weight at negative energies smaller than −9.3mV while
at positive energy it shows a rather weak feature.

Comparing what we have observed with the large-range data shown in Fig. 3.18 (g-j), the
two lobes shape and point-like shape correspond to FOB and FOA that locate on upper pyrrole
rings and Fe center respectively. This means that FOB and FOA are responsible for inelastic
spin excitation at low-energy. Interestingly, both two lobes shape FOB located at 100meV and
point-like FOA located at −100meV extend through Fermi level. This indicates the existence of
mixed-valence property.

Then we start to analyze the IR1 molecule in green dashed outline in the same way. In
large-range spectra we observe that FOB and FOA both shift closer to Fermi level and locate at
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Figure 3.18: Large-range dI/dV map ofFe−DPyDBrPPmolecule in IR1 and SF regimes. (a)(d) Topography
image (12x12nm2, setpoint: 200mV, 100 pA) of a covalently bonded trimer of Fe−DPyDBrPP molecules on
Au(111) surface where the left molecule is in IR1 regime while two others are in SF regime. Outline of IR1 and
SF molecule are marked by dashed green and red lines respectively. White arrow aims at adatom at elbow site of
herringbone reconstruction of Au(111) surface. (b)(e) Stacking plot of point dI/dV spectra (Setpoint: 800mV,
500 pA. Lock-in parameters: Vm = 5mV, f = 900Hz.) along the purple dashed arrows over Fe−DPyDBrPP
molecule in (a)(d). Red, green and blue dash lines mark the positions with crosses of same colors in (a)(d). (c)(f)
Large-range dI/dV spectra measured at crosses position with same colors in (a)(d). (g-j) dI/dV maps of yellow
dashed square region in (a)(d) at voltage of ±200mV and ±100mV labeled by vertical black dashed lines in (b),
(c), (e), (f).
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Figure 3.19: Low-range dI/dV map of Fe−DPyDBrPP molecule in IR1 and SF regimes. (a)(d) Topography
image (12x12nm2, setpoint: 200mV, 100 pA) of a covalently bonded trimer of Fe−DPyDBrPP molecules on
Au(111) surface where the left molecule is in IR1 regime while two others are in SF regime. Outline of IR1 and
SF molecule are marked by dashed green and red lines respectively. White arrow aims at adatom at elbow site
of herringbone reconstruction of Au(111) surface. (b)(e) Stacking plot of point dI/dV spectra, setpoint: 30mV,
200 pA. Lock-in parameters: (Vm = 0.2mV, f = 750Hz.)) along the purple dashed arrows overFe−DPyDBrPP
molecule in (a)(d). Red, green and blue dash lines mark the positions with crosses of same colors in (a)(d). (c)(f)
Low-range dI/dV spectra measured at crosses position with same colors in (a)(d). Gray line denotes the back-
ground. (g) dI/dV map of yellow dashed square region in (a)(d) at 0mV. (h-m) Composite artificial dI/dV maps
made by subtracting dI/dV map (g) from their original contrast. The voltages are labeled inside the images and
are also marked by vertical gray dashed lines in (b), (c), (e), (f).

101



50meV and −50meV approximately. Along with the closing of FOA-FOB gap, the SF gap that
is related to magnetic anisotropy is reduced as well so that we have non-null signal at energy
±3mV with the same pattern as for the SF molecules in red dashed outline but with much
lower characteristic energy. The bulge inside SF gap at −5mV shows a strong point-like feature
(Fig. 3.19 (j)), while at gap edge and outside the gap (Fig. 3.19 (i)(h)) the feature is similar to SF
molecule in red dashed outline.

The shifting of FOB and FOA energies, the reduction of magnetic anisotropy and deformed
SF lineshape are in agreement with David Jacob’s work [240] and our DFT calculation (see sec-
tion (3.6.4)). The decreasing/increasing of orbital occupancy on dz2 (FOA)/dπ (FOB) which is
initially below/above Fermi level shifts towards Fermi level. As a consequence, charge fluctua-
tion becomes more important. Charge fluctuation also renormalises magnetic anisotropy that is
responsible for a smaller SF gap and results asymmetric SF feature in low-range spectra as the
IR1 lineshape shown in Fig. 3.19 (f).

Hence the low-range spectral feature (SF and IR1) can be understood in such way: Two spin
polarized molecular frontier orbitals with energies closest to the Fermi level in positive (FOB)
and negative (FOA) energy extend through the Fermi level and energetically "overlap" with each
other. As a result of such overlap, the low-energy excitation feature that succeeds their orbital
shapes is generated. Depending on their position with respect to Fermi level the low-energy
excitation feature can behave differently. In other words, the molecular orbitals position controls
charge fluctuation between them, which further determine the magnetic properties.

3.7.2 Intermediate Regime 2

Now we begin the study on Fe−DPyDBrPP molecule in IR2 regime where two molecular
frontier orbitals merge at Fermi level and low-range spectra shows no more step shape. We will
adopt the same manner of investigation as IR1 to study IR2 molecule.

Fig. 3.20 (a) shows a Fe−DPyDBrPP molecule in IR2 regime, as we have demonstrated
that the monomer and trimer electronic properties are the same, the results obtained from monomer
will not contradict what we have observed in trimer case shown in Fig. 3.16 and Fig. 3.17.

In Fig. 3.20 (b), we observe two strong peaks located at upper pyrrole rings (blue and red
dash lines) close to zero bias, as we have seen before, this is the two lobes shape FOB which
is shown in dI/dV maps (d-h). FOB was above Fermi level for SF and IR1 regime molecule
(Fig. 3.18 (b)(e)) but now it shifts slightly beneath Fermi level. By following the green dashed
line that shows the dI/dV spectra measured at center Fe site in (a), we observed that point-like
FOA is no longer observable neither in dI/dV spectra (c) nor in dI/dV map (d-h).

Fig. 3.21 is dedicated to the low-energy case of IR2 molecule. Along with molecular orbital
behavior where two lobes shape orbital shifts to Fermi level and point-like shape orbital vanishes,
the low-range spectra exhibits Fano-like lineshape where we see a dip at −2mV and a peak at
2mV. (d) presents the dI/dV map measured at −2mV which is related to the dip of Fano-like
feature in (c). (e-j) are composite artificial dI/dV maps made by subtracting dI/dV map at
−2mV from their original contrast.
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Figure 3.20: Large-range dI/dV map of Fe−DPyDBrPP monomer in IR2. (a) Topography image (5x5nm2,
setpoint: 500mV, 2 pA) of a IR2 Fe−DPyDBrPP monomer on Au(111) surface. (b) Stacking plot of point
dI/dV spectra (Setpoint: 800mV, 30 pA. Lock-in parameters: Vm = 5mV, f = 900Hz.) along the purple dashed
arrow over IR2 Fe−DPyDBrPP molecule in (a). Red, green and blue dash lines mark the positions with crosses
of same colors in (a). (c) Large-range dI/dV spectra measured at crosses position with same colors in (a). (d-h)
dI/dV maps of IR2 Fe−DPyDBrPP monomer in (a) at energies of ±200mV, ±58mV and 0mV labeled by
vertical black dashed lines in (b)(c).

In these dI/dV maps (e-j), the two lobes pattern that is very similar to two lobes molecular
orbital shown in Fig. 3.20 (d-h). But we notice that at positive voltages (2mV, 5mV) the solid
two lobes shape become hollow at the center. We have also observed this kind of hollowing for
IR1 molecule at positive energy (green dashed outline in Fig. 3.19 (m)) as well. The emerging of
vacancy at the center of pyrrole rings is very puzzling. Its origin could be a derivative effect in
STS experiments i.e. an artifact, or due to quantum interference that creates a hole in the dI/dV
map or other reasons. The first one is less possible because in Fig. 3.19 (m) the SF molecule
(red dashed outline) does not exhibit such behavior while IR1 molecule (green dashed outline)
does.

By comparing the Fano-like lineshape with low-range spectra in other regimes with same
orbital characterization, we can extract more information about the charge fluctuation driven
spin state crossover. The peak of Fano-like shape at 2mV shows two lobes shape in Fig. 3.21
(i), which has the same shape as SF steps or IR1 steps (Fig. 3.19), we might say that this peak
is evolved from the right step of IR1 feature (Fig. 3.19). While the dip of Fano-like shape at
−2mV seems to be evolved from the SF gap. If such statement about evolution is true, we
could have found a very interesting discovery that the effect of charge fluctuation is to reduce
the SF gap width and "push" it to negative energy while the SF step at positive energy evolves to
the peak feature which finally becomes Kondo peak. We can verify this tendency by reviewing
Kondo regime molecule where charge fluctuation is further developed than IR2. In the Kondo
resonance feature shown before (Fig. 3.4 (d), Fig. 3.7 (c), Fig. 3.9 (a) and Fig. 3.10 (b)), there
seems always exists a small dip at negative energy side (left side) of Kondo peak. This dip
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Figure 3.21: Low-range dI/dV map of Fe−DPyDBrPP monomer in IR2. (a) Topography image (5x5nm2,
setpoint: 500mV, 2 pA) of a IR2Fe−DPyDBrPPmonomer on Au(111) surface. (b) Stacking plot of point dI/dV
spectra (Setpoint: 30mV, 5 pA. Lock-in parameters: Vm = 0.5mV, f = 750Hz.) along the purple dashed arrows
over IR2 Fe−DPyDBrPP molecule in (a). Red, green and blue dash lines mark the positions with crosses of
same colors in (a). (c) Low-range dI/dV spectra measured at crosses position with same colors in (a). Gray line
denotes the background. (d) dI/dV map of IR2 monomer in (a) at −2mV. (e-j) Composite artificial dI/dV maps
made by subtracting dI/dV map (d) from their original contrast. The bias voltage are labeled inside the images
and are also indicated by vertical gray dashed lines in (b)(c).
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should be the residual feature of SF gap and the Kondo peak is the result of evolution of peak at
2mV of Fano-like feature. One can image this evolution process by reviewing the low-energy
spectra from red (SF) to green (IR1), blue (IR2) and finally orange (Kondo) curves in Fig. 3.16
(f) again.

3.7.3 Spin state crossover in other systems

It worth mentioning here the studies of FePc molecule deposited on Au(111) surface. FePc
molecule is a Phthalocyanine-based molecule introduced in Fig. 1.19, its chemical composition
is not too much different from our porphyrin-based molecule. On Au(111) surface, FePc can
exhibit a sharp dip feature that lies slightly below Fermi level, which feature has been widely
reported in many works, but has been attributed to different kinds of origin explanations. It can
be explained as SU (4) Kondo effect [15], as a result of valence fluctuation regime [241], due to
the double channel screening [31, 33], as non-Landau Fermi liquid [242] etc...

People have also managed to tune the interaction between FePc with Au(111) surface by
tip potential [31], dehydrogenation [33] or FePc orientation with respect to Au(111) [168], and
found that the dip feature is evolved from SF step feature when interaction with substrate is
stronger (Fig. 3.22). The large-range spectra also reveals a molecular orbital at Fermi surface [172].
All these behavior are in analogues to our results when porphyrin-based molecule is driven from
SF to intermediate regimes due to charge fluctuation. But we are not sure whether the dip feature
for FePc reflects charge fluctuation driven mixed-valence behavior or not.

In 2017 Ormaza et. al. [166] succeeded in reversibly switching spin of nickelocene (Ni(C5H5)2,
Nc) molecule between S = 1 and S = 1/2. They have attached a S = 1 Nc molecule to the STM tip
apex and formed an electrode-electrode junction with Cu(100) surface. By tuning the displace-
ment of tip (z) the distance between Nc molecule and Cu(100) surface can be finely controlled.
When Nc molecule changes from tunneling to contact regime, a sudden change of low-energy
spectra signature from SF to Kondo behavior is observed (Fig. 3.23). Such observation in-
dicates that when contacting with Cu surface, magnetic anisotropy is strongly reduced. The
DFT calculation suggests that in contact regime the molecule-surface interaction is enhanced
and intra-orbital Coulomb repulsion is reduced. Both effects result a charge reorganization that
leads to a reduction of total magnetic moment, which, is responsible for S = 1/2 Kondo behavior.
Their findings are in good agreement with our experimental but we believe the Kondo effect is
a mixed-valence behavior rather than a S = 1/2 Kondo that is described in atomic limit(3.6).

A recent study of adsorbed Fe atoms on monolayer MoS2 island on Au(111) [243] has shown
that depending on the adsorption sites of Fe atoms, they exhibit the low-energy excitation spectra
ranging from inelastic spin excitations (SF), characteristic of negligible exchange and dominant
single-ion anisotropy, to a fully developed Kondo resonance, indicating strong exchange and neg-
ligible single-ion anisotropy. The evolution of low-energy dI/dV spectra is shown in Fig. 3.24
where the triangular yellow feature is the adsorbed Fe atom, bright part and dark part are respec-
tively maximum and minimum of moiré structure of MoS2 island. When Fe atom is absorbed
at minimum of moiré structure (Fig. 3.24 (a)), the lineshape can be easily understood as mag-
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Figure 3.22: Experimental Kondo simulation with approaching an STM tip. (a)(b) Evolution of tunnelling
spectra in wide and narrow energy ranges measured at 0.4K with approaching the STM tip to the center Fe atom of
FePc molecule adsorbed on Au(111) surface. The tip positions for each spectra are specified with letters A–I from
far to near. When tip is close, a clear SF step lineshape is observed, when tip moves away, SF step feature evolves to
dip feature. Pink and blue lineshape are respective calculated by step lineshape and Fano lineshape. Image adapted
from [31].
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Figure 3.23: Spin state control in metallocene molecular junction. (a) 2D intensity plot of dI/dV spectra
acquired with a Nc-tip at increasing z. The intensity of the spectra has been normalized by the opening conductance
value (at 30 mV) of the spectrum at z = 0Å. As a guideline to identify the differences, three characteristic spectra
(white dashed lines) are superimposed. (b) Conductance (G) vs. tip displacement (z) curve measured at 2 mV for
a Nc-tip approaching the Cu(100) surface. The boundary between the tunnel and the contact regime occurs at z =
0 pm and is indicated with a dashed line. Image adapted from [166].

netic anisotropy dominated SF step feature. When adsorption site shifts closer and finally to the
maximum of moiré structure (Fig. 3.24 (b-f)), the spectra evolves to a peak feature at Fermi level
which is characterized as Kondo resonance. The author contributed the spectra evolution when
moving from minimum to maximum site to the increase of exchange coupling ρJ (ρ is the LDOS
at adsorption site) and reduction of anisotropyD due to renormalisation. While the asymmetric
lineshape behavior is explained as the result of potential scattering of different orbitals when
making STS spectra. If it is the case, the lineshape shown in Fig. 3.24 (d)(e) that look similar to
our IR1 and IR2 regimes are not mixed-valence behavior and the Kondo feature in Fig. 3.24 (f)
could be spin-1 Kondo effect.

3.8 Conclusion

In this chapter we have studied Fe−DPyDBrPP molecules on Au(111) surface. We have ob-
served different kinds of molecular assemblies including monomers, covalently bonded molecu-
lar chain and lattices on different adsorption sites depending on the geometry of Au(111) surface.
STS experiments have shown that most of the Fe−DPyDBrPP shows spin-1 inelastic spin flip
excitation dominated by magnetic anisotropy induced by surface, indicating a S = 1 magnetic
state. There is no obvious evidence in low-energy excitation spectra that proves the existence
of inter-molecular spin-spin interaction occurring between spin-1 Fe−DPyDBrPP molecules
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Figure 3.24: Evolution of low-range spectra depending on Fe adsorption site on monolayer MoS2 island on
Au(111) surface. (a)-(f) Low-energy dI/dV spectra measured at center of Fe adatoms in different moiré environ-
ments as indicated by the STM topographies in the insets (scale bars are 1 nm, crosses mark the location of the
spectra). The Fe atoms are located on islands with different orientations with respect to the Au(111) lattice. Blue
curves denote measured spectra, black dashed lines are fitted curves. Image adapted from [243].

neither in strongly bonded chain nor in lattice.
We have also realised tip-manipulation controlled reversible spin state switching between S

= 1 SF regime and Kondo regime whenFe−DPyDBrPPmolecule is adsorbed away from or on
top of adatom at elbow site of herringbone reconstruction of Au(111) surface. We have revealed
that the spin state switching is driven by the charge fluctuation effect which is confirmed by our
DFT calculations when molecule is on top of Br-adatom at elbow site.

The charge fluctuation effect is also confirmed experimentally where mixed-valence states
induced by charge fluctuation are observed in Fe−DPyDBrPP molecule when it is adsorbed
near elbow site. We have observed that charge fluctuation occurs between two molecular frontier
orbitals which are respectively closest to the Fermi level in positive and negative energies. We
believe these two frontier orbitals are responsible for the low-energy spin excitation that occurs
near Fermi level. When two frontier orbitals are far from Fermi level, the molecule has a well
defined S = 1 spin state and shows step feature in low-range spectra. When two orbitals shift
closer to Fermi level and finally merge at Fermi level, charge fluctuation develops and results
the intermediate states and the low-range spectra shows deformed step feature which lineshape
is in agreement with theoretical work. When two orbitals cross each other at Fermi level, charge
fluctuation becomes strong enough to completely renormalise the magnetic anisotropy, resulting
Kondo peak feature in the low-range spectra.
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3.9 Supplementary Materials

3.9.1 Manipulation protocol

The manipulation protocol used in this thesis is as follows:

1. We first set the tunneling set point to (V = 200mV, I = 100 pA), this is the value we
normally use to manipulate Fe−DPyDBrPP molecules on the Au(111) surface.

2. Implement the scan plane slope correction process on a region that contains the target
molecule and on the target location we want the target molecule to move to. This process
will allow the tip to move parallel to the sample surface so that it does not crash into the
surface during the manipulation operation.

3. Move the tunneling position to the bare Au(111) surface around the target molecule (typ-
ically a few nanometers away).

4. Disengage the feedback control and approach the tip toward the Au(111) surface by a
distance ∆z = −200 pm (typical value we used for the set point of (V = 200mV, I =

100 pA), it can be modified). As the tip approaches the sample surface, we observe an
increase in current that reaches a new value (from 100 pA to about 500 pA).

5. Approach the tip towards the molecule, when the tip is almost in contact with the tar-
get molecule, we can observe a jump of the current (above 1nA which is the saturation
limit of the preamplifier at the usual gain), if this is the case the target molecule has been
successfully attracted by the tip.

6. Once the molecule bounds to the tip, we move slowly (usually less than 0.5nm/s) towards
target location, during the movement the current should remain high, if the current sud-
denly drops this indicates that the molecule is decoupled from the tip apex, we will need to
relocate the molecule and perform a new manipulation. If the molecule has trouble being
attracted to the tip, we can use different setpoints, a different distance Deltaz, try to push
the molecule or even use vertical manipulation.

7. When we have successfully moved the molecule to the target location, we engage the
feedback loop and the tip moves away from the sample surface, this process is usually fast
enough that the molecule immediately decouples from the tip and remains at the target
location.

3.9.2 Dissociation of a Fe−DPyDBrPP lattice

If the lattice does not consist of covalently bonded Fe−DPyDBrPP molecules, a monomer can
be extracted by tip manipulation which detail. Fig. 3.25 (a) shows a Fe−DPyDBrPP lattice in
which weak bonds between Fe−DPyDBrPP monomers construct the lattice like the case of
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Fig. 3.3 (b). Fig. 3.25 (b-d) show the images that Fe−DPyDBrPP monomers marked by 1 and
3 are extracted from lattice.

3.9.3 Fe−DPyDBrPP with one ligand trapped at elbow site

The manipulation for Fe−DPyDBrPP near elbow site is not always possible because the at-
tractive potential at this site could be so huge that molecule can not be moved away, this usually
corresponds to the case where Fe−DPyDBrPP itself is catch by the elbow site due to attrac-
tive potential during deposition. Fig. 3.26 shows a Fe−DPyDBrPP monomer with one of its
ligand strongly trapped by the elbow site. We can not remove this monomer from the elbow site
but can only rotate it along the axis of the ligand. When the molecule change its orientation with
respect to Au(111) surface, the uniaxial and transverse magnetic anisotropyD andE can slightly
vary. Interestingly only the configuration marked by red cross shows an observable transverse
anisotropy E that shows double step feature.

3.9.4 Temperature dependence of SF and Kondo feature

The temperature dependence of SF and Kondo feature are shown in Fig. 3.27. We have measured
the Fe−DPyDBrPP trimer shown in Fig. 3.10 (a) configuration (III) where center molecule
shows Kondo feature while two side molecules show SF feature. We have measured at differ-
ent temperatures (T ) of 1.2K, 4K, 8K, 12K and 16K. The width of Kondo peak (Γ) at these
temperatures are 0.9meV, 1.5meV, 2meV, 2.5meV and 3meV respectively. Applying the Γ and
T dependence to equation (2.19), it yields a Kondo temperature of 12K which is basically the
same as our previous measurements.

3.9.5 Tip distance dependence of SF and Kondo feature

We have learnt that the tip can tune the interaction between molecule with substrate for FePc
molecule on Au(111) surface (Fig. 3.22). We have implemented the same experiment to Kondo
and SF molecule. Fig. 3.28 (a) shows a covalently bonded Fe−DPyDBrPP dimer where the
upper molecule is in SF regime, bottom molecule in Kondo regime where an adatom aimed by
white arrow lies beneath it. The dI/dV spectra of SF and Kondo molecules measured at dif-
ferent tip distances are respectively plotted in Fig. 3.28 (b) and (c). Red, green, blue and orange
scatter points represent the raw data acquired for tip relative distance ∆z = −150 pm, −200 pm,
−250 pm and −300 pm with setpoint 25mV, 20 pA. Purple lines are fitted curves by step line-
shape and Frota lineshape with a Gaussian background for SF and Kondo feature respectively.
The starting setpoint of 25mV, 20 pA corresponds to a rather far tip-sample distance, during
experiments we have examined the tip distance till −350 pm where the tip is extremely close
to molecule and spikes appear in the spectra (not shown here). Nevertheless the SF and Kondo
feature at Fermi level does not change excitation energy or peak width as illustrated in Fig. 3.28
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Figure 3.25: Dissociation of Fe−DPyDBrPP lattice by tip manipulation. (a)-(d) Topography images
(20x20nm2, setpoint: 125mV, 20 pA) showing the process where Fe−DPyDBrPP monomers are extracted from
the lattice by tip manipulation.
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Figure 3.26: Spectroscopy of a Fe−DPyDBrPP monomer with one ligand trapped by elbow site. dI/dV
spectra of Fe−DPyDBrPP monomer with one of the ligands strongly bonded to elbow site that tip manipulation
can only rotate it on vertical axis of elbow site marked by white arrow in top topography images. spectra measured
at cross positions with corresponding colors shown in the top (topography images: 6x6nm2, setpoint: 125mV,
20 pA). spectra setpoint: 30mV, 200 pA. Lock-in parameters: Vm = 0.2mV, f = 750Hz. Scatter points are raw
data and curves are fitted by step lineshape. All spectra are normalized and shifted for clarity.
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Figure 3.27: Temperature dependence of SF and Kondo feature. (a)(b)(c) dI/dV spectra measured at crosses
positions with same colors at different temperatures for three Fe−DPyDBrPP molecule in trimer shown in the
right images. Topography images of trimer are taken at corresponding temperatures. Scatter points are raw data
after background removal, curves are fitted by step lineshape (red and blue) and Frota lineshape (green). All spectra
are normalized and shifted for clarity.

(b)(c). This means the coupling with substrate can not be modified by tip distance, probably due
to the covalent bond formation that stabilizes molecule.

3.9.6 Molecular orbital located in covalent bonds

When the covalently bonded molecular chain is formed we expected to observe collective be-
havior of magnetic molecules. Although for low-range spectra we do not observe anything that
evidences the collective behavior, we have found the orbitals that localize at covalent bond at
higher energy. Fig. 3.29 shows the large-range dI/dV map of covalently bonded trimer that we
have seen in Fig. 3.18. We observe that the molecular orbitals localized at covalent bond lies at
high energy (+800meV). These orbitals show delocalized feature that does not exhibit distin-
guishable 3d orbital shape. If we can bring such orbitals closer to Fermi level we could probably
observe delocalized spin excitation signature in such orbitals. To achieve this, the molecules and
substrates may have to be properly designed and chosen.
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Figure 3.28: Temperature dependence of SF and Kondo feature. (a) Topography image (15x15nm2, setpoint:
125mV, 20 pA) of covalently bonded Fe−DPyDBrPP dimer on Au(111) surface. Upper molecule shows SF
regime and bottom molecule shows Kondo regime. White arrow aims at the adatom at elbow site that lies beneath
bottom molecule. Black crosses mark the positions where the dI/dV spectra are measured. (b-c) dI/dV spectra for
upper and bottom molecules shown in (a). Scatter points of red, green, blue and orange colors represent the raw date
measured for relative tip distance ∆z = −150 pm, −200 pm, −250 pm and −300 pm respectively. Initial setpoint
is 25mV, 20 pA. Purple lines are fitted curves by step lineshape and Frota lineshape with a Gaussian background
for SF and Kondo feature respectively. All spectra are normalized.
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Figure 3.29: Large-range dI/dV maps of covalently bonded Fe−DPyDBrPP trimer. (a) Topography image
(12x12nm2, setpoint: 200mV, 100 pA) of a covalently bonded trimer of Fe−DPyDBrPP molecules on Au(111)
surface, same as IR1 case shown in Fig. 3.18. (b-g) dI/dV maps of yellow dashed square region in (a) at bias
voltages marked inside the images. Setpoint: 800mV, 500 pA. Lock-in parameters: Vm = 5mV, f = 900Hz.
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Chapter 4

Structural and Electronic Properties of
Porphyrin Magnetic Molecules on Pb
Surfaces

4.1 Introduction

In this chapter we will present STM/STS results of self-assembled Fe 5,15-dibromo-10,20-
diphenyl porphyrin (Fe−DBrDPP) molecule supramolecular lattices deposited on supercon-
ducting Pb(110) surface. Unlike normal metal surface which can be described as non-interacting
electron gas, superconductor substrate possesses pairing interaction which would make elec-
tronic system become even more complicated.

On Pb(110) surface Fe−DBrDPP molecules always form compact supramolecular lat-
tices because of high molecule mobility. In Fe−DBrDPP supramolecular lattices almost all
Fe−DBrDPP molecules exhibit S = 1 spin state through detection of out-gap SF feature or two
in-gap Shiba states feature. Both SF excitation and Shiba state originate from FOA and FOB of
Fe−DBrDPP molecule where the former one represents a weak coupling regime and the latter
one the strong coupling regime.

Furthermore we have also discovered that the local geometry of molecule also plays an im-
portant role in molecule’s electronic properties. Lattice mismatch can induce charge fluctuation,
resulting Type2 "1B" molecule which molecular orbital localizes at center become quenched
and low-energy excitation can no more be observed. Inter-molecular interaction can make "0B"
molecule extremely sensitive to local environment, especially the presence of tip, thanks to which
we are able to observe the evolution of out-gap SF feature to in-gap Shiba feature under tip inter-
action. Impressively the evolution process resolved in spectroscopic maps behave as continuous
opening/closing of bubble shape and we also observed an intermediate regime where both in-gap
and out-gap feature coexists, such exotic behavior has also been reported in a S = 3/2 molecular
system [103].

At the beginning of this chapter, we start by introducing the preparation of Pb(110) surface
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together with the description of the structural and electronic properties of different Pb surfaces
in order to explain why we chose to study the (110) surface of Pb in section (4.2). Then we will
introduce the structure of the assemblies of Fe−DBrDPP molecule on the surface in section
(4.3).

After the introduction section, there will be three main parts corresponding to different
Fe−DBrDPP/Pb(110) sample preparation processes which are respectively called disordered
(4.4), low temperature (4.5) and high temperature phases (4.6). In each of them, we adopt the
same narrative structure as for chapter (3): sample preparation, topography results, spectroscopy
results and exotic electronic properties (if there are).

In the first part presented in section (4.4), Fe−DBrDPP supramolecular lattices on Pb(110)
surface are not post-annealed, thus this case is also called disordered phase. The structure and
electronic properties of Fe−DBrDPP supramolecular lattices are studied in sections (4.4.2)
and (4.4.3) from which we will acquire the basic understandings of Fe−DBrDPP/Pb(110)
system.

In the second part presented in section (4.5), Fe−DBrDPP supramolecular lattices on
Pb(110) are post-annealed for producing an ordered structure that we call the low temperature
phase. The structure properties of Fe−DBrDPP supramolecular lattices are studied in section
(4.5.2) in which we observe two types of supramolecular domains (A- and B- types). A-type
domains exhibit unusual topographic character with double periodicity feature which differs
greatly differs from B-type domains where single Fe−DBrDPP molecule remains well distin-
guishable. Their electronic properties are studied in section (4.5.3) where we find two Shiba
states with different molecular orbital characters, the double periodicity topographic character
of A-type domain is explained by the strong electron-like component delocalization of channel
1 Shiba state possibly due to lattice mismatch or the charge effect on Br· · ·π halogen bond. Ad-
ditionally in section (4.5.3), we find that molecules exhibiting exotic electronic properties tend
to localize near the perimeter of A-type domain.

In the third part presented in section (4.6)Fe−DBrDPP supramolecular lattices on Pb(110)
are post-annealed at higher temperature to produce what we call the high temperature phase.
The high temperature is the most interesting situation in which we have demonstrated the inti-
mate relation between electronic properties and geometry of molecule which is determined by
molecule’s conformation, lattice mismatch and inter-molecular interaction. In high temperature
phase we observe three basic molecular structure (orderings) labeled by "4mer", "1B", "0B"
and various composite supramolecular lattice shown in section (4.6.2). The electronic proper-
ties of standard "4mer", "1B" and "0B" molecules are successively studied in section (4.6.3)
where "4mer" exhibits only SF feature, representing weak coupling with substrate while "0B"
and "1B" molecules exhibit Shiba feature, representing strong coupling with substrate. Then
we have studied exotic "0B" molecules that localize near the interface between lattices with dif-
ferent orderings under tip interaction. After that in analysis section (4.6.4) we have analyzed
the data obtained in high temperature phase. We have determined the orbital origin and ground
state (and excited state) nature of channel 1, 2 Shiba states. We have also discussed about the
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Figure 4.1: Topography images of Pb surfaces of different orientations. (a)-(c) Topography images (4x4nm2)
of Pb(111), (100), and (110) single crystal surfaces. Setpoint: 50, −50 and 5 mV, 50 50 and 400 pA respectively.
Image adapted from [245].

geometry effect and tip effect and made a classification of Fe−DBrDPP molecules obtained
in high temperature phase in section.

At the end of this chapter a section consisting of supplementary information is presented
(4.7).

4.2 Pb surface

4.2.1 Structure properties

In this thesis, we focused our study on self-assembled molecular supramolecular lattices on
superconducting Pb surfaces of (111), (100) and (110). Lead is a Type I superconductor with
relatively high critical temperature of 7.2 K. Thus the superconducting gap is fully developed
at the measurement temperature, 1.1 K. Pb surfaces are moreover expected to exhibit sizeable
Rashba spin-orbit coupling (SOC) [244] due to the large atomic mass of Pb. A superconductor
with SOC is one of the key ingredient to realise topological order in Shiba supramolecular lattice
created by molecule supramolecular lattice.

The topography images showing the atomic structure of Pb(111), (100), and (110) surfaces
are presented in Fig. 4.1. Pb(110) surface is resolved as rows of atoms parallel to [110] di-
rection, indicating that Pb atoms arrange more compact in [110] direction. Different crystallo-
graphic surface ordering could have important influence on supramolecular lattice arrangement
that could lead to different electronic properties. One of our first objectives was to study rows
of molecules so we have chosen the anisotropic Pb(110) surface as a template with idea to favor
one-dimensional assembly.

4.2.2 Electronic properties

Pb is a strong-coupling superconductor [246, 247] which can be accurately described by Eliash-
berg theory [248]. For a strong-coupling superconductor, the phonon-mediated pairing interac-
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Figure 4.2: SIS dI/dV spectra on clean Pb(110) surface. SIS dI/dV spectra taken on clean Pb(110) surface.
Bulk Pb cover superconducting tip of gap ∆t = ∆s = 1.35 meV is used, "t" and "s" stand for tip and substrate (Pb).
Vertical dashed lines mark the bias voltage of ±2.7 mV which are the enhanced gap value for Pb in SIS spectra.
Two steps outside the gap at around 6 mV and 11 mV are found ascribed to the phonon mode. Setpoint: 20 mV,
100 pA, 200 pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz.

tion is so strong that the energy scale of the superconducting order (∆) and inelastic phonon
excitation become comparable [249]. In the conductance spectrum measuring the DOS of Pb
(Fig. 4.2), in addition to the superconducting gap (∆s = 1.35 meV) described by BCS theory,
there are two conductance steps outside the gap that can be attributed to van Hove singularities
of the phonon modes [250].

Pb is also a two-bands superconductor,[251], so the BCS quasiparticle peaks at +(−)2.7 mV
are splitted in two peaks in the spectroscopy measurements with a very narrow separation. The
splitting can be resolved by high-resolution STS experiments with well prepared superconduct-
ing tip. It has been shown that the splitting is around 150µeV and depending on different surface
orientations of Pb the relative weight of two peaks can vary as a result of different tunneling rate
to two Fermi surfaces [245] (Fig. 4.3)

4.2.3 Pb surface preparation

We have used a lead crystal cut and polished along (100), (110) and (111) orientations by Surface
Prep Lab. The clean and atomically flat Pb surfaces were prepared by repeated cycles of Ar
ion sputtering (at 1 keV and pressure of 10−5 mbar for 30’) and annealing (at 390 K for 90’)
by radiative heating. It usually requires tens of cycles to acquire a well prepared Pb substrate.
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Figure 4.4: Structure of Fe−DBrDPP molecule. Two-fold symmetry Fe 5,15-dibromo-10,20-diphenyl por-
phyrin (Fe−DBrDPP) molecule. Hydrogen atoms not explicitly shown. Figure drawn by Chemydraw.

Successful Pb surface preparation is characterized by large atomically flat terraces (large enough
with respect to the nanostructure to study, usually larger than 50x50nm2) with few impurity
(especially gas molecule) contamination.

4.3 Fe− DBrDPP molecule

The Fe 5,15-dibromo-10,20-diphenyl porphyrin (Fe−DBrDPP) molecules used in our exper-
iments were provided by Alpha Aesar company. Their structure is shown in Fig. 4.4 where
two bromine atoms are attached to opposite 10,20 meso-positions and two phenyl rings to 5,15
opposite meso-positions, hence Fe−DBrDPP molecule has two-fold symmetry in gas phase.

Such choice of ligands was first proposed in [138] where Ni−DBrDPP molecules can
form covalently bonded molecule chains via debromination process on noble metal surface.
Fig. 4.5 (a) shows two types of self-assembled Ni−DBrDPP molecule supramolecular lat-
tice formed on room temperature Au(111) surface without post-annealing. Fig. 4.5 (b) shows
the case when Ni−DBrDPP/Au(111) sample is post-annealed at 170◦C that forms covalently
bonded molecule chain on Au(111) surface. These results inspired our initial purpose which was
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Figure 4.5: Ni−DBrDPPmolecule network on Au(111) surface. (a) Topography image (setpoint: 950mV, 250
pA) of Ni−DBrDPP molecule on Au(111) surface without post-annealing. Molecule sketch is marked inside the
image where purple, cyan and red colors respectively represent Ni, C and Br atoms. (b) Topography image (setpoint:
1.24V, 310 pA) of Ni−DBrDPP molecule on Au(111) surface after post-annealing at 170◦C. Covalently bonded
molecule chain is obtained via debromination process. Image adapted from [138].

to use Fe−DBrDPP to realise covalently bonded Fe−DBrDPP chain on superconductor.

4.4 Fe− DBrDPP on Pb(110) - "Disordered" configuration

4.4.1 Preparation for STM experiment

The calibration of the evaporator was performed by measuring the Fe−DBrDPP deposition
on Au(111). Then, we first study the Fe−DBrDPP adsorption configuration on Pb(110) sur-
face without post-annealing. Fe−DBrDPP molecules are evaporated at 500 K and then de-
posited for 1’ by means of OMBE on freshly prepared clean Pb(110) surface at room tem-
perature. During the deposition the pressure of preparation chamber can temporary increase
up to 10−9 mbar range. It is worth mentioning that evaporation at 500 K for Fe−DBrDPP

molecule can be repeated for many times, indicating that in-crucible debromination reaction
hardly occurs for Fe−DBrDPP molecule. Once the deposition process is completed we trans-
fer Fe−DBrDPP/Pb(110) sample to STM chamber for experiment without exceeding a pres-
sure over 10−10 mbar.

4.4.2 Structural properties of Fe−DBrDPP disordered supramolecular
assembly

Fig. 4.6 is the topography image showing a large surface of Fe−DBrDPP/Pb(110) sample
without post-annealing. We can find assembled Fe−DBrDPP molecules into a single layer
island on Pb(110) surface on the left part of the image. On the right part, we can distinguish
the atomic resolution of Pb(110) surface as parallel lines along [110] direction. We find that
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Fe−DBrDPP molecule on Pb(110) surface always form large supramolecular lattice and we
do not observe any isolated Fe−DBrDPP monomer or small molecular assemblies like dimer.
This implies that even at room temperature Fe−DBrDPP molecule has a high mobility on
Pb(110) surface.

Fig. 4.7 (a) shows the small-scale topography image (12.3x12.3nm2) of a monolayer self-
assembled Fe−DBrDPP supramolecular lattice on Pb(110) surface without post-annealing.
The supramolecular lattice is more or less organized in a way where Fe−DBrDPP molecule
arranges along two directions marked by white dashed arrows 1 and 2. Along these rows,
molecules seem to be arranged by Van der Waals interaction and hydrogen bonds where the
phenyl ring and pyrrole ring of different molecules are bonded together.

We can clearly distinguish the shape of most Fe−DBrDPP molecules where the central
Fe atom is resolved as a bright spot surrounded by two phenyl rings which are identifiable as
two lighter spots. In the same way as for Ni−DBrDPP on Au(111) the two bromine atoms are
not topographically resolved due to the lack of a molecular orbital available for tunneling (Fig.
4.5 (a)). Such two-fold symmetric topographic characterization should correspond to a planar
conformation where two bromine atoms are preserved, a porphine macrocycle and two phenyl
rings lie parallel with respect to the surface. In the following, we call this arrangement "0B"
configuration (ordering, phase or conformation), indicating that two Br atoms are preserved.

However not all Fe−DBrDPP molecules show "0B" ordering. Fe−DBrDPP molecules
can show an exceptional strong spectral weight at one Br site (marked by red arrow), breaking the
two-fold symmetric shape. This could indicate that one bromine atom is dissociated and forms a
chemical bond with a Pb atom of Pb(110) surface. This configuration where the molecules have
dissociated one of Br atom is called "1B" ordering in the following.

There also exist other kinds of ordering such as the compact arrangement of Fe−DBrDPP

molecules inside the green circle for which conformation is difficult to be recognized by topog-
raphy image and the molecules showing distorted orientations marked by blue arrows, etc.

It is not surprising Fe−DBrDPP molecules deposited on metal surface can show vari-
ous ordering, because they are easy to deform and form different kinds of bonds with neighbor
molecules that stabilize them in a stable/meso-stable ordering depending on the annealing tem-
perature. We will see in the following sections how post-annealing affects on the ordering of
molecules.

4.4.3 Electronic properties of Fe−DBrDPP disordered supramolecular
assembly

In this section we will examine the electronic properties of disordered phases supramolecular
lattices by studying spectroscopy results.

As we have discussed in the section (2.2.3), we usually use a superconducting tip to perform
tunneling experiments on a superconducting substrate. Here, we use Nb tip coated with Pb
cluster, which shows a BCS DOS similar to that of bulk Pb (gap value of about 1.35 meV).
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Figure 4.6: Large-range topography image of Fe−DBrDPP molecules on Pb(110) surface without post-
annealing. Topography image (45x45nm2, setpoint: 1.2V, 30 pA) of self-assembled Fe−DBrDPP molecule
supramolecular lattice on Pb(110) surface without post-annealing. Black dashed arrow indicates [110] direction of
Pb(110) surface.
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Figure 4.7: Fe−DBrDPP molecules on Pb(110) surface without post-annealing. (a) Topography image
(12.3x12.3nm2, setpoint: 8 mV, 22 pA) of Fe−DBrDPP molecules on Au(111) surface without post-annealing.
White dashed arrows 1 and 2 indicate the direction that molecule in supramolecular lattice arranges, blue arrows
mark the distorted molecule, red arrow aims at the bromine atom of one molecule and green circle marks t. Certain
Fe−DBrDPP molecules are marked by sketch. (b) Averaged SIS dI/dV spectra of the area in (a). Gray dashed
lines mark the energy of ±1.35 meV and ±2.7 meV. Setpoint: 8 mV, 22pA, 300 pm. (c)(d) dI/dV spectra consist-
ing of stacking plot of points along black arrows 2 and 1 in (a) respectively.
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Fig. 4.7 (b) shows the SIS dI/dV spectra, the gray dashed lines marks the bias voltage of
±1.35 mV and ±2.7 mV. The spectra are averaged over the whole area of the supramolecular
assembly shown in Fig. 4.7 (a). We observe that non-zero in-gap feature at voltages comprised
between the window±[1.35mV, 2.7mV], indicating the existence of Shiba states which energies
varies between [0 meV, 1.35 meV].

Fig. 4.7 (c) & (d) show spatial variation of the tunneling conductance along trajectories
(white arrows) 2 and 1 presented in (a), respectively. We observe that all molecules examined
here show only a pair of Shiba states which energies varies, probably depending on adsorption
site of molecules.

Fig. 4.8 shows the SIS dI/dV maps of Fe−DBrDPP disordered supramolecular assembly
on Pb(110) without post-annealing. Fig. 4.8 (c-d) and Fig. 4.8 (e-f) illustrate the distribution of
Shiba states at ±1.65 mV and ±2.38 mV respectively. Shiba states at ±1.65 mV have a pattern
which is localized around Fe−DBrDPP molecule on the lead surface while Shiba states at 2.38
mV are localized mainly on the macrocycle.

4.4.4 Conclusion

We have observed thatFe−DBrDPPmolecules tend to form more or less well arranged supramolec-
ular assemblies even without post-annealing, indicating a high molecule mobility on Pb(110)
surface. Most of Fe−DBrDPP molecules exhibit easily identifiable topography shape which
is called "0B" ordering. While some of them can adopt other ordering via dissociating bromine
atoms or forming various kinds of bonds with neighbor molecules. We have examined the
electronic properties of Fe−DBrDPP supramolecular lattice on Pb(110). We find that all
Fe−DBrDPP molecules shows in-gap Shiba states which energy can be different. This im-
plies that Fe−DBrDPP molecule remains magnetic on Pb(110) and has rather strong inter-
action with substrate that gives rise to Shiba state formation. However, we do not find a solid
relation between molecular ordering with the corresponding Shiba state’s energy and spatial
distribution, probably due to distortion of lattice because of the lack of post-annealing.

4.5 Fe− DBrDPP assemblies on Pb(110): Low-temperature
configuration

4.5.1 Preparation for STM experiments

We have learnt from the previous section thatFe−DBrDPPmolecules on Pb(110) surface show
high mobility even at room temperature and form supramolecular lattices. In this section we will
study the case where the deposition is done at higher temperature followed by a post-annealing
(also called low-temperature phase).

Fe−DBrDPP molecules are still evaporated at 500 K and deposited for 15” by means of
OMBE on freshly prepared clean Pb(110) surface which is held at 360 K by radiative heating
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Figure 4.8: Fe−DBrDPP molecules on Pb(110) surface without post-annealing. (a) Topography image
(10x10nm2, setpoint: 8 mV, 22 pA) of Fe−DBrDPP molecules on Au(111) surface without post-annealing.
Certain Fe−DBrDPP molecules are marked by sketch. (b) Averaged SIS dI/dV spectra of the area in (a). Gray
dashed lines mark the bias voltage of ±1.35 meV and ±2.7 meV. Red and green dashed lines mark ±2.38 meV and
±1.65 meV. Setpoint: 8 mV, 22 pA, 300 pm. (c-d)(e-f) SIS dI/dV maps of Fe−DBrDPP supramolecular lattice
in (a) at bias voltage ±1.65 mV and ±2.38 mV respectively.
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during deposition. After the deposition the Fe−DBrDPP/Pb(110) sample is further annealed
at 360 K for 20’. This post-annealing process aims to initiate the debromination reaction to
form covalently bonded chains of molecules and aims to allow the molecule to adopt a stable
conformation.

Once the annealing process is completed we transferFe−DBrDPP/Pb(110) sample to STM
chamber, then to the cryogenic microscope, without exceeding a pressure over 10−10 mbar.

4.5.2 Structural properties of annealedFe−DBrDPP supramolecular lat-
tice

Fig. 4.9 shows a large scale topography image of Fe−DBrDPP/Pb(110) sample with post-
annealing at 360 K for 20’. We observe large atomically flat terraces of the size around 100 nm
and also observe various monolayer supramolecular islands on Pb(110) surface. There are two
types of supramolecular lattices marked by red and green solid arrows with different molecular
orderings. Both supramolecular structures can be characterized as compact arrangement of rows
of Fe−DBrDPP molecules where the red and green arrows are indicating their orientations.
The black arrow indicates the [110] crystal direction.

Most of the supramolecular lattices are of the type marked by red arrows, now labelled A-
type domains, indicating that such ordering is more energetically favorable than the ones labelled
by green arrows, now labelled B-type domains. For A-type of lattice, we observe two possible
chiral molecular domains which orientation of rows are symmetric to each other with respect
to [110] direction. Since both Fe−DBrDPP molecule (see Fig. 4.4) and Pb(110) surface (see
Fig. 4.1 (c)) exhibit two-fold symmetry, such observation indicates that the structure domains
break two-fold symmetry due to either unit cell structure or Bravais lattice.

Structural properties of A-type domain

The high-resolution topography image of A-type domains is shown in Fig. 4.10 in which the
parallel molecule rows of the supramolecular assemblies are indicated by red dashed lines. The
[110] direction of the Pb(110) surface is specified by a black arrow and corrugation of Pb atoms
are marked by black dashed lines. The sketch of the Fe−DBrDPP molecule is placed to best
match the topography measured in the STM and STS experiments (method introduced in section
(4.7.1), Fig. 4.32). This structural model shows that the molecules do not form covalent bonds
in A-type domains. There are multiple reasons for the absence of covalently bonded network e.g.
post-annealing temperature of 360 K is not sufficient, Pb(110) surface is not favorable for co-
valently bonded network formation or halogen bond formation inhibits covalent bond formation
[252].

In Fig. 4.10 (a), the most intuitive observation is that besides the molecules in row 1’ which
are tightly attached to the edge of a Pb monolayer terrace, the rest of A-type assembly exhibits a
double periodicity laterally to the molecule rows 2,1,2,1 from left to right (along the blue arrow).
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[𝟏𝟏𝟎]

Figure 4.9: Large-range topography image of Fe−DBrDPP molecules on Pb(110) surface with post-
annealing at 360 K. Topography image (300x300nm2, setpoint: 512 mV, 9 pA) of self-assembled Fe−DBrDPP
molecule supramolecular lattice on Pb(110) surface with post-annealing at 360 K for 20’. Black dashed arrow indi-
cates [110] direction of Pb(110) surface. Red and green arrows mark the different Fe−DBrDPP supramolecular
lattices.
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First let’s focus on the molecules in row 1’ in which they are tightly bonded to the edge of
a monolayer Pb terrace. This observation may indicate that the molecules can bound to free Pb
adatoms which surface density is expected to be quite important at the surface preparation tem-
perature, resulting in metal-organic structural assemblies1. However the presence of Pb atoms
in the structural phases was neither proven in our topography or spectroscopy measurements.
For this reason, we consider in the following that supramolecular orderings of A and B-types do
not contain Pb adatoms and metal-organic bonds. Moreover, we will see in the next section that
molecules in row 1’ exhibit similar electronic properties as those in rows 1 that are inside the
domain.

According to structural model of Fe−DBrDPP molecules shown in Fig. 4.10 (a), along
each row, including 1’, a substantial phenyl-phenyl (now labeled phenyl-phenyl bond or π bond,
marked by black dashed line in (b)) interaction can be anticipated which is due to the proxim-
ity and parallel orientation of the adjacent phenyl-rings. These interactions results a regular
arrangement of molecules along the row with a periodicity of about 1.4 nm (marked by vector
a⃗).

Between successive rows 2,1 or 1,2 of molecules, pyrrole-pyrrole hydrogen bonds (now la-
beled pyrrole-pyrrole bond, marked by blue dashed line in (b)) and Br· · ·π halogen bonds
(marked by purple dashed lines in (b)) interactions can occur. The structural model of molecules
in Fig. 4.10 suggests that molecules should form a supramolecular lattice with periodicity de-
scribed by vector a⃗ and c⃗ which lengths are 1.4 nm and 1.3 nm respectively. However, this can
not explain the double periodicity behavior laterally to the rows 2,1,2,1... where the unit cell
should be a dimer Fe−DBrDPP molecules with lattice vector a⃗ and b⃗ which lengths are 1.4

nm and 2.2 nm.
The high contrast between rows 2 and 1 in topography image suggests that there is a signifi-

cant density probability between these successive rows which could be related to inter-molecular
orbitals hybridization or localized Pb electronic states at these locations. We will see in the next
section that the double periodicity behavior is a feature of delocalized Shiba state i.e. topo-
graphic spectral weight is mostly contributed from DOS near Fermi level rather than molecular
orbital that is related to molecule’s structure.

There are two factors that may be related to the double periodicity behavior:

1. By studying together the structure of Fe−DBrDPP molecules in A-type domains and
the arrangement of Pb atoms in (110) surface which corrugation pattern is marked by
parallel black dashed lines in Fig. 4.10 (a). The axes of all Fe−DBrDPP molecules
are following the [110] orientation in A-type domains and the molecules in rows 1 are
siting almost perfectly on the upper rows of Pb atoms of the substrate while molecules in
rows 2 are mostly sitting in hollow sites of the Pb(110) reconstruction. Thus the double
periodicity behavior in A-type domain might originate from the different adsorption site
of molecules in rows 1 and 2.

1The nature of such bonding is unknown, it could be the result of a debromination of the molecules.
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Figure 4.10: Small-scale topography images of A-type Fe−DBrDPP molecules domain on Pb(110) surface
with post-annealing at 360 K. (a) Topography image (9x9nm2, setpoint 8 mV, 150 pA) of A-type self-assembled
supramolecular lattice ofFe−DBrDPPmolecules and a single row of molecules attached to a step edge of Pb. Red
lines mark the rows of molecules which is also the supramolecular lattice orientation, blue dashed arrow indicates
the direction of crossing different molecular rows, black dashed arrow marks the [110] direction of Pb(110) surface
and black dashed lines mark the corrugation of Pb atoms in (110) surface. (b) Molecules’ sketch illustrating unit
cell, lattice vector and bonding types of A-type domain. Fe−DBrDPP molecules labelled 1, 2 form the unit cell
of A-type domain. a⃗, b⃗ denote the lattice vectors and c⃗ describes the dimer unit cell of A-type domain, their lengths
are respectively 1.4 nm, 2.2 nm and 1.3 nm. Pyrrole-pyrrole hydrogen bond, π bond and Br· · ·π halogen bond are
respectively marked by blue, black and purple dashed lines. Two Br· · ·π halogen bonds with different nature are
labeled by α and β respectively.

2. In red circle marked region in Fig. 4.10 (b), from left to right we observe a successive
bonds of α Br· · ·π halogen bond, π bond and β Br· · ·π halogen bond. In such sandwich
bonding configuration, α and β halogen bonds could adapt different electronic behavior
due to charge effect2.

Structural properties of B-type domains

Fig. 4.11 shows the boundary between two antiphase B-type domains in which we can easily
recognize the shape ofFe−DBrDPPmolecules with its two phenyl rings and macrocycle center
and the Fe−DBrDPP molecule’s sketch fits well with topographic character in (b).

B-type domain also consists of parallel rows of Fe−DBrDPP molecules. According to
structural model in Fig. 4.11 (b). The orientation of axes of all Fe−DBrDPP molecules in
B-type domains are about 30◦ with respect to [110] direction, and like A-type case molecules in
rows 1 (and 1’) are siting almost perfectly on the upper rows of Pb atoms of the substrate while
molecules in rows 2 (and 2’) are mostly sitting in hollow sites of the Pb(110) reconstruction. As

2From [135] it appears that if there exists two halogen elements on opposite-sites of π bond, the formation of
halogen· · ·π bond with only one of them is more energetically favorable, which could explain the occurrence of α
and β halogen bonds.
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Figure 4.11: Small-scale topography images of B-type Fe−DBrDPP molecules domain on Pb(110) surface
with post-annealing at 360 K. (a) Topography image (12x12nm2, setpoint 8 mV, 60 pA) of boundary between two
antiphase B-type domains. Green lines mark the lines of molecules which is also the supramolecular lattice orien-
tation, blue dashed arrow indicates the direction of crossing different molecular rows, black dashed arrow marks
the [110] direction of Pb(110) surface and black dashed lines mark the corrugation of Pb atoms in (110) surface.
(b) Molecules’ sketch illustrating unit cell, lattice vector and bonding types of B-type domain. Fe−DBrDPP
molecules labelled 1, 2 form the unit cell of B-type domain. a⃗, b⃗ denote the lattice vectors and c⃗ describes the dimer
unit cell of B-type domain, their lengths are respectively 1.4 nm, 2.2 nm and 1.3 nm. Pyrrole-pyrrole hydrogen
bond, π bond, α Br· · ·π halogen bond are respectively marked by blue, black and purple dashed lines. Br· · · Br
halogen bond is marked by green circle.

a consequence, the unit cell is a dimer consisting of two Fe−DBrDPP molecules in successive
rows 1,2 (molecules labeled 1,2 in (b)). Between these rows the molecules appear to be bonded
by π bond (marked by black dashed line) and halogen bond (Br· · ·Br, marked by green dashed
circle). While between rows 2,1, α Br· · ·π halogen bond (marked by purple dashed line) and π
bonds occur. The lattice vectors a⃗, b⃗ are 1.4 nm and 2.2 nm while the vector c⃗ describing dimer
is about 1.3 nm. These values are almost the same as A-type case, but their orientations with
respect to [110] direction are different.

Compared to A-type structure, the orientation of Fe−DBrDPP molecules and inter-rows
bonding mechanism are different. For B-type structure, between rows 1,2 there ares halogen-
halogen bonds between adjacent Br atoms and π bonds between adjacent phenyl rings, the re-
solved topography image shows relative weak spectral weight on halogen bond sites which is a
result of low DOS [134]. Between rows 2,1 there are αBr···π halogen bonds and pyrrole-pyrrole
bonds that show relatively strong spectral weight like A-type case.
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4.5.3 Electronic properties of annealedFe−DBrDPP supramolecular lat-
tices

In this section we will study the spectroscopy data of A-type ordering lattices and try to find out
the relation between its structure and spectroscopic (electronic) properties. The B-type domains
exhibit similar electronic behavior as A-type, its data are presented in supplementary section
(4.7.1).

We have introduced before that the SIS dI/dV spectra obtained by a superconducting tip
are not directly proportional to the DOS, there exist bias shift and negative conductance features
that can yield disturbing features in conductance maps. To correctly understand the electronic
properties, our studies will also include deconvoluted DOS data.

In our work, we mainly focus on the spatial dependence of energies and distribution of Shiba
states in large-scale supramolecular lattices, these data are usually obtained by studying two-
dimensional deconvoluted DOS maps and DOS stacking plot along the linecuts rather than sin-
gle spectrum, thus the tip DOS imperfections would be suppressed from the final results. Yet
we should keep in mind that the confidence of deconvoluted data relies on the parameters we
have used in deconvolution process (see section (2.5.3)), sometimes the deconvoluted data may
be nonphysical. Hence for each experiment we should compare the raw SIS dI/dV data with
deconvoluted DOS to ensure that calculated DOS is reliable.

Two-channel spin-1 Shiba states

We first study the deconvoluted DOS and original SIS dI/dV spectra of A-type domains shown
in topography image Fig. 4.12 (a). The spatial variation of SIS dI/dV spectra along the molecu-
lar row marked by red arrow in (a) is plotted in (b). Red, green and blue dashed lines refers to the
centres of three successive Fe−DBrDPP molecules in this line which marked by points with
same color in (a), their SIS dI/dV spectra are plotted in (c). The corresponding deconvoluted
DOS data are plotted in (d) and (e) which horizontal axis become energy (meV) instead of bias
voltage (mV). (f)-(i) show the SIS dI/dV maps of A-type domains shown in (a) of bias voltage
±2.0 mV and ±2.49 mV indicated in the figure, the corresponding deconvoluted DOS maps are
plotted successively in (j)-(m) of energies ±0.66 meV and ±1.14 meV.

By comparing the original SIS dI/dV spectra with corresponding deconvoluted DOS re-
spectively shown in (c) and (e), the effect of deconvolution on spectra can be estimated. The
features in window of tip’s gap energy [−1.35 meV, 1.35 meV] in (c) is removed and the nega-
tive conductance signature is eliminated. The effect of deconvolution on maps can be visualized
by comparing upper SIS dI/dV (f)-(i) figures and lower DOS (j)-(m) figures. We observe sim-
ilar feature in the upper and lower sets of maps which energies are shifted by 1.35 meV. In the
upper sets of figures showing SIS dI/dV maps, we can clearly see the negative conductance
caused dark feature in maps (g)(h) of bias ±2 mV. In lower sets of figures of deconvoluted DOS
maps (k)(l), such dark feature is removed and the non-negative DOS is recovered.

From both SIS dI/dV data and deconvoluted DOS data we find two pairs of Shiba states, one
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locates at about ±E1 = ±0.66 meV that can be easily distinguished in stacking plots ((b) and
(d)). The other one locates at ±E2 = ±1.14 meV which energy is close to gap edge (δ = ±1.35

meV) and is difficult to be observed in the stacking plots, however they can be distinguished in
maps (f)(i) and (j)(m). The existence of two pairs of Shiba states indicates that Fe−DBrDPP

molecule has S = 1 magnetic state related to two channels for Shiba states. For simplicity we
call the Shiba states of low energy (closer to Fermi level) channel 1 Shiba states (CS1) and the
Shiba states with high energy (closer to gap edge) channel 2 Shiba states (CS2).

In (d) we observe that the energy of CS1 varies depending on adsorption sites. The red, green
and blue dashed lines in (d) respectively correspond to the DOS measured on red, green and blue
points on red solid arrow in (a), which are the centers of three successive molecules in the same
row. Their energies increase monotonously in real space, indicating an monotonous change of
coupling strength with substrate which determines the Shiba energy (see equation 1.29). More
importantly, electron-like components vary in a continuously way along the plot line regardless
of molecule distribution. Such continuous variation of Shiba energy could be related to tip effect
which tunes the interaction between molecule and substrate (Tip effect will be discussed in detail
in section (4.6.3)).

For spectra measured on the macrocycle of molecules (location marked by dashed lines in
(b) and points in (a) of same color) shown in (e), the hole-like component peak always exhibit
stronger spectral weight than the electron one while for those spectra measured on positions
between macrocycles (i.e. on phenyl-phenyl π bonds) the electron-like component is stronger
than hole-like one. The reverse relative spectral weight behavior in molecular system has al-
ready been reported in [97, 98] where the spectral weight flips when tunneling through different
molecular orbitals, however the orbitals do not delocalize outside the molecule and Shiba energy
does not vary on each molecule.

Here the observation of Shiba feature between molecules and the continuous variation of
Shiba energy could imply that the spin-polarized orbital that gives rise to CS1 may distribute
along the molecular row, i.e. there might exist hybridized molecular orbital along molecular
rows, probably due to strong inter-molecular coupling.

Orbital properties of Shiba states

Thanks to the DOS maps, we can directly visualise the distribution of Shiba states and the cor-
responding molecular orbitals that give rise to them3.

Fig. 4.12 (k) shows the DOS map at −0.66 meV that illustrates the distribution of hole-like
component signature of CS1. We observe a well-ordered Shiba supramolecular lattice which unit
cell exhibits rectangular shape that locates on the macrocycle of each Fe−DBrDPP molecule,
excepts two molecules marked by cyan arrows which do not show any feature. The correspond-
ing electron-like component map at 0.66 meV is shown in Fig. 4.12 (l) in which CS1 delocalizes

3It has been introduced in section (1.3.3) that distribution of Shiba states is just related to the distribution of
orbitals as Shiba states exhibit spatial dephasing.
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Figure 4.12: Spectroscopic data of A-type self-assembled supramolecular lattice of Fe−DBrDPP molecules
on Pb(110) surface. (a) Same topography image as Fig. 4.10 (a), red solid arrow marks the stacking plot line,
red dashed lines labeled from 1 to 4 refer to four successive molecular rows, blue arrow indicates the direction
crossing different molecular rows. (b) Stacking plot of point SIS dI/dV spectra (setpoint: 8 mV, 150 pA) along the
molecular row represented by red arrow in (a). Horizontal red, green and blue dashed lines mark the positions of
points of same colors in (a) which are the center of different Fe−DBrDPP molecules. Vertical gray dashed lines
mark the bias voltage of ±1.35 mV, ±2.0 mV and ±2.49 mV. (c) SIS dI/dV spectra measured at crosses position
with same colors in (a). Black curve measured on Pb(110) surface with position far from the supramolecular lattice.
(d)(e) Deconvoluted DOS from SIS data of (b)(c). Vertical gray dashed lines mark the energies of 0 meV, ±0.66
meV and ±1.14 meV. (f)-(i) SIS dI/dV maps of bias ±2.0 mV and ±2.49 mV of same region of (a). (j)-(m)
Deconvoluted DOS maps of energies ±0.66 meV and ±1.14 meV of same region of (a). All spectra are smoothed
and normalized.
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from the macrocycle and distributes between the molecules4. The strongest delocalized feature
is found between rows 1,2 and 3,4, this feature explains the double periodicity behavior in topog-
raphy (Fig. 4.10) as the corresponding setpoint is 8mV, 150 pA, i.e. the electron-like component
of CS1 have important contribution to the topographic weight.

By comparing the location of delocalized pattern in Fig. 4.12 (l) with topography image
Fig. 4.10, we find that the electron-like component of CS1 locates on pyrrole-pyrrole hydrogen
bonds and α Br· · ·π halogen bonds, a similar behavior is also observed in B-type domains
(see Fig. 4.33 (c) and Fig. 4.11). This implies that inter-molecular interaction that affects
molecule’s electronic properties can occur in these supramolecular lattices. Thus we attribute the
delocalized pattern that distributes between molecules to the hybridized inter-molecular orbitals
due to inter-molecular coupling.

Fig. 4.12 (j) and (m) respectively show the DOS maps at −1.14 meV and 1.14 meV in which
the shape of hole-like and electron-like components of CS2 are visualized. Almost all molecules
exhibit CS2 feature around ±1.14 meV on their macrocycles excepts the exotic molecule at
extremity of rows 1 marked cyan arrow show neither CS2 feature at ±1.14 meV nor CS1 feature
in ±0.66 meV. The reason why CS1 and CS2 show different distribution and why CS2 feature
can disappear are related to corresponding molecular orbitals of Shiba states and the ground
state nature of Shiba states, they will be discussed in details in sections (4.6.4).

Exotic molecules at perimeters of supramolecular lattice

In this section we will focus on the exotic molecules marked by cyan arrows in Fig. 4.12 (k-l).
The variation of DOS along four successive molecular rows marked by red arrows labeled from
1 to 4 are shown in Fig. 4.13 (b)(c)(e)(f). (d) shows the DOS map of 0 meV.

In (b) we have observed a zero-energy Shiba state feature on cyan arrow marked molecule’s
macrocycle (red point on arrow 1 in (a)) while other molecules exhibit ±0.66 meV CS1. In
(c), along arrow 2, we can also find the zero-energy state feature between green and red point
marked molecules in arrow 2, but all molecules in arrow 2 (red, green, blue and yellow points)
show ±0.66 meV Shiba states, which implies that such zero-energy feature is not generated from
molecules in arrow 2. From zero-energy DOS map shown in (d) we observe that zero-energy
feature on arrow 1 and 2 are just a part of large zero-energy feature which most intense part
locates between row 1 and 2. Thus we believe the zero energy Shiba state originates from the
molecule locating at the extremity of arrow 1. This zero-energy Shiba state localizes on pyrrole-
pyrrole and α Br· · ·π halogen bonds.

Similarly in Fig. 4.13 (d)(e)(f), the molecule at the extremity of arrow 3 also shows a Shiba
state locating on pyrrole-pyrrole and α Br· · ·π halogen bonds that exhibits signature in arrow 4.
The energy of this Shiba state is slightly higher than 0 meV and it behaves like CS1 by showing
energy variation in (e). This implies that the low-energy states between arrows 1,2 and 3,4 are

4Here we use word "delocalize" rather than "dephase" to describe the hole-like and electron-like components
mismatch because spatial dephasing of Shiba states has been well understood in treating point-like atomic scatterer,
here in the case of delocalized inter-molecular orbital scatterer the dephase notion might not be suitable.
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Figure 4.13: (a) Same topography image as Fig. 4.10 (a), red solid arrows are the stacking plot lines labeled from
1 to 4. Two cyan arrows mark the exotic molecule showing zero-energy CS1. (b)(c)(e)(f) Stacking plot of point
DOS along the red arrows in (a) with the same label. Horizontal red, green and blue dashed lines mark the positions
of points of same colors on corresponding arrow. Vertical gray dashed lines mark the energies of 0 meV, ±0.66
meV and ±1.14 meV. (d) DOS map at zero energy.

CS1.
In previous section we attributed the slight energy variation of CS1 to tip effect which

varies the coupling strength between molecule with substrate. Here the low-energy behavior
of molecules at extremities of rows 1,3 can not be simply explained by the interaction of tip as
the Shiba energy has changed a lot. We notice that these exotic molecules appear to be found at
extremities of oddly labeled arrows (e.g. 1, 3, 5) while the molecules at extremities of evenly
labeled arrows (e.g. 2, 4, 6) behave just like those inside the domains. Hence we believe the
geometry effect5 plays an important role of low-energy behavior Shiba energy.

To verify the geometry origin, we present the energies of Shiba states for all molecules at
perimeter of A-type domain in Fig. 4.14 in which oddly labeled rows from 1 to 9 are marked by
colored dashed lines.

The DOS maps at −0.66 meV and 0 meV illustrating CS1 of a large region are shown in
(b) and (c). Apart from the molecules at perimeter of the domain almost all molecules exhibit
−0.66 meV CS1 feature. The low or zero energy Shiba states tend to localize at the perimeter of
the domain. The stacking plot of DOS along red arrow which crosses the molecules at perimeter

5Term "geometry" is usually used to for single molecules, especially for those lie in unusual environment such
as molecules near interface, it consists of molecules’ conformation, supramolecular lattice mismatch and inter-
molecular interaction. For molecules in well-ordered supramolecular lattices the term "ordering" is usually used.
Nevertheless, in this thesis they can be substituted for each other.
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Figure 4.14: Procedure to determine molecular ordering. (a) Topography image (18x18nm2, setpoint: 8 mV,
150 pA) of A-type self-assembled supramolecular lattice of Fe−DBrDPP molecules on Pb(110) surface after
360 K post-annealing. Oddly labeled molecular rows are marked by dashed lines with different colors. Red arrow
indicate the stacking plot line, the intersections between red arrow and molecules lines are marked by points with
different colors, which are the centers of Fe−DBrDPP molecules at the extremities of corresponding molecular
rows. (b)(c) DOS maps at −0.66 meV and 0 meV. (d) Stacking plot of point DOS along the red arrows in (a),
colored dashed lines indicates the point positions of same colors. (e) DOS measured on the points with same color
shown in (a).

(extremities of rows) is presented in (d). It is obvious that CS1 in oddly labeled rows (1, 3, 5,
7, 9) lie closer to Fermi level compared to the standard CS1 which energy is around 0.66 meV.
This can be understood as that the molecules at the perimeter of the domain can have different
geometry environment which result a different coupling strength with the substrate comparing
with the molecules inside the domain.

4.5.4 Conclusion

To summarize, by implementing a post-annealing of 360 K for 20’, Fe−DBrDPP molecules
form self-assembled supramolecular lattices on Pb(110) surface. Depending on the orientation
of the molecule respect the [110] direction of Pb(110) surface, two kinds of supramolecular
lattice named A-type domains and B-type domains can be formed. None of these two types
of ordering includes covalent bonding network but only hydrogen bonds and halogen bonds.
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Most of the supramolecular lattices adopt A-type ordering, indicating a more favorable molecule
self-organisation than in B-type domains in such post-annealing configuration. Fe−DBrDPP

molecules in A-type domains could adopt an unknown conformation due to inter-molecular in-
teraction that leads to a double periodicity feature in topography where Fe−DBrDPPmolecule
dimer becomes the unit cell to proper describe the doubled periodic supramolecular lattice. The
Fe−DBrDPPmolecules in B-type domains adopt a relative flat lying conformation where inter-
molecular interaction should be lower, resulting a well distinguishable single molecule feature
in topography.

The spectroscopic studies have revealed that Fe−DBrDPP molecules in both A-type do-
mains or B-type domains exhibit S = 1 magnetic state and there almost always exist two channels
for Shiba states formation. Shiba states originated from different channels show completely dif-
ferent behavior. The Shiba states originated from channel 1 are closer to Fermi level and always
show a strong spatial delocalization behavior where the electron-like component state distributes
between successive rows of molecules. This delocalized signature is related to energy of CS1
and also related to conformation of molecule. In A-type domains the delocalization is so strong
that it results a double periodicity feature in topography while in B-type domains the delocaliza-
tion is not strong enough to induce double periodicity characterization. Shiba states originate
from channel 2 are closer to gap edge and do not exhibit obvious spatial delocalization.

We discover that due to different inter-molecular interaction strength, the molecules at the
perimeter of A-type supramolecular lattice shows a significantly lower Shiba energy than most
of CS1, where the delocalization is strong enough that both hole-like and electron-like compo-
nents state localize outside the molecule, which further evidences the intimate relation between
geometry and Shiba states’ properties. We also find that CS1 can vary its energy in a continuous
way along the molecular row which is probably due to tip interaction, such behavior could imply
the existence of spin-polarized hybridized molecular orbitals that give rise to Shiba state, yet we
do not observe any obvious behavior indicating the existence of spin-spin interaction between
neighbor Fe−DBrDPP molecules in spectroscopy.

4.6 Fe− DBrDPP assemblies on Pb(110) high-temperature con-
figuration

In last section, we have studied the self-assembled Fe−DBrDPP molecule supramolecular
lattice on Pb(110) surface with post-annealing temperature of 360 K and period of 20’ where
we do not find covalently bonded molecular network.

In this section, we will study the high-temperature phase self-assembled Fe−DBrDPP

molecule supramolecular lattices on Pb(110) surface with the post-annealing temperature of 400
K. By increasing annealing temperature, we hope to observe a more stable molecular ordering,
where perhaps covalent bonds are present for supramolecular lattice formation.
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4.6.1 Preparation for STM experiments

Fe−DBrDPP molecules are evaporated at 500 K and deposited for 70” by means of OMBE
on freshly prepared clean Pb(110) surface which is held at 400 K during deposition by radiative
heating. When deposition is completeFe−DBrDPP/Pb(110) sample is further annealed at 400
K for 10’.

Once the annealing process is completed we transferFe−DBrDPP/Pb(110) sample to STM
chamber for experiment without exceeding a pressure over 10−10 mbar.

4.6.2 Structural properties of Fe−DBrDPP supramolecular lattice

Fig. 4.15 shows a large scale topography image of Fe−DBrDPP/Pb(110) sample with post-
annealing at 400 K for 20’. Compared to the low-temperature phase lattices shown in Fig. 4.9,
the ordering of supramolecular lattices are more abundant. Although it may look complicated,
all Fe−DBrDPP supramolecular lattices can still be characterized as compact arrangement of
parallel rows of Fe−DBrDPP molecules just as what we have learnt before.

According to the topographic character and the orientation of molecular row (marked by
colored dashed lines) with respect to [110] direction of surface (marked by black dashed arrow),
there are three basic types (ordering) of molecular rows shown in Fig. 4.15.

The first one is what we call "1B" (ordering) whose topographic character exhibits a strong
bright spot. The orientation "1B" molecular row (red lines) is about 60◦ with respect to [110]
direction of Pb(110) surface.

The second one is called "4mer" phase or for simplicity "4mer". The orientation of "4mer"
molecular rows are about 80◦ with respect to [110] direction. There exists two types of "4mer"
phases with different topographic character where "4mer-A" molecules exhibit bright lines fea-
ture parallel to "4mer" line (green lines) while "4mer-B" molecules exhibit a well distinguishable
Fe−DBrDPP molecule’s shape in topography.

The last one, called "0B", that also exhibits easily distinguished Fe−DBrDPP molecule’s
shape like "4mer-B" molecule. "0B" molecular row (blue line) is parallel to "1B" molecular row
and adapts the same periodicity as "1B" row.

Because of Pb(110) surface symmetry, for each ordering, there are always two possible chiral
molecular domains which orientation of rows are symmetric to each other with respect to [110]
direction. For example, in Fig. 4.15 the white dashed line is parallel to [110] direction, it marks
the interface between two supramolecular lattices with symmetric orientation where the right
one is a pristine "1B" supramolecular lattice, left one is a "1B+0B" composite supramolecular
lattice.

"4mer" structure

To better understand molecules’ conformation in "1B", "0B" and "4mer" ordering, Fig. 4.16
shows a zoom-in of Fig. 4.15 which contains three basic sub-supramolecular lattices shown in
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"0B"

[110] "4mer-A"

"4mer-B"

"1B"

Figure 4.15: Large scale topography images of Fe−DBrDPP supramolecular lattices on Pb(110) surface
with post-annealing at 400 K. Large scale topography image (100x100nm2, setpoint: 510 mV, 20 pA) of self-
assembledFe−DBrDPPmolecule supramolecular lattice on Pb(110) surface with post-annealing at 400 K. Differ-
ent supramolecular lattices can be described by compact arrangement of parallel rows of molecules which exhibit
different topography characters. Three different molecules rows labeled by "1B", "4mer" and "0B" are respec-
tively marked by red, green and blue dashed lines. Colored dashed arrows indicate the direction crossing adjacent
molecules rows along which supramolecular lattice is formed. Blue solid arrow marks one "0B" molecule. Black
and white dashed arrow marks the [110] direction of Pb(110) surface.
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(b), (c) and (d).
We start with studying the structure of "4mer" molecules. The electronic properties of "4mer-

A" and "4mer-B" molecules are identical (see section (4.7), Fig. 4.34), from now on we treat
them together as "4mer" molecule. From (b), "4mer" molecules adopt saddling conformation
where two bright pyrrole rings, Fe center and phenyl rings exhibit bright features that can be eas-
ily distinguished topographically, the Br atoms are resolved as depression in topography image,
indicating the absence of molecular orbital near Fermi level on Br site.

Along each "4mer" molecular row (green dashed line), molecules are bonded by halogen
bond (Br· · ·Br bond, marked by green dashed circle) while between successive rows pyrrole-
pyrrole (π) bonds occur. The orientation of axes of all Fe−DBrDPP molecules in "4mer" lat-
tice are about 30◦ with respect to [110] direction. "4mer" lattice can be described by a monomer
unit cell with lattice vectors a⃗, b⃗ which lengths are respectively 1.1 nm and 1.3 nm.

The ordering of "4mer" lattice is similar to B-type lattice shown in Fig. 4.11 but for "4mer"
ordering it is clearly more compact.

"1B" and "0B" structure

The notion of "1B" or "0B" has been introduced in section (4.4.2) that it refers to number of
bromine atom thatFe−DBrDPPmolecule has dissociated. For "1B" molecules, they dissociate
one of the bromine atoms and forms a chemical bond that bonds strongly with Pb atom of Pb(110)
surface, resulting a bright spot in topography (Fig. 4.16 (d)). For "0B" molecules, they preserve
two bromine atoms and exhibit a clear three spots shape in topography.

In (c), along "1B" molecular row, neighborFe−DBrDPPmolecules appear to be bonded by
a γ bond (marked by purple dashed circle). While along "0B" molecular row, neighbor molecules
appear not to be directly bonded together. Between successive "1B" (and "0B") molecular rows
the adjacent Fe−DBrDPPmolecules are bonded by αBr···π halogen bonds (marked by purple
dashed circle) between their preserved Br atom and phenyl ring.

Hence "1B" molecules can be considered as variant of "0B" molecules, they exhibit same
periodicity along each row or laterally to the rows and the orientation of axes of "1B" and "0B"
molecules are almost parallel to [110] direction (within ± 10◦). They can be described by lattice
vectors a⃗, b⃗ which lengths are respectively 1.2 nm and 1.1 nm.

The inter-molecular bonding mechanism and orientation of "1B" and "0B" molecules are
very similar to low-temperature phase A-type ordering shown in Fig. 4.10, but here "1B" and
"0B" lattices are more compact.

As we have seen in large scale topography image (Fig. 4.15) that whatever the molecular
ordering inside the supramolecular lattice there almost always exist bright spot features at the
edges. These spot features could be due to "1B" molecule formation at edges by debromination.
This could imply that the "1B" molecule is very stable and has the strongest coupling with sub-
strate, once the molecules at the edges of supramolecular lattice become "1B" molecules that
bond to the surface, they block the growing of supramolecular lattices.

There are two types of "1B" molecules of different topographic character in (d). Type1
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Figure 4.16: Topography images showing three basic Fe−DBrDPP conformations in supramolecular lat-
tices on Pb(110) surface with post-annealing at 400 K. (a) Topography image (40x40nm2, setpoint: 8 mV, 50
pA) of self-assembled Fe−DBrDPP molecule supramolecular lattice consisting of three basic molecule con-
formations (orderings) labeled by "1B", "0B" and "4mer". molecular rows consisting of "1B", "0B" and "4mer"
molecules are marked by red, blue and green dashed lines respectively, arrows of same color indicate the direction
crossing adjacent molecules rows along which supramolecular lattice is formed, black dashed arrow marks the [110]
direction of Pb(110) surface. Inset images of "4mer", "0B" and "1B" ordering are shown in (b)-(d). (b) Topography
image (5x5nm2, setpoint: 20 mV, 100 pA) showing "4mer" ordering supramolecular lattice. a⃗, b⃗ denote the lattice
vectors of lengths 1.1 nm and 1.3 nm respectively. (c) Topography image (6.6x6.6nm2, setpoint: 8 mV, 50 pA)
showing "0B" ordering molecular row between "1B" ordering molecular rows. a⃗, b⃗ denote the lattice vectors of
lengths 1.2 nm and 1.1 nm respectively. halogen bonds, π bond is marked by black dashed line. Br· · ·π and Br· · · Br
halogen bonds are marked by purple and green circles respectively. (d) Topography image (6.6x6.6nm2, setpoint:
8 mV, 50 pA) showing "1B" ordering supramolecular lattice. Two types of "1B" molecules are marked.
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"1B" molecules exhibits bright feature at center Fe site while Type2 "1B" exhibits a depression
feature at center Fe site. Such different of contrast is related to the coupling between tip states
with center Fe orbitals near Fermi level (usually refers to orbitals extends towards vacuum i.e.
dz2 and dπ) [25, 253]. There are two possible explanations for such behavior: 1). The center
Fe atoms in Type2 "1B" molecules are dissociated. 2). The molecular orbital that gives rise to
center spot features is shifted away due to charge fluctuation [254] (or other reasons) and can no
longer contribute at the chosen setpoint bias (8 mV here). In the following section we will see
that the second explanation is more reasonable.

There is still no strong evidence of existence of covalent bond formation in high-temperature
phaseFe−DBrDPPmolecules supramolecular lattices on Pb(110) surface. Once the molecules
dissociate Br atoms, they tend to form a chemical bond with the Pb substrate and become "1B"
molecules instead of forming covalent bond with other molecules, this might imply that on-
surface debromination reaction can not form covalently bonded molecular network on Pb(110)
surface as Pb atoms can not serve as catalyst for such process.

"0B-4mer" composite supramolecular lattice

Besides the basic supramolecular lattices with well defined supramolecular lattice periodicity,
there also exist composite supramolecular lattices which are more complex. Fig. 4.17 shows two
composite supramolecular lattices on Pb(110) constituted of "4mer" and "0B" Fe−DBrDPP

molecules.
(a) shows a "0B"-like sub-lattice (marked by blue dashed circle) embed inside "4mer" or-

dering supramolecular lattices. We will see later that the "0B" molecules near interface (on
blue dashed line) exhibit exotic electronic properties due to unusual geometry caused by inter-
molecular interaction with "4mer" molecules.

(b) shows a "0B" lattice consisting of three parallel "0B" lines embed inside "4mer" supramolec-
ular lattice. The most interesting point for embed "0B" lattice is that unlike most of the supramolec-
ular lattice that shows bright spot features at the edges, the molecules at left edge stay in "0B"
regime by preserving the bromine atoms, this implies that the "0B" molecule might be in a
meso-stable geometry.

Yet there still exists many complex composite supramolecular lattices, such as "4mer-0B-1B"
supramolecular lattices (not shown here), in this thesis we will present only the basic supramolec-
ular lattices and "0B-4mer" composite supramolecular lattices.

4.6.3 Spectroscopy

In this section we will first study the relation between molecules’ ordering with their electronic
properties through investigation of spectroscopic data of pristine "4mer", "1B" supramolecular
lattices and "0B" molecular row inside "1B" rows. After that we will study more complicated
composite supramolecular lattices consisting of "0B" sub-supramolecular lattice embed inside
"4mer" supramolecular lattice shown in Fig. 4.16 and Fig. 4.17.
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Figure 4.17: "0B" ordering Fe−DBrDPP molecule supramolecular lattice embed inside "4mer" ordering
supramolecular lattice. (a) Topography image (15x15nm2, setpoint: 100 mV, 100 pA) showing a less-ordered
"0B" supramolecular lattice embed inside "4mer" supramolecular lattice which is marked by blue dashed circle.
Inset image (10x10nm2, setpoint: 200 mV, 100 pA, 20 pm) is also shown in (c) with Fe−DBrDPP molecule
sketch. (b) Topography image (25x25nm2, setpoint: 150 mV, 100 pA) showing a well-ordered "0B" supramolec-
ular lattice consisting of three rows of "0B" molecules embed inside "4mer" supramolecular lattice. Inset image
(17.2x6.4nm2, setpoint: 150 mV, 100 pA, 150 pm) is also shown in (d) with Fe−DBrDPP molecule sketch.
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It worth mentioning here the spectroscopy data of "4mer", "1B" and "0B" molecules that
will be presented in the following sections represent the standard behavior of "4mer", "1B" and
"0B" molecules. Because the molecular supramolecular lattice can be easily distorted and there
always exist exotic molecules for any ordering (even the most stable "1B" molecules) that exhibit
abnormal electronic properties, not all exotic molecules will be discussed in this thesis.

As in previous experiments, the spectroscopic data are recorded with bulk Pb covered super-
conducting tip (∆t = 1.35 meV).

"4mer" ordering: Spin-flip

Fig. 4.17 (c) shows a supramolecular lattice consisting of both "4mer" part and "0B" part, in this
section we focus only on the electronic properties of "4mer" molecule supramolecular lattice,
the "0B" sub-supramolecular lattice will be discussed later.

A high-resolution SIS dI/dV spectra is shown in the inset image of Fig. 4.18 (a) in which
"4mer" molecule exhibits no in-gap feature but instead two pairs of peaks symmetric to Fermi
level outside the gap. This is the signature of inelastic spin-flip (SF) excitation in SIS spectra
(see section (2.2.4)), it indicates that the "4mer" Fe−DBrDPP has S = 1 magnetic state and
the coupling with substrate is dominated by uniaxial and transverse magnetic anisotropy D and
E.

Along trajectory of green arrow in Fig. 4.18 (a), the stacking plot of point antisymmetry
value

| (d2I/dV 2|V >0 − d2I/dV 2|V <0) | (4.1)

is shown in (b), this value calculates the absolute value of antisymmetry value of derivative of
dI/dV spectra, it will enhance the non-flat signature in dI/dV curve, this is especially useful
when studying weak signature outside the gap. For example in SIS dI/dV spectra in (c), the
steps feature of phonon modes at bias of ±7 mV and ±11 mV marked by vertical gray dashed
lines are enhanced in (b), which shows a clear feature that exists at any point on the arrow, this is
reasonable because phonon mode is a property of Pb substrate. We also observe the SF feature
at bias of ±9.5 mV and ±15.5 mV marked by purple dashed lines that exist only on "4mer"
molecules. This means the "4mer" molecules inside the supramolecular lattice have S = 1 triplet
ground state which degeneracy is splitted by uniaxial magnetic anisotropy D ≈ 9.8 meV and
transverse anisotropy E ≈ 3 meV.

The spatial variation of SF energy is also observed in stacking plot, as explained before this
is due to tip interaction that varies the magnetic anisotropy [109, 110]. The interaction strength
depends on tip-molecule distance, in STS experiments tip-molecule distance normally should
not significantly vary unless there is a strong derivation of molecular orbital that drastically
change tip-molecule distance locally, however this origin can be easily examined by studying
topography image constructed by tip height.

The spatial distribution of orbitals that give rise to SF feature can be visualized in SIS dI/dV
maps shown in Fig. 4.18 (d)-(g) at corresponding SF energies. In map (d) of bias −9.5 mV, ex-
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cept the red dashed circle marked region, we observe point feature locates at center Fe atom
of "4mer" Fe−DBrDPP molecules while for positive bias map at 9.5 mV the SF feature lo-
cates near the upper opposite-site pyrrole rings of Fe−DBrDPP molecule but delocalized a
bit outside the molecule. Such pattern is similar to the orbital character of FOA and FOB in
Fe−DPyDBrPP/Au(111) system (see section (3.6.1)) where Fe−DPyDBrPP molecule also
adopts a saddling conformation as "4mer" Fe−DBrDPP molecules. But the delocalization of
SF feature is not expected, this indicates that FOB (dπ derived, located on upper pyrrole rings)
for "4mer" Fe−DBrDPP delocalizes from each single molecule and distributes between them,
which could be possibly due to hybridized molecular orbital distributing between molecules6.
The distribution of higher bias excitation (±15.5 mV) feature shown in (f)(g) looks similar to
(d)(e) but with less spectral weight.

Hence the electronic properties of standard "4mer" molecules are understood: They exhibit
obvious inelastic SF feature, indicating a S = 1 magnetic state and the coupling with substrate is
dominated by magnetic anisotropy i.e. "4mer" molecules are in atomic limit.

For exotic "4mer" molecules marked inside red dashed circle, their spectroscopic data are
shown in supplementary figures (Fig. 4.35) where they exhibit different spectral feature from
the standard "4mer" molecules.

Pristine "1B" supramolecular lattices

Now we turn our attention to the spectroscopic data of supramolecular lattice that consists of
"1B" Fe−DBrDPP molecules shown in Fig. 4.19.

(a) is the same typography image as Fig. 4.16 (d) that shows the topography of two "1B"
molecular rows in which we observe both Type1 and Type2 "1B" molecules. The variation of
SIS dI/dV spectra along the red arrow in (a) is shown in (b) where four horizontal dashed lines
correspond to the centers of four "1B" molecules indicated in (a).

It is obvious that red and green molecules (red and green points marked molecule) exhibit no
in-gap feature while blue and yellow ones exhibit in-gap features. In topography image (a) the
red and green molecules correspond to Type2 molecule while blue and yellow ones correspond
to Type1.

For two Type1 "1B" molecules exhibiting in-gap states, we observe a similar behavior to low
annealing temperature case (Fig. 4.12) where we find two pairs of Shiba states characterized
as CS1 and CS2. CS1 have lower energy (closer to Fermi level), for electron-like component it
spatially delocalizes ((e-f), (i-j)) and distributes outside macrocycle of molecules. Interestingly,
the electron-like component of CS1 of "1B" molecules distributes around the molecule in a way
that it avoids all the ligands (phenyl rings and Br atoms). This behavior is valid for almost all
CS1 at 0.6 meV of Type1 "1B" molecules (see Fig. 4.20 (c)). CS2 have higher energy (closer
to gap edge) and spatially localize on the macrocycle of the molecules for both hole-like and
electron-like components (Fig. 4.12 (h)(k) and Fig. 4.20 (d)). These behaviors of CS1 and

6However in spectroscopic data, besides the delocalization excitation pattern we do not observe obvious spectral
feature showing inter-molecular spin-spin interaction [39, 235].
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Figure 4.18: Spectroscopic data of "4mer" ordering Fe−DBrDPP supramolecular lattice. (a) Topographic
image (10x10nm2, setpoint: 200 mV, 100 pA, 20 pm) showing "4mer" ordering Fe−DBrDPP supramolecular
lattice. Inset SIS dI/dV spectra measured at center of a "4mer" Fe−DBrDPP molecule exhibiting inelastic spin-
flip excitation feature (Setpoint: 20 mV, 100 pA, −200 pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz.). Red
dashed circle marks the exotic "4mer" molecules that exhibit no SF feature at ±9.5 mV. (b) Stacking plot of point
value of expression (4.1) along the green arrow in (a)(Setpoint: 100 mV, 100 pA, −250 pm, Lock-in parameters:
Vm = 0.2 mV, f = 750 Hz). Horizontal red, green and blue dashed lines mark the positions of points of same
colors in (a) which are the center of different Fe−DBrDPP molecules, black line (point) measured on Pb(110)
surface. Vertical gray dashed lines mark the bias voltage of ±7 mV and ±11 mV that are energies of phonon
modes, vertical purple dashed lines mark the bias voltage of ±9.5 mV and ±15.5 mV that corresponds to the SF
energies. (c) SIS dI/dV spectra measured at crosses position with same colors in (a). All spectra are smoothed
and normalized. (d)-(g) SIS dI/dV map at bias voltage of −9.5 mV, 9.5 mV, −15.5 mV and 15.5 mV of "4mer"
supramolecular lattice.
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CS2 are now recognized as standard behaviors because they are valid for most of "1B" and "0B"
Fe−DBrDPP molecules inside the lattice (molecules at the edges of lattice will be discussed
separately).

For Type2 "1B" molecules, to figure out the origin of their occurrence, we examine supramolec-
ular lattices in Fig. 4.20 where (a) is the topography image, (b) the integrated DOS map over
in-gap energy. The yellow indicates where the area in-gap states exist. (c) and (d) are the DOS
maps at energies of 0.6 meV and 1.16 meV, corresponding to energies of electron-like compo-
nent of standard CS1 and CS2. The Red grid follows the arrangement of "1B" molecules, the
intersections correspond to the centers of "1B" molecules. By comparing (a) and (b), we can
see that Type1 molecules exhibit in-gap states while the area exhibiting no in-gap feature are
covered by Type2 molecules (or bare Pb surface).

It is also obvious that the distribution of Type1 and Type2 molecules inside the lattice shows
a regular arrangement. This suggests that the difference of two types of "1B" molecules is not
due to the dissociation of center Fe atoms, otherwise they should distribute randomly. We also
observed that Type1 "1B" molecules in DOS map shows a moiré pattern at different energies,
implying that lattice mismatch results an alternating coupling strength with substrate depending
on the adsorption sites. This could explain the spatial distribution of Type1 and Type2 "1B"
molecules7.

We have also examined the topography images of Type1 and Type2 "1B" molecules measured
at 8 mV, 158 mV and 510 mV shown in Fig. 4.21 (a)-(c) respectively. In high bias topography
image the contribution of in-gap feature is negligible and molecular orbital contributes most, we
find that the absence of bright spot features at Fe site for Type2 "1B" molecules is still observable
in high bias topography. Such observation indicates that the depression feature is not a result of
absence of in-gap state but the absence of molecular orbital at positive energy.

Hence the presence of Type2 "1B" molecules is possible due to the induced charge fluctuation
that shifts the frontier molecular orbital away from the Fermi level, resulting a depression center
in topography and zero in-gap feature in spectroscopy.

"0B" inside "1B" lines

The spectroscopic data of "0B" molecules which preserve both bromine atoms and exhibit a
clear topography shape is presented in Fig. 4.22. The variation of SIS dI/dV spectra along
the blue arrow crossing three successive "0B" molecules is shown in (b). The spectra measured
on macrocycles of these three molecules are plotted in (c) by red, green and blue curves, for
simplicity these three molecules are for now called red, green and blue "0B" molecules. The
SIS dI/dV and DOS maps are respectively presented in (d)-(g) and (h)-(k).

Red and green "0B" molecules exhibit standard CS1 and CS2 features while the blue "0B"
molecule behaves differently. For the spectrum taken on blue "0B" molecule in (c), we observe
only one Shiba state of at energy of 0.85 meV that exhibits stronger spectral weight than red and
green curves in (c). In DOS maps the electron-like component of this state mainly locates on

7The lattice mismatch of "1B" molecules has been studied in supplementary section (4.7.2), Fig. 4.36
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Figure 4.19: Spectroscopic data of "1B" orderingFe−DBrDPP supramolecular lattice. (a) Same topography
image as Fig. 4.16 (d), red arrow marks one "1B" molecular row on which two upper Fe−DBrDPP molecules
are of Type1, two bottom ones are Type2. (b) Stacking plot of point SIS spectra along red arrow in (a)(Setpoint: 8
mV, 50 pA). Horizontal red, green, blue and yellow dashed lines mark the positions of points of same colors in (a)
which are the center of different "1B" Fe−DBrDPP molecules. Vertical gray dashed lines mark the bias voltage
of ±1.35 mV and ±2.7 mV, purple dashed lines mark the bias voltage of ±2.55 mV and ±1.95 mV. (c) SIS dI/dV
spectra measured at crosses position with same colors in (a). Black curve measured on Pb(110) surface. (d)-(g)
SIS dI/d maps of bias voltage ±2.55 mV and ±1.95 mV of same region of (a). (h)-(k) Deconvoluted DOS maps
of energies ±1.2 meV and ±0.6 meV of same region of (a). All spectra are smoothed and normalized.
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Figure 4.20: Distribution of Type1 and Type2 "1B" Fe−DBrDPP molecules. (a) Topography image
(22x22nm2, setpoint: 8 mV, 50 pA) of Fe−DBrDPP "1B" supramolecular lattice. Red grid roughly represents
the arrangement of "1B" supramolecular lattice where the intersections correspond to the center of "1B" molecules
inside the supramolecular lattice. (b) Integrated deconvoluted DOS map over in-gap energy of same region of (a).
(c)(d) DOS maps at energies of +0.6 meV and +1.16 meV.
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Figure 4.21: Topographic characterization of center orbitals of "1B" molecules. (a)-(c) Topography images
of Type1 and Type2 "1B" molecules measured at setpoints of: 8 mV, 50 pA, 158 mV, 50 pA and 510 mV, 100 pA.
Type1 and Type2 molecules which center Fe site exhibit bright spot and depression feature are marked by red and
black arrows respectively.

macrocycle but also extend to nearby Type2 "1B" molecule (marked by red circle) at standard
CS1’s energy of ±0.65 meV, while at standard CS2’s energy of ±1.2 meV there is no spectral
weight on the blue molecule.

All these observations show that for blue "0B" molecule, CS1 and CS2 become degenerate
at energy of 0.85 meV. The exotic behavior of blue "0B" molecule is within our expectation,
because this molecule locates near the interface between two chiral domains (see Fig. 4.15 in
which blue molecule marked by blue solid arrow, interface marked by white dashed line).

At the edge of supramolecular lattices or near the interfaces between supramolecular lattices
of different orderings the translation symmetry is broken, the molecules nearby will feel different
geometry environment (inter-molecular interaction, conformation change etc.) with respect to
the molecules inside the supramolecular lattice. It is reasonable to find exotic behaviors at edges
of interfaces. We will see later in section (4.6.3) that it is indeed due to geometry effect which
leads to a degenerate CS1 and CS2.

For a brief conclusion, "4mer" Fe−DBrDPP molecules have the weakest coupling with
substrate and exhibit only out-gap SF signatures, indicating a magnetic anisotropy dominant
weak coupling regime. We attribute the weak coupling to the compact arrangement of "4mer"
lattices where the inter-molecular interaction decouples "4mer" molecules from the substrate.
The spatial distribution of SF feature exhibits similar pattern of FOB and FOA studied in section
(3.7), but dπ derived FOB delocalize from upper pyrrole rings location, indicating the existence
of hybridized inter-molecular orbitals.

"0B" and "1B" Fe−DBrDPP molecules represent the strong coupling limit where most of
them exhibit two Shiba states characterized as CS1 and CS2. Like low-temperature phase the
electron-like component of CS1 spreads around the molecule while CS2 localizes on macrocycle
of Fe−DBrDPP molecules. Some "1B" molecules exhibit depression center in topography
image and show no in-gap state, which is the result of quench of frontier molecular orbital near
Fermi level. According to our analysis, the most probable origin is the charge fluctuation induced
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Figure 4.22: Spectroscopic data of "0B" Fe−DBrDPP molecules embed in "1B" Fe−DBrDPP molecular
rows. (a) Same topography image as Fig. 4.16 (c), blue arrow marks one "0B" molecular row on which three "0B"
molecule whose centers are marked by red, green and blue points. Red dashed circle marks a Type2 "1B" molecule
near blue point marked "0B" molecule. (b) Stacking plot of point SIS spectra along blue arrow in (a)(Setpoint: 8
mV, 50 pA). Horizontal red, green, blue and yellow dashed lines mark the positions of points of same colors in (a)
which are the center of different "1B" Fe−DBrDPP molecules. Vertical gray dashed lines mark the bias voltage
of ±1.35 mV and ±2.7 mV, purple dashed lines mark the bias voltage of ±2.55 mV and ±2.0 mV. (c) SIS dI/dV
spectra measured at crosses position with same colors in (a). Black curve measured on Pb(110) surface. (d)-(g)
SIS dI/dV maps of bias voltage ±2.55 mV and ±2.0 mV of same region of (a). (h)-(k) Deconvoluted DOS maps
of energies ±1.2 meV and ±0.65 meV of same region of (a). All spectra are smoothed and normalized.
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by a lattice mismatch.

"0B-4mer" interfaces

So far we have studied the standard molecules and learnt that "1B" and "0B" molecules exhibit
two channel Shiba states, indicating a S = 1 configuration. However the ground state (weak
coupling free-spin regime or strong coupling Kondo-screened regime) and orbital origin of Shiba
states are not determined yet.

In the following two sections, including this one, we will study the "0B" molecules near the
interface between supramolecular lattices of different orderings. Because they may very well
exhibit unusual electronic properties due to different environment condition. We will see that due
to geometric effect, "0B" molecules near interface could suffer from orbital reorganization due
to inter-molecular interaction that greatly modifies the properties of frontier molecular orbital.
Thanks to this observation, we are able to determine the ground state nature and orbital origin
of Shiba states .

In this section we will study the electronic properties of "0B"-"4mer" composite supramolec-
ular lattice shown in Fig. 4.17 (a) where "0B" sub-supramolecular lattice (marked by blue dashed
circle) is embed inside "4mer" supramolecular lattices.

We start with the "0B" molecules inside the "0B" sub-supramolecular lattice. The linecut
of variation of symmetrized dI/dV (expression (4.1)) is shown in Fig. 4.23 (b), it tells us the
spectra signature along the blue arrow in (a) which crosses "4mer", "0B" sub-supramolecular
lattices and Pb surface. The horizontal colored dashed lines correspond to locations of points
with same color in (a). i.e. from 0 nm to 2.8 nm the spectra are measured on "4mer" molecules,
between 2.8 nm and 9 nm on "0B" molecules inside the sub-lattice and after 9 nm on bare Pb
surface.

For spectra measured on "4mer" molecules (red and green dashed lines), SF excitations are
observed. For spectra of "0B" molecules inside the lattice (between blue and orange lines), a
pair of Shiba states of energy around ±0.95 meV (±2.3 mV in SIS dI/dV spectra) emerge and
out-gap SF features disappear. The spatial distribution of these Shiba states in (e-f) has a similar
pattern to the situation of "0B" molecules inside "1B" rows (Fig. 4.22 (e-f)). For bare Pb surface,
only phonon mode feature exists.

Now we focus on the molecules near interface which exhibit strange bubble shape in dI/dV
map Fig. 4.23 (f) which was never observed before. From topography image Fig. 4.24 (a), the
molecules on either side of the interface lie very close each other, it seems that their macrocycle
are interacting through pyrrole-pyrrole bond.

The variation of symmetrized dI/dV (expression (4.1)) along blue arrow by 1 and 2 are
respectively shown in Fig. 4.24 (b) & (d) and (c) & (e) respectively. These linecuts cross both
"4mer" and "0B" molecules at either side of the interface. Horizontal colored dashed lines in
(b) & (d) and (c) & (e) correspond to specific locations marked by points with same colors in
(a). Red and orange points respectively indicate two ends of "4mer" and "0B" molecules while
green indicates the interface.
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Figure 4.23: Spectroscopic data of Fe−DBrDPP molecules inside "0B" sub-supramolecular lattice embed
in "4mer" supramolecular lattices. (a) Topographic image (10x10nm2, setpoint: 100 mV, 100 pA, −250 pm)
showing "0B" "4mer" composite supramolecular lattice where "0B" sub-supramolecular lattice marked by blue
dashed circle is embed inside "4mer" supramolecular lattice which is described by green dashed lines of molecules.
(b) Stacking plot of point value of expression (4.1) along the blue arrow in (a)(Setpoint: 100 mV, 100 pA, −250
pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz). Horizontal red, green, blue and orange dashed lines mark
the positions of points of same colors in (a) where red and green are the centers of two "4mer" Fe−DBrDPP
molecules, blue and orange are two points at perimeter of "0B" sub-supramolecular lattice. Vertical gray dashed
lines mark the bias voltage of ±7 mV and ±11 mV that are energies of phonon modes, vertical yellow dashed lines
mark the bias voltage of ±9.5 mV and ±15.5 mV that corresponds to the SF energies. (c) Stacking plot of point SIS
dI/dV spectra along blue arrow in (a) showing the in-gap features which was overexposed in blue dashed square
region in (b). Vertical gray dashed lines mark the bias voltage of ±1.35 mV and ±2.7 mV. (d) SIS dI/dV spectra in
which orange curve represent the spectra averaged between blue and orange points on blue arrow which is marked
by orange two-way arrow in (b). Black curve measured on Pb(110) surface. (e)(f) SIS dI/dV maps of bias ±2.0
mV showing the distribution of in-gap feature of "0B" sub-supramolecular lattice. All spectra are smoothed and
normalized.
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In Fig. 4.24 (b) & (d) and (c) & (e), three typical regions exhibiting different spectral features
are observed: 1). Between red and green dashed lines, only SF excitation at around ±9 mV and
±15 mV is observed, it corresponds the spectral signature of "4mer" molecule. 2). Between
green and blue dashed lines, the SF feature changes its energy to around ±5 mV and shifts
towards gap edge, in the meantime in-gap peaks emerge and coexist with out-gap SF feature. 3).
Between blue and orange dashed lines, in-gap peaks cross Fermi level and out-gap SF feature
disappears.

Following the trajectory along the arrow direction (from red to orange points), it appears
that out-gap SF feature crosses gap and becomes in-gap states, we call this observation as gap-
crossing phenomena.

The evolution of such gap-crossing feature can also be visualized in symmetrized dI/dV
(expression (4.1)) maps 8 at different bias voltages shown in Fig. 4.24 (f)-(j). In (f) at 8 mV, SF
excitation pattern of "4mer" supramolecular lattice is observed in (f) (same as Fig. 4.18 (e)). In
(g) at 5 mV, out-gap feature localizes at the interface between "4mer" and "0B" molecules, this
feature should correspond to SF excitation but with a reduced SF energy (magnetic anisotropy).

In the study of Fe−DPyDBrPP/Au(111) system, we know that the SF energy of a single
magnetic molecule is the same no matter which molecular orbital we are tunneling through [32].
If this statement still holds, the SF feature of 5 mV localized at the interface (in Fig. 4.24 (g))
should not be generated by the "4mer" molecule which already exhibits a SF feature of energy
9 mV. The only explanation will be that this 5 mV SF feature originates from "0B" molecule
which lies on top of interface. The most probable reason that it behaves like a "4mer" molecules
is the inter-molecular coupling across the interface.

From Fig. 4.24 (f)-(j), as bias decreases, the SF density probability at interface spreads out
towards "0B" molecule and exhibits a bubble shape. This spreading process as bias decreases
can also be visualized as opening of bubble shown in 3D plot (see supplementary Fig. 4.38).
The continuous evolution from the interface to the "0B" macrocycle further proves that both
in-gap Shiba states and out-gap SF excitation should be generated by "0B" molecule and have
the same molecular orbital origin.

For standard "0B" molecules, it is clear that they have stronger coupling with substrate than
standard "4mer" molecules, as the "0B" molecules show in-gap feature while "4mer" molecules
show out-gap feature. However a continuous evolution of gap-crossing feature for a single "0B"
molecule is not expected, the most probable reason for such strange phenomena is the tip ef-
fect. Which means when performing STS experiment, "0B" molecules feel different tip interac-
tion strength depending on the tunneling locations. The tip interaction changes the interaction
between "0B" molecule and substrate, resulting a magnetic anisotropy dominated out-gap SF
behavior or coupling dominated in-gap state behavior.

The direct effect of tip interaction is to tune the coupling between molecule with substrate
(increase of decrease) by changing the structure of molecule. It has been shown that in molecular
system to significantly vary the energies of out-gap SF feature or in-gap Shiba feature [31, 93,

8| (d2I/dV 2|V >0 − d2I/dV 2|V <0) | is invariant by changing the sign of bias V → −V
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Figure 4.24: Spectroscopic data of Fe−DBrDPP molecules on interface between "0B" sub-supramolecular
lattice and "4mer" supramolecular lattices. (a) Topographic image (10x3.5nm2, setpoint: 100 mV, 100 pA,
−250 pm) showing Fe−DBrDPP molecules on either sides of interface (marked by white dashed line) between
"0B" sub-supramolecular lattice (marked by blue dashed line) and "4mer" supramolecular lattices (marked by green
dashed lines). (b)(d) Stacking plot of point value of expression (4.1) along the blue arrow labeled by 1 and 2 in
(a)(Setpoint: 100 mV, 100 pA, −250 pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz). Horizontal red, green,
blue and orange dashed lines mark the positions of points of same colors on corresponding arrow in (a). Vertical
purple dashed lines mark the bias voltage of ±8 mV, ±5 mV and ±4 mV. (c)(e) Same as (b)(d) but with smaller
contrast and energy scale in which in-gap feature can be well distinguished. Vertical purple dashed lines mark the
bias voltage of ±2 mV and ±1.35 mV. (f)-(j) | (d2I/dV 2|V >0 − d2I/dV 2|V <0) | maps of bias 8.0 mV, 5.0 mV,
4.0 mV, 2.0 mV and 1.35 mV showing the distribution of out-gap (f-h) and in-gap (i-j) feature.
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103, 110] in a range like what we observed here (larger than 4 mV) requires a large tip-molecule
distance variation. In our case, the tip effect on energy variation of SF feature inside "4mer"
supramolecular lattice Fig. 4.18 (b) or of Shiba states inside "0B" sub-supramolecular lattice
Fig. 4.23 (b-c) are reasonable for a constant setpoint STS experiment, while for the gap-crossing
signature of "0B" molecule it is too large than expected. Hence there must be other parameter
from structure change that results gap-crossing phenomena. We believe this parameter is the
inter-molecular interaction across the interface (geometry effect) that results molecular orbital
reorganization which involves charge fluctuation and makes "0B" molecules extremely sensitive
to external perturbation, especially the presence of the tip.

To end this section we discuss about the bubble shape of this gap-crossing feature in conduc-
tance maps. According to interpretation of tip-molecule interaction, the distribution of in-gap
states at specific energy should also reflect the location where "0B" molecule feels the tip inter-
action strength corresponding to this energy, e.g. in (j) the in-gap feature exhibits a ring shape
distribution, it also reflects the location where tip interaction tunes the molecule-substrate cou-
pling to generate Shiba states with energy of 0 meV. We also find that molecules exhibiting
bubble shape can usually be found near the interface (not only "0B-4mer" interface) but not
all molecules near interface show this behavior (see supplementary figure Fig. 4.39). We are
still investigating different Fe−DPyDBrPPmolecules exhibiting such strange behavior in con-
ductance maps to better understand the relation between molecules’ geometry with the bubble
shape.

Tip effect on "0B" supramolecular lattice

In this section we will focus on the evolution of tip-induced in-gap states in "0B" molecules
near the interface between supramolecular lattices of different orderings. The target molecules
are in the "0B" supramolecular assemblies shown in Fig. 4.25 which consists of three parallel
"0B" rows indicated by blue arrow 1, 2 and 3. As already mentioned before the molecules at
the extremities of the molecular rows (marked by blue dashed circle) might be in a meso-stable
geometry and could be sensitive to tip interaction.

Fig. 4.26 (b)-(d) shows the variation of deconvoluted DOS along trajectory 1 shown in (a)
at tip-sample distances of −75 pm, −150 pm and −300 pm respectively (corresponding SIS
data shown in supplementary figure Fig. 4.40). Along the opposite direction of trajectory 1 four
successive "0B" molecules are labeled from 1a to 1d. Their center macrocycles are marked by
semi-transparent blue rectangles which are guides to the eyes.

In Fig. 4.26 (b) the tip-molecule interaction is weakest. 1a, 1c and 1d molecules exhibit two
pairs of Shiba states (The zero energy state in 1a macrocycle is the signature of delocalized state
generated by the presence of 2a molecule (see Fig. 4.27)). The Shiba state that is closer to the
gap edge locates strictly on the macrocycle correspond to CS2. The Shiba state closer to Fermi
level shows a continuous decrease of energy from 1a to 1d (i.e. −75pmE

1a
1 >−75pmE

1c
1 >−75pmE

1d
1

with ∆zE
M
n represents the average energy of channel n Shiba state of molecule M at relative

tip distance ∆z), indicating a monotonous increasing or decreasing of coupling strength with
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Figure 4.25: Topographic image of well-ordered Fe−DBrDPP "0B" supramolecular lattice consisting of
three parallel rows of "0B" molecules. Topography image (6.5x8.7nm2, setpoint: 150 mV, 100 pA, −75 pm)
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substrate due to molecule’s geometry. Such spatial energy variation of Shiba state is similar
to what we have seen for CS1 of A-type domains (Fig. 4.12). Hence we attribute the low-
energy Shiba state to CS1. 1b molecule behaves like a standard "0B" molecule where CS1 show
delocalized behavior of its electron-like component and CS2 localizes on macrocycle.

We also notice that CS2 here remain almost unchanged while CS1 varies obviously, this is in
consistent with what we have observed for "1B" supramolecular lattice in section (4.6.3). This
observation indicates that molecular orbital 1 which generates CS1 is easier to be perturbed by
environment (geometry effect and tip effect) with respect to molecular orbital 2 that gives rise
to CS2.

Comparing with 1b molecule, in the case of 1a, 1c and 1d molecules, CS2 peaks shift to
lower energy, becoming distinguishable in (b), while CS1 do not exhibit obvious delocalized
character and become sensitive to perturbation. This unusual behavior is due to geometry effect
that makes 1a, 1c and 1d molecules behave differently from standard molecules, nevertheless,
we still use the notion CS1 and CS2 to characterize two Shiba states generated by these "0B"
molecules.

Now we study the effect of tip interaction on these molecules by comparing Fig. 4.26
(b)(c)(d) in which tip-molecule distance ∆z is variable.

When tip moves closer to the molecule (from (b) to (d)), its effect is to decrease CS1’s energy.
For 1a, 1c, 1d molecules, CS1 peaks shift closer to Fermi level (−75pmE

M
1 >−150pmE

M
1 for M =

1a,1c,1d) and eventually cross Fermi level, indicating that channel 1 undergoes quantum phase
transition9. This effect is the same as the one induced geometry effect along opposite direction
of trajectory 1. Interestingly, when CS1 peaks cross Fermi level, CS2 peaks feature suddenly
disappear in the spectra. Also 1b molecule appears not responding to tip interaction at all for
both CS1 and CS2.

Fig. 4.28 and Fig. 4.29 respectively show the variation DOS along trajectories 2 and 3 of
Fig. 4.25. No spatial variation of CS1 energy is observed, probably indicating that geometry
effect is weak for molecules in rows 2 and 3.

According to the behavior of in-gap states, the molecules studied in "0B" supramolecular
lattice can be broadly divided into three types.

1. Type1 "0B" molecules. 1b, 2b, 2c, 3a and 3b molecules correspond to this type. CS2 stay
close to the gap edge and CS1 exhibits electron-like component delocalization. This type
also corresponds to the standard "0B" molecules introduced in sections (4.6.3), (4.6.3).
More importantly Type1 "0B" molecules are immune against tip effect.

2. Type2 "0B" molecules. 1a, 1c, 1d, 2d, 3c and 3d molecules correspond to this type. CS2
locates at around ±0.9 mV and CS1 is sensitive to tip effect. Excepts 2d molecule which
CS1 and CS1 remain degenerate.

3. Exotic "0B" molecules. 2a molecule corresponds to this type in which we observe only
9In this scenario average energy description ∆zE

M
n is no long proper.
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Figure 4.27: Zero energy DOS map of "0B" supramolecular lattice (a)-(c) Zero energy DOS maps of "0B"
supramolecular lattice shown in Fig. 4.25 measured at different tip-sample distances. Setpoint: 150 mV, 100 pA,
−75/− 150/− 300 pm.

one peak at zero energy, it exhibits a strong delocalized character (Fig. 4.27) and appears
not affected upon tip interaction.

4.6.4 Analysis

Finally in this section, we will analyze the contents presented in previous two sections to figure
out the orbital origin, ground state properties ofFe−DBrDPPmolecules in different orderings,
and understand how tip and local geometry affects molecules’ electronic properties.

Orbital origin of Shiba states

To explain all kinds of behavior of in-gap states of Fe−DBrDPP molecule on Pb(110) sur-
face, we must first track the original molecular orbitals that give rise to in-gap states. We know
that "4mer" Fe−DBrDPP molecule on Pb(110) surface exhibits S = 1 state, and it shows SF
excitation which is very similar to Fe−DPyDBrPP molecule on Au(111) surface. Thus we
first assume that FOA (originated from Fe dz2 orbital) and FOB (hybridized molecular orbital of
macrocycle π orbital with Fe dπ(dxz, dyz) orbitals) are responsible for the spin excitation chan-
nels for all Fe−DBrDPP molecules in different regimes.

We have observed a continuous evolution of out-gap SF feature and in-gap Shiba feature
in "0B" molecules near interface which indicate that these features should originate from the
same molecular orbital. By comparing Fig. 4.24 (b-e), Fig. 4.37 (b-e) and 1a, 1c,1d (Type2
"0B" molecules) in Fig. 4.26 (d), we consider that FOB is responsible for the continuous gap-
crossing phenomena. Which means FOB should be the origin of CS1. But it should be noted that

162



(b)(a) (d)(c)

N

N

N

N
Br

Br

Fe

N

N

N

N
Br

Br

Fe

N

N

N

N
Br

Br

Fe

N

N

N

N
Br

Br

Fe

2 0 2 2 0 2

0

1

2

3

D
O

S
 (

a
rb

. 
u
n
it
s)

2 0 20

2

4

6

D
is

ta
n
ce

 (
n
m

)

2
-75pm -150pm -300pm

2b

2c

2a

2d Type2

Type1

Type3

Type1

Energy (meV)
Figure 4.28: Tip distance dependence of in-gap states of line 2 "0B"Fe−DBrDPPmolecules. (a) Topography
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during gap-crossing phenomena, molecular orbital reorganization occurs and the compositions
of FOB are modified under charge fluctuation.

Then FOA should be the origin of CS2 that always locate on the macrocycle ofFe−DBrDPP

molecule. Unlike Fe−DPyDBrPP/Au(111) system where the FOA is mainly contributed from
dz2 orbital, here for Fe−DBrDPP/Pb(110) system FOA distributes over macrocycle, indicating
a more important contribution from macrocycle π orbital.

From now on we adapt the same notion of FOA and FOB to describe the frontier molecular
orbitals that give rise to CS2 and CS1 Shiba states of "0B" molecules.

Ground state and excited state characterization

Now we will determine the ground state and excited state properties of Fe−DBrDPP molecule
with the help of gap-crossing phenomena reproduced in Fig. 4.30. Before we begin, let’s first
review the relative spectral weight behavior of standard "0B", "1B" molecules (Type1 "0B" and
"1B"). For spectra measured on the macrocycle of standard molecules, hole-like component of
Shiba state always exhibits stronger spectral weight than the electron-like component ("1B": Fig.
4.19, "0B": Fig. 4.22), this implies that the standard molecules are in same regime, which can
be either weak coupling regime that favors free-spin state or strong coupling regime that favors
Kondo-screened state.

Fig. 4.30 reproduces the results of tip interaction driven gap-crossing feature shown in Fig.
4.24 and in-gap state evolution feature shown in Fig. 4.26 on "0B" molecules near the interface.
Upon tip interaction, "0B" molecules can be in three different regimes: SF, S1 and S2 regimes
with SF corresponds to spin-flip regime in which the molecule exhibit out-gap SF features, S1
corresponds the coexistence of single in-gap state and out-gap feature, S2 is the regime where
two in-gap states are observed. These regimes are labeled in Fig. 4.30 (c)(e).

For molecules in SF regime, the coupling with substrate J is weakest and the ground state
can be written as (Q = 0, Sz = 0) where Q denotes the number of bound quasiparticles to the
impurity and Sz the projection of the total spin (Sz = 0 indicates a positive uniaxial anisotropy)
and the excited state will be (0,±1) (see Fig. 1.2 (b)) whose energy with respect to ground state
is determined only by magnetic anisotropy D and E.

In S1 regime, out-gap SF feature and one in-gap Shiba feature coexist, indicating a moderate
coupling strength J that is comparable with anisotropy D and CS1 should be in weak coupling
regime. The ground state is then the same as SF regime which is (0, 0), a free-spin ground state.
The out-gap and in-gap excitation feature should correspond to the excited states of (0,±1) and
(1,±1/2) respectively. Such coexistence of SF and Shiba phenomena has also been reported in
[103] but for a S = 3/2 MnPc molecule.

For S2 regime, both CS1 and CS2 exhibit standard relative spectral weight behavior, which
is reversed with respect to that of weak coupling CS1 (electron-like component stronger than
hole-like one). This implies that CS1 in S2 regime has entered strong coupling regime and a
quasiparticle is bounded to channel 1. Hence the ground state of S2 regime will be determined
by CS2. From the relative spectral weight point of view, CS2 exhibits standard relative spectral
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weight behavior i.e. also in strong coupling regime. Then the higher energy of CS2 with respect
to CS1 in strong coupling regime refers to a stronger coupling strength J2 > J1 (see Fig. 1.13),
this is in agreement with the assumption of FOA (dz2 related) origin which should have stronger
coupling with substrate due to dz2 orbital nature. Hence the ground state of S2 regime should
be (2, 0) and excited state will be (1,±1/2)

It is astonishing that from S1 to S2 regimes two quasiparticles bound to impurity simultane-
ously. To understand this behavior we study the crossover from S1 to S2 regimes illustrated in
Fig. 4.30. Blue point indicates the transition point where CS1 peaks merge at Fermi level. Be-
tween black and blue dashed lines molecule is in S1 regime with ground state (0, 0) and out-gap
SF excitation coexists with CS1. Tracking from black to blue lines, CS1 peaks move closer to
each other, indicating an increase of J1. When J1 is large enough and two peaks merge with each
other at Fermi level, a quasiparticle is bounded to channel 1, resulting a reduction of total spin by
1/2, i.e. ∆Q = +1, S = 1 reduced to S = 1/2. For a S = 1 impurity, the reduction of spin by 1/2
strongly renormalises magnetic anisotropyD which determines the energy of SF excitation (see
section (1.2.5), equation (1.9)). This sudden reduction of spin explains the disappearance of SF
feature at transition point. In the meantime, channel 2 becomes freed from magnetic anisotropy
and couple with substrate by bounding another quasiparticle, giving rise to CS2 and reduce the
total spin to 0, i.e. ∆Q = +2, S = 1/2 further reduced to S = 010.

Yet, for S1 regime it is still very puzzling as we observe only CS1 inside the gap, while
channel 2 that has stronger coupling strength with substrate appears to be "pushed" outside the
gap and become SF feature. So far we cannot interpret the behavior of S1 regime, but we believe
there must be a more complex competition (relation) between the parameters of J1, J2, ∆, Deff

(effective magnetic anisotropy after renormalisation due to coupling, charge fluctuation) that is
beyond the theoretical framework introduced in section (1.3.4).

Geometry effect and tip effect

Once the orbital characterization and ground state are determined we can discuss about the ge-
ometry effect and tip effect. By reviewing Fig. 4.26 (b) we can quickly determine the tip effect:
For ∆z > −300 pm (setpoint: 150 mV, 100 pA), when tip-molecule distance decreases, cou-
pling strength J1 decreases as well, indicating that tip applies an attractive force on molecule
and decreases overlapping of FOB with surface Pb atom.

To understand the geometry effect, we can compare Type1 and Type2 "0B" molecules pro-
duced by geometry effect.

For a Type1 "0B" molecule (e.g. 1b in Fig. 4.26), CS2 always lies very close to the gap edge,
indicating a rather strong coupling strength J2 while CS1 can adopt different energies depending
on adsorption sites (e.g. 2b, 2c in Fig. 4.28). The most impressive point is that, no matter what
energy CS1 adopts, so long as CS2 stays close to gap edge, CS1 remains immune against tip
interaction (e.g. 1b, 2b, 2c and 3a, 3b).

10However in the work of Hatter et. al. for a S = 1 system a different scenario is observed when CS1 binds a
quasiparticle.
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Figure 4.30: Illustration of gap-crossing feature of "0B" Fe−DBrDPP molecule near interface. (a) Topog-
raphy image showing linecut across "4mer" and "0B" on the either sides of interface. Cropped from Fig. 4.24 (a).
(b) Stacking plot of point value of expression (4.1) along linecut in (a). Cropped from Fig. 4.24 (b). (c) Stacking
plot of point DOS along linecut in (a). Cropped from Fig. 4.37 (c). (d) Topography image showing linecut across
1c, 1d molecules in Fig. 4.26. (e) Stacking plot of point DOS along linecut in (d). Cropped from Fig. 4.26 (d).
Table to the left bottom shows the ground state (GS) and excited state (ES) for spin-flip (SF) and Shiba (S1, S2)
excitation in different regimes that are also labeled in (c)(e).
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If CS2 shifts away from gap edge (at around ±0.9 meV), molecules will become Type2 "0B"
molecule and CS1 become sensitive to tip interaction (e.g. 1a, 1c, 1d, 3c, 3d). For example in
Fig. 4.29 (c) 3b (Type1) and 3c (Type2) molecules both exhibit a pair of peaks inside the gap at
±0.9 meV but 3c has stronger spectral weight than 3b, this means that CS1 and CS2 peaks merge
with each other in 3c molecule (i.e. J1 = J2), resulting an enhanced spectral weight. While
under strong tip interaction in Fig. 4.29 (d), the degeneracy of CS1 and CS2 in 3b molecule is
lifted, CS1 peaks shift towards lower energy while CS2 remains unchanged. In fact the behavior
of Type2 "0B" 3c molecule is exactly the same as blue point marked "0B" molecule in Fig. 4.22.

Hence we can conclude that inter-molecular interaction is the main contributor to geometry
effect. It occurs essentially near the interface between lattices of different orderings. It direct
consequence should be to induce molecular orbital reorganization which results two types of
"0B" molecules. Both of them exhibit identical topography character but FOB of Type2 "0B"
molecules are much more sensitive to external perturbation.

Another consequence of the geometry effect is to induce charge fluctuation that greatly shifts
molecular orbital for strong coupling "1B" molecules introduced in section (4.6.3).

Classification of Fe−DBrDPP molecules

In general, we can make a classification of Fe−DBrDPP molecules on Pb(110) surface with
post-annealing temperature of 400 K in Fig. 4.31.

From top to bottom, the first line shows three basic orderings of "4mer", "0B" and "1B"
depending on their coupling strength with substrate and topography character.

The second line shows that "0B" and "1B"Fe−DBrDPPmolecules can be further classified
into two sub-types as a result of geometry effect. For "0B" molecule, the direct consequence of
geometry effect is to induce reorganization of frontier molecular orbitals, resulting Type1 and
Type2 "0B" molecules. For "1B" molecule, the direct consequence is to induce charge fluctuation
that quenches the molecular orbital resulting a depression center in topography and zero in-gap
feature in spectroscopy for Type2 "1B" molecules.

The third and fourth line show the regimes of different types ofFe−DBrDPPmolecules. In
SF regime, molecules exhibit out-gap inelastic spin-flip excitation feature, indicating a magnetic
anisotropy dominated free-spin ground state (0, 0) and the excited states are (0,±1). In S1
regime, in-gap Shiba state and out-gap SF feature coexists, the ground state should be (0, 0)

and possible excited states are (0,±1) and (1,±1/2). In S2 regime, there are always two Shiba
states, the ground state and excited state are (2, 0) and (1,±1/2), respectively.

For Fe−DBrDPP molecules inside the supramolecular lattice, most of them are in SF (for
"4mer") or S2 (for "0B", "1B") regimes which respectively stand for weak and strong coupling
case. S1 is an intermediate regime which can only be observed with large tip effect, it usually
occurs in Type2 "0B" molecules that locate near the interface and are sensitive to tip effect. Tip
effect can also drive a switching between SF, S1 and S2 regimes. Only Type2 "1B" molecules do
not exhibit low-energy excitation, indicating a quench of magnetism due to charge fluctuation.
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Figure 4.31: Classification of Fe−DBrDPP molecules on Pb(110) surface with post-annealing temperature
of 400 K. First line: Three basic orderings are successively presented according to the molecule-substrate interac-
tion strength indicated by top horizontal black arrow. Second line: Depending on molecule geometry, "0B", "1B"
ordering can be further classified into two types. Third line: Regimes that describe the low-energy excitation behav-
ior of molecules. GS and ES refers to ground state and excited state of different regimes. "Quenched" means Type2
"1B" molecule exhibits no low-energy excitation feature due to charge fluctuation which quenched the molecular
orbital.
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4.6.5 Conclusion

To summarize, we have presented our results on Fe−DBrDPP molecules on superconducting
Pb(110) surface with post-annealing temperature of 400 K. We observe a more fruitful molec-
ular orderings compared with annealing temperature of 360 K case, but unfortunately none of
them is molecular network based on covalent bonding. Nevertheless in this section we have
determined the electronic properties including ground state and molecular orbital origin of S =
1 molecules, and revealed the relation between electronic properties and molecular geometry.
The effect of geometry has many consequences, e.g. it can make Fe−DBrDPP molecule sen-
sitive to tip so that molecules can switch between different regimes upon tip interaction. There
are 3 regimes based on the low-energy excitation behavior: SF, S1 and S2 where each of them
possesses different ground states or excited states. We have also found an additional regime in
which geometry effect induces quenched molecular orbital.
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4.7 Supplementary section: Fe− DBrDPP on Pb(110)

4.7.1 Low-temperature phase

Molecule sketch adjustment

For those supramolecular lattices where we can not easily distinguish the molecular ordering
from topography, we will use spectroscopy to determine the molecular ordering.

Fig. 4.32 shows one example of how we determine the molecular ordering, it usually follows
the steps of:

1. Compare the topography and spectroscopy images (dI/dV or DOS maps) of target supramolec-
ular lattice and find out a spectroscopy image that shows a clear Shiba states feature which
has the periodicity of the supramolecular lattice, for example in Fig. 4.32 (a) we can see
the Shiba DOS pattern at −0.52 meV shows an obvious periodicity.

2. Use a 2D linear grid to fit the Shiba pattern as shown in Fig. 4.32 (b). We can then put the
molecule inside the 2D grid, here we match the center of the molecule to the intersections
of grid, such choice is not always exact because Shiba feature does not always localize at
magnetic center, but in any case the ordering of molecules should follow the periodicity
of grid.

3. Verify the ordering in Fig. 4.32 (b) for topography image (Fig. 4.32 (c)) and other con-
ductance maps (Fig. 4.32 (d)). If it does not match we return to the second step, readjust
the ordering of molecules (relative position to the intersections and rotation of molecule)
and redo third step again until we obtain an ordering that can describe topography and
spectroscopy.

Such treatment is not very a rigorous approach because we do not taken into account many
factors including supramolecular lattice mismatch effect, inter-molecule interaction, molecule
deformation, etc. but it should yield a reasonable molecular ordering. Yet to know the real
molecular ordering, it should not only match topography and spectroscopy behavior but also
energetically favorable i.e. a systematic chemical study is needed.

B-type self-assembled supramolecular lattice of Fe−DBrDPP molecules

The electronic properties of one of the antiphase B-type domains is presented in Fig. 4.33.
Compared with A-type domains where most of molecules exhibit CS1 which energy is

around 0.66 meV and CS2 close to the gap, for B-type domains, CS1 shows energy around
0.9 meV and CS2 around 1.17 meV. These two states are close to each other and locate near gap,
making them to be indistinguishable in stacking plot figures shown in (f)-(i). But we observe
two exotic molecules marked by cyan arrows, one of which is the first molecule in arrow 2 and
the other is the second molecule in arrow four, in these two molecules, CS1 shifts towards Fermi
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Figure 4.32: Procedure to determine molecular ordering. (a) Find out a spectroscopic image (dI/dV or DOS
map) that shows distinguishable periodic feature. (b) Use 2D grid to match the periodic feature in (a). The molecules
should follow the periodicity of the grid. (c)(d) Comparing topography image, other spectroscopy images with the
2D grid and determine the relative position and orientation of molecules.
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level and becomes separated from CS2, making it possible to distinguish both Shiba states in (g)
(red dashed line) and (i) (green dashed line).

The spatial distribution of CS1 and CS1 of B-type domains is shown DOS maps shown
(b)-(e). For CS1 the hole-like and electron-like components distribution can be visualized re-
spectively in DOS maps (b) and (c) of energies−0.8meV and 0.8meV. The hole-like component
shows a round shape locating on macrocycle of molecules while the electron-like component de-
localizes from the molecule and distributes around. Between rows 2,3 the electron-component
shows a similar pattern to A-type case, indicating that α Br· · ·π halogen bonds and pyrrole-
pyrrole bonds are responsible for delocalization behavior.

Generally speaking, in B-type domains, we have found similar spatial distribution to the
A-type assemblies and the difference appears to be that energies of CS1 and CS2 are lower.
This indicates that A-type or B-type domains of Fe−DBrDPP molecule do not significantly
influence the molecules electronic properties.

4.7.2 High-temperature phase

Spectroscopic characterization of "4mer" molecules

Fig. 4.34 shows the topographic and spectroscopic data of aFe−DBrDPP "4mer" supramolec-
ular lattice which consists of both "4mer-A" and "4mer-B" molecules. From the topography im-
age shown in (a) we can see that along single "4mer" molecular row "4mer" molecule can be "A"
type or "B" type. "4mer-B" molecules adopt saddling conformation and exhibits distinguishable
molecule center as shown in Fig. 4.16 (b). While "4mer-A" molecule is impossible to be dis-
tinguished as topographic weight transferred to the phenyl rings that connect to other "4mer-A"
molecules in adjacent molecular rows. This could imply that phenyl rings of "4mer-B" molecule
lie in a planar way in which the phenyl rings are parallel to the surface, resulting a weak topo-
graphic weight on phenyl rings. The phenyl rings of "4mer-A" molecules may lie vertically to
the surface, resulting an enhanced topographic weight on phenyl rings that make center indis-
tinguishable. Nevertheless the different ordering "4mer-A" and "4mer-B" may adopt, neither of
them can induce in-gap states ((b) and (c)), indicating that "4mer" phase is a stable ordering of
Fe−DBrDPP on Pb(110) surface, but decoupled from it. When the local distortion exists in
"4mer" supramolecular lattice, it is possible to recover in-gap feature as shown by red curves in
(b) which is taken at the red cross position in (a).

Exotic "4mer" molecules

Fig. 4.35 shows the SIS dI/dV data of exotic "4mer" molecules inside the supramolecular lat-
tice. In topography image (a) three exotic molecules marked by red, green and blue points do
not exhibit unusual topographic characters, indicating there is no obvious conformation distor-
tion for them. But in stacking plot of symmetrized dI/dV data along the green arrow, the SF
feature that locates at ±9.5 mV and ±15.5 mV for standard "4mer" molecules do not hold for
blue and green ones (blue and green points marked molecule, here for simplicity). The blue one
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Figure 4.33: Spectroscopy data of B-type domains Fe−DBrDPP supramolecular lattice on Pb(110) surface.
(a) Same topography image as Fig. 4.11 (a), green arrows labeled from 1 to 4 refer to four successive molecular
rows. (b)-(e) DOS maps at energies of −0.8 meV, 0.8 meV, −1.17 meV and 1.17 meV respectively. (f)-(i) Stacking
plot of point DOS along green arrow labeled from 1 to 4 in (a). Vertical gray dashed lines mark the energies of ±0.8
meV and ±1.17 meV. Horizontal colored dashed lines mark the positions of points of same colors on corresponding
arrow in (a)-(e). Cyan arrows mark two exotic molecules on rows 2 and 4 respectively.
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Figure 4.34: "4mer" supramolecular lattice consisting of "4mer-A" and "4mer-B"Fe−DBrDPPmolecules.
(a) Topography image (10x20nm2, setpoint: 8 mV, 50 pA) of Fe−DBrDPP "4mer" supramolecular lattice that
consists of both "4mer-A" and "4mer-B" molecules. Fe−DBrDPPmolecule sketch is placed to match topographic
feature. (b) Black curve: averaged SIS dI/dV spectra over green square covered region in (a) in which both "4mer-
A" and "4mer-B" molecules are included. Red: SIS dI/dV spectra measured on red cross marked position in (a).
(c) Stacking plot of point SIS dI/dV spectra along the green arrow parallel to molecular row in (a) that crosses
phenyl rings of "4mer-A" and "4mer-B" molecules.
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shows a spectroscopic feature where two pairs of SF peaks shift to 6 mV which is close to the
phonon mode step at 7 mV, while for the green one, two SF peaks at positive energy seem to
shift closer to each other and the higher energy peak overlap with the phonon mode step at 11
mV. These feature could imply that for blue molecule, both uniaxial magnetic anisotropy D and
transverse anisotropy E are strongly reduced, resulting SF features locate close to the gap, and
for green molecule, only E is reduced, resulting two SF peaks at positive energy shift closer.
For red molecule, the SF feature is just like standard "4mer" molecules but it also exhibits in-
gap feature that can energetically continuously vary, the energy variation behavior seems very
well to a tip effect. All these effects can be explained as the result of hydrogen atoms adsorbed
on "4mer" Fe−DBrDPP molecules: An adsorbed hydrogen atom might not significantly alter
topography character and can modify the magnetic properties of substrate molecule/atom [44,
161, 164, 255], or explained as supramolecular lattice distortion that induces charge fluctuation
like what we have stated in the main text.

"1B" mismatch

The mismatch of "1B" molecules inside supramolecular lattice with respect to Pb(110) surface
atoms’ arrangement is shown in Fig. 4.36. Here the yellow grid represents the arrangement of
Pb atoms of (110) surface where the intersections correspond to the center of Pb atoms. Red
Fe−DBrDPP sketch marked molecules are Type1 "1B" molecules that exhibit in-gap feature,
white ones are Type2 that show no in-gap feature. Unfortunately we can not find any obvious
evidence that proves the relation between mismatch and being Type1 or Type2 "1B" molecule.

"0B-4mer" interface - DOS

The origin SIS dI/dV spectra and deconvoluted DOS that correspond to stacking plot in Fig.
4.24 (c)(e) are shown in Fig. 4.37 where "0B" molecule exhibits only one pair of in-gap peaks.
Although it is not obvious, we can still observe that the Shiba states resolved on "0B" macro-
cycle exhibit a stronger electron-like component spectral weight than hole-like component, this
reversed relative spectral weight feature is also observed in Type2 "0B" molecule studied in
section (4.6.3) Fig. 4.26, Fig. 4.28 and Fig. 4.29

"0B-4mer" interface - Bubble

The gap-crossing feature can be visualized as opening/closing of bubble shape in 3D plots Fig.
4.38 where the blue dashed lines roughly mark the opening of bubble feature as bias decreases.

"0B-4mer" interface - Two other lines

Fig. 4.39 shows the linecut 1’ and 2’ across two other "4mer-0B" molecules. For 1’ we do not
observed delocalized SF feature generated by "0B" molecule which energy is just outside the gap
but instead, in the stacking plot along the row (b), the SF feature suddenly disappears outside the
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Figure 4.35: Spectroscopic data of exotic "4mer" Fe−DBrDPP molecules. (a) Topographic image
(10x10nm2, setpoint: 200 mV, 100 pA, −20 pm) showing exotic "4mer" Fe−DBrDPP molecules marked by
red dashed circle. (b) Stacking plot of point value of expression (4.1) along the green arrow in (a)(Setpoint: 100
mV, 100 pA, −250 pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz). Horizontal red, green, blue dashed lines
mark the positions of points of same colors in (a) which are the center of three successive exotic Fe−DBrDPP
molecules along the arrow, yellow line indicates a standard "4mer" molecule. Vertical gray dashed lines mark the
bias voltage of ±7 mV and ±11 mV that are energies of phonon modes. (c) SIS dI/dV spectra measured at crosses
position with same colors in (a). All spectra are smoothed and normalized. (d)-(g) SIS conductance map at bias
voltage of −7 mV, 7 mV, −11 mV and 11 mV of exotic "4mer" molecules.
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Figure 4.36: "1B" supramolecular lattice mismatch with respect to Pb atoms of Pb(110) surface. (a) Topog-
raphy image (14.7x14.7nm2, setpoint: 8 mV, 50 pA) of Fe−DBrDPP "1B" supramolecular lattice. Type1 and
Type2 "1B" Fe−DBrDPP molecules inside the supramolecular lattice are fitted by red and white Fe−DBrDPP
sketch. Yellow grid represents the arrangement of Pb atoms of (110) surface where the intersections correspond to
the center of Pb atoms. (b)(c) DOS of same region of (a) at energies of +0.6 meV and −0.6 meV.
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Figure 4.37: SIS dI/dV spectra and DOS along linecuts of "0B" Fe−DBrDPP molecules on interface
between "0B" sub-supramolecular lattice and "4mer" supramolecular lattices. (a) Topographic image
(10x3.5nm2, setpoint: 100 mV, 100 pA, −250 pm) showing Fe−DBrDPP molecules on either sides of inter-
face (marked by white dashed line) between "0B" sub-supramolecular lattice (marked by blue dashed line) and
"4mer" supramolecular lattices (marked by green dashed lines). (b)(d) Stacking plot of point SIS dI/dV spectra
along the blue arrow labeled by 1 and 2 in (a)(Setpoint: 100 mV, 100 pA, −250 pm, Lock-in parameters: Vm = 0.2
mV, f = 750 Hz). Horizontal red, green, blue and orange dashed lines mark the positions of points of same colors
on corresponding arrow in (a). (c)(e) Stacking plot of point deconvoluted DOS along the blue arrow 1 and 2.
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"4mer" molecule and in-gap feature appears for "0B" molecule (c). Although the in-gap state
energy still significantly varies in real space which is probably due to tip interaction, the absence
of gap-crossing feature seems to be more "normal". For linecut 2’ (d)(e), the in-gap feature does
not significantly vary upon tip interaction anymore, indicating that the "0B" molecules in linecut
1 and 2 in Fig. 4.24 are in a less stable geometry which makes them easier to be perturbed by
the tip.

Tip effect on "0B" supramolecular lattice - SIS

Stacking plot of original SIS dI/dV spectra corresponding to Fig. 4.26, Fig. 4.28 and Fig. 4.29
are shown in Fig. 4.40, Fig. 4.41 and Fig. 4.42 respectively. The error feature in Fig. 4.40 (d)
is due to the average process over points exhibiting spike noise.
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Figure 4.39: Spectroscopic data of Fe−DBrDPP molecules on interface between "0B" sub-supramolecular
lattice and "4mer" supramolecular lattices. (a) Topographic image (10x3.5nm2, setpoint: 100 mV, 100 pA,
−250 pm) showing Fe−DBrDPP molecules on either sides of interface (marked by white dashed line) between
"0B" sub-supramolecular lattice (marked by blue dashed line) and "4mer" supramolecular lattices (marked by green
dashed lines). (b)(d) Stacking plot of point value of expression (4.1) along the blue arrow labeled by 1’ and 2’ in (a)
(Setpoint: 100 mV, 100 pA, −250 pm, Lock-in parameters: Vm = 0.2 mV, f = 750 Hz). Horizontal red, green,
blue and orange dashed lines mark the positions of points of same colors on corresponding arrow in (a). Vertical
purple dashed lines mark the bias voltage of ±8 mV, ±5 mV and ±4 mV. (c)(e) Same as (b)(d) but with smaller
contrast and energy scale in which in-gap feature can be well distinguished. Vertical purple dashed lines mark the
bias voltage of ±2 mV and ±1.35 mV. (f)-(j) | (d2I/dV 2|V >0 − d2I/dV 2|V <0) | maps of bias 8.0 mV, 5.0 mV,
4.0 mV, 2.0 mV and 1.35 mV showing the distribution of out-gap (f-h) and in-gap (i-j) feature.
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Figure 4.40: Tip distance dependence of in-gap states of line 1 "0B"Fe−DBrDPPmolecules. (a) Topography
image showing "0B" molecular row 1 on which four successive "0B" molecules are labeled by 1a, 1b, 1c and 1d
in opposite direction along the arrow. (b)-(d) Stacking plot of point SIS dI/dV spectra along the blue arrow 1
in (a)(Setpoint: 150 mV, 100 pA, −75/ − 150/ − 300 pm). Semi-transparent blue rectangles mark the region of
macrocycles of "0B" molecules.
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Figure 4.41: Tip distance dependence of in-gap states of line 2 "0B"Fe−DBrDPPmolecules. (a) Topography
image showing "0B" molecular row 2 on which four successive "0B" molecules are labeled by 2a, 2b, 2c and 2d
in opposite direction along the arrow. (b)-(d) Stacking plot of point SIS dI/dV spectra along the blue arrow 2
in (a)(Setpoint: 150 mV, 100 pA, −75/ − 150/ − 300 pm). Semi-transparent blue rectangles mark the region of
macrocycles of "0B" molecules.
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Figure 4.42: Tip distance dependence of in-gap states of line 3 "0B"Fe−DBrDPPmolecules. (a) Topography
image showing "0B" molecular row 3 on which four successive "0B" molecules are labeled by 3a, 3b, 3c and 3d
in opposite direction along the arrow. (b)-(d) Stacking plot of point SIS dI/dV spectra along the blue arrow 3
in (a)(Setpoint: 150 mV, 100 pA, −75/ − 150/ − 300 pm). Semi-transparent blue rectangles mark the region of
macrocycles of "0B" molecules.
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Conclusion

In this thesis we have presented and discussed the results about correlated system where different
magnetic molecules are deposited on normal and superconducting metal surfaces. We have
focused our studies on the following two cases:

1. Fe−DPyDBrPP molecules on Au(111) surface.

2. Fe−DBrDPP molecules on superconducting Pb(110) surface.

In the first case we have reported the spin state switching between S = 1 and mixed-valence
states where the former one exhibits inelastic spin-flip excitation step signature in low-energy
spectrum while the latter one exhibits Abrikosov-Suhl or Kondo resonance at Fermi level. It has
been observed that the spin state configuration is controlled by the adsorption site of molecules
on Au(111) surface which induces charge fluctuation. We have also revealed in experiments
and DFT calculations that the direct consequence of charge fluctuation is to tune the energies
of two molecular frontier orbitals which are respectively closest to the Fermi level in positive
and negative energies. These two frontier orbitals are responsible for the low-energy spin ex-
citation that occurs near Fermi level. Under the condition of relative small charge fluctuation
two frontier orbitals are far from Fermi level the molecule has a well defined S = 1 spin state,
while under relative strong charge fluctuation these two orbitals can cross Fermi level, resulting
mixed-valence state configuration. By implementing tip manipulation, we have also succeeded
in applying a mediate charge fluctuation so that molecule can enter intermediate states. In this
case, two frontier orbitals can merge at Fermi level and become degenerate, the molecule will
then exhibit a Fano-like lineshape in low-energy excitation spectra as predicted by David Jacob
[17].

For the second case we have studied the S = 1 magnetic molecule on superconductor sur-
face. We have demonstrated the intimate relation between electronic properties and geometry of
molecule which is determined by molecule’s conformation, lattice mismatch and inter-molecular
interaction. We have found that depending on topographic character and coupling strength with
substrate, Fe−DBrDPP molecules on Pb(110) surface can be roughly categorized into three
ordering "4mer", "0B" and "1B". "4mer" molecules exhibit only out-gap inelastic spin-flip exci-
tation signature in low-energy spectra while "0B" and "1B" molecules exhibit two in-gap Shiba
states. Both Shiba states are in Kondo-screened regime and originate from different molecu-
lar orbitals, one exhibit strong electron-component delocalization pattern in spectroscopic maps
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while the other strictly localizes on macrocycle of the molecule for both hole- and electron com-
ponents. Furthermore we have also discovered that the local geometry of molecule also plays
an important role in molecule’s electronic properties. For "1B" molecule, local geometry (lat-
tice mismatch) can induce charge fluctuation resulting Type2 "1B" molecule which molecular
orbital localizes at center become quenched and low-energy excitation can no more be observed.
While for "0B" molecule, local geometry (inter-molecular interaction) can make "0B" molecule
extremely sensitive to local environment, thanks to which we are able to observe the evolution
of out-gap SF feature to in-gap Shiba feature under tip interaction. Impressively the evolution
process resolved in spectroscopic maps behave as continuous opening/closing of bubble shape
and we also observed an intermediate regime where both in-gap and out-gap feature coexists,
such exotic behavior has also been reported in a S = 3/2 molecular system [103].

The results we have presented in this thesis should help us better understand the relation be-
tween porphyrin-based spin-1 molecule’s geometry(adsorption site, conformation, lattice mis-
match and inter-molecular interaction) and its electronic properties on different metal surfaces.
The emerging geometry-induced charge effect observed in both systems could possibly be uti-
lized for spin state control which is essential for developing molecular spintronic devices. Further
work of studying porphyrin-based molecule consisting of different ligands and center transition
metals on different metal surfaces can be implemented. For example the deposited covalently
bonded Fe−DPyDBrPP molecular chain on a more chemically active silver surface can pos-
sible become a Kondo chain and develop inter-molecular spin-spin interaction. Additionally
STM tip assisted artificial on-surface covalent bond formation is also worth trying where we
can apply voltage pulse to molecules to dissociate bromine atoms and artificially form covalent
bond dimer. For example in "4mer" Fe−DBrDPP lattices two bromine atoms of neighbor
molecules are very close which could be dissociated simultaneously by voltage pulse and form
covalent bond.
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MOTS CLÉS

Supraconductivité, états Yu-Shiba-Rusinov, spectroscopie à effet tunnel, microscopie à effet tunnel, effet

Kondo, excitation inélastique par retournement de spin, Au(111), Pb(110), impureté magnétique, molécule

magnétique, réseaux moléculaires auto-assemblés, fluctuation de charge, anisotropie magnétique, système

corrélé.

RÉSUMÉ

La réalisation de nouveaux états quantiques tels que les états topologiques a suscité une grande attention dans les études

actuelles sur la matière condensée. Une façon prometteuse d’induire des propriétés topologiques est de construire des

assemblages d’impuretés magnétiques à la surface des supraconducteurs conventionnels, ce qui a déjà été largement

mis en œuvre et a donné des résultats fructueux. Dans cette thèse, nous avons utilisé la microscopie et la spectroscopie

à effet tunnel pour étudier les assemblages de molécules magnétiques auto-organisés sur des surfaces normales et

supraconductrices. Grâce aux propriétés uniques des molécules organiques à base de porphyrine, nous avons réussi à

contrôler l’état magnétique d’une molécule S = 1 sur la surface Au(111) par effet de fluctuation de charge, ce qui ouvre

une nouvelle perspective sur le comportement de valence mixte d’un aimant quantique. Nous avons également révélé la

présence de différents régimes pour une molécule S = 1 sur une surface supraconductrice de Pb(110), où la molécule

peut présenter des états Yu-Shiba-Rusinov dans le gap, une excitation de retournement de spin inélastique dehors le

gap ou la coexistence de ces deux. Nos résultats montrent comment les molécules magnétiques à base de porphyrine

modifient leurs propriétés magnétiques sur différentes surfaces, ce qui aidera la communauté à mieux comprendre ce

sujet.

ABSTRACT

Realisation of novel quantum states such as topological states has drawn great attention in present condensed matter

studies. One promising way to induce topological properties is to build magnetic impurity assemblies on the surface of

conventional superconductors, which has already been widely implemented and produced fruitful results. In this thesis

we have used scanning tunneling microscopy and spectroscopy to study self-organized magnetic molecule assemblies

on normal and superconductor surfaces. Because of the unique properties of porphyrin-based organic molecules, we

succeed in controlling magnetic state of a S = 1 molecule on Au(111) surface by charge fluctuation effect, which opens

a new sight into mixed-valence behavior of a quantum magnet. And we have also revealed the presence of different

regimes for a S = 1 molecule on superconducting Pb(110) surface where the molecule can exhibit in-gap Yu-Shiba-

Rusinov states, out-gap inelastic spin-flip excitation or the coexistence of them. Our results show how porphyrin-based

magnetic molecules change their magnetic properties on different surfaces, which will help the community to have a better

understanding on this topic.

KEYWORDS

Superconductivity, Yu-Shiba-Rusinov bound states, scanning tunneling spectroscopy, scanning tunneling mi-

croscopy, Kondo effect, inelastic spin-flip excitation, Au(111), Pb(110), magnetic impurity, magnetic molecule,

self-assembled molecular lattices, charge fluctuation, magnetic anisotropy, correlated system.
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