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Abstract
Infrared metamaterials have been used in a wide range of applications, such as radiative cooling,
photo-detection, and solar cell design. The building blocks of these materials are subwavelength
structures that exhibit many interesting antenna effects, namely, directional emission, spectral
selectivity, and high field confinement. The study of the intrinsic radiative properties of these
subwavelength structures is a crucial step toward the optimization of the optical response of
large-scale metasurfaces. Traditionally, investigating the radiative properties of individual sub-
wavelength structures has, for the most part, been rather elusive due to their inherently weak
electromagnetic radiation. In the mid-infrared spectral range, one is also met with overwhelming
background radiation.

In this thesis, we push the limits of various highly sensitive techniques, such as infrared
spatial modulation spectroscopy, and scattering-scanning near-field optical microscopy, to probe
the intrinsic mid-infrared electromagnetic radiation of single- or few-element subwavelength
structures. A potpourri of subwavelength devices is examined and discussed, spanning a broad
continuum, from passive dielectric and plasmonic antennas to electrically biased graphene field-
effect transistors. The fundamental properties and interactions associated with these structures
are elaborated, with special emphasis being placed on the influence of geometrical and material
properties on the near- and far-field response. The results presented in this thesis and the
discussion therein are of particular interest to light applications in which a tailoring of the
mid-infrared spectrum at the subwavelength scale is required.

Keywords: Subwavelength, mid-infrared, antennas, near-field, far-field, surface polaritons
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Résumé
Les métamatériaux infrarouges ont été utilisés dans un large éventail d’applications, telles que
le refroidissement radiatif, la photodétection et la conception de cellules solaires. Les éléments
constitutifs de ces matériaux sont des structures de taille sub-longueur d’onde qui présentent
de nombreux effets d’antenne intéressants, à savoir une émission directionnelle, une sélectivité
spectrale, ainsi qu’une exaltation du confinement du champ. L’étude des propriétés radiatives
intrinsèques de ces structures sub-longueur d’onde est une étape cruciale vers l’optimisation de
la réponse optique des métasurfaces à grande échelle. Traditionnellement, l’étude des propriétés
radiatives des structures individuelles sub-longueur d’onde est extrêmement difficile en raison de
leur rayonnement électromagnétique intrinsèquement faible. Dans la gamme spectrale du moyen
infrarouge, le rayonnement du fond est dominant.

Dans cette thèse, nous repoussons les limites de diverses techniques hautement sensibles,
telles que la spectroscopie à modulation spatiale infrarouge et la microscopie optique en champ
proche à pointe diffusante, pour sonder le rayonnement électromagnétique intrinsèque dans le
moyen infrarouge de structures sub-longueur d’onde composées d’un ou plusieurs éléments. Un
pot-pourri de dispositifs sub-longueur d’onde est examiné et discuté, couvrant un large spectre
allant, des antennes diélectriques et plasmoniques passives aux transistors à effet de champ en
graphène polarisés électriquement. Les propriétés fondamentales et les interactions associées
à ces structures sont élaborées, avec un accent particulier mis sur l’influence des propriétés
géométriques et des matériaux sur la réponse en champ proche et lointain. Les résultats présentés
dans cette thèse et la discussion associée sont d’un intérêt particulier pour les applications
photoniques dans lesquelles une adaptation du spectre moyen infrarouge à l’échelle sub-longueur
d’onde est requise.

Mots clés : Sub-longueur d’onde, moyen infrarouge, champ proche, champ lointain, antennes,
polaritons de surface
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3.1 Schematic illustration of different scanning near-field optical microscopy (SNOM)
techniques reproduced from ref. [6]. (a) Aperture on an opaque plate. (b) Aper-
ture at the end of a coated optical fiber. (c) Apertureless- or scattering-SNOM
with a laser-illuminated metallic tip. The opening or the tip is much smaller than
the wavelength λ. The electric field is highly collimated in the near-field within
a distance of λ and diverges as the distance increases. . . . . . . . . . . . . . . . 51

3.2 Finite-difference time-domain (FDTD) simulations of the electric field enhance-
ment, |E|/|Ein|, in the near-field of a scattering tip illuminated by a laser beam
with an incident field amplitude |Ein|. The laser beam is considered to be a
monochromatic Gaussian beam with λLaser = 10.6 µm that is focused onto the
tip with a focusing objective of numerical aperture, NA = 0.46. The incident field
Ein is polarized along the z-axis and the wavevector kin giving the direction of
propagation of the field is angled at 60◦ from the z-axis. The tip apex is assumed
to have a radius of curvature a = 30 nm. Panel (a) shows the simulation result
for a platinum (Pt) tip with εPt = −1450.7+1051i and panel (b) shows the result
for a silicon (Si) tip with εSi = 11.7. Further details on the FDTD simulations
presented in this figure can be found in Appendix B. . . . . . . . . . . . . . . . . 52

3.3 (a) Geometry and definitions for the discussion of light scattering from the tip–sample
region. The tip and sample are illuminated by an incident field Ei and a scattered
wave Es is produced so that the total field after scattering is given by E = Ei+Es.
The tip and sample are described by the dielectric susceptibilities χ(r) and η(r),
respectively. (b-e) Different types of nanoscale microscopy techniques categorized
according to the leading term in the Born series. Reproduced from ref. [7]. . . . . 53

3.4 (a) Image of the commercial NeaSpec s-SNOM setup. All the optics are enclosed
within a compact box setup in order to minimize perturbations that can be in-
troduced to the tip from the environmental conditions of the experimental room.
The particular configuration that is shown here has two modules: a near-field
imaging module (left side) and a near-field spectroscopy module (right side), also
known as nano-FTIR. (b) Sketch of the optical setup of the s-SNOM in the back-
scattering configuration. Depending on which module is used, either a single
wavelength tunable quantum cascade laser (QCL) or a broadband laser is used
as the light source. The abbreviations used in panel (b) are: beam splitter (BM)
and reference mirror (RM). Courtesy of Neaspec GmbH. . . . . . . . . . . . . . . 55
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3.5 (a) Sketch of a beam of length L and diameter 2R fixed at one end and allowed
to oscillate freely on the other. (b) A diagram representing the feedback loop
employed in scanning probe microscopy such as s-SNOM to establish and main-
tain contact with the sample surface. This is done by measuring an interaction
signal that is compared to an externally defined setpoint. Ideally, the measured
interaction signal should correspond to the externally defined setpoint when the
tip is in contact. The speed and stability of the feedback loop depend on the
parameters of the controller G(ω). (c-f) Resonance of a vibrating beam. The
amplitude x0(ω) (panel (c)) and phase φ(ω) (panel (d)) of a beam driven at a
frequency ω. As the beam-end starts to interact with a sample surface, the reso-
nance shifts and the amplitude drops. (e) and (f) show the amplitude and phase
at frequency ω = ω0 as functions of the distance d between the beam-end (tip)
and the surface. The distance range over which the amplitude and phase vary
depends on the interaction area (tip sharpness). Reproduced from ref. [7]. . . . . 56

3.6 Nano-FTIR spectroscopy of SiC. (a) amplitude, (b) phase, (c) real part, and
(d) imaginary part of the near-field signal on SiC, SSiC

3 = sSiC
3 eiϕSiC

3 , normalized
to the signal of a reference Si substrate, SSi

3 = sSi
3 e

iϕSi
3 . The detected signal is

demodulated at the 3rd harmonic. Tapping parameters: tip oscillation frequency,
Ω = 241 kHz, and tapping amplitude, ∆z = 55 nm. . . . . . . . . . . . . . . . . 58

3.7 (a) Schematic representation of the tip above a sample surface and its image in
the sample. (b) and (c) Representation of the point dipole approximation [12],
in which the tip and its image are replaced by two spherical particles of dipole
moments p and p′, respectively, and radius a. The applied electric field, Ein, is
assumed to be perpendicular to the sample surface in panel (b) and parallel to it
in panel (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.8 Effective polarizability amplitude at λ = 10.6 µm for a platinum (Pt) tip of radius
a = 30 nm, at a distance ztip = z above SiC and Au, normalized by that of a Si
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enhanced (about ten times more) above SiC as compared to that of Au, which acts
as a mirror in the mid-infrared (see Fig. 2.3 (b)). Solid lines correspond to field
polarization perpendicular to the sample surface, while dashed curves correspond
to parallel field polarization. For both SiC and Au, the amplitude ratio is larger
for the perpendicular field polarization. . . . . . . . . . . . . . . . . . . . . . . . 61

3.9 Absorption (Cabs) and scattering (Cscat) cross-sections at λ = 10.6 µm of (a) a Pt
tip and (b) a Si tip (a = 30 nm), above Au (green curves) and Si (blue curves).
Solid lines correspond to electric field polarization perpendicular to the surface,
while dashed lines correspond to the parallel polarization. Optical constants:
εPt = −1450.7 + 1051i, εAu = −4680 + 1674.5i, and εSi = 11.7 + 0.00084i. . . . . 63

3.10 (a) Geometry of the finite-dipole model. Reproduced form ref. [21]. (b) Compari-
son between the normalized s-SNOM amplitude, sSiC

3 /sSi
3 , presented in Fig. 3.6 (a)

above SiC and the corresponding fit result from the finite-dipole model (Eq. (3.20)).
Fit parameters: a = 20 nm, L = 300 nm, and g = 0.7e0.18i. The optical constants
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3.11 (a) Microscope image (×10 magnification) showing the exfoliated hBN flakes on
the SiO2 substrate. The substrate consists of a 285 nm SiO2 layer on top of a bulk
Si layer. (b) Normalized amplitudes of the nano-FTIR spectra measured on an
hBN flake (such as the one encircled in panel (a)) and on the SiO2 substrate next
to the flake, demodulated at the 3rd harmonic of the tip oscillation frequency.
The amplitudes are normalized by the nano-FTIR amplitude of a reference Si
sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.12 (a) Sketch of the three-layer geometry used in the extension of the finite-dipole
model to a multi-layer sample. Reproduced from ref. [21]. (b) Comparison be-
tween the normalized amplitude of the nano-FTIR spectrum measured on the
SiO2 substrate and the corresponding amplitude obtained from the three-layer
finite-dipole model (panel (a)) with ε1 = 1, ε2 = εSiO2 , ε3 = εSi = 11.7, and
d = 285 nm. (c) and (d) Same as panel (b) but for hBN. Here the finite-
dipole model result is obtained by taking ε1 = 1, ε2 = εhBN, ε3 = εSiO2 , and
d = 10 nm.Panel (c) shows the fit result for w1 = 1 and w1 = 5 in Eq. (3.24),
while panel (d) shows the result of the fit with w1 = w2 = 1. . . . . . . . . . . . . 67

3.13 Dispersion curves of the HPhP modes of the air/hBN/SiO2 multi-layer structure
of Fig. 3.12 (c) visualized from the maxima of the imaginary part of the reflection
coefficient of the structure for p-polarized waves, given by Eq. (2.76). Panel (a)
shows type I HPhP branches and panel (b) shows the type II branches. The black
dashed lines show the limits of the two Reststrahlen bands of hBN. . . . . . . . 69

3.14 (a) Schematic illustration of the IR-SMS technique. The inset on the left shows
a microscope image of a sub-λ square patch antenna over a uniform background
substrate. The antenna is optically conjugated with the active area of the detec-
tor and a piezoelectric translation stage is used to modulate its position in the
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system shown here is given by M = f2/f1. . . . . . . . . . . . . . . . . . . . . . 71

3.15 (a) Scanning electron microscope (SEM) image of a square patch metal-insulator-
metal (MIM) antenna of side w = 2 µm. MIM antennas will be discussed in
greater detail in chapter 4. (b) and (c) Spatial scans of the signal of the single
antenna of panel (a), demodulated at the 1st and 2nd harmonic, respectively. . 73

3.16 (a) Uncalibrated spectra of the thermal emission of a reference blackbody sample
at variable temperature T . (b) Spectral response function (rν) of the optical
setup computed from Eq. (3.36). (c) Measured blackbody spectra of panel (a)
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ν) and (d) their corresponding Planck blackbody
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3.17 (a) Sketch representing the scattering of thermally excited surface polaritons by
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3.18 Finite-element method (FEM) calculations of the cross-sections of a gold disk
in air. (a) & (d) Absorption cross-section (Cabs). (b) & (d) Scattering cross-
section (Cscat). (c) & (f) Extinction cross-section (Cext = Cabs + Cscat). The top
panels correspond to the electric field incident upon the disk from the top and the
bottom panels are for electric field incident upon the disk from the side (see insets
of panels (a) and (d)). Details on FEM simulations can be found in Appendix A. 79

3.19 Far-field characterization of the near-field thermal radiation scattered by a single
sub-λ Au disk (diameter, d = 2 µm) on a SiC substrate. The far-field signal is
detected using the IR-SMS technique and normalized to the response of a reference
blackbody sample. (b) IR-SMS spectra of the scattered near-field signal as a
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took the difference of the two. The green-shaded regions mark the Reststrahlen
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3.20 (a) Microscope image (×50 magnification) showing two 50-nm-thick hBN flakes,
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3.22 (a) Schematic illustration of the optical setup used to perform far-field opti-
cal characterization with a chopper. The setup is equivalent to that shown in
Fig. 3.14 (a), except that the lateral modulation of the sample is replaced by the
optical chopping of the light that is collected from the sample by the blades of
the chopper. (b) Normalized far-field spectra, measured with the setup of panel
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3.23 (a) Schematic illustration of an IR-SMS measurement of a single sub-λ sphere.
(b-e) Measured IR-SMS thermal radiation spectra of single sub-λ SiO2 spheres
on a gold substrate (solid curves, left axis, normalized to 1), along with FEM
simulations of their absorption cross-section (Cabs, dotted curves, right axis), for
ro = 1, 1.5, 2, and 2.5 µm. The dashed vertical line marks the spectral position
of the transverse optical phonon resonance frequency (ωT O) in SiO2. The plotted
FEM spectra correspond to the absorption cross-section (Cabs) of the sphere on
gold, simulated with unpolarized light, averaged for incident angles from 10 to 30◦

(see Appendix A for more details). The insets show visible microscope images
of the measured spheres, taken using a ×50, NA=0.55 visible objective. The
left inset of panel (b) shows the simulated electric field enhancement |E|/|E0|,
where |E0| is the amplitude of the incident electric field (incident at 20◦ from the
normal), calculated at the peak of the absorption cross-section, in the xz-plane
for a sphere with ro = 1 µm on a gold surface. The white dashed line indicates
the intersection of the gold substrate with the sphere. . . . . . . . . . . . . . . . 86

3.24 (a) Simulated distribution of the electric (−→E ) and magnetic (−→H ) fields inside
an SiO2 sphere of radius ro = 1 µm, in vacuum (for electric field incident into
the page and polarized along x) at the maxima of the peaks indicated by the
markers in panel (c). They correspond to the electric dipole (star), magnetic
dipole (circle), and electric quadrupole (asterisk) modes of the sphere. (b) Real
(ε′

SiO2
), and imaginary (ε′′

SiO2
) parts of the dielectric function of SiO2, taken from

ref. [24]. The blue shaded region indicates the Reststrahlen band between the
transverse (ωTO) and the longitudinal (ωLO) optical phonon frequencies in which
the real part of the dielectric function is negative. (c-f) Mie theory calculation of
the absorption cross-section of SiO2 spheres in vacuum, of radii (c) ro = 1 µm,
(d) ro = 1.5 µm, (e) ro = 2 µm, and (f) ro = 2.5 µm, along with the individual
contributions of the first few electric and magnetic modes to the absorption cross-
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3.25 (a) Sketch of the sphere and image sphere charges, induced by the gold substrate,
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indicates the maximal calculated field enhancement near the point of intersec-
tion between the sphere and the gold substrate. The white dashed line indicates
the intersection of the gold substrate with the sphere. (c) Calculated absorption
cross-section at the surface and low-frequency virtual modes of an SiO2 sphere
with ro = 2.5 µm on Au, for unpolarized light incident at various angles θ, as
sketched in the inset. (d) Electric field enhancement plots of an SiO2 sphere with
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3.26 (a) Measured thermal radiation spectrum of a single PTFE sphere with ro =
1.5 µm on a gold substrate (solid curve, left axis) and its corresponding simulated
absorption efficiency (Cabs/πr
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o , dotted curve, right axis) for unpolarized light

averaged over various angles of incidence from 10 to 30◦ from the normal. (b)
Mie theory calculation of the absorption efficiency of PTFE spheres, in vacuum,
of various radii ro. (c) Real (ε′

PTFE) and imaginary (ε′′
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4.1 (a) Sketch of a one-dimensional metal-insulator-metal cavity. The surface plasmon-
polariton modes propagating at each interface (drawn in red) are weakly coupled
for a thick cavity (td ≫ λ, panel (b)) and are strongly coupled for a narrow cavity
(td ≪ λ, panel (c)). (d) Same as panel (c) except that one of the metallic layers
has a finite length w. Reproduced from ref. [14]. . . . . . . . . . . . . . . . . . . 99

4.2 (a) Cross-sectional view of a square-patch MIM antenna, showing a p-polarized
electric field of amplitude |EP |, that is incident from the top at an angle θ. (b)
Top view of the antenna. (c) Real (nZnS) and imaginary (kZnS) parts of the
index of refraction of the insulator layer of the antenna, which consists of zinc
sulfide (ZnS). The average value of the index of refraction of ZnS in the spectral
range considered here is nZnS = 2.21 + 0.003i. Optical constants taken from
ref. [16]. (d) Fabry-Perot phase matching condition for the fundamental resonant
mode (m = 1), λres

1 = 2ñeffw (neff = ñeff + ik̃eff), of the antenna sketched in
panels (a) and (b) with w = 1.65 µm. The fundamental resonance mode occurs
at λres

1 = 8.88 µm. (e) Finite-difference time-domain simulation of the electric
field enhancement (|E|/|EP |) in the near-field of the square patch MIM antenna
with w = 1.65 µm, computed at one of the ends of the patch in the xz-plane at
λ = 8.88 µm for normal incidence (θ = 0◦). (f) Electric field enhancement of the
antenna in the xy-plane 30 nm above the patch at λ = 8.88 µm. Further details
on the FDTD simulations presented here can be found in Appendix B. . . . . . . 101

4.3 (a) & (b) Finite-element method simulations of the cross-sections of the MIM
antenna of Figs. 4.2 (a) and (b) with w = 1.65 µm, for θ = 0 and 60◦. (c) & (d)
Radiation pattern of the MIM antenna at resonance (λ = 8.88 µm) for p- and s-
polarized light. Further details of the simulation methods used here can be found
in Appendix A. Legend: black, absorption cross-section (Cabs); red, scattering
cross-section (Cscat); blue, extinction cross-section (Cext). . . . . . . . . . . . . . 102

4.4 (a) Topography of a 1.65 × 1.65 µm2 square-patch MIM antenna. (b) Amplitude
(|E|) and (c) phase (ϕ) images of the near-field optical signal of the patch antenna
of panel (a), demodulated at the 3rd harmonic of the tip oscillation frequency. The
slight asymmetry in the field distribution arises from the oblique illumination used
in the measurements. (d) Sketch illustrating the illumination configuration used in
panels (b) and (c). A p-polarized quantum cascade laser source (ω = 1126 cm−1)
is used with an incidence angle of 60◦. The projection of the incident electric field
onto the antenna in the xy-plane is indicated by the double arrow marked by EP .
(e) Amplitude and (f) phase from the finite-difference time-domain simulations
corresponding to the measurements in panels (b) and (c), computed in the xy-
plane 30 nm above the antenna. The color bar in panel (e) is scaled for better
agreement with panel (b). The maximal values of the amplitudes of the electric
field components in the x, y, and z-directions were found at the vertices of the
patch and are given by: max(|Ex|) = max(|Ey|) = 16.44 V/m and max(|Ez|) =
20.23 V/m. (g) Normalized amplitude of the nano-FTIR spectrum measured
at the vertex of the patch marked with a star in panel (b). The spectrum is
normalized to that of a reference Si sample and the result is shown for the 4rth

harmonic. The inset shows the simulated electric field enhancement at resonance
in the xy-plane 30 nm above the antenna. The far-field absorption spectrum of
the same antenna is shown in Fig. A8 of the appendix. . . . . . . . . . . . . . . . 103
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4.5 (a) Sketch of a MIM stack consisting of the following layers from top to bottom:
Au(50 nm)/SiO2(180 nm)/Au(200 nm), where the layer thickness is indicated
between parenthesis. The top Au layer is a sub-λ square patch of side w. (b)
Normalized IR-SMS spectra of the single nanoantenna sketched in panel (a) for
different widths w. (b) FDTD simulations of the absorption cross-section (nor-
malized by the maximal value) corresponding to the measurements of panel (b).
(d) Phase-matching condition for the MIM antenna fundamental resonance mode
(λres

1 ) and effective extinction coefficient k̃eff. (e) Calculated intensity maps inside
the cavity of a MIM nanoantenna (dashed outline) for the two resonances denoted
by the markers in (c). The white scale bars correspond to 1 µm. Reproduced
from ref. [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.6 (a) Schematic illustration of the BiMIM geometry and IR-SMS technique. The
sample consists of a transparent Si substrate on top of which a 200 nm-thick
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4.7 (a) Measured thermal emission spectra of the BiMIM structure for different gap
size g. (b) FDTD calculations of absorption cross-sections for normally incident,
unpolarized illumination, corresponding to the measurements. The inset shows
a sketch of the dimer geometry showing two of the hybrid modes of the BiMIM,
for electric field polarizations parallel (E∥) and perpendicular (E⊥) to the dimer
axis. The positive and negative signs indicate the surface charge distribution. . . 107

4.8 (a) Measured thermal emission and (b) calculated emission cross-section of the
BiMIM structure with g = 100 nm for polarized thermal emission. (c) Plots of
the z-component Ez of the electric field in the xy-plane at the top of the square
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(iv) in panel (b). The double arrow indicates the electric field polarization in each
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.9 (a) Simulated absorption cross-section for unpolarized light for the considered
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4.10 (a) Sketch of the s-SNOM configuration used for the mapping of the near-field of
a 3 × 3-patch MIM antenna. The antenna consists of a stack with the following
layers from top to bottom: Au (40 nm)/ZnS (270 nm)/Au (200 nm), where the top
layer comprises nine patches of width w = 1.65 µm, placed in a 3×3 configuration
with a gap of 100 nm (see Appendix G for details on sample fabrication). (b)
Scanning electron microscope (SEM) image of the 3 × 3-patch MIM antenna.
Courtesy of Christophe Dupuis from C2N. See Fig. A6 for more details. (c-g)
Near-field images of the measured amplitude of the s-SNOM signal demodulated
at the 3rd harmonic and their corresponding FDTD simulations at the resonance
frequencies indicated by the markers in panel (i). The simulation results were
computed in the xy-plane 30 nm above the Au patches of the antenna, i.e., at
the average height of the tip in our experiment (∆z ≈ 60 nm). (e) Atomic force
microscope (AFM) image showing the topography of the 3×3-patch antenna. (h)
Projection of the p-polarized incident field onto the antenna in the xy-plane. (i)
FEM simulation of the extinction cross-section of the antenna for a p-polarized
field incident as sketched in the inset. . . . . . . . . . . . . . . . . . . . . . . . . 111

4.11 (a) Amplitude (|E|), (b) phase (ϕ), and (c) real part (Re{E} = |E| cosϕ) of the
near-field of the antenna, mapped at 940 cm−1. The real part of the electric field
shows that charges of opposite sign are present at the patch edges separated by
the nanometric gap (100 nm). (d-f) FDTD simulations corresponding to panels
(a-c). The antenna is illuminated from the bottom left corner of the panels with
p-polarized light incident at 60◦ from the normal to the surface. The projection
of the incident field onto the antenna is indicated by the double arrows in panels
(a) and (d). The scale bars correspond to 2 µm. . . . . . . . . . . . . . . . . . . 113

4.12 (a) & (b) Far-field response of the 3 × 3-patch MIM antenna versus angle of
incidence θ sketched in panel (c). The blue curves correspond to focused micro-
scope reflectivity (Bruker Hyperion) spectra of the antenna, each measured with
a Cassegrain objective with a different angular collection interval (θ ≈ 10 − 24◦

for (a) and θ ≈ 33 − 52◦ for (b). The red curves are FEM simulations of the
extinction cross-section (Cext) of the antenna averaged at three different values of
θ within the collection interval of the objective. The two resonance modes of the
antenna are marked with the letters "A" and "B" in panel (b). The dips in the
reflectivity spectra correspond to the maxima of Cext. (c) Sketch depicting the
incident (Einc) and scattered (reflected, Escat) fields in the experiment. A broad-
band unpolarized globar source is used as the illumination. The same objective
is used to focus the incident field onto the antenna and collect its scattered field.
A diaphragm is also employed to restrict the field of view of the detector to a
50 × 50 µm2 region of the sample. A reference measurement is first performed
on a part of the sample with no patterns, giving the intensity of the incident
field Iinc. This is followed by a measurement with the antenna in the focus of
the objective, giving the intensity Iscat. The reflectivity is then found from the
ratio R = Iinc/Iscat. (d-f) FDTD simulations of the electric field enhancement
|E|/|EP |, where EP is the p-polarized incident field sketched in Figs. 4.10 (h)
and (i), calculated in xy-plane 30 nm above the patches for the two modes A and
B as a function of increasing angle θ. . . . . . . . . . . . . . . . . . . . . . . . . . 114
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4.13 Simulations of the MIM antenna of Fig. 4.10 (a) but with a top layer consisting
of only two patches separated by a gap of 100 nm (BiMIM geometry). (a) FEM
simulations of the extinction cross-section of the BiMIM structure for two angles
of incidence (θ = 0◦ and 60◦.) as sketched in the inset. The dashed vertical line
marks the spectral position of the fundamental resonance mode of a single square
patch of the shown BiMIM structure. (b) & (c) FDTD simulations of the electric
field enhancement, |E|/|EP |, computed in the xy-plane 30 nm above the BiMIM
structure at the resonance frequency ω = 1037 cm−1. . . . . . . . . . . . . . . . 116

4.14 (a) Topography of 3 × 3-patch antennas with a missing element. (b) Measured
and (c) computed near-field images of the antennas, mapped at the resonances
indicated by arrows in panel (d), and their corresponding FDTD simulations.
The antenna is illuminated by p-polarized light from the bottom left corner of the
panels with an incidence angle of 60◦ with respect to the normal to the surface.
The double arrow in the top panels of columns (b) and (c) indicates the pro-
jection of the incident field polarization onto the antenna. (d) FEM simulations
of extinction cross-section spectra of the antennas for p-polarized light incident
at 60◦ with respect to the normal to the surface. The corresponding extinction
spectra at smaller angles are shown in Fig. A13. . . . . . . . . . . . . . . . . . . 117

5.1 Depiction of the density of states for various quasi-particles (reproduced from
ref. [13]). (a) Charge carriers in condensed matter physics are usually described
by the Schrödinger equation with an effective mass m∗ that is different from the
free electron mass (Ĥ and p̂ are the Hamiltonian and momentum operators, re-
spectively). The effective mass approximates the effect of the particle’s potential,
which in general may take a very complicated form. (b) Relativistic particles
in the limit of zero rest mass follow the Dirac equation, where c is the speed
of light and σ⃗ is the Pauli matrix. (c) Charge carriers in graphene are called
massless Dirac fermions and are described by a 2D analog of the Dirac equa-
tion, with the Fermi velocity vF ≈ 106 m/s playing the role of the speed of light
and a 2D pseudo-spin matrix describing two sub-lattices of the honeycomb lat-
tice. Similar to the real spin that can change its direction between, say, left and
right, the pseudo-spin is an index that indicates on which of the two sub-lattices
a quasi-particle is located. The pseudo-spin can be indicated by color (e.g, red
and green). (d) Bi-layer graphene provides us with yet another type of quasi-
particles that have no analog. They are massive Dirac fermions described by a
rather bizarre Hamiltonian that combines features of both Dirac and Schrödinger
equations. The pseudo-spin changes its color index four times as it moves among
four carbon sub-lattices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.2 Examples of visible light incandescent emission from graphene devices under bias:
(a-b) suspended graphene (ref. [26]), (c-e) hBN encapsulated graphene (ref. [27]),
and (f-h) hBN-encapsulated graphene with a constriction in the center of the
channel (ref. [28]). The images in (b), (d), and (g) are microscope images of the
visible light emission of the device under bias. Panels (b), (e), and (h) show the
visible light emission spectra of the device under bias (dots), which are fitted
by appropriately modeling the Planck blackbody emission of the device (solid
curves). The fits provide estimates of the electron gas temperature Te (legend
keys). Notice that a significantly large electric field must be applied across the
channel to bring about the visible light emission from these devices. In panel (d),
for instance, the applied electric field is as large as 6.6 V/µm for a channel that
is 6 µm in length and 3 µm in width. . . . . . . . . . . . . . . . . . . . . . . . . 125
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5.3 (a) Schematic illustration of the geometry of a high-mobility field-effect transistor
(HGFET). A mono-layer graphene is encapsulated between two hBN layers, that
are placed on a back-gate layer. The top hBN layer is etched, revealing the
two ends of the graphene layer. Gold/chromium pads are then evaporated onto
the etched regions, creating the source and drain electrodes of the transistor.
The region between the two electrodes forms the transistor’s channel with an
area given by A = L × W , where L and W are the channel length and width,
respectively. See Appendix K for more details on the device fabrication process.
(b) Three-dimensional sketch of a typical HGFET with a back-gate consisting
of an SiO2/Si substrate. (c) Microscope image of an hBN-encapsulated HGFET
with a channel area A = L × W ∼ 35µm × 35µm on an SiO2/Si back-gate
(the transistor’s graphene channel is indicated by a black box). The mono-layer
graphene is encapsulated between a 65 nm-thick hBN layer from the bottom and
an 82-nm-thick hBN layer from the top. The estimated electron mobility of this
transistor is 60, 000 cm2/V.s at room temperature with a contact resistance of
250 Ω. (d) Zoom of the layers forming the encapsulated graphene transistor of
panel (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.4 (a) Low-bias transfer curve of an HGFET measured at 300 K and Vds = 10 mV.
Right inset: Optical image of the transistor. (b) Transfer curves of the transistor
as a function of increasing bias voltage Vds. The dashed line is a guide for the
eye. The inset shows the evolution of the maximal channel resistance Rmax as a
function of increasing Vds. This indicates the evolution of the gate voltage Vg, at
which charge neutrality is reached, as a function of increasing Vds. (c) Non-linear
current density to voltage transfer curve (j = Ids/L vs Vds) for the hole-doped
regime. The gate voltage (and hence carrier density and Fermi energy) increases
linearly in the range Vg = [0,−14.7] V (shown in colors, black to red) so that
the hole density range is p = [0, 4.05] × 1012 cm−2, and EF = [0, 0.24] eV. (d)
Schematic representation of the non-linear interband current (red curve, constant
doping) and the intraband current (dashed curve). The intraband current satu-
rates rapidly due to the high electron mobility. However, beyond a threshold bias
VZK , the interband current originating from Zener-Klein tunneling processes (see
main text) becomes predominant so that the current saturation is compensated
for and an overall non-linear current behavior is observed as in panel (c). . . . . 129

5.5 Depiction of electronic distribution along a mono-layer graphene channel under
large bias. For a tunneling process with a characteristic coherence length, lcoh,
a threshold electric field Eth = |∆Etun|/elcoh is required for tunneling to occur,
where ∆Etun is the energy difference between the initial and final state. Zener-
Klein tunneling processes in graphene (represented by dashed green arrows) occur
with a coherence length lcoh ≡ lZK and |∆Etun| = 2EF . . . . . . . . . . . . . . . 131

5.6 Noise temperature versus Joule heating at various doping concentrations in a
bi-layer HGFET. Colors represent doping with respective carrier densities n = 0
(red), 0.18 (tangerine), 0.35 (orange), 0.53 (amber), 0.70 (yellow), 0.88 (chartreuse),
1.05 (green), 1.23 (turquoise), 1.40 (cyan), 1.58 (cerulean), 1.75 (blue), 1.93 ×
1012 cm−1 (dark blue). Reproduced from ref. [23]. . . . . . . . . . . . . . . . . . 134

5.7 Real part of the optical admittance (Z−1) of hBN (omitting the type I Reststrahlen
band) on two in-plane wavevector scales to illustrate the far field and HPhP
extension of radiation phase space. The impedance matching window in the
Reststrahlen has an upper bound at 2kF . Reproduced from ref. [23]. . . . . . . . 135

xx



List of figures

5.8 Transport and noise temperature of an hBN-supported bi-layer graphene tran-
sistor. (a) Current saturation and Zener–Klein regimes in a high-mobility bi-
layer graphene flake of dimensions L × W = 3.6µm × 3µm. The sample (up-
per inset) is deposited on a 200 nm-thick hBN flake acting both as a bottom
gate dielectric (capacitance per unit area Cg = 0.14 mF.m−2) and hyperbolic
phonon polariton radiator. Carrier density is tuned in the hole doping range –
n = 0 (red), 0.35 (orange), 0.70 (yellow), 1.05 (green), 1.40 (cyan), 1.75 (blue),
2.10 × 1012 cm−2 (purple). At low bias, intraband current dominates up to a
threshold field Esat = vsat/µ set by the saturation velocity vsat ≲ 3 × 105 m/s and
mobility µ ≳ 1 m2.V−1.s−1. At large bias, above a Pauli unblocking voltage VZK

(see Eq. (5.3)), the intraband current is fully saturated, and an additional cur-
rent arising from interband Zener–Klein tunneling with a constant conductance
σZK ≃ 0.45 mS sets in. The boundary between intraband and interband trans-
port regimes follows the theoretically expected behavior given by Eq. (5.7) (black
dashed line with the circles corresponding to theoretical values of current). (b)
Noise temperature TN = SI/4GdskB deduced from the microwave excess current
noise SI and the differential conductance Gds. Noise thermometry reveals a strik-
ing difference between the intraband and interband regimes with a super-linear
bias dependence characteristic of "hot" electrons (black dashed line) in the former,
dropping toward a linear dependence characteristic of the "cold" electron regime
in the latter. The theoretical value for the threshold between cooling and heating
due to electroluminescence is indicated by the staggered-dashed line. Reproduced
from ref. [23]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.9 (a) Simplified depiction of the phonon-assisted electron-hole recombination pro-
cess between the source and drain electrodes of a light-emitting diode, which
results in the cooling of the diode. (b) Optical power of a GaSb LED as a func-
tion of injected bias voltage Vsd. Courtesy of the manufacturer. The black cross
marks the sub-threshold bias voltage at which cooling due to the recombination
process illustrated in panel (a) occurs. . . . . . . . . . . . . . . . . . . . . . . . . 139

5.10 Penetration depth of HPhP branches in a 200 nm-thick hBN film for l ≤ 4. . . . 140
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5.11 (a) Depiction of the out-of-plane heat transfer in an HGFET with an SiO2 back-
gate. The subsequent mid-IR emission is represented by a red wavy arrow. (b)
Schematic illustration of the detection technique used for the characterization of
the optical signal (Popt, integrated over the full spectral range of the detector)
of an HGFET (inset, L × W = 35 × 35 µm2) due to the radiative emission
of the SiO2 back-gate. (c) Spectral radiance of the transistor for an applied
electric field E = Vds/L = 0.77 V/µm (Vg = 0 V), measured with the setup of
panel (b). The spectrum is subtracted by a reference measurement to remove
the contribution of the optical chopper to the detected signal. The spectrum
is then normalized by the response function of the setup (see subsection 3.2.1),
yielding the spectral radiance of the transistor. The blue-shaded region encloses
the Reststrahlen band of SiO2. (d) Spatial scan of the transistor’s optical signal.
The signal is most intense between the source and drain electrodes, indicating
that the emission originates from the transistor’s channel. (e) Optical signal as
a function of electrical bias. The white-dashed curve marks the threshold for
Zener-Klein tunneling. (f) Out-of-plane dissipated power (Pout) as a function of
electrical bias, computed from Pout = ∆TSiO2/Rth, where ∆TSiO2 ≃ 20 − 40 ◦C
and Rth ≃ 357 K.W−1 (see Appendix M). (g) Joule power (PJoule) as a function of
electrical bias. (h) Percentage giving the contribution of the out-of-plane cooling
mechanism to the total cooling power obtained from the ratio Pout

PJoule
= Pout

(Pout+Pin) ,
where Pin is the in-plane cooling power. . . . . . . . . . . . . . . . . . . . . . . . 142

5.12 (a) Comparison between the spectral radiance of a large HGFET (L × W =
35µm×35µm) under large electrical bias, before (Fig. 5.11 (c)) and after the ad-
dition of scatterers, marked with an asterisk and a star, respectively. (b) Spectral
radiance of a smaller HGFET (L×W = 9.2µm × 15.5µm, µ = 66, 000 cm2/V.s,
optical image in inset) as a function of increasing electrical bias E = Vds/L
(Vg = 0 V). (c) Evolution of the radiance of the hBN peak, marked by a diamond
in panel (b), as a function of the applied electric field E (black circles). The
experimental values are fitted to the spectral radiance of a Planck blackbody law
(blue triangles), given by SP = B(TNIR

e )4, where B is a fitting parameter and
TNIR

e is the temperature of electrons in graphene under bias. For the two points
shown here, we have (E, TNIR

e ) = (0.47 V/µm, 520 K) and (0.87 V/µm, 640 K). B
is determined by equating SP at E = 0.47 V/µm to the value of the hBN peak am-
plitude at the same point. The values for TNIR

e were obtained by characterizing the
transistor’s thermal radiation in the near-IR spectral range (λNIR = 1.4−1.6 µm)
as a function of electrical bias using an InGaAs near-IR camera. Courtesy of
Marin Tharrault from Laboratoire de Physique de l’Ecole Normale Supérieure
(LPENS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
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5.13 Mid-IR emission of an electroluminescent hBN-encapsulated HGFET with a gold
back-gate denoted by Flicker 160 (panel (b), inset). (a) Sketch of an hBN-
encapsulated HGFET with a gold back-gate. The dimensions (L, channel length;
W , channel width; tbhBN; thickness of bottom hBN layer, thickness of top hBN
layer, tthBN) and electron mobility (µ) of the transistor considered here are as
follows: L × W = 6µm × 10µm, tbhBN = 160 nm, tthBN = 45 nm, and µ ∼ 15 ×
104 cm2.V−1.s−1 (see Appendix L for more details). (b) Spectral radiance of the
Flicker 160 transistor under electrical bias (E = Vds/L = 0.84 Vµm−1) and by
heating the device with a hot plate, measured via IR-SMS. (c) Optical signal (Popt,
integrated over the full spectral range of the detector) of Flicker 160 as a function
of increasing electrical bias for three values of the doping concentration. The data
points show a super-linear dependence of the optical signal on the applied bias,
i.e., Popt ∝ E2 = V 2

ds/L
2. The green triangles correspond to Planck blackbody fits

of the experimental data, calculated from near-IR measurements of the electron
gas temperature of graphene under electrical bias (courtesy of Marin Tharrault
from LPENS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.14 Mid-IR emission of an electroluminescent hBN-encapsulated HGFET with a gold
back-gate denoted by InOut2 (panel (c), inset). The dimensions (L, channel
length; W , channel width; tbhBN; thickness of bottom hBN layer, thickness of top
hBN layer, tthBN) and electron mobility (µ) of this transistor are as follows: L ×
W = 20µm×8.5µm, tbhBN = 118 nm, tthBN = 67 nm, and µ ∼ 9×104 cm2.V−1.s−1

(see Appendix L for more details). (a) Joule power (PJoule) of the transistor as a
function of the applied electrical field E = Vds/L. (c) Scan of the optical signal
(Popt) of the transistor as a function of doping concentration n and applied electric
field. (c) Line scans at constant doping concentration from panel (b). . . . . . . 149

5.15 Fits of the mid-IR emission of the Flicker 160 and InOut2 transistors assum-
ing a super-linear dependence on E (panel (a)) and Vds (panel (b)). Symbols:
experimental data, solid lines: fits. . . . . . . . . . . . . . . . . . . . . . . . . . . 150

A1 Geometry used to simulate a single sub-λ antenna using the commercial FEM
solver of Maxwell’s equations, Comsol Multiphysics. The geometry is bounded
by perfectly matched layers (PMLs) of thickness λ/5 in all directions. . . . . . . ii

A2 Geometry used to simulate a single sub-λ antenna using the FDTD solver of
Maxwell’s equations, Lumerical Solutions. The geometry is bounded by perfectly
matched layers PMLs in all directions. The distance between the edges of the
antenna and the PML boundaries is taken to be λmax/4, where λmax is the longest
wavelength considered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

A3 FEM calculations of the temperature distribution in a 2.5 µm radius SiO2 sphere
(a) on and (b) 1 µm above a gold substrate with Tsubstrate = 440 K. . . . . . . . iv

A4 FEM calculations of absorption cross-section (Cabs) of an SiO2 sphere on gold,
with (a) ro = 1 µm and (b) ro = 2.5 µm, for unpolarized light incident at various
angles θ, as sketched in the inset of panel (a). The curves in panel (b) are shifted
vertically for clarity and the dashed vertical line shows the surface mode peak
position (ωS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
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A5 Simulated absorption cross-section (Cabs) of a BiMIM structure for gap size g =
100 nm (red curve) presented in the main text (red curve in Fig. 4.7 (b) of the
main text), along with the imaginary part of the SiO2 index of refraction (k̃SiO2 ,
blue curve). Optical constants taken from ref. [7]. The comparison of the two
shows a high absorption due to SiO2 in the spectral region between 8 and 13 µm,
which prevents the formation of a splitting in the BiMIM emission spectrum in
this range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

A6 Scanning electron microscope (SEM) images of square-patch metal-insulator-metal
(MIM) antennas. (a) A 45◦ tilted SEM image of a single square-patch MIM an-
tenna of side w = 1.65 µm. (b) Tilted SEM image of a 3 × 3 square-patch MIM
antenna with a patch width of 1.65 µm and a gap size of 100 nm. (c) Zoom
of the gaps is panel (b). (d-f) SEM images of 3 × 3 square-patch MIM anten-
nas with a missing patch. The scale bars are as follows: (d) 4µm, (e) & (f)
3µm. Electron beam parameters: High voltage = 10 kV, Current = 0.2 nA, and
30, 000 < Magnification < 350, 000. Courtesy of Christophe Dupuis from C2N
(CNRS/University Paris-Sud/Paris-Saclay). . . . . . . . . . . . . . . . . . . . . . vi

A7 (a) SEM image of 3×3-patch MIM antenna. (b) Atomic force microscope (AFM)
image showing the topography of the antenna. (c) Sketch showing the thicknesses
of the various layers of the antenna. . . . . . . . . . . . . . . . . . . . . . . . . . vii

A8 Comparison between the measured IR-SMS and FEM-simulated absorption cross-
section spectra of a single square-patch MIM antenna of side w = 1.65 µm. The
spectra show the fundamental resonance mode of the antenna at 1126 cm−1 (cf.
Eq. (4.6)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

A9 (a-c) (resp. (d-f)) FDTD simulations of the x, y, and z-components of the electric
field of a 3 × 3-patch antenna for p-polarized light (resp. s-polarized light), calcu-
lated at the resonance marked in panel (i). The plots show that just as in the single
square-patch case, the near-field of the antenna is such that |Ex| = |Ey| < |Ez|.
(g) & (h) Sketches of the antenna geometry and illumination configuration. (i)
FEM simulations of the extinction cross-section of the antenna for p- and s-
polarized light. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

A10 Approach curves measured at the surface of a large gold pattern with a silicon (Si)
tip, showing a comparison between the near-field signal demodulated at the 2nd
and 3rd harmonic (blue and red curves, respectively). This comparison demon-
strates that demodulation at the 3rd harmonic is required in order to adequately
isolate the near-field signal. It is clear that the signal s3 decays exponentially
away from the surface and becomes negligible when the tip is 300 nm away from
the sample surface (i.e., in a fully retracted position), a behavior characteristic
of a near-field signal. On the other hand, s2 includes a large background contri-
bution as it is non-zero when the tip is fully retracted. The background signal
mainly originates from laser light back-scattered off the tip shaft as it oscillates
away from the sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

A11 Comparison between near-field images of a 3×3-patch antenna measured with an
Si tip (panel (a)) and a platinum (Pt) coated tip (panel (b)). The image in panel
(a) shows a clearly resolved field in the gaps between the patches, while that of
panel (b) shows no field in the gaps. This comparison illustrates the fact that
a dielectric tip, such as the Si tip used here, minimally perturbs the near-field
of a plasmonic nanostructure, whilst a metal-coated tip completely distorts its
near-field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
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A12 Microscope reflectivity measurements (Bruker Hyperion) of a 3 × 3-patch MIM
antenna as function of gap size g. The measurements were performed using a
Cassegrain objective with NA = 0.4 which collects light within an angular interval
θ ∈ [10◦, 24◦], where θ is the angle with respect to the normal to the sample surface. x

A13 Microscope reflectivity measurements of 3×3-patch MIM antennas with a missing
patch (g = 100 nm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

A14 Transport properties of two electroluminescent hBN-encapsulated HGFETs with
a gold back-gate (discussed in chapter 5), denoted as Flicker 160 and InOut2
(optical images in the insets of panels (b) and (e)). The dimensions (L, channel
length; W , channel width; thBN, thickness of bottom hBN layer) and electron
mobility (µ) for these two transistors are as follows: Flicker 160 (a-c), L×W ×
thBN = 6µm × 10µm × 160 nm and µ ∼ 15 × 104 cm2.V−1.s−1; InOut2 (d-f),
L × W × thBN = 20µm × 8.5µm × 118 nm and µ ∼ 9 × 104 cm2.V−1.s−1. The
plotted transport properties are as follows: (a) & (d) current-voltage curves at
fixed charge carrier density (the carrier density is increased linearly from n = 0 to
the maximal value in steps of 1 × 1011 cm−1), (b) & (e) differential conductivity
σds as a function of bias (squares) along with the fits (solid lines) using Eq. (5.4)
of the main text, (c) & (f) fits of the IV-curves (blue squares) using Eqs. (5.6)-
(5.8), where VZK and Te are left as adjustable parameters. The total current fit
(Iintra+Iinter) is plotted in orange, whereas the intraband current (Iintra) appears
in green and underlines the quasi-linear increase of interband current at large bias.
Courtesy of Aurélien Schmitt who designed, fabricated, and characterized these
transistors at Laboratoire de Physique de l’Ecole Normale Supérieure (LPENS). xii

A15 (a) Comparison between the mid-infrared (mid-IR) spectra of the hBN-encapsulated
HGFET of panel (d) with an SiO2 back-gate under electrical bias and by heat-
ing the transistor via a hot plate at various temperatures T . The mid-IR signal
is measured using an optical chopper (see Fig. 5.11 (a)). The plotted spectra
are corrected by a reference measurement, which removes the contribution of
the chopper to the detected signal. (b) Linear fit of the maxima of the spec-
tra obtained with the hot plate (Smax) as a function of temperature. From the
comparison of panel (a) we find that the temperature of SiO2 back-gate varies
between TSiO2 ≃ 50−60 ◦C when the transistor is electrically biased. (c) Increase
in the temperature of the SiO2 back-gate (∆TSiO2) as a function of electrical
bias. (d) Left: an optical image of the transistor under study, right: equivalent
sketch, in which the heat conduction in the back-gate under the graphene chan-
nel (L×W = 35 × 35 µm2) of the transistor is modeled via an effective thermal
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nescence of the transistor. Formally, this is written as Pout = ∆TSiO2/Rth. The
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Chapter 1
Introduction

The study of light-matter interaction at the subwavelength (sub-λ) scale has been at the core
of recent advancements in nanoscience and nanotechnology. Originally, this has been chiefly
motivated by the apparent benefits of miniaturization and integration of electronic circuits for
the computer industry. In more recent years, however, research in this field has been rather
driven by the fact that, as we move to smaller and smaller scales, new physical effects that may
be exploited in future technological applications may be uncovered. For instance, if the size
of an object was to be perpetually diminished, at some stage, one would reach the molecular
level and even the atomic level, below which physical and chemical properties are dramatically
different from those of the original material. In essence, the properties of materials at very small
scales may be quite different from those of the corresponding bulk materials.

In the wake of the increasing trend toward nanoscience and nanotechnology, the study of
electromagnetic phenomena at the sub-λ scale has become an absolute necessity. Since the
diffraction limit precludes the focusing of light to dimensions smaller than roughly one-half
of the wavelength, traditionally, deeply sub-λ features were largely inaccessible. Nevertheless,
in recent years, several new approaches to "shrink" the diffraction limit (or even overcome it)
have been theorized and subsequently implemented experimentally. A central goal of sub-λ
physics (and nano-optics in particular) is to extend the use of optical techniques to length scales
beyond the diffraction limit. The most obvious potential technological applications that arise
from breaking the diffraction barrier are super-resolution microscopy and ultra-high-density
data storage. Further, one may envision the design and engineering of nanostructures for light
manipulation.

Some of the most beautiful examples of how sub-λ structures can bring about unique optical
phenomena can be found in nature. Chameleons, for instance, possess the extraordinary ability
to exhibit complex and rapid color changes during social interactions such as male contests or
courtship. This shift in color is brought upon through the active tuning of a lattice of guanine
nanocrystals within their skin, which changes how light is reflected off their bodies [1]. Another
example can be found in the depths of the deep sea, where ultra-black fish lurk inconspicuously.
A layer of densely packed melanosomes (characteristic size ∼ 400 − 800 nm) endows these fish

1



Chapter 1. Introduction

Figure 1.1: Scanning electron microscope (SEM) images of various examples of nanostructures,
fabricated via lithography techniques. (a) Hollow out-of-plane nanostructures (ref. [2]). (b) & (c)
Planar nanostructures (panel (b), ref. [3]; panel (c), ref. [4]). (d-h) Commercially available tips
used in scanning-probe techniques. Courtesy of NanosensorsTM (panels (d-f)) and NanoWorld
AG (panels (g) and (h)).

with extremely low reflectance (< 0.5 %), making them virtually undetectable against the pitch-
black background [5].

The recent advancements in nanoscience and nanotechnologies have made it possible to
routinely design artificial nanostructures and study their interactions with light (some exam-
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ples are provided in Fig. 1.1). In particular, with the advent of scanning probe techniques
(see Figs. 1.1 (d-h)), high-resolution electron microscopes, lithography tools, focused ion-beam
milling systems, and so on, it has become possible to measure, fabricate, and manipulate indi-
vidual structures down to the nanometer scale. The study of these individual sub-λ structures
is an essential step toward extending the breadth of light applications. The aim of the cur-
rent manuscript is to push the limits of various highly sensitive techniques, such as the tools
mentioned above, to probe the mid-infrared1 (mid-IR) electromagnetic radiation of single- or
few-element sub-λ resonators.

To illustrate the fundamental limits of conventional microscopy, we recount here the previ-
ously mentioned diffraction limit. A simple way to arrive at this limit is by making an analogy
with quantum mechanics through the application of the Heisenberg uncertainty principle to pho-
tons as follows [6]. Since the propagation of light in free space is determined by the dispersion
relation ℏω = ℏck0, which connects the wavevector k0 =

√
k2

x + k2
y + k2

z of a photon with its
angular frequency ω via the speed of propagation c, the Heisenberg uncertainty principle for
photons yields

ℏ∆kx∆x ≥ ℏ
2 , (1.1)

or

∆x ≥ 1
2∆kx

. (1.2)

This result can be interpreted as follows. The spatial confinement that can be achieved for
photons is inversely proportional to the spread in the magnitude of wavevector components in
the respective spatial direction (x in this case). Such a spread in wavevector components occurs
for instance in a light field that converges toward a focus, e.g., behind a lens. Such a field may
be represented by a superposition of plane waves traveling at different angles. The maximum
possible spread in the wavevector component kx is the total length of the free-space wavevector
k0 = 2π/λ.2 This leads to

∆x ≥ λ

4π , (1.3)

which closely resembles the well-known expression for the diffraction limit, which was determined
independently by Ernest Abbe in 1873 [7] and Lord Rayleigh in 1879 [8]. Note that the spatial
confinement that can be achieved is limited only by the spread of wavevector components in a
given direction.

In order to increase the spread of wavevector components we can simply choose two arbitrary
perpendicular directions in space, e.g., x and z, and increase one wavevector component to values
beyond the total wavevector while at the same time requiring the wavevector in the perpendicular
direction to become purely imaginary. If this is the case, then we can still fulfill the requirement
k0 =

√
k2

x + k2
y + k2

z = 2π/λ. If we choose to increase the wavevector in the x-direction then the

1We particularly focus on the long-wave infrared spectral region (λ = 7 − 14 µm).
2The correction due to the numerical aperture of the lens is omitted here for simplicity.
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Chapter 1. Introduction

possible range of wavevectors in this direction is also increased and the confinement of light is no
longer limited by Eq. (1.3). However, increasing the confinement in the x-direction comes at the
cost of confinement in the z-direction as well, resulting from the purely imaginary wavevector
component in this direction (kz = i|kz|) that is necessary to compensate for the large wavevector
component in the x-direction. Indeed, introducing the purely imaginary wavevector component
into the expression for a plane wave we obtain exp (ikzz) = exp (−|kz|z). If the infinite free
space were to be divided into two half-spaces sharing a boundary at z = 0, it is clear that our
formalism leads to an exponentially decaying field, an evanescent wave, on either side of the
boundary.

These simple arguments show, that in the presence of an inhomogeneity in space (such as the
boundary between two different media), the diffraction limit for the confinement of light is no
longer strictly valid, but in principle, infinite confinement of light becomes, at least theoretically,
possible. This insight forms the basis of the field of nano-optics. A key question arises here,
however, that is, how should material structures be shaped to actually realize the theoretically
possible field confinement? Another key issue is the nature of the physical consequences of the
presence of exponentially decaying and strongly confined fields.

A fertile ground for probing such inquiries is presented through the study and manipulation
of surface optical excitations known as surface polaritons [9–11]. In the near-infrared (near-
IR) to the visible spectral range, surface plasmon-polaritons are ubiquitous. These are mixed
surface excitations characteristic of noble metals such as gold and silver. In the mid-IR, on
the other hand, surface optical excitations known as surface phonon-polaritons arising in polar
dielectrics, such as diatomic crystals, are more commonplace. This is due to the fact that
most polar dielectric materials have optical phonons at mid-IR frequencies3, which can couple
to p-polarized light, resulting in the aforementioned surface excitations. As the name implies,
surface polaritons have surface wave character so that they decay exponentially away from
the surface and possess large in-plane wavevector, satisfying the conditions outlined in the
previous paragraphs. We underline here the fact that surface polaritons are associated with
a substantial number of localized surface modes, which results in significant enhancement of
the local electromagnetic density of states near the surface [9, 12, 13]. The properties of these
surface waves will be discussed in greater detail in chapters 2 and 3.

When dealing with surface optical excitations, one is inevitably met with the issue of the large
momentum mismatch between surface polaritons of large in-plane wavevector and propagating
light in free space. This all but prevents one from harnessing the benefits associated with surface
polaritons unless sub-λ structures are utilized to decouple the electromagnetic field from the
surface. For example, one may rule a sub-λ grating on the surface of a polar dielectric substrate
so that diffractive scattering of surface phonon-polaritons occurs. Using this approach, it has
been shown that highly directional thermal emission can be achieved [14]. Another approach
would entail the use of sub-λ antennas – devices that convert freely propagating electromagnetic
radiation into localized energy and vice versa. The tip of a scattering-scanning near-field optical
microscope, for instance, acts as an antenna that efficiently couples the near-fields of a surface

3In contrast, the plasma frequency in metals is typically in the ultraviolet spectral range.
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Figure 1.2: Diagram illustrating characteristic length scales as compared with the wavelength
of the electromagnetic spectrum. Reproduced from ref. [28].

to the far-field where they can be detected. Although sub-λ antennas have their origins in the
radio wave to microwave spectral range4, sub-λ antennas have become increasingly prevalent in
the mid-IR [15–17] and even down to the optical range [18, 19]. Infrared metasurfaces assembled
from sub-λ antennas have been used in a wide variety of applications, such as radiative cooling
[20, 21], photo-detection [22–26], and solar cell design [27].

Since the sub-λ scale is defined with respect to the wavelength of electromagnetic radiation,
it is instructive at this point to compare characteristic length scales with various wavelengths
across the electromagnetic spectrum (Fig. 1.2). This comparison provides an idea of what can
be classified as sub-λ for each wavelength. Figure 1.2 shows that currently available microelec-
tromechanical systems generally produce micro-machining capabilities from several millimeters
down to a few micrometers. The smallest features of integrated circuits, on the other hand, have
reached sizes on the order of a few nanometers, as have thin films, whose layer thickness ranges
from a few nanometers up to several micrometers. A spectral region that is of great fundamental
and practical interest is that of thermal radiation, which covers a part of the ultraviolet, the
entire visible (λ ≃ 380 − 760 nm) and infrared spectra, and a portion of the microwave region.
Thermal radiation follows the Planck blackbody law which describes the spectral radiance of
blackbody radiation as a function of wavelength at any given temperature. The peak of black-
body spectral radiance occurs at the so-called thermal wavelength, which scales inversely with

4In this spectral range, the typical size of a sub-λ antenna is on the order of λ/100 (λ ∼ 30 cm for a cell
phone).
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Chapter 1. Introduction

Figure 1.3: Schematic illustration of the enhancement in the transmission efficiency from a
transmitter (dipole p1) to a receiver (dipole p2) via an antenna. Reproduced from ref. [19].

temperature according to Wien’s law. For instance, the temperature of the surface of the Sun is
∼ 5800−6000 K so that the solar spectrum is most intense at a wavelength of about 500 nm and
spans a broad range from 100 nm to 1 mm, i.e., from the ultraviolet to the far-infrared. On the
other hand, materials at room temperature emit blackbody radiation centered at a wavelength
of 10 µm.

As far as diffraction-limited instruments are concerned, an optical microscope can provide
a magnification of up to 100 times with a resolution of 200 to 300 nm. Going further down
the ladder of length scales, atoms, and molecules are on the order of 0.1 − 1 nm, falling in
the X-ray and electron-beam wavelength region. Thus, X-ray and electron microscopes are
typically used for determining crystal structures and defects and imaging nanostructures. In the
1980s, scanning probe microscopes and scanning near-field optical microscopes were developed
as a means of overcoming the resolution limit set by diffraction. These techniques enabled
unprecedented capabilities for the visualization and manipulation of nanostructures, such as
nanowires, nanotubes, nanocrystals, single molecules, individual atoms, and the like.

In this manuscript, we will focus solely on the study of sub-λ nanostructures centered around
a wavelength of 10 µm (or in the mid-IR spectral range between 6 and 14 µm), a spectral region
of great interest for thermography, radiative cooling5, and photo-detection. Figure 1.3 depicts a
typical situation in which a sub-λ antenna is introduced to increase the transmission efficiency
between a transmitter and a receiver (represented by dipoles here). This enhancement can be
achieved by increasing the total amount of radiation released by the transmitter. The efficiency
of this process, or the antenna efficiency, is given by [19]

ϵrad = Prad
P

= Prad
Prad + Pabs

, (1.4)

where P is the total power dissipated by the antenna, Prad is the radiated power and Pabs is the
power dissipated through other means, such as by absorption in the antenna.

Other important antenna parameters include the antenna’s electromagnetic cross-sections,
5The atmospheric transparency window, in which the Earth’s atmosphere is transparent to electromagnetic

radiation, is in the mid-IR spectral range between 8 and 14 µm.
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which can be much larger than the antenna’s geometrical cross-section. This feature can be
utilized to enhance electromagnetic fields within the vicinity of sub-λ particles, such as molecules
for instance. This enhancement can be formally outlined in relation to the antenna’s absorption
cross-section Cabs as follows. Suppose we consider a dipole-like receiver whose absorption cross-
section is Cabs,0 when decoupled from an antenna. The unit vector in the direction of the
absorption dipole axis is denoted as n and the incident field at the location of the receiver is
E0. Once we couple the receiver to an antenna, the field at the receiver increases to E and the
antenna cross-section is related to the receiver cross-section by [19]

Cabs
Cabs,0

= |n.E|2

|n.E0|2
. (1.5)

The term on the right-hand side of Eq. (1.5) is the local field intensity enhancement factor,
which in the near-field of sub-λ antennas can readily reach values on the order of 104 − 106

[29–31]. In the mid-IR, this property can be exploited for applications such as surface-enhanced
infrared absorption spectroscopy [32, 33].

An interesting property of radio wave antennas is that they have design rules related to the
wavelength of incident radiation, λ. For example, a half-wave antenna has a length L = λ/2,
and a Yagi–Uda antenna (Fig. 1.4 (a)) has separations between its elements that correspond
to certain fractions of λ (see Fig. 1.4 (b)). Since all elements are proportional to λ, it is
straightforward to scale the antenna design from one wavelength to another. This scaling fails
at optical frequencies because the penetration of radiation into metals can no longer be neglected
but optical analogs of radio frequency antennas can still be implemented by applying scaling
rules that depend on the antenna effective wavelength λeff [34] (see for instance Figs. 1.4 (c)
and (d)). In the mid-IR, sub-λ plasmonic antennas, such as metal-insulator-metal (MIM) cavity
antennas, which are analogs of radio frequency patch antennas, have an effective wavelength
λeff = λ/neff, where neff is the effective index of refraction of the cavity [35]. The sub-λ cavity of
a MIM antenna exhibits Fabry-Perot resonances that conveniently scale with the width of the
cavity w, following mλeff/2 ≈ w, where m is the mode order [36]. In addition to their spectral
tunability, MIM cavities have also been shown to be angularly-independent [37–39]. As such,
sub-λ MIM antennas are characterized by a high degree of versatility and have been assembled
in a wide array of configurations [17, 21, 23, 24, 26, 37, 38, 40–46].

In a similar fashion, dielectric resonators have recently emerged as an alternative to various
plasmonic antennas [49, 50]. This is mainly due to the fact that dielectric antennas feature,
generally in the near-IR, both electric and magnetic resonances, and exhibit less losses than
their plasmonic counterparts, particularly in the visible spectral range [51–60]. The geometrical
electrical and magnetic Mie modes supported by high-refractive-index dielectric sub-λ particles,
such as Si nanospheres, have been studied extensively at visible and near-IR wavelengths [61–63].
In the mid-IR, absorbing dielectric resonators, such as polar dielectric SiO2 microspheres, have
been widely used for radiative cooling applications [64–69]. Their emissivity is indeed high in the
mid-IR atmospheric transparency window, while they scatter light with very little absorption
at visible and near-IR wavelengths, where the solar spectrum is prominent.
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Figure 1.4: (a) Image of a radio-frequency Yagi-Uda antenna. (b) Schematic illustration of
the dimensions of the various elements of a Yagi-Uda antenna with respect to the operating
wavelength of the antenna λ (reproduced from ref. [47]). In general, a Yagi-Uda antenna consists
of 5 or more half-wave antennas, which are detuned with respect to each other. A feed element
of length Lf = λ/2 is driven so that it emits electromagnetic radiation, while smaller director
elements (length Ld < Lf ) passively direct (scatter) the radiation in the forward direction (to the
right of panel (b)). A larger reflector element (length Lr > Lf ) suppresses any back-scattered
radiation. The resulting emission of this antenna configuration is, thus, highly directional. (c)
SEM image of an optical Yagi-Uda antenna, whose feed element is coupled to a quantum dot,
enabling uni-directional emission at λ ∼ 800 nm [48]. (d) Angular radiation pattern in the polar
angle (θ) for the Yagi-Uda antenna of panel (c), showing a narrow emission lobe.

For such applications, tailoring the infrared radiative properties of individual dielectric res-
onating microspheres is of crucial importance for enhancing radiative cooling efficiency. Micro-
spheres are typically self-assembled on a substrate or within a matrix. Most studies aiming at
modeling the optical response of such randomized metamaterials are restricted to low particle
densities and make use of effective medium theory calculations [64, 70, 71]. Both the inter-
particle interactions and the presence of a large and extended thermal radiation background
in the mid-IR, generally preclude the measurement of the intrinsic mid-IR thermal radiation
properties of single dielectric microspheres. In the current manuscript, we will routinely em-
ploy techniques such as infrared spatial modulation spectroscopy (IR-SMS) [46] and scattering-
scanning near-field optical microscopy (s-SNOM) to study the mid-IR response of individual
sub-λ structures.

Finally, with the emergence of atomically thin van der Waals materials such as graphene
and hexagonal boron nitride (see Fig. 1.5), it has become possible to investigate a slew of exotic
optical and transport phenomena [72]. In particular, doped graphene is host to surface plasmon-
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Figure 1.5: Depiction of the atomically thin van der Waals materials graphene and hexagonal
boron nitride (hBN). Graphene consists of a single sheet of carbon atoms (represented as black
spheres) in a honeycomb lattice and is characterized as a semi-metal with no band-gap. hBN is a
polar dielectric made up of boron and nitride atoms (red and blue spheres) also in a honeycomb
lattice. Typically, graphene is assembled as mono-, bi-, or tri-layer graphene, while hBN is
exfoliated on a substrate, forming a flake that is a few hundred atomic layers thick.

polaritons of exceptionally low-loss character at infrared frequencies [73], while hexagonal boron
nitride (hBN) is characterized by its hyperbolic phonon-polaritons in the mid-IR [74]. The pres-
ence of such surface optical excitations, in concert with the extraordinary thermal and electrical
properties of graphene, has enabled the fabrication of high-mobility devices based on the combi-
nation of graphene and hexagonal boron nitride. When subjected to large electrical bias, these
graphene devices may be of special interest for light applications, as suggested by electrical noise
measurements [75]. In the current manuscript, we will directly investigate this property by per-
forming optical measurements of the infrared light produced by hBN-encapsulated high-mobility
graphene field-effect transistors.

This manuscript is organized as follows. In chapter 2 we outline the essential theoretical
concepts required for a thorough understanding of surface optical excitations. Surface polaritons
both in isotropic and anisotropic materials are discussed in a variety of geometries, such as in a
half-space, a sphere, and thin film heterostructures. Dispersion relations, penetrations depths,
and propagation lengths of surface polaritons are all computed for these geometries, and their
properties are discussed in detail.

In chapter 3 we experimentally probe the spectral signatures of surface polaritons in di-
electric media. We start by giving an overview of near-field microscopy techniques and give
a comprehensive illustration of s-SNOM, which we employ to perform near-field spectroscopy
of polar dielectric substrates. We also detail the far-field IR-SMS technique and present two
sets of measurements of polar dielectric media with this technique. The first set of measure-
ments consists of detecting the far-field thermal radiation from single sub-λ antennas patterned
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via optical lithography on polar dielectric substrates. These measurements constitute a novel
demonstration of how sub-λ antennas can be used to scatter the near-fields of a sample to the
far-field where they are detected. In the second set of measurements, we present the first exper-
imental investigation of the far-field thermal radiation of single sub-λ spheres [76]. We study
polar dielectric spheres made of SiO2, in which either a phonon-mode-dominated or a Mie-mode-
dominated spectral response can occur due to the peculiar dielectric response of the material in
the mid-infrared. For the sake of comparison, we also show results on non-polar spheres made
up of PTFE.

In chapter 4 we shift our attention to the study of sub-λ MIM cavity antennas. We begin by
presenting the fundamental properties of MIM cavities and then outline the response of square
patch-MIM antennas in the near- and far-field. From there we illustrate through IR-SMS mea-
surements and finite-difference-time-domain (FDTD) simulations the coupling behavior through
mode hybridization in a single pair of square-patch MIM antennas separated by a nanometric
gap [17]. We then move on to the study of a 3 × 3-patch MIM antenna consisting of 9 sub-λ
square patches in near-field interaction. Using s-SNOM measurements, complemented by FDTD
and finite-element method simulations, we reveal field features of the 3 × 3 antenna confined
to length scales on the order of λ/100. Using focused microscope reflectivity measurements, we
also show that the 3 × 3 antenna exhibits an angularly-dependent response, in contrast to the
single square-patch MIM antenna case.

Chapter 5 of this thesis is dedicated to the study of the mid-IR emission of high-mobility
hBN-encapsulated graphene field-effect transistors (HGFETs). In the first part of this chapter,
we provide an overview of electron transport in graphene under electrical bias. In the second
part, we present experimental signatures of radiative cooling and emission due to the mid-IR
electroluminescence of HGFETs under large bias.

We end with some concluding remarks and perspectives for future investigation.
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Chapter 2
Fundamentals of surface polaritons in bulk
materials and subwavelength heterostructures

In this chapter, we will introduce the fundamentals of surface optical excitations (or surface
polaritons), which make up the near-field of various materials1 and are at the heart of many
interesting coherence phenomena [1–3]. The properties of surface polaritons will be described for
a host of important geometries, starting from a half-space and then working our way through the
thin film and sphere geometries. Subsequently, we will present the theory of surface polaritons
in anisotropic materials. The theoretical concepts that will be presented here form the basis of
the experimental studies of the superseding chapters.

Suppose we consider a medium in which a surface vibrational excitation occurs with which
we can associate an effective dimension2 λ and an angular frequency ω. For

λ ≫ d, (2.1)

where d is a mean interatomic spacing, the response of the medium to the excitation is essentially
that of a continuum, since, within the length λ, there exists a large number of atoms.

At this point, several continuum characterizations are possible. If one considers the medium
to be an elastic continuum describable in terms of an appropriate set of elastic constants, there
occur excitations which are the surface analog of acoustic phonons, the Rayleigh waves [4]. Here
we will instead be interested in lattice vibrations associated with significant long-range electro-
magnetic fields. In the long-wavelength or continuum limit, Eq. (2.1), the system’s response to
these electromagnetic fields is described by the macroscopic dielectric function ε(ω). The classic
examples of such lattice vibrations are the optical vibrational modes in a polar3 diatomic crystal,
known as surface phonon-polaritons (SPhPs), which are mixed surface excitations arising due
to the coupling of incoming photons with the optical phonons of the crystal.

1Particularly diatomic crystals and metals.
2This may be a wavelength or some other length that appropriately characterizes the scale of spatial variation.
3The term "polar" here refers to a dielectric material with a permanent electric dipole moment.
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2.1. Local dielectric continuum theory of polar dielectrics and metals

2.1 Local dielectric continuum theory of polar dielectrics and
metals

We begin our treatment of surface optical excitations with a discussion of the local dielectric
continuum theory [5].

Consider, for simplicity, a bulk, homogeneous, isotropic system. We can then write the
relation between the electric displacement field D(r, t) at position r and time t, and the suitably
averaged electric field E(r, t) as

D(r, t) =
∫ t

0
dt′
∫
εR(r − r′, t− t′)E(r′, t′)d3r′, (2.2)

where εR(r − r′, t− t′) is the real-space, real-time response function.

Defining the Fourier transforms for the wavevector k, with |k| = 2π/λ, where λ is the wavelength,
and the angular frequency ω:

D̃(k, ω) =
∫
d3r

∫
D(r, t)eiωte−ik.rdt (2.3)

Ẽ(k, ω) =
∫
d3r

∫
E(r, t)eiωte−ik.rdt (2.4)

ε(k, ω) =
∫
d3r

∫
εR(r, t)eiωte−ik.rdt (2.5)

we get from Eq. (2.2)

D̃(k, ω) = ε(k, ω)Ẽ(k, ω). (2.6)

The presence of k in the dielectric function indicates that the displacement at point r depends
on the electric field over a region of space about r, that is, the response of the medium is non-
local or, in other words, spatial dispersion has been included. We can, nevertheless, impose a
local response requirement on the system as follows

εR(r − r′, t− t′) = δ(r − r′)ε′
R(t− t′), (2.7)

where δ is the Dirac delta function. This leads to

D̃(k, ω) = ε(ω)Ẽ(k, ω). (2.8)

It should be noted, however, that this local theory can only be valid in the long-wavelength
regime since ε(ω) = limk→0 ε(k, ω).
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Chapter 2. Fundamentals of surface polaritons in bulk materials and sub-λ heterostructures

Figure 2.1: Real (ε′) and imaginary (ε′′) parts of the dielectric function vs wavenumber (1/λ)
for SiC (panels (a) and (b)), and SiO2 (panels (c) and (d)), calculated from the Drude-Lorentz
model Eq. (2.9). For SiC: ωTO = 793 cm−1, ωLO = 969 cm−1, ε∞ = 6.7, and γ = 4.76 cm−1.
For SiO2: ωTO = 1075 cm−1, ωLO = 1250 cm−1, ε∞ = 1.97, and γ = 69 cm−1. Optical contants
taken from ref. [6]. The shaded regions indicate the material’s Reststrahlen band between ωTO
and ωLO, in which the real part of the dielectric function is negative.

2.1.1 The dielectric function of polar semi-conductors: the Drude-Lorentz
model

The dielectric function of polar diatomic crystals can be readily described using the Drude-
Lorentz model with a single oscillator

ε(ω) = ε∞ + ε0 − ε∞
ω2

TO − ω2 − iγω
ω2

TO. (2.9)

Here, ωTO is the long-wavelength transverse optical phonon frequency, γ is a damping constant,
and ε∞ and ε0 are the values of ε(ω) for ω ≫ ωTO, and ω ≪ ωTO, respectively. The real and
imaginary parts of the dielectric function given by Eq. (2.9) are shown in Fig. 2.1 for two typical
polar dielectric materials, namely SiC and SiO2.

The longitudinal optical frequency ωLO is the frequency for which ε(ω) = 0 and is given in
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2.1. Local dielectric continuum theory of polar dielectrics and metals

Figure 2.2: (a) Infrared reflectivity of SiC and crystalline quartz measured using Fourier trans-
form infrared (FTIR) spectroscopy with an integrating sphere. The integrating sphere is sketched
in panel (b). The integrating sphere consists of a gold-coated sphere, which collects both dif-
fuse and specularly reflected light off the sample surface. Both SiC and crystalline SiO2 have
substantial reflectivity in their Reststrahlen bands (shaded regions), with the reflectivity of SiC
reaching values close to 100 %.

terms of ωTO by the Lyddane-Sachs-Teller relation [7]

ωLO =
√
ε0
ε∞

ωTO. (2.10)

Using this relation, the dielectric function of Eq. (2.9) can be rewritten as

ε(ω) = ε∞

(
1 + ω2

LO − ω2
TO

ω2
TO − ω2 − iγω

)
. (2.11)

As shown in Figs. 2.1 (a) and (c), the real part of the dielectric function becomes negative
in the frequency region ωTO < ω < ωLO (shaded regions). This frequency range is known as
the Reststrahlen band, in which the dielectric material behaves as a metal, exhibiting significant
reflectivity (see Fig. 2.2 (a)). The Reststrahlen band is also the spectral region in which surface
optical excitations, such as SPhPs, arise, as will be seen later.

The imaginary part of the dielectric function, ε′′, which arises from the inclusion of a non-
zero damping constant, γ, in the dielectric model, accounts for the retardation effects in the
medium. This is readily illustrated by the Beer-Lambert law, which describes the exponential
attenuation of the intensity of a beam propagating through a medium as

I(z) = I0e
−βz, (2.12)

where, z is the penetration depth in the medium, I0 is the intensity of the beam at position
z = 0, and β is the absorption coefficient.
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The absorption coefficient is related to the imaginary part of the index of refraction4 of the
medium, ñ =

√
ε = n+ iκ, through

β = 4πκ
λ
. (2.13)

Since κ = ε′′/2n, it is clear from Eqs. (2.12) and (2.13) that absorption can only occur if the
medium has a complex dielectric function with a non-zero imaginary part. In the case of polar
dielectric media, such as SiC and SiO2, the imaginary part of the dielectric function has a large
maximum at ωTO (see Figs. 2.1 (b) and (d)), indicating that the material is resonantly absorbing
at this frequency.

2.1.2 The dielectric function of metals: the free electron gas

Like the diatomic crystals, discussed in subsection 2.1.1, metals are host to surface optical
excitations called surface plasmon-polaritons (SPPs), particularly in the visible spectral range.
The optical properties of metals can be explained by a plasma model, where a gas of free electrons
of number density ne moves against a fixed background of positive ion cores. In this model,
details of the lattice potential and electron-electron interactions are not taken into account.
Instead, one simply assumes that some aspects of the band structure are incorporated into the
effective optical mass m∗ of each electron. The electrons oscillate in response to the applied
electromagnetic field, and their motion is damped via collisions occurring with a characteristic
collision frequency given by the damping constant γ = 1/τ . τ is known as the relaxation
time of the free electron gas, which is typically on the order of 10−14 s at room temperature,
corresponding to γ = 100 THz.

The equation of motion for an electron from the plasma gas, of effective mass m∗, subjected
to an external electric field E is

m∗ẍ +m∗γẋ = −eE. (2.14)

If a harmonic time dependence, E(t) = Eoe
−iωt, of the driving field is assumed, a particular

solution of this equation describing the oscillation of the electron is x(t) = x0e
−iωt. The complex

amplitude x0 incorporates any phase shifts between driving field and response via

x0(t) = e

m∗(ω2 + iγω) . (2.15)

The displaced electrons contribute to the macroscopic polarization P = −neex, which is
explicitly given by

P = − nee
2

m∗(ω2 + iγω)E. (2.16)

Using the relation D = E + P/ϵ◦ (where ϵ◦ is the permittivity of free space), yields
4Also known as the extinction coefficient.
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2.1. Local dielectric continuum theory of polar dielectrics and metals

Figure 2.3: (a) Real (ε′) and imaginary (ε′′) parts of the dielectric function of gold based on
Eq. (2.19). λp = 159 nm and Γ = 0.0048. (b) Reflectivity of a gold surface (black curve),
calculated from the Fresnel reflection coefficient at normal incidence: R = |(ñ − 1)/(ñ + 1)|2,
where ñ =

√
ε′ + iε′′. The Au interface maintains a high reflectivity of ∼ 99 % over the entire

plotted infrared spectral range.

D = E
(

1 − nee
2

m∗ϵ◦(ω2 + iγω)

)
. (2.17)

Using Eq. (2.8), one readily arrives at the dielectric function of a free electron gas

ε(ω) = 1 −
ω2

p

(ω2 + iγω) , (2.18)

where ω2
p = e2ne/m

∗ϵ◦ gives the plasma frequency. For most metals ne ≈ 1022 cm−3 so that
ωp ≈ 1016 s−1, i.e., the plasma frequency for metals is in the ultraviolet spectral range. For gold
and silver, the plasma frequency corresponds to a photon wavelength of λp = 159 and 135 nm,
respectively.

By comparing Eqs. (2.9) and (2.18), we can make the following formal correspondences:
ωLO for the polar dielectric corresponds to ωp for the electron gas; ωTO for the polar dielectric
corresponds to ω = 0 for the electron gas.

It is usually convenient to write the dielectric function of Eq. (2.18) in terms of the wave-
length and the dimensionless damping constant Γ = γ/ωp, as follows

ε(λ) = 1 − 1
λp

λ

(
λp

λ + iΓ
) . (2.19)

The dielectric function resulting from Eq. (2.19) for gold is plotted in Fig. 2.3 for infrared
frequencies. It can be seen that over the entire infrared spectral range considered, the real part
of the dielectric function of gold remains large and negative. As a consequence, gold maintains
high reflectance at infrared frequencies, acting as an almost perfect mirror (see Fig. 2.3 (b)).
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It is instructive to note that in the plasma model the skin depth can be approximated by
δ = c/ωp [8], where c is the speed of light in vacuum. In gold, the skin depth of infrared photons
is δ ≈ 25 nm and, for most metals at room temperature, δ ≈100 nm [9]. The short penetration
depths characteristic of metals are at the origin of the large field enhancements exhibited by
various plasmonic structures.

2.2 Surface polaritons within the local dielectric continuum the-
ory

In this section, we will detail the local theory of surface polaritons at the boundaries of semi-
infinite media and thin films, as well as for the sphere geometry.

2.2.1 Surface polaritons in a semi-infinite medium

We consider a half-space (z > 0) of a boundary-active medium in contact with a half-space
(z < 0) of a boundary-inactive medium (Fig. 2.4). The dielectric function of the former we
write as ε(ω) and for the inactive medium, we write the dielectric function as εI , which we
take to be constant for the moment. Both media are considered to be non-magnetic so their
magnetic susceptibility µ is unity. We would like to solve for the type of electromagnetic field
arrangement such a system supports. More precisely, we are interested in the field arrangement
which is dependent on the fact that there is a surface present.

Consider an electric field with components both perpendicular and parallel to the z = 0
boundary of Fig. 2.4. We take these components as Ez(x, z, t) and Ex(x, z, t). Then, from
Maxwell’s equations with no external sources,

∇.B = 0, (2.20)
∇.D = 0, (2.21)

∇ × E = −1
c

∂B
∂t
, (2.22)

and, ∇ × H = 1
c

∂D
∂t

, (2.23)

there must be a magnetic induction component By(x, z, t). This general field arrangement is
referred to as p-polarized5. We note that, in contrast to, say, a calculation of the reflectance for
the system of Fig. 2.4, here we are dealing with a situation in which a source for these fields is
explicitly absent. Instead, our procedure is to assume that such a p-polarized field arrangement
can exist and assess the consequences. Therefore, the modes that arise from such a calculation
are true normal modes of the system.

Since we have translational invariance in the x-direction, we can make a Fourier transform
in this direction (with Fourier transform variable k) as well as in time (with Fourier transform

5Also known as TM-polarization. The orthogonal polarization is referred to as s-polarization or TE-
polarization.
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Figure 2.4: Sketch of the half-space geometry. Surface polaritons can propagate along the
interface between the active and inactive media.

variable ω) and, thus, write all field components in the form

Ex(x, z, t) = Ẽx(z)eikxe−iωt. (2.24)

From Eqs. (2.22) and (2.23), we then have

dB̃y

dz
= iωε

c
Ẽx, (2.25)

kB̃y = −ωε

c
Ẽz, (2.26)

and, dẼx

dz
−ikẼz = i

ω

c
B̃y, (2.27)

where we have used the relations D̃ = εẼ and B̃ = µH̃.
Differentiating Eq. (2.25) with respect to z and using Eqs. (2.25) and (2.26), we find

d2Ẽx

dz2 − α2Ẽx = 0 (2.28)

where α2 = k2 − ε
ω2

c2 . (2.29)

Eqs. (2.28) and (2.29) make up the scalar Helmholtz equation defining the field Ẽx. The
Helmholtz equation (2.28) is valid for both half-spaces (z > 0 and z < 0) with the appropriate
choice of ε.

We consider first the boundary active medium (z > 0) and we assume that α2 > 0 and α > 0.
Then, from Eqs. (2.28) and (2.25)-(2.27), the physically valid solution for the field components
is

Ẽx(z) = Ke−αz, (2.30)

Ẽz(z) = ik

α
Ke−αz, (2.31)

and, B̃y(z) = − iω

c

ε

α
Ke−αz, (2.32)
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with K an integration constant. Thus, we see that the fields decay exponentially from the
surface into the medium, indicating that this solution arises as a consequence of the presence
of the boundary. The total field present at the interface, then, propagates along the x-direction
and decays exponentially away from the surface, as sketched in Fig. 2.4.

For the inactive medium (z < 0), we replace ε with εI in Eq. (2.29). Defining αI by

α2
I = k2 − εI

ω2

c2 , (2.33)

and assuming α2
I > 0 and αI > 0, the field components in the boundary-inactive medium are

given by

Ẽx(z) = K ′eαIz, (2.34)

Ẽx(z) = − ik

αI
K ′eαIz, (2.35)

and, B̃y(z) = iω

c

εI

αI
K ′eαIz (2.36)

with K ′ another integration constant. Thus the fields in the boundary-inactive medium also
decay exponentially from the surface.
From the continuity of the fields Ẽx, D̃z, and H̃y at the boundary z = 0, or equivalently from
the continuity of the surface impedance at z = 0 (defined here as6 Z = Ex/Hy), we find that
K = K ′ and

ε = − α

αI
εI . (2.37)

After squaring, Eq. (2.37) can be rewritten as

εεI

ε+ εI
= k2

(ω/c)2 . (2.38)

Eqs. (2.37) and (2.38) specify the dispersion relation ω(k) of a normal mode of the system
sketched in Fig. 2.4. In particular, if the boundary-active medium (z > 0) is a polar dielectric
or a metal, then the normal modes that arise from Eq. (2.38) correspond to the SPhP and SPP
modes, respectively. It is then possible to say a number of things about the character of these
normal modes without specifying the functional form of the dielectric functions.

In most cases of interest, the boundary-inactive medium will be chosen so that εI > 0.
Then, from Eq. (2.37) and our assumptions concerning α and αI , the normal modes occur for
frequencies such that ε(ω) < 0. It follows directly, then, that ε(ω) < −εI . Thus, one may note
here that the domain of validity of SPhPs in polar dielectrics is restricted to the frequency range
ωTO < ω < ωLO or the Reststrahlen band. Rewriting Eq. (2.38) as

1
ε

+ 1
εI

= ω2

c2k2 , (2.39)

6In vacuum, impedance is usually defined as Z0 = |E|/|H| =
√

µ◦/ϵ◦ ≈ 377 Ω.
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2.2. Surface polaritons within the local dielectric continuum theory

Figure 2.5: (a) Real (ω vs k′) and (b) imaginary (ω vs k′′) parts of the dispersion curves of the
normal modes for a vacuum/SiC half-space (red curves) and a vacuum/SiO2 half-space (blue
curves). The modes corresponding to the SPhPs are given by the portion of the curves in the
material’s Reststrahlen band (shaded regions) between ωTO and ωLO, where the real part of the
dielectric function is negative (see Figs. 2.1 (a) and (c)).

one can also see that for k2 ≫ ω2/c2, that is, k much larger than the wave vector of a photon of
frequency ω, the normal mode frequency is that for which ε → −εI . If the inactive medium is a
vacuum, the normal mode occurs for frequencies such that ε < −1 and, for large k the normal
mode frequency is that for which ε(ω) = −1.

To solve explicitly for the normal modes, we first note that since ε(ω) is complex, it is clear
from Eq. (2.38) that either ω or k must be complex or both. The approach that we will take
is to assume that ω is real and solve for a complex wavevector k = k′ + ik′′. Alternatively, one
can take k to be real and solve for ω = ω′ + iω′′. The two approaches are equivalent in terms
of the information contained in their resulting real dispersion relation (i.e. ω vs k′ or ω′ vs k).
However, the imaginary part provides different information in each case; k′′ is related to the
mode’s propagation length (as will be illustrated later), while ω′′ is related to its lifetime.

The resulting real dispersion curves of the normal modes at a vacuum/SiC interface and a
vacuum/SiO2 interface are plotted in Fig. 2.5 (a). The dispersion curves consist of two branches:
a radiative branch with ω > ck and a non-radiative branch with ω < ck. We will focus our
discussion on the latter branch as it is the one consisting of the propagating SPhP modes. It is
important to note here that although we specialize our discussion to SPhPs, the main proper-
ties and behavior of such surface modes will be equivalent to that of SPPs in metals, and can
be deduced analogously, in a fashion similar to that illustrated at the end of subsection 2.1.2.
As evident from Fig. 2.5, the SPhP modes correspond to normal modes with large wavevec-
tors. Therefore, these modes cannot couple to propagating waves due to the large momentum
mismatch and are thus restricted to propagating along the surface.

The behavior of the dispersion curve of SPhPs, shown in Fig. 2.5 (a), can be more easily
illustrated in the absence of damping (γ = 0), since in this case, there exists an analytical
solution to Eq. (2.38). Taking γ = 0 in Eq. (2.11), combining it with Eq. (2.39), and defining
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Chapter 2. Fundamentals of surface polaritons in bulk materials and sub-λ heterostructures

Figure 2.6: (a) Dispersion relation of SPhPs in a vacuum/SiC half-space in the absence of
damping (γ = 0 in Eq. (2.11)) obtained from solving Eq. (2.42) and plotted as a function of
dimensionless frequency ω/ωTO and dimensionless wavevector k/kTO. For SiC ωLO/ωTO = 1.22.
(b) & (c) Dimensionless penetration depths of SPhPs (αd)−1 in SiC (panel (b)) and (αId)−1 in
vacuum (panel (c)), where d = 5 Å is the mean interionic spacing.

ω2
k = c2k2

(
1
ε∞

+ 1
εI

)
, (2.40)

and

ω2
∞ = ε∞ω

2
LO + εIω

2
TO

ε∞ + εI
= ω2

TO
ε0 + εI

ε∞ + εI
, (2.41)

where ω∞ is the frequency for which ε(ω) + εI = 0 or the frequency of the SPhP mode in the
limit of large k,7 the result is

ω2 = (ω2
k + ω2

LO)
2 +

[
(ω2

k + ω2
LO)2 − 4ω2

kω
2
∞

]1/2
. (2.42)

This dispersion curve starts at ω = 0 for k = 0 and increases monotonically to the asymptotic
limit ω∞ as k → ∞. However, we saw above that the SPhP mode occurs only when αI > 0
and ε < −εI . For positive εI , this means that Eq. (2.42) is a legitimate solution only for
k2 ≥ εI(ωTO/c)2. When k2 = εI(ωTO/c)2, ω = ωTO.

In Fig. 2.6 (a) the dispersion relation given in Eq. (2.42) is shown for εI = 1, corresponding
to vacuum, and ε0 = 10.004, ε∞ = 6.7, and ωTO = 793 cm−1 corresponding to SiC [6]. For
large k, the asymptotic frequency is ω/ωTO = 1.195, for which ε(ω) = −1. From Fig. 2.5 (a),
it can be seen that the dispersion curve reaches its asymptote at a frequency ω∞ ∼ 948 cm−1

(resp. ∼ 1170 cm−1) for SiC (resp. SiO2). We underscore here the fact that at this asymptotic
frequency, there exists a significant number of modes with large wavevector k. The influence of
this asymptotic behavior on the local near-field spectral response will be discussed in greater
detail in chapter 3. We also note that the dispersion curve for the case of SiO2 terminates at
much smaller wavevectors than the case of SiC (see Fig. 2.5 (a), blue curve), indicating that
SPhPs are more damped in SiO2, due to its amorphous nature. At small k, as follows from
the comments given in the previous paragraph, the dispersion curve terminates on the light line

7For metals, we have ω∞ = ωp/
√

2 for εI = 1, if losses are neglected. This frequency lies in the near ultraviolet.
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2.2. Surface polaritons within the local dielectric continuum theory

(ω = ck) at the frequency ω = ωTO.
For large k, k ≫ ωTO/c, we see from Eqs. (2.29) and (2.33) that α ≈ αI ≈ k. Thus, the

electromagnetic fields and the ionic motion associated with the surface polariton penetrate the
crystal only to a depth of order δz = |α|−1 ≈ |k|−1. Here it must be kept in mind that the
present theory is valid only if d ≪ |α|−1, where d is the interionic spacing. The surface polariton
frequency has essentially reached its asymptotic value for k ∼ 2.5 kTO (see Fig. 2.6), where kTO

is defined by

kTO = ωTO
c
. (2.43)

For SiC, the value for 2.5 kTO is about 1.246 × 10−4 Å−1, while the average interionic spacing
is ∼ 5 Å, so the conditions for the validity of the local theory are well satisfied here. As k
decreases from the asymptotic region, the depth of penetration of the fields, and hence of the
ionic motion, increases roughly until the dispersion curve turns rather sharply downward where
k ∼ 1.632 kTO (see Fig. 2.6 (a)). The maximum penetration depth (α−1)max, thus, satisfies

(α−1)max ∼ (1.632kTO)−1. (2.44)

As k decreases from 1.632 kTO, the penetration decreases rapidly and, as the termination
point is approached, α−1 → 0. Thus the polariton is strongly localized at the surface for large
k and near the low-k termination point but less so for intermediate values of k. This fact is
illustrated in Fig. 2.6 (b) which shows α−1 as a function of k for SiC. Note, however, that α−1

I

increases monotonically with decreasing k and becomes infinite at the low-k termination point
(see Fig. 2.6 (c)).

As mentioned previously, the propagation length, Lp, of SPhPs on the surface can be evalu-
ated from the imaginary part of the polariton wavevector k, as follows

Lp = 1
2|k′′|

. (2.45)

It can be seen immediately from Eq. (2.45) that, if losses are neglected, the propagation length of
SPhPs is infinite. In real materials, however, the polariton propagation length is finite and scales
inversely with damping. In Fig. 2.7, we plot both surface penetration depths, δz = |α|−1 and
δI

z = |αI |−1, as well as the polariton propagation length Lp for vacuum/SiC and vacuum/SiO2

interfaces, with material damping included. We note that, just like in the non-retarded case
(γ = 0), the electromagnetic fields penetrate deeper into the boundary-inactive medium (vacuum
in this case) than the boundary-active medium (cf. blue and red curves in Fig. 2.7).

The influence of damping on the surface polariton propagation length is clearly illustrated by
comparing Figs. 2.7 (c) and (d). Interestingly, SPhPs propagate over distances that are several
tens of wavelengths, on the surface of SiC, a crystal with a high degree of purity, and reaches as
high as 100λ at ωTO, where λ is the free-space wavelength (see Fig. 2.7 (c)). It has been shown
that a delocalized electromagnetic surface mode, either coupled to a plasmon or a phonon in
the material, correlates the near-field on distances on the order of its propagation length. We
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Figure 2.7: Dimensionless penetration depth δz/λ = |α|−1/λ, in the boundary-active medium,
and δI

zλ = |αI |−1/λ, in the boundary-inactive medium (for εI = 1), where λ = 2πc/ω is
the wavelength in vacuum, for SPhPs at (a) a vacuum/SiC interface and (b) a vacuum/SiO2
interface. (c) and (d) Dimensionless propagation length Lp/λ of SPhPs, at the surface of SiC
and SiO2, respectively.

have seen that the propagation length at a vacuum/SiC interface easily reaches several tenths
of λ, thus resulting in substantial spatial coherence [1]. On the other hand, the propagation
length on the surface of amorphous SiO2 is much shorter, on the order of ∼ λ (see Fig. 2.7 (d)).
In general, the polariton propagation length is maximal at ωTO and decreases monotonically
with increasing frequency, reaching a minimum value at the asymptotic frequency ω∞, for which
ε(ω) = −1, and finally increases again for ω > ω∞, up to ωLO. The minimal value of Lp at ω∞

indicates that, at this frequency, the polaritons are highly localized at the center from which
they are launched. This behavior follows directly from the trend of k′′, which attains large values
as ω → ω∞ (so that Lp is minimal), and falls off rather sharply on either side of this frequency
(see Fig. 2.5 (b)).
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2.2. Surface polaritons within the local dielectric continuum theory

Figure 2.8: Geometry and notation of a thin film of thickness L = 2a and dielectric function
ε(ω). The film is sandwiched between two inactive media of dielectric constants εt and εb, from
the top and bottom, respectively. All media are considered to be non-magnetic, i.e., µ = 1.

2.2.2 Surface polaritons in thin films

The effect of a finite active medium thickness on the SPhPs discussed in the previous subsection
can easily be obtained as follows. Consider a film of thickness L as sketched in Fig. 2.8. From
Eq. (2.44), it is clear that if L satisfies

L > 1.632 (α−1)max ∼ 1
kTO

, (2.46)

both surfaces can support SPhPs, and the presence of the second surface has no effect on a
polariton propagating along the original surface. Thus, a film of thickness kTOL > 1 is effectively
of infinite thickness insofar as the surface polariton is concerned.

On the other hand, for a film such that kTOL < 1, there will in general be two surface
polaritons as a result of the interaction of the fields from the two surfaces. For a half-space, the
real part of the fields in the boundary-active medium are given by: Re(Ex) = e−αz cos(kx−ωt)
and Re(Ez) = − k

αe
−αz sin(kx − ωt). Part of these fields is represented in Fig. 2.9 (a). The

direction of the arrows indicates a particular choice for the sign of the amplitude factor K in
Eqs. (2.30)-(2.32). A corresponding sketch for a second half-space appears in Fig. 2.9 (b) with
the same sign of the associated amplitude factor (i.e., the electric field components parallel to
the surfaces are in the same direction). A rough representation of the field corresponding to a
film of thickness L can then be obtained by superposing Figs. 2.9 (a) and (b). The resultant of
this superposition is shown in Fig. 2.9 (c). When the amplitude factors have the opposite sign
the corresponding figures are Figs. 2.9 (d-f).

On the basis of Fig. 2.9 and the considerations of the preceding subsection, we can draw
several conclusions concerning the surface polaritons for a thin film. The polariton of Fig. 2.9 (c),
for which the electric field and, thus, the polarization is predominantly parallel to the surface,
will have a frequency lower than that of the half-space polariton for the same k. We will call
the frequency of this mode ω−. This follows from the fact that the fields in the film superpose
in such a way that the surface charge8, which provides the driving force for the oscillation,
is reduced from the corresponding half-space case. In contrast, the polariton of Fig. 2.9 (f),
with polarization essentially perpendicular to the surface, has a surface charge that is larger in
magnitude than the corresponding half-space case and thus a higher frequency. We will call the
frequency of this mode ω+. As k increases to values such that kL ≫ 1, the surface polaritons
become highly localized at the surfaces, the fields from the two surfaces no longer overlap, and

8In a half-space, the surface charge σ is proportional to −
(

k
α

+ k
αI

)
sin(kx − ωt) (see ref. [5], page 367)
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Figure 2.9: A physical representation of the real part of the surface polariton electric fields
within a thin film (thickness L such that kTOL ≪ 1) as obtained from the fields for the surface
polariton in a half-space. (a) and (b) Electric fields of the two half-spaces having the same sign
of the amplitude factor. (d) and (e) Electric fields of the two half-spaces having the opposite
sign of the amplitude factor. The sign of the amplitude factor is specified by the arrows in each
case. (c) (resp. (f)) Resultant field from the superposition of panels (a) and (b) (resp. panels
(d) and (e)).

the polariton frequencies will become those of the associated half-space problems. There will
now be, however, two distinct surface mode frequencies in the large-k limit if the inactive media
on the two sides of the active film have different dielectric functions. Since the low-k termination
point of the polariton corresponds to strong localization at the surface, the polariton frequencies
for these values of k must approach the corresponding half-space frequencies. For different
inactive media on the two sides of the film, there will, of course, be two distinct termination
points, both with ω = ωTO. The conclusions of the previous paragraph are then sketched in
Fig. 2.10.

Analytically, the behavior of the dispersion curves of SPhPs in a thin film of thickness L = 2a,
as shown in Fig. 2.8, are described by the following equation9 (see ref. [5], page 375)

(S)± =
(Sb + St)(e−2αa + e2αa) ∓

[
(Sb − St)2(e−2αa + e2αa)2 + 16SbSt

]1/2

2(e−2αa − e2αa) , (2.47)

where the (+) and (−) signs on the left-hand side are associated with the ω+ and ω− polariton
branches, respectively, and the following definitions were used

9This equation can readily be obtained by following the procedure outlined in subsection 2.2.1, except that
one must add a term ∝ eαz in the field components for |z| < a, to account for the finite thickness of the film, and
apply the boundary conditions at the two surfaces z = +a and z = −a.
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2.2. Surface polaritons within the local dielectric continuum theory

Figure 2.10: Sketch of the dispersion curves of SPhPs corresponding to the thin film geometry
of Fig 2.8 for (a) εt = εb = εI ≥ 1 and (b) εb > εt ≥ 1.

S = ε(ω)
α

, St = εt

αt
, and Sb = εb

αb
. (2.48)

α2 = k2 − εω2/c2, α2
t = k2 − εtω

2/c2, and α2
b = k2 − εbω

2/c2. (2.49)

Although Eq. (2.47) is complicated, we can nonetheless demonstrate the validity of the
principal features of Fig. 2.10. Suppose αa → ∞ and εb > εt ≥ 1. Then

(S)− =
(
ε

α

)
−

= −Sb = − εb

αb
, (2.50)

while

(S)+ =
(
ε

α

)
+

= −St = − εt

αt
. (2.51)

For large k, where α ≈ αt ≈ k, Eq. (2.50) is just ε = −εb and we obtain the asymptotic frequency
for ω− of Fig. 2.10 (b). Similarly, for large k, the equation resulting from the solution (S)+, is
ε = −εt and we obtain the asymptotic frequency of the ω+ mode.

The limit αa → ∞, with a fixed, occurs not only for large k, but also near the low-k
termination points where ω → ωTO and Re(ε) → −∞. From Eq. (2.50) we see that the
termination point for the ω− mode is

αb|ω=ωTO = 0 or k = ωTO
√
εb

c
, (2.52)

while from Eq. (2.51) the termination point for the ω+ mode is

αt|ω=ωTO = 0 or k = ωTO
√
εt

c
, (2.53)

corresponding to the limits shown in Fig.2.10 (b).
Finally, we must demonstrate that the frequency ω+ rises above that of the asymptotic limit

while that of ω− stays below. This is most easily accomplished by considering a very thin film
and intermediate values of k so that α is well behaved and we can examine the αa → 0 limit of
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Eq. (2.47). We find

lim
αa→0

(S)− = −
Sb + St +

[
(Sb − St)2 + 4SbSt

]1/2

2αa , (2.54)

and

lim
αa→0

(S)+ = −αa

4

[2(Sb + St)2 − (Sb − St)2

(Sb + St)

]
. (2.55)

Since Sb and St are positive here, we see from Eq. (2.54) that (S)− is a large negative number
which means that

ω− ≥ ωTO, (2.56)

a frequency below the asymptotic frequency for the ω− mode. From Eq. (2.55) we see that S+,
is a small negative number so

ω+ ≤ ωLO, (2.57)

a frequency above the asymptotic limit for the ω+ mode. Thus the validity of the general features
shown in Fig. 2.10 (b) is established.
It is interesting to note that for a thin film and k values such that αa ≪ 1, the ω+ mode occurs
essentially at ωLO while the ω− mode occurs at the ωTO.

Generally, in the discussion above, we have considered inactive media for which εb, εt ≥ 1.
One particularly important exception to this restriction occurs if the active film is placed on
a good conductor, whose dielectric function can be written in the form given in Eq. (2.18),
and bound from the top by a dielectric medium with εI ≥ 1. The frequency ωp in Eq. (2.18),
the plasma frequency, is for most metals very high, 5 × 1015 ≤ ωp ≤ 30 × 1015 s−1. Since
the polaritons we are considering here have frequencies in the range of 1014 s−1, the dielectric
function of the conductor in this frequency range will be a very large negative number, εc ∼ −105,
if we take for the moment γ → 0 in Eq. (2.18). This suggests immediately that we can consider
a good conductor in the present context as a perfect conductor, i.e., εc → −∞, and thus
incapable of supporting an electric field parallel to its surface. The continuity of the electric
field components tangential to the surface, then, dictates that Ex must vanish at the active
medium-metal boundary.

For a particular choice of the integration constants, the electric fields parallel to the surface
can be cast as follows

Ẽx =


eαIz, z < −a

e−αz ∓ eαz, |z| < a

e−αcz, z > a

 , (2.58)

where αc for the conducting backplate is given by α2
c = k2 − εcω

2/c2.
In Eq. (2.58) for |z| < a, the upper sign is associated with the ω+ mode and the lower sign with
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Figure 2.11: Dispersion curves for normal modes for which k2 = εω2/c2, for a SiC film of
thickness L on a metallic backplate.

the ω− mode. It is clear from Eq. (2.58) that the condition Ex = 0 at the film/metal boundary
(z = a), is only satisfied in this case for the ω+ polariton in the limit αa → 0. This limit is
attained for very thin films, such that αa ≪ 1, in which we have seen that the ω+ polariton
occurs at the longitudinal optical phonon frequency. For thicker films, on the other hand, the
condition Ex = 0 is met in the limit α → 0, that is, for k2 → εω2/c2. The modes for which
ω2 = c2k/ε are plotted in Fig. 2.11 for a SiC film of thickness L on a metallic backplate. The plot
shows that the only modes that can occur in this case have frequencies such that ω ≤ ωTO or
ω ≥ ωLO so that no modes are found within the Reststrahlen band. Interestingly, the dispersion
curve in this limit reaches an asymptotic value, at which many large wavevector modes exist, at
a frequency slightly lower than the transverse optical phonon frequency ωTO (see Fig. 2.11).

2.2.3 Virtual modes in a polar dielectric sphere

We turn now to the case where the active medium is a non-magnetic subwavelength (sub-λ)
sphere of radius ro and dielectric function ε(ω), surrounded by a dielectric medium with εI ≥ 1
(Fig. 2.12). We have seen that for planar surfaces the surface modes are genuine normal modes
of the system when the dielectric function is real (so that ω and k are real). For the current
case, on the other hand, only transverse modes (for which ∇.E = 0) with complex frequencies
may occur, corresponding to pseudo-normal modes or quasi-normal modes. Since the fields
considered here are harmonic in time (cf. Eq. (2.24)), these excitations of the system decay in
time through radiative losses. In other words, the electromagnetic fields of the active medium
couple to electromagnetic fields in the inactive medium which have outgoing radiative wave
character at infinity rather than being evanescent as they are for the surface modes. These
modes will hereafter be referred to as virtual modes [5, 10], as they correspond to temporally
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Figure 2.12: Geometry and notation of the sphere problem, in which a sphere of dielectric
function ε(ω), occupying the region r ≤ ro, is surrounded by an inactive medium of dielectric
constant εI (r > ro). Both media are considered to be non-magnetic.

decaying fields. In contrast to the non-radiative modes of planar geometries, the virtual modes of
a sphere couple strongly to optical radiation incident upon the system. This will be reciprocally
demonstrated in chapter 3 by directly measuring the far-field thermal emission of a single sub-λ
sphere (section 3.3).

The transverse modes of the sphere of Fig. 2.12 are given by the following equations [10]

εIh
(1)
l (ρ2)[ρ1jl(ρ1)]′ − εjl(ρ1)[ρ2h

(1)(ρ2)]′ = 0, (2.59)
(electric modes)

h
(1)
l (ρ2)[ρ1jl(ρ1)]′ − jl(ρ1)[ρ2h

(1)(ρ2)]′ = 0, (2.60)
(magnetic modes)

where jl and h
(1)
l are the spherical Bessel and Hankel functions of the first kind, respectively,

ρ1 = 2πro
λ

√
ε, ρ2 = 2πro

λ

√
εI , l = 1, 2, .. is the mode number, and ′ denotes differentiation with

respect to the argument of the Bessel functions. The terms electric and magnetic refer to p and
s field polarizations, respectively. Due to the azimuthal symmetry of the problem, each solution
to the equations above is (2l + 1)-fold degenerate.

In general, a polar dielectric sphere exhibits transverse modes of three types: (i) low-
frequency modes having frequency ω ≤ ωTO, where the real part of the sphere’s dielectric
function is positive (ε′ > 0) (ii) high-frequency modes for which ω ≥ ωLO, and (iii) surface
modes with frequencies that are intermediate between ωTO and ωLO, where ε′ < 0.

It is convenient for the discussion that follows to introduce the dimensionless frequency
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Ω = ω

ωTO
= Ω′ + iΩ′′, (2.61)

and the dimensionless radius

W = rokTO
√
εI , (2.62)

where kTO is given by Eq. (2.43). As W → 0, all the low-frequency modes have Ω′ → 1 and the
high-frequency modes have Ω′ → ∞. For W → ∞, the low-frequency modes have Ω′ → 0 and
the high frequency modes have Ω′ → ωLO/ωTO.

It is instructive to examine the properties of the surface modes in the limit W → 0 where
both ρ1 and ρ2 in Eq. (2.59) approach zero. We have then jl(ρ1) ≈ ρl and h

(1)
l (ρ2) ≈ ρ

−(l+1)
2 so

that Eq. (2.59) becomes

ε(ω) = −(l + 1)
l

εI . (2.63)

For l = 1, Eq. (2.63) gives the well-known Fröhlich condition ruling the intrinsic resonance of
an oscillating dipole in the electrostatic limit [11], as we will see in chapter 3. Using Eqs. (2.10)
and (2.11) with γ = 0, the frequencies, now real, resulting from Eq. (2.63) are

Ω2
l = ω2

l

ω2
TO

= ε0l + εI(l + 1)
ε∞l + εI(l + 1) , (2.64)

According to Eq. (2.64), for an SiO2 sphere in vacuum, the first order surface mode occurs at
1165 cm−1. In reality, since SiO2 is a highly lossy material, the real surface mode frequency will
be slightly red-shifted compared to that given by Eq. (2.64), which neglects material damping.
As W increases, the real parts of the surface mode frequencies decrease and, if losses are ne-
glected, can be approximated by

Ω2
l ≈ ε0l + εI(1 + l)(1 + ∆)

ε∞l + εI(1 + l)(1 + ∆) , (2.65)

with

∆ = W 2(l + 1/2)
l(l − 1/2)(l + 3/2)

{
ε0l + εI(1 + l)
ε∞l + εI(1 + l)

}
. (2.66)

Finally, we comment on the evanescent nature of the surface modes of a sphere. In the radial
direction r, the electric field components are given by

(Er)l ∝

 (ρ1R)−1jl(ρ1R), r < ro

(ρ2R)−1h
(1)
l (ρ2R), r > ro

 , (2.67)

where R = r/ro. When W ≪ 1, the radial dependence of (Er)l, is (Er)l ∝ Rl−1 inside the
sphere and (Er)l ∝ R−(l+2) outside, so that the fields decay away from the surface r = ro and
become increasingly localized at the surface with increasing l. The surface nature of the modes
is, thus, evident from the preceding remarks.
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2.3 Surface polaritons in anisotropic media

In this section, we outline the theory of surface polaritons in anisotropic media, i.e., media for
which the dielectric function ε is different along one or more directions. Special focus is given to
the anisotropic materials hexagonal boron nitride (hBN) and graphene. Both hBN and graphene
belong to a class of materials known as van der Waals materials [12]. These are two-dimensional
(2D) atomic crystals that can be readily stacked in a heterostructure with a precisely chosen
sequence. This stacking is facilitated by the fact that these materials naturally "stick" together
due to van der Waals interactions between the layers.
This section will also serve as a primer to chapter 5, in which an experimental study of the
electromagnetic and transport properties of transistor devices based on the materials mentioned
above, will be thoroughly presented.

2.3.1 Hyperbolic phonon-polaritons in an anisotropic semi-infinite medium

Let us consider the half-space geometry of Fig. 2.4 where the active medium consists of an
anisotropic dielectric material of dielectric tensor εij , where i, j = 1, 2, 3. In this case, there
exist principal axes whose orientations are in general frequency dependent. If the coordinate
axes coincide with these principal axes, the dielectric tensor becomes

ε =


εx 0 0
0 εy 0
0 0 εz

 . (2.68)

We consider that the surface waves at the interface propagate in the x-direction and that
the principal axes of the anisotropic medium are aligned with the Cartesian axes of Fig. 2.4 so
that the dielectric tensor is given by Eq. (2.68). The wavevector in the direction of decay of the
surface waves within the active medium (i.e., in the z-direction), is given by

α2 = εx

εz

(
k2 − ω2

c2 εz

)
. (2.69)

The z-component of the wavevector in the inactive medium can be found from Eq. (2.33).
By applying the condition ∇.D = 0 at the boundary z = 0, we obtain the dispersion relation

εx

α
= − εI

αI
. (2.70)

An alternative expression for the dispersion relation can be obtained by squaring Eq. (2.70) and
using Eqs. (2.69) and (2.33). This yields

k2 = ω2

c2 εIεz
εx − εI

εxεz − ε2
I

. (2.71)

We consider now a uniaxial crystal, in which εx = εy, with the optic axis perpendicular
to the surface, such that εz = ε∥, and εx = εy = ε⊥. One such crystal is hexagonal boron
nitride (hBN). hBN also has the unique property that its dielectric function can be negative
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2.3. Surface polaritons in anisotropic media

Figure 2.13: (a) Real part (ε′) of the dielectric function of hBN, obtained by applying Eq. (2.11)
for the parallel and perpendicular directions. The purple-shaded regions indicate the two Rest-
strahlen bands of hBN. The optical constants appropriate for hBN are: ε∥

∞ = 2.95, ε∥
0 = 3.57,

ω
∥
T O = 746 cm−1, ω∥

LO = 820.65 cm−1, and γ∥ = 4 cm−1, for the perpendicular direction, and
ε⊥

∞ = 4.87, ε⊥
0 = 6.71, ω⊥

T O = 1372 cm−1, ω⊥
LO = 1610.5 cm−1, and γ⊥ = 5 cm−1 for the parallel

direction [13] (b) Real dispersion curve (ω vs k′) of an hBN half-space bound by vacuum. (c)
& (d) Dimensionless penetration depth δz/λ, where λ is the wavelength in free space, of type I
and II HPhPs in hBN. (e) & (f) Dimensionless propagation length Lp/λ of type I and II HPhPs
on the hBN surface.

either in the x- or z-direction10, i.e., εxεz < 0, in its two Reststrahlen bands at mid-infrared
frequencies (see Fig. 2.13 (a)). In the material’s Reststrahlen bands, the isofrequency surface:
(k2

x + k2
y)/εz + k2

z/εx = (ω/c)2 [14], is an open hyperboloid, which is an open surface, in stark
contrast to the closed spherical dispersion in an isotropic medium. Thus, hBN belongs to a class
of materials known as hyperbolic materials.

10More generally stated, the dielectric function can be negative either in the in-plane direction (⊥ to z-axis) or
the out-of-plane direction (∥ to z-axis) since the x and y-directions are equivalent here.
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The dispersion relation (2.71) can then be rewritten in the following form for a uniaxial crystal

k2 = ω2

c2 εIε∥
ε⊥ − εI

ε⊥ε∥ − ε2
I

. (2.72)

Note that in this case, all directions of propagation in the xy-plane are equivalent.
The normal modes resulting from Eq. (2.72) for an hBN half-space bound by vacuum are

plotted in Fig. 2.13 (b). The surface modes that exist within the two Reststrahlen bands are
termed here hyperbolic surface phonon-polaritons (HPhPs), due to the hyperbolic nature of
hBN. The HPhP modes within the low-frequency Reststrahlen band (ω∥

TO < ω < ω
∥
LO), where

only one component of the tensor ε′ is negative, are referred to as type I HPhPs while that
of the high-frequency Reststrahlen band (ω⊥

TO < ω < ω⊥
LO), where the x and y components of

the tensor ε′ are negative, are called type II HPhPs. The penetration depth and propagation
length of the HPhP modes are subsequently calculated from Eqs. (2.69) and (2.45) and shown
in Figs. 2.13 (c-f).

For the most part, the properties of the surface modes in an hBN half-space have already
been thoroughly discussed in subsection 2.2.1. We will only make note here of a few subtle
differences between the type I and II HPhPs. Strikingly, type I HPhPs have negative dispersion,
that is, the dispersion branch tends to lower frequencies with increasing wavevector, while type
II HPhPs have positive dispersion (see Fig. 2.13 (b)). Similar contrasting behavior is observed
when comparing the penetration depths of type I and II HPhPs (Figs. 2.13 (c) and (d)). While
the penetration depth of type I HPhPs decreases monotonically from ω

∥
TO to ω∥

LO, that of type II
HPhPS increases monotonically from ω⊥

TO to ω⊥
LO. Since type I HPhPs exist in the low-frequency

Reststrahlen band, they are associated with smaller wavevectors as compared to type II HPhPs11

(see Fig. 2.13 (b)). However, the propagation length of both types of HPhPs follows the same
trend and, on average, is on the same order compared to the wavelength (see Figs. 2.13 (e) and
(f)).

2.3.2 Surface plasmon-polaritons in free-standing graphene

Graphene is an anisotropic material consisting of a 2D sheet of carbon atoms. It is usually
fabricated as a mono- or multi-layer sheet that is either suspended or placed on a substrate.
Doped graphene has been shown to support surface plasmon-polaritons (SPPs) [15] which are
characterized by a low-loss nature at infrared frequencies [16].

Analogously to the polar dielectrics and metals discussed heretofore, whose response to elec-
tromagnetic fields is described by their dielectric function, graphene’s influence can be entailed
through the inclusion of its sheet conductivity σ. For low energies (ℏω ≪ EF , where EF is the
Fermi energy), the sheet conductivity of graphene is given by the Drude conductivity, σD as
follows [17]

σ(ω) = σD(ω) = EF e
2

πℏ
i

ℏ(ω + iΓ) . (2.73)

11About one order of magnitude smaller.
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Figure 2.14: (a) sketch of a monolayer graphene encapsulated between two semi-infinite media
of dielectric constants ε1 and ε2. (b) Dispersion curves of free-standing graphene in vacuum for
various Fermi energies (EF ) for electron mobility µe = 104 cm2/V.s.

In the above relation, Γ = ev2
F /µeEF , represents the phenomenological scattering rate or damp-

ing constant of electrons due to impurity scattering, in which µe is the electron mobility, and
vF is the Fermi velocity.
In general, the sheet conductivity of graphene can be cast in the following form [18, 19]

σ(k, ω) = − ie2

4ℏ
ξ√

v2
Fk

2 − ξ2

[
1 +G

(ℏξ + 2EF

ℏvFk

)
−G

(ℏξ − 2EF

ℏvFk

)]
− 2i
π

e2ωEF

(ℏvFk)2 , (2.74)

where, G(η) = − 1
π

(
η
√

1 − η2 − cos−1(η)
)
, and ξ = ω + iΓ

ℏ .
The dependence on the wavevector k is explicit in Eq. (2.74), while in (2.73) the k-dependence

is included through the dispersion relation ω(k). The dispersion relation of SPPs in graphene
sandwiched between two semi-infinite media of dielectric functions ε1 and ε2 (Fig. 2.13 (a)), is
given by [17]

ε1
α1

+ ε2
α2

+ iσ(k, ω)
ωϵ◦

= 0, (2.75)

where, αj =
√
k2 − εj

ω2

c2 , (j = 1, 2), gives the wavevector component in the z-direction for
medium j, k = k′ +ik′′ is the wavevector in the direction of propagation of the surface plasmons,
ϵ◦ = 8.854 × 10−12 F/m is the permittivity of free space, and σ(k, ω) is found from Eq. (2.73)
or (2.74).

The dispersion curve, obtained by solving Eq. (2.75) for a free-standing mono-layer graphene
in vacuum, is shown in Fig. 2.14 (b) for various Fermi energies, EF , at a typical electron mobility
value of 104 cm2/V.s. The key feature to note from the dispersion curves of Fig. 2.14 (b), is the
fact that surface polariton modes in graphene are associated with extremely large wavevectors12.

12Reaching as high as two orders of magnitude larger than that of semi-infinite polar dielectric crystals.
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Figure 2.15: (a) Dimensionless penetration depth δz/λ of surface plasmons of a free-standing
graphene in vacuum for 0.08 ≤ EF ≤ 0.64 eV. The curves for different Fermi energies are
overlapping so that a single curve appears in panel (a). (b) Dimensionless propagation length
Lp/λ of SPPs in free-standing graphene in vacuum for various Fermi energies. The value for the
electron mobility is taken to be µe = 104 cm2/V.s.

This is a direct consequence of the 2D nature of graphene and the absence of defects. Like SPhPs
in polar dielectric crystals, the dispersion curve of surface plasmons in graphene increases mono-
tonically from lower frequencies towards an asymptotic value at which several large wavevector
modes exist. It is clear from Fig. 2.14 (b), however, that the asymptotic value for SPPs in free-
standing graphene is reached at frequencies much higher than the mid-IR frequencies considered
here.

Figure 2.15 illustrates the behavior of the surface plasmon penetration depth (panel (a))
and propagation length (panel (b)) in free-standing graphene in vacuum as a function of Fermi
energy. The surface plasmons of graphene in vacuum are extremely localized at the surface,
penetrating the surrounding vacuum to a depth of only ∼ 9.58 nm that is constant with respect
to the Fermi energy (see Fig. 2.15 (a)). The plasmon propagation length, on the other hand,
varies between 9.56 nm < Lp < 768 nm for low Fermi energies (EF ≤ 0.15 eV) and increases, at
higher Fermi energies (EF ≥ 0.37 eV), to about 100 µm on average (Fig. 2.15 (b)).

2.4 Hexagonal boron nitride (hBN)/graphene heterostructures

As mentioned in the beginning of section 2.3, van der Waals materials can be stacked together in
a heterostructure. We will examine in this section some common examples of these heterostruc-
tures. Particularly, we will concern ourselves here with the polariton modes that can arise in
such systems.

2.4.1 hBN thin film on a substrate

We begin by considering a thin hBN film of thickness d on a substrate as sketched in Fig. 2.16. A
widely used substrate for preparing thin hBN flakes is SiO2, due to its compatibility with most
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Figure 2.16: Sketch of an hBN thin film of thickness d placed on an SiO2 substrate.

hBN exfoliation techniques. In practice, the SiO2 substrates that are used in this manuscript,
are composed of an amorphous SiO2 layer with a thickness of ∼ 285 nm on top of a bulk silicon
(Si) layer. If we consider, for the moment, the SiO2 thin film on the Si substrate only, then, as
we have seen in subsection 2.2.2, the SPhPs supported by this layered system should exhibit two
polariton branches ω+ and ω− with large k asymptotic values reached when Re(εSiO2) = −1 for
the upper polariton ω+, and Re(εSiO2) = −εSi = −11.7 for the lower polariton branch ω− (see
Fig. 2.10 (b)).
Nevertheless, the large damping inherent to amorphous SiO2 precludes the excitation of the
lower polariton branch, as the lowest value of the real part of εSiO2 is min

{
Re(εSiO2)

}
≈ −4 (see

Fig. 2.1 (c)). The polariton response, in this case, is independent of the SiO2 layer thickness, i.e.,
the response is the same as that of bulk SiO2. Thus, in order to fully describe the polaritonic
response of such samples, it is sufficient to consider a three-layered vacuum/hBN/SiO2 structure.

An alternative approach to that presented in subsection 2.2.2 to obtain the dispersion curves
of surface polaritons, is to evaluate the poles of the reflection coefficient rp of the multi-layer
system for p-polarized light. The reflection coefficient rp for the multi-layer structure of Fig. 2.16
is given by [20]

rp = r0 + r1e
2iα1d

1 + r0r1e2iα1d
, (2.76)

where,

r0 = ε⊥α0 − ε0α1
ε⊥α0 + ε0α1

(2.77)

r1 = εSiO2α1 − ε⊥α2
εSiO2α1 + ε⊥α2

. (2.78)

In the above formulae, r0 and r1 are the reflection coefficients at the vacuum/hBN and hBN/SiO2

interfaces, respectively. α0 =
√
ε0

ω2

c2 − k2, α1 =
√
ε⊥

ω2

c2 − ε⊥
ε∥
k2, and α2 =

√
εSiO2

ω2

c2 − k2 give
the z-components of the wavevector in vacuum, hBN, and SiO2, respectively, and k is the
wavevector along the direction of propagation of HPhPs.

The dispersion curves of HPhPs can be visualized from the maxima of Im(rp) for real k, as
shown in Fig. 2.17 (a) for a 135 nm hBN film on SiO2. One can see from the plot, that several
dispersion branches appear within the two Reststrahlen bands of hBN. The hBN thickness
considered here is on the order of a few hundred atomic layers (∼ 375 layers), so that, the
multiple HPhP branches observed result from Fabry-Perot resonances confined between the two
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Figure 2.17: (a) Color map of the imaginary part of the reflection coefficient (Im(rp)) given by
Eq. (2.76) for d = 135 nm. The branches resulting from the maxima of Im(rp) correspond to
the various dispersion curves of the HPhP modes of the hBN thin film. (b) and (c) Zooms of
the two Reststrahlen bands of hBN, marked by the white dashed lines in panel (a). The blue
dashed lines in panel (b) were obtained by solving Eq. (2.79) for multiple values of l.

interfaces of the hBN thin film. By comparing Fig. 2.17 (b) and (c), it can be seen that the
branches of type I (Fig. 2.17 (c)) and II (Fig. 2.17 (b)) HPhPs have contrasting dispersion as
discussed in subsection 2.3.1. One can also observe in Fig. 2.17 (a) a weak resonance around
1130 cm−1, attributed to the polariton resonance of the SiO2 substrate (see subsection 2.2.1).

Analytically, one can account for the multiple HPhP branches observed in Fig. 2.17 (a) as
quantized modes of order l = 0, 1, 2, 3..., described by the following formula [20]

kl = −ψ

d

[
lπ + tan−1

(
ε0
ε⊥ψ

)
+
(
εSiO2

ε⊥ψ

)]
, (2.79)

in which

ψ = −i
√
ε∥√
ε⊥
. (2.80)

The dispersion curves of HPhPs of the air/hBN/SiO2 heterostructure can thus be obtained
by solving Eq. (2.79) for k = k′ + ik′′. One can verify the equivalence of the two methods
of obtaining the dispersion curves illustrated above, by comparing, for instance, the resulting
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type II HPhP branches in each case (cf. Fig. 2.17 (b), blue dashed curves and bright color plot
curves).
From Fig. 2.17 (b), we can see that the lowest order HPhP mode (l = 0) has an asymptotic
frequency of ω∞ ∼ 1580 cm−1. Higher order modes (l ≥ 1) have a lower asymptotic frequency
that decreases with increasing l, down to the edge of the Reststrahlen band, near ωTO. It is
clear, nonetheless, that the higher-order HPhP modes reach their asymptotic frequency at larger
wavevectors k.

2.4.2 Graphene on hBN

Figure 2.18: Sketch of the geometry and notation of the vacuum/graphene/hBN/SiO2 het-
erostructure.

We will now study the effect of adding a graphene layer on top of the hBN thin film structure
of the previous subsection (Fig. 2.18). The stack of layers in this heterostructure can be divided
into three regions: z > 0 (j = 0, vacuum), −d < z < 0 (j = 1, hBN), and z < −d (j = 2, SiO2),
where d is the thickness of the hBN layer.
In this case, the total reflection coefficient for p-polarized waves can be written as follows [19]

rp = r01 + r12(1 − r01 − r10)e2iα1d

1 − r10r12e2iα1d
, (2.81)

where,

r01 = Q1 −Q0 + S

Q1 +Q0 + S
, r10 = Q0 −Q1 + S

Q1 +Q0 + S
, r12 = Q2 −Q1

Q1 +Q2
, r21 = Q1 −Q2

Q1 +Q2
,

αj =
√√√√ε⊥

j

(
ω2

c2 − k2

ε
∥
j

)
, Im(αj) > 0, Qj =

ε⊥
j

αj
, and, S = 1

ϵo

σ(k, ω)
ω

.
(2.82)

The influence of graphene on the response of the heterostructure in Fig. 2.18 is added through
the parameter S ∝ σ(k, ω) in (2.82), in which σ(k, ω) is the sheet conductivity of graphene (see
subsection 2.3.2).

The dispersion curves, based on Eq. (2.81), for a 60 nm-thick hBN film are visualized in
Fig. 2.19, with and without graphene. Fig. 2.19 (a) represents the typical multi-branch HPhP
response of an hBN thin film observed in subsection 2.4.1. Fig. 2.19 (b), on the other hand,
presents the dispersion of the new hyperbolic plasmon–phonon polariton (HPPP) modes of the
graphene/hBN heterostructure, that arise from the mixing of the surface plasmons of graphene
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Figure 2.19: (a) Dispersion branches of a 60 nm hBN thin film on SiO2 (b) Dispersion branches
of the graphene/hBN heterostructure of Fig. 2.18 for d = 60 nm, EF = 0.37 eV and µe =
104 cm2/V.s. The dashed white lines enclose the two Reststrahlen bands of hBN.

and the HPhPs of hBN. The modification of the hyperbolic response by graphene is clearly
manifested in the blue-shift of the HPPP frequencies with respect to those of the HPhPs (cf.
Figs. 2.19 (a) and (b)). This is particularly obvious for the lowest-order hyperbolic branch
(l = 0). The shift of momenta (at a fixed frequency) is opposite in the two hyperbolic bands:
negative in the type II band and positive in the type I band [19]. This contrasting behavior
stems from the polariton dispersion being negative and positive in the type I and II regions,
respectively. The change in the polariton wavelength induced by graphene can be described by
the following equation

∆λ = λHPPP − λHPhP
λHPhP

≈ λp

πd

ε∥
1 − ε∥ε⊥

, (2.83)

where λHPPP and λHPhP are the wavelengths of HPPPs and HPhPs, respectively, and λp = 2π/kp

is the plasmon wavelength of graphene. Using this formula, it has been shown that the influence
of graphene remains substantial in hBN as thick as d = 300 nm [19].

2.4.3 Encapsulated graphene

We can take the discussion of subsection 2.4.2 a step further by adding a thin hBN capping
layer on top of the graphene layer so that it is encapsulated between two hBN thin films of
thicknesses d1 and d2 (Fig. 2.20). The formalism of subsection 2.4.2 can easily be generalized
to accommodate the additional top hBN layer. Following the same notation as before, the
vacuum/hBN/graphene/hBN/SiO2 heterostructure of Fig. 2.20 can be divided into four regions:
z > 0 (j = 0, vacuum), −d1 < z < 0 (j = 1, hBN), −d1 − d2 < z < −d1 (j = 2, hBN), and
z < −d1 −d2 (j = 3, SiO2). The total reflection coefficient of the structure can then be obtained
by adding the two hBN thin films successively, using Eq. (2.81). The reflection coefficient for
the first film is written as
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Figure 2.20: Sketch of a graphene layer encapsulated between two hBN thin films of thicknesses
d1 and d2.

r1
p = r12 + r23(1 − r12 − r21)e2iα2d2

1 − r21r23e2iα2d2
. (2.84)

The addition of the second film yields the total reflection coefficient of the stack:

rtotal
p =

r01 + r1
p(1 − r01 − r10)e2iα1d1

1 − r10r1
pe

2iα1d1
. (2.85)

In the above two equations, r12 = (Q2−Q1+S)/(Q2−Q1+S), r21 = (Q1−Q2+S)/(Q2−Q1+S),
S, rij (ij ̸= 12, 21), and αj , can all be obtained as in (2.82).

As presented in Fig. 2.21, the dispersion branches of the HPPP modes of this heterostructure,
exhibit the same behavior as in subsection 2.4.2. However, the influence of graphene, in this
case, becomes important only for high Fermi energies (EF ≥ 0.37 eV) and is almost completely
negligible when the graphene is close to neutrality (see Fig. 2.21, EF = 0.03 eV).
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Figure 2.21: Dispersion curves of the hBN/graphene/hBN heterostructure, with hBN thickness
d1 = 50 nm and d2 = 30 nm, for µe = 60, 000 cm2/V.s at three different values of the Fermi
energy EF . The dashed white lines enclose the two Reststrahlen bands of hBN.

2.5 Conclusion

We have presented in this chapter the local dielectric continuum theory of surface optical exci-
tations in polar dielectric crystals. A cornucopia of polaritonic structures was introduced and
discussed. We began by illustrating the surface modes of a polar semi-infinite medium, which was
followed by a treatment of surface polaritons in the thin film and sphere geometries. The second
part of this chapter was dedicated to the theory of surface polaritons in anisotropic materials,
namely, in graphene and hBN. We have seen that surface polaritons consist of large wavevector
modes whose dispersion has an asymptotic frequency at which many large-k modes exist. The
abundance of surface modes at this frequency, along with their long propagation lengths, which
can be several times the wavelength, are at the basis of many spectral and spatial coherence
phenomena that can be observed in the near-field. The theory outlined in this chapter and the
discussion therein, form the groundwork upon which the experimental studies of the following
chapters are based. In the next chapter, we will experimentally probe the spectral signatures of
the polaritonic structures discussed here, using techniques, such as scattering-scanning near-field
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optical microscopy and infrared spatial modulation spectroscopy.
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Chapter 3
Experimental study of surface polaritons in
dielectric media

As we have seen in the previous chapter, surface optical excitations making up the near-field of
polar dielectric crystals, are confined to a distance ∼ λ near the surface. Their experimental
detection, therefore, requires the utilization of a near-field probe capable of coupling the near-
field evanescent modes of the surface to outgoing propagating waves. The resulting outgoing
waves can then be detected with a detector placed in the far-field of the sample. In this chapter,
we will discuss near-field detection techniques at length and present experimental measurements
of the near-field spectral response of various polar and hyperbolic dielectric crystals. We will also
present a novel near-field spectroscopy technique based on the combination of local scatterers
with a far-field detection method. The last part of this chapter is devoted to the experimental
study of the far-field thermal radiation of subwavelength (sub-λ) polar dielectric spheres.

3.1 Near-field microscopy techniques

Ernst Abbe in 1873 [1] and Lord Rayleigh in 1879 [2] studied the required angular separation be-
tween two objects for their images to be resolved by an optical imaging system. They concluded
that the resolution of a conventional microscope is diffraction limited such that the smallest
resolvable distance is approximately λ/2n, where λ is the wavelength in vacuum and n is the
refractive index of the medium. From an experimentalist’s point of view, this limit can be rather
disheartening as even with the use of an oil immersion lens (n ≈ 1.5), the imaging sharpness
would still be limited to the order of a wavelength.

The concept of near-field imaging was first introduced in 1928 by Synge, in which he proposed
the use of a sub-λ aperture, as small as 10 nm in diameter, to introduce light to a section of
the sample, placed within a 10 nm distance, which could move in its plane with a step size less
than 10 nm [3]. By measuring the transmitted light with a photoelectric cell and a microscope,
an ultra-microscopic image could be constructed. Following up on his original work, Synge
subsequently illustrated the idea of using piezoelectricity in microscopy in a 1932 paper [4]. It
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3.1. Near-field microscopy techniques

Figure 3.1: Schematic illustration of different scanning near-field optical microscopy (SNOM)
techniques reproduced from ref. [6]. (a) Aperture on an opaque plate. (b) Aperture at the end
of a coated optical fiber. (c) Apertureless- or scattering-SNOM with a laser-illuminated metallic
tip. The opening or the tip is much smaller than the wavelength λ. The electric field is highly
collimated in the near-field within a distance of λ and diverges as the distance increases.

was many years later, however, that near-field imaging was experimentally demonstrated in a
seminal work entitled "Super-resolution aperture scanning microscope" [5]. The authors of this
experimental study demonstrated near-field imaging with a resolution of λ/60 using 10 GHz
microwave radiation (λ = 3 cm). With the advent and development of various piezoelectric
elements, light sources, and optical fibers, near-field microscopy techniques, such as scanning
near-field optical microscopy (SNOM), have become common-place in our present time. SNOM
has become a powerful tool in the study of fundamental space- and time-dependent processes
with a spatial resolution less than 50 nm. Many SNOM setups use an aperture to focus light
onto a sub-λ region of the sample and are combined with an atomic force microscope (AFM) for
highly controllable movement and position sensing. An alternative approach is to use a metallic
AFM tip to couple the far-field radiation with the near-field electromagnetic waves in a sub-λ
region underneath the tip. This is the so-called apertureless SNOM, which does not require an
optical fiber or an aperture. This technique will hereafter be referred to as scattering-scanning
near-field optical microscopy or s-SNOM.

Figure 3.1 illustrates the three most common SNOM designs. The first is an aperture-based
setup, where a very small opening is formed on an opaque plate and collimated light is incident
from above. The second is based on a tapered optical fiber whose tip serves as an aperture.
The third is the s-SNOM setup that uses a sharp metallic (or dielectric) tip, which reflects
(scatters) the incident laser light. All three designs have one thing in common. The light is
confined to a narrow region whose width may be much less than a wavelength. Furthermore, the
electromagnetic field within one wavelength distance is very intense and highly collimated. In
the near-field region, evanescent waves dominate. Because the amplitude of an evanescent wave
decays exponentially away from the aperture or tip, the far-field, or the radiation field diverges
and becomes very weak. In the following, we will focus solely on the s-SNOM technique.
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Chapter 3. Experimental study of surface polaritons in dielectric media

Figure 3.2: Finite-difference time-domain (FDTD) simulations of the electric field enhancement,
|E|/|Ein|, in the near-field of a scattering tip illuminated by a laser beam with an incident field
amplitude |Ein|. The laser beam is considered to be a monochromatic Gaussian beam with
λLaser = 10.6 µm that is focused onto the tip with a focusing objective of numerical aperture,
NA = 0.46. The incident field Ein is polarized along the z-axis and the wavevector kin giving the
direction of propagation of the field is angled at 60◦ from the z-axis. The tip apex is assumed
to have a radius of curvature a = 30 nm. Panel (a) shows the simulation result for a platinum
(Pt) tip with εPt = −1450.7 + 1051i and panel (b) shows the result for a silicon (Si) tip with
εSi = 11.7. Further details on the FDTD simulations presented in this figure can be found in
Appendix B.

The tip of an s-SNOM allows high-intensity laser energy to be focused to nanoscale dimen-
sions. This is more clearly demonstrated in Fig 3.2, which simulates the electric field enhance-
ment in the near-field of an illuminated tip. As seen from the figure, a large field enhancement
over the intensity of the irradiating light is found at the tip apex. This lightning-rod effect1

results in the focusing of the irradiated light at nanometric length scales, determined by the
size of the tip apex. When brought into close proximity with a sample surface, the tip then
can excite the evanescent fields of the sample while simultaneously acting as a sub-λ scatterer,
scattering the sample’s near-fields to the far-field. One can think of the tip in this context as a
sub-λ grating coupling large wavevector modes with k ∼ 1/a to propagating modes, where a is
the radius of the tip apex.

Finally, the comparison between Figs. 3.2 (a) and (b) reveals that a metallic tip with its
characteristic short penetration depth (see subsection 2.1.2), leads to a larger field enhancement
at the tip apex as compared to a dielectric tip. It is evident from Fig. 3.2 (b) that the fields
penetrate deeper into the dielectric tip as the field inside the tip is non-zero (we calculate a field
amplitude of 0.23 |Ein| inside the Si tip and zero inside the Pt tip). Metallic tips also scatter
light more efficiently, as we will see later. Nevertheless, the use of dielectric tips, such as Si tips,
might be favorable in certain types of near-field microscopy measurements. We will see a more
concrete example of this in chapter 4.

Describing the scattering of light from a tip placed in the near-field of a sample can be
effected by deriving an interaction series that accounts for multiple scattering events within the

1Also referred to as field-line crowding.
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3.1. Near-field microscopy techniques

Figure 3.3: (a) Geometry and definitions for the discussion of light scattering from the tip–sample
region. The tip and sample are illuminated by an incident field Ei and a scattered wave Es is
produced so that the total field after scattering is given by E = Ei + Es. The tip and sample
are described by the dielectric susceptibilities χ(r) and η(r), respectively. (b-e) Different types
of nanoscale microscopy techniques categorized according to the leading term in the Born series.
Reproduced from ref. [7].

tip/sample region. We consider the geometry sketched in Fig. 3.3 (a), in which a tip/sample
region is illuminated by an incident field Ei. The incoming field induces a scattered wave Es,
which is what one detects in the far-field. The total field is then given by E = Ei + Es, where
E satisfies the vector Helmholtz equations (∇2 + k2)E = 0. In this picture, several processes
may arise in which an incoming photon is converted into a scattered photon. For instance,
the incoming photon may be scattered only at the tip or only at the sample before traveling
into the far-field. More complicated multiple-scattering processes may of course also occur, e.g.,
tip-sample–tip scattering. One may assume that the overall scattering is well described by a
sum of the contributions of different scattering processes and that the sum converges after a few
orders since multiple scattering is expected to become negligible with increasing order. This is
the so-called Born approximation in which Es is written as a series2 of the following form [8]

Es(r, ω) =
∞∑

n=1
(S + T0)n.Ei, (3.1)

where we have defined S.E =
∫
dV ′S(r, r′)E, and T0.E =

∫
dV ′T0(r, r′)E with S(r, r′) =

k2
0G(r, r′)η(r′) and T0(r, r′) = k2

0G(r, r′)χ(r′) (k0 = 2π/λ), in which η(r) and χ(r) are the
dielectric susceptibilities of the sample and tip, respectively (see Fig. 3.3 (a)). Here G(r, r′) is
the dyadic Green function of the system consisting of two semi-infinite half-spaces of background
dielectric constants, which we assume to be n1 = 1 and n2. The terms S and T0 account for
scattering processes by the sample and tip, respectively.
Assuming that the field scattered by the tip, Es

tip(r, ω), is known and that the sample is only
2This series is usually referred to as the Born series.
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weakly scattering, the overall scattered field can be written in the following closed form3

Es(r, ω) = [T + S + TS + TST + · · · ].Ei (3.2)

where T = ∑∞
j=1(T0)j and Es

tip = T.E.
SNOM techniques can, therefore, be classified according to which term of Eq. (3.2) is

the leading term in the interaction series. Such a classification is represented graphically in
Figs. 3.3 (b-e). For example, conventional far-field microscopy is characterized by the S term
only (Fig. 3.3 (b)), whereas illumination-mode near-field optical microscopy relies on the ST
term of Eq. (3.2) and is sketched in Fig. 3.3 (c). Figure 3.3 (d) depicts collection-mode near-field
optical microscopy, represented by the TS term. Finally, Fig. 3.3 (e) illustrates the s-SNOM
technique in which the tip acts as an antenna probe and is described by the TST term.

3.1.1 Scattering-scanning near-field optical microscopy (s-SNOM) setup

The optical near-field measurements that will be presented in this chapter and chapter 4 were per-
formed using a commercial NeaSpec s-SNOM setup (see Fig. 3.4 (a)). As sketched in Fig. 3.4 (b),
an AFM-cantilever, with a sharp tip at its end, is brought into contact with the sample sur-
face. The cantilever can be thought of as a beam of length L and diameter 2R, as sketched in
Fig. 3.5 (a). Such a beam has a fundamental resonance frequency of oscillation given by [9]

ω0 = 1.76
√

Y
ρ

R

L2 , (3.3)

where Y is Young’s modulus and ρ the specific mass density of the beam. Commercially available
AFM cantilevers typically have a fundamental resonance frequency ω0 ∼ 250 kHz. During a
measurement, the cantilever is driven at a fixed frequency Ω close to the resonance frequency
given by Eq. (3.3) so that the tip oscillates at the same frequency and intermittently hits the
surface of the sample. In this configuration, the AFM is said to be operated in tapping mode.
The tapping amplitude typically ranges between 20 and 100 nm.

The back-face of the cantilever (opposite to tip side) is usually coated with aluminum or
some other reflecting metal. A visible laser spot is focused on the tip-end of the cantilever and
the back-reflected light is collected by a four-quadrant detector that enables the measurement of
the amplitude and phase of the mechanical oscillations of the cantilever. When the tip starts to
interact with a surface, the resonance frequency will shift and the oscillation amplitude will drop.
This situation is depicted in Figs. 3.5 (c) and (d) for a cantilever that is externally driven at a
variable frequency ω. The amplitude and phase of the cantilever oscillation are shown for two
different distances d between the tip apex and the sample surface. Figures 3.5 (e) and (f) show
the amplitude shift and the phase shift, respectively, as functions of the distance d for the case in
which the cantilever is driven at its resonance frequency ω = ω0. The distance range over which
the amplitude and phase vary depends on the tip diameter. Because of the monotonic behavior
of the curves in Figs. 3.5 (e) and (f), amplitude and phase are well-suited feedback signals to

3See ref. [7], subsection 5.1, for full derivation.
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Figure 3.4: (a) Image of the commercial NeaSpec s-SNOM setup. All the optics are enclosed
within a compact box setup in order to minimize perturbations that can be introduced to the
tip from the environmental conditions of the experimental room. The particular configuration
that is shown here has two modules: a near-field imaging module (left side) and a near-field
spectroscopy module (right side), also known as nano-FTIR. (b) Sketch of the optical setup of
the s-SNOM in the back-scattering configuration. Depending on which module is used, either
a single wavelength tunable quantum cascade laser (QCL) or a broadband laser is used as the
light source. The abbreviations used in panel (b) are: beam splitter (BM) and reference mirror
(RM). Courtesy of Neaspec GmbH.

establish and maintain contact between the tip and the sample. As illustrated in Figs. 3.5 (c)
and (d), the resonance frequency increases as the oscillating tip is advanced towards the sample
surface and thus the frequency shift ∆ω can be used as an alternative feedback signal. A
diagram representing a feedback loop by which tip/sample contact can be established is shown
in Fig. 3.5 (b). A piezoelectric element plunges or retracts the tip to maintain a predefined
setpoint value (determining the point of contact with the sample surface) in response to the
feedback mechanism as the sample surface is scanned. In practice, the atomic force microscopy
part of a scanning near-field microscope utilizes the amplitude and phase of oscillation, frequency
shift, and quality factor of the cantilever resonance as feedback signals to map the topography
of the sample.

The optical near-field signal of the sample is contemporaneously detected as the topography is
being mapped. As shown in Fig. 3.4 (b), a parabolic mirror with numerical aperture, NA = 0.46,
is used to focus a laser light source on the tip/sample region with an incidence angle of 60◦

(measured with respect to the normal to the sample surface). The light is focused at a sub-λ
region underneath the tip (as a result of the lightening-rod effect previously mention), exciting
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Figure 3.5: (a) Sketch of a beam of length L and diameter 2R fixed at one end and allowed to
oscillate freely on the other. (b) A diagram representing the feedback loop employed in scanning
probe microscopy such as s-SNOM to establish and maintain contact with the sample surface.
This is done by measuring an interaction signal that is compared to an externally defined
setpoint. Ideally, the measured interaction signal should correspond to the externally defined
setpoint when the tip is in contact. The speed and stability of the feedback loop depend on the
parameters of the controller G(ω). (c-f) Resonance of a vibrating beam. The amplitude x0(ω)
(panel (c)) and phase φ(ω) (panel (d)) of a beam driven at a frequency ω. As the beam-end
starts to interact with a sample surface, the resonance shifts and the amplitude drops. (e) and
(f) show the amplitude and phase at frequency ω = ω0 as functions of the distance d between
the beam-end (tip) and the surface. The distance range over which the amplitude and phase
vary depends on the interaction area (tip sharpness). Reproduced from ref. [7].

the sample’s near-fields, which are then scattered by the tip as depicted in Fig. 3.3 (e). The
tip-scattered light is collected with the same parabolic mirror used to focus the light onto the
sample. This particular collection configuration is usually referred to as back-scattering mode
SNOM4. The collected light then passes through a pseudo-heterodyne interferometer, whose
reference beam is shifted by a frequency ∆ using a vibrating piezoelectric element, before being
refocused via a parabolic mirror onto a liquid nitrogen-cooled mercury-cadmium-telluride (MCT)
detector. It should be underlined here, that in contrast to a classical Michelson interferometer,

4s-SNOM can also be operated in transmission mode, in which a different parabolic mirror is used to collect
the light transmitted from the sample region underneath the tip.
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in which two reference mirrors form the two arms of the interferometer, the tip/sample region in
the current setup forms one arm of the interferometer, while the other is formed by a reference
mirror (see Fig. 3.4 (b)). This results in an asymmetric interferogram. The power measured at
the detector is, then, given by

S = Sref + Sscat + 2
√
SrefSscat cos(∆t+ ϕ) (3.4)

generated by the interference of the strong reference beam of signal Sref, and the weak scattered
light of the tip of signal Sscat.

Both the amplitude and phase of the detected signal are measured using a high-frequency
lock-in amplifier operating at the frequency ∆ + nΩ (where n designates the order of harmonic
signal demodulation). This demodulation scheme is required in order to suppress any background
signal. It is usually necessary to demodulate the detected signal at the second or third harmonic
to improve the signal-to-noise ratio and to better isolate the near-field signal [10–13].

At this point, we can distinguish between two different types of measurements that can be
performed with this setup, depending on the light source used. Using a tunable quantum-cascade
laser (QCL), one can perform near-field imaging of the sample at a selected wavelength λQCL.
These types of measurements will be presented in chapter 4, in which s-SNOM is employed
to map the near-field of a sub-λ antenna. The second type of measurements, which are the
focus of the current chapter, are near-field spectroscopy measurements that are performed with
a broadband infrared laser source. Such measurements are usually referred to as nano-Fourier
transform infrared (nano-FTIR) spectroscopy5. The nano-FTIR setup shown in Fig. 3.4 (a) is
equipped with an optical parametric amplifier (OPA) broadband infrared light source, whose
bandwidth can be tuned to the spectral region of interest6. The nano-FTIR setup can be used to
identify the polaritonic resonances of the polar dielectric materials introduced in the preceding
chapter, or for general absorption spectroscopy of molecular fingerprints with a 20 nm spatial
resolution [14].

For nano-FTIR measurements, interferometric detection demodulated at the nth-harmonic
of the tip tapping frequency Ω alone is sufficient to suppress the background signal [10–12]. Since
the distance ztip between the sample and the nearest point of the tip (z0) undergoes harmonic
oscillations, that is

ztip(t) = z0 + ∆z(1 − cos Ωt), (3.5)

where ∆z ∼ 60 nm, typically, the amplitude sn(ω) and phase ϕn(ω) of the signal demodulated
at the tapping harmonics are given by

Sn = sne
iϕn = 1

T

∫ T

0
einΩtS(ω, t)dt, T = 2π

Ω , (3.6)

in which S(ω, t) is the interferometric signal measured at the detector before demodulation, and
5Which is the near-field analog of far-field FTIR spectroscopy.
6In this manuscript we will be primarily interested in the mid-infrared spectral range centered around a

wavelength of 10 µm.
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Figure 3.6: Nano-FTIR spectroscopy of SiC. (a) amplitude, (b) phase, (c) real part, and (d)
imaginary part of the near-field signal on SiC, SSiC

3 = sSiC
3 eiϕSiC

3 , normalized to the signal
of a reference Si substrate, SSi

3 = sSi
3 e

iϕSi
3 . The detected signal is demodulated at the 3rd

harmonic. Tapping parameters: tip oscillation frequency, Ω = 241 kHz, and tapping amplitude,
∆z = 55 nm.

ω is the frequency of the laser source.
The nano-FTIR spectrum of a 6H-SiC sample is presented in Fig. 3.6. The near-field signal of

the SiC substrate, SSiC
n = sSiC

n eiϕSiC
n , is normalized to that of a reference Si sample, SSi

n = sSi
n e

iϕSi
n ,

with εSi = 11.7. This normalization procedure ensures that artifacts that may arise due to the
spectral dependence of the MCT detector response or laser intensity, are removed from the nano-
FTIR spectrum. The amplitude and phase of the normalized signal are shown in Figs. 3.6 (a)
and (b), respectively, for n = 3. The reference sample acts as a specular reflector of the incident
field light that is focused onto the sample via the tip so that the amplitude, sSi

n , gives the
incident field amplitude. The normalized signal amplitude is, thus, proportional to the local
electric field enhancement between the tip apex and the sample. As seen in Fig. 3.6 (a), the
incident electric field amplitude is greatly enhanced at the surface of SiC, reaching as high as 17
times the incident field amplitude. This substantial enhancement is a direct consequence of the
resonance of the surface phonon-polariton modes of a SiC half-space [15], near 930 cm−1, which
was introduced in the preceding chapter.

On the other hand, the real and imaginary parts of the normalized signal (Figs. 3.6 (c)
and (d)) mirror the real and imaginary parts of the local dielectric function of the sample [16].
For a polar crystal such as SiC, the real and imaginary parts of the signal are modified by the
polaritonic response of the material. The imaginary part in particular, which corresponds to the
near-field absorption by the sample, has a peak at 930 cm−1 (see Fig. 3.6 (d)), that is, near the
asymptotic frequency of a SiC half-space (see subsection 2.2.1). The existence of many surface
phonon-polariton modes at this frequency means that light focused on the sample by the tip
can couple to many in-plane modes, resulting in the large near-field absorption observed.
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Figure 3.7: (a) Schematic representation of the tip above a sample surface and its image in the
sample. (b) and (c) Representation of the point dipole approximation [12], in which the tip and
its image are replaced by two spherical particles of dipole moments p and p′, respectively, and
radius a. The applied electric field, Ein, is assumed to be perpendicular to the sample surface
in panel (b) and parallel to it in panel (c).

3.1.2 Modeling s-SNOM

Consider the s-SNOM geometry shown in Fig. 3.7 (a), in which an oscillating tip is in the vicinity
of a sample of dielectric function εs, with an electric field Ein, incident at the tip/sample region.
The applied electric field induces a dipole in the tip, which itself induces an image dipole in the
sample. The signal that one observes, in this case, is the light scattered by the effective dipole
emerging from the combination of tip and sample dipoles [17, 18], given by

Esc ∝ (1 + rp)2αeffEin, (3.7)

where rp is the Fresnel reflection coefficient for p-polarized light and αeff is the effective polar-
izability of the combined tip and sample dipoles. The (1 + rp)2 term is a far-field factor that
takes into account the fact that the total external field illuminating the tip consists of the sum
of the incident wave and the wave reflected off the sample [19].

The plots of Fig. 3.2 reveal that the field in the vicinity of an illuminated tip is mostly confined
to the tip apex due to the lightning-rod effect (see section 3.1). It is, therefore, reasonable to
assume that the tip and image dipoles can be replaced by spherical particles of radius a and
dipole moments p and p′, as illustrated in Figs. 3.7 (b) and (c). If the electric field Ein is assumed
to be perpendicular to the sample surface (Fig. 3.7 (b)), then p′ = βp, while if Ein is parallel
to the surface (Fig. 3.7 (c)), we have p′ = −βp, where β = (εs − 1)/(εs + 1) is the electrostatic
reflection coefficient. The preceding remarks form the basis of the point-dipole model that is
commonly used to model s-SNOM measurements [12]. Under these assumptions, we have7

7See ref. [12] for full derivation.
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α⊥
eff = αtip(1 + β)

1 − αtipβ/16πr3 (3.8)

for Ein perpendicular to the sample surface, and

α
∥
eff = αtip(1 − β)

1 − αtipβ/32πr3 (3.9)

for Ein parallel to the sample surface. In the above, r = ztip(t) + a, where ztip(t) is given
by Eq. (3.5), and αtip is the tip polarizability, which, in the current context, is given by the
electrostatic polarizability of a spherical dipole of radius a ≪ λ (Rayleigh limit) and dielectric
permittivity εt, that is8

αtip = 4πa3 εt − 1
εt + 2 . (3.10)

s-SNOM data are usually normalized by a reference. Since the normalization procedure elim-
inates all other factors in Eq. (3.7), it suffices to evaluate αeff only, when modeling experimental
data. The amplitude, snorm

n , and phase, ϕnorm
n , of the normalized s-SNOM signal are, therefore,

given by

snorm
n = ssample

n

sref
n

=
|αsample

eff,n |
|αref

eff,n|
, (3.11)

and

ϕnorm
n = ϕsample

n − ϕref
n = arg

(
αsample

eff,n

)
− arg

(
αref

eff,n

)
, (3.12)

αsample
eff,n and αref

eff,n being the effective polarizabilities of the sample and reference after demodu-
lation at the nth harmonic, which are obtained by integrating over the period of modulation as
in Eq. (3.6), i.e.,

α
sample (ref)
eff,n = 1

T

∫ T

0
einΩtα

sample (ref)
eff (ω, t)dt, (3.13)

where, αsample (ref)
eff (ω, t) are given by Eq. (3.8) or (3.9).

The point-dipole model reproduces the enhancement in material contrasts observed in the
near-field (see Fig. 3.8) but ultimately only provides a qualitative agreement with experimental
results. A quantitative agreement, on the other hand, is beyond the scope of this model. This
is because the point-dipole model fails to take into account the elongated shape of the tip. In
reality, due to its elongated shape, the tip preferentially scatters light that is polarized along
the normal to the sample surface, in other words, it has a polarizability tensor

αtip =


α

∥
tip 0 0
0 α

∥
tip 0

0 0 α⊥
tip

 , (3.14)

8See for example ref. [20], page 139.
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Figure 3.8: Effective polarizability amplitude at λ = 10.6 µm for a platinum (Pt) tip of radius
a = 30 nm, at a distance ztip = z above SiC and Au, normalized by that of a Si reference sample.
Due to the polariton resonance of SiC, the near-field is highly enhanced (about ten times more)
above SiC as compared to that of Au, which acts as a mirror in the mid-infrared (see Fig. 2.3 (b)).
Solid lines correspond to field polarization perpendicular to the sample surface, while dashed
curves correspond to parallel field polarization. For both SiC and Au, the amplitude ratio is
larger for the perpendicular field polarization.

with α⊥
tip slightly larger than α

∥
tip. The point-dipole model, nonetheless, provides a simple

method to gain valuable insights regarding the influence of tip size and material on its scattering
efficiency. For a particle whose size is small compared to the wavelength, the scattering (Cscat)
and absorption (Cabs) cross-sections can be found from its polarizability α as follows9

Cscat = k4
0

6π |α|2, (3.15)

and

Cabs = k0Im(α). (3.16)

For a spherical particle of radius a, α is given by Eq. (3.10). The above expressions, thus,
show that Cscat scales like a6, while Cabs scales like a3 so that Cabs ≫ Cscat. Additionally,
Eqs. (3.15) and (3.16) show that for non-metallic particles for which (εt − 1)/(εt + 2) only varies
slightly with respect to the wavelength, we have

Qscat = Cscat
πa2 ∝ 1

λ4 , and Qabs = Cabs
πa2 ∝ 1

λ
, (3.17)

where Qscat and Qabs are the scattering and absorption efficiencies of the particle. The above
limit is the Rayleigh scattering limit, which indicates that non-metallic particles that are small
with respect to the wavelength scatter light of shorter wavelength more efficiently. This scat-
tering phenomenon is the reason behind the blue color of the sky and oceans. Since extinction

9See ref. [20], page 140.
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Material Cscat (x10−2 nm2) Cabs (nm2)
Pt 0.0756 0.198
Au 0.0755 0.041
Si 0.046 0.0027

Table 3.1: Scattering and absorption cross-sections of a spherical particle of radius a = 30 nm
in air at λ = 10.6 µm for different materials.

is the sum of scattered and absorbed light, the scaling relations given in (3.17) also show that
there is a reddening of the spectrum of incident light upon transmission through a collection of
sufficiently small spheres whose optical constants vary little with wavelength. We can conclude
from the above remarks that dielectric tips scatter light of shorter wavelength more efficiently.

One may also note from Eq. (3.10) that a metallic tip can scatter or absorb resonantly
when Re(εt) = −2 and Im(εt) ≪ 1. This is the Fröhlich resonance condition introduced in
subsection 2.2.3 (cf. Eq. (2.63) for l = 1). In this limit, the tip acts as a resonant antenna that
efficiently couples the near-fields to the far-field. In practice, however, one would be ill-advised
to use a resonant tip as a near-field probe, as this can significantly alter the sample’s local fields,
particularly when probing nanostructures in which large field enhancements are confined to tiny
gaps (see chapter 4).

The scattering and absorption cross-sections at a wavelength of 10.6 µm are listed for a tip
approximated by a sphere of radius a = 30 nm for three typical materials, namely: platinum
(Pt), gold (Au), and silicon (Si). It is clear that the Pt and Au tips scatter more than the Si
tip but the Si tip is less lossy, and thus minimally perturbs the sample’s near-field. In general,
metallic tips are well-suited to probe polaritonic and hyperbolic materials, while dielectric tips
are preferred when studying the local field of a nanostructure such as a plasmonic antenna.

When a tip interacts with a surface, αeff is enhanced, which translates into enhanced scatter-
ing and absorption cross-sections of the effective tip/sample region. Figs. 3.9 (a) and (b) present
the resulting cross-sections of a Pt and a Si tip above an Au or Si surface, for perpendicular and
parallel field polarizations. We can draw the following conclusions from the plots. (i) For both
Pt and Si tips scattering and absorption along the perpendicular direction are predominant. (ii)
Both absorption and scattering cross-sections of the Pt tip are larger than that of the Si tip,
with the scattering cross-section being only slightly larger, however. (iii) Absorption is more
effective than scattering, even for weakly absorbing samples such as Au and Si. With smaller tip
diameters this is even more so due to the scaling behavior discussed above. (iv) Cross-sections
for both tips are larger above Au than Si for the perpendicular polarization, while the opposite is
true for the parallel polarization. The reason behind point (i) can be illustrated as follows. For
the parallel polarization, the tip and image dipoles are anti-parallel so that they nearly cancel
in the total scattering on Au. This cancellation is less perfect with Si, however, which is a less
effective mirror than Au. This explanation is further corroborated by the contrasting behavior
reported in (iv).

As mentioned previously, a quantitative agreement with experimental data necessitates a
model in which the elongated shape of the tip is included. One such model is the finite-dipole
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Figure 3.9: Absorption (Cabs) and scattering (Cscat) cross-sections at λ = 10.6 µm of (a) a Pt tip
and (b) a Si tip (a = 30 nm), above Au (green curves) and Si (blue curves). Solid lines correspond
to electric field polarization perpendicular to the surface, while dashed lines correspond to the
parallel polarization. Optical constants: εPt = −1450.7 + 1051i, εAu = −4680 + 1674.5i, and
εSi = 11.7 + 0.00084i.

model [17, 21], in which the tip is considered as an elongated dipole (see Fig. 3.10 (a)). Briefly,
the finite-dipole model can be described as follows10. The tip is represented by a perfectly
conducting spheroid which is polarized by an external field Ein. The fields at the ends of
the spheroid are approximated by opposite point charges ±Q0, which together form the dipole
p0 ≈ 2LQ0, where 2L is the length of the spheroid. Only the lower monopole Q0 is assumed
to be relevant for the near-field interaction with the sample. It induces a charge distribution
close to the sample surface, the field of which can be described by an image charge −βQ0 in the
sample, where β = (ε2 − ε1)/(ε2 + ε1) as before, with ε1 and ε2 the dielectric functions of the
surrounding medium and the sample, respectively (ε1 = 1 for air). The near-field interaction
with the sample induces additional charges in the tip. This interaction is treated electrostatically
through the addition of an opposite point charge −Q1 at the center of the tip and a positive
charge Q1 at the lower end of the spheroid (see Fig. 3.10 (a)), forming the dipole p1 ≈ Q1L.
The image of Q1 in the sample, can again be written as −βQ1.

The response of the spheroid to external monopole charges (i.e., to the image charges −βQ0

and −βQ1) is then approximated by the near-field induced by the point monopole Q1 at the lower
end of the spheroid, which is considered to be at a position W1 ≈ a/2, different from the position
W0 ≈ 1.31a of Q0 (a is the tip radius). With this assumption, which is an approximation of the
actual image charge distribution within the spheroid11, the curvature of the tip is considered. A
self-consistent treatment of the problem leads to the amount of the induced charge Q1 that has
two contributions stemming from the polarization of the sample by Q0 and by Q1 itself, i.e.,

Q1 = β(f0Q0 + f1Q1), (3.18)
10We will follow the derivation of the finite-dipole model outlined in ref. [21].
11For this approximation it is assumed that the tip is perfectly conducting.
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Figure 3.10: (a) Geometry of the finite-dipole model. Reproduced form ref. [21]. (b) Comparison
between the normalized s-SNOM amplitude, sSiC

3 /sSi
3 , presented in Fig. 3.6 (a) above SiC and the

corresponding fit result from the finite-dipole model (Eq. (3.20)). Fit parameters: a = 20 nm,
L = 300 nm, and g = 0.7e0.18i. The optical constants used for SiC are given in Fig. 2.1.

where the functions f0 and f1 include the geometric properties of the system and are given by

fi =
(
g − a+ 2ztip +Wi

2L

) ln 4L
a+4ztip+2Wi

ln4L
a

, (3.19)

in which i = 0 or 1, ztip the vertical tip–sample separation found from Eq. (3.5), and g an
empirical geometry factor, which describes the portion of the near-field induced charge in the
tip, relevant to the interaction. For typical s-SNOM tip geometries, |g| = 0.7 ± 0.1.
The field of the back-scattered light, Esc, is proportional to the effective polarizability αeff of
the tip as in (3.7), and can be calculated from the ratio between p1 and p0:

αeff ∝ p1
p0

+ 1 = 1
2

βf0
1 − βf1

+ 1. (3.20)

Here, the Fourier component αeff,n of αeff(ω, t), is computed as in Eq. (3.13) and the constant off-
set +1 in Eq. (3.20) is neglected. The normalized amplitude and phase can then be subsequently
calculated in the usual way from Eqs. (3.11) and (3.12).

Figure 3.10 (b) shows the resulting finite-dipole model fit corresponding to the nano-FTIR
data reported in Fig. 3.6 for SiC. The following fit parameters were used: a = 20 nm, L = 300 nm,
and g = 0.7e0.18i. It is evident from the figure that the finite-dipole model reproduces the
experimental spectrum with excellent quantitative agreement. Since the properties of the nano-
FTIR spectrum of SiC have already been discussed in the previous subsection, we will only
mention the influence of the fitting parameters on the resulting spectrum here. The major
influence on the resulting fit arises from the tip radius a and the geometrical parameter g.
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In particular, a affects the spectral position of the observed polaritonic resonance, whereas, g
influences its amplitude.

3.1.3 Determining the local thickness and dielectric properties of hBN flakes
with s-SNOM

The excellent quantitative agreement with experimental data given by the finite-dipole model,
suggests that the model can be used reversibly to determine properties of the sample, such as
layer thicknesses and dielectric constants, from nano-FTIR measurements. A common problem
in nano-optics, and optics in general, is the precise determination of the optical constants of
the sample under study. The most reliable method of experimentally determining the complex
infrared dielectric function of a sample is infrared ellipsometry [22]. Typically, determining the
optical constants of a sample with ellipsometry involves fitting a dielectric model (such as the
Drude-Lorentz model presented in subsection 2.1.1) to the ratio rp/rs, where rj (j = p or s) is the
complex reflection coefficient obtained from the sample’s reflectivity Rj = |rj |2, measured for p-
and s-polarized light at various angles of incidence. In the infrared, this measurement procedure
requires the fabrication of bulk samples in order to get an appreciable signal, especially since a
globar source is used with a spot size of several millimeters. However, this is not feasible when
dealing with atomically thin crystals or low-dimensional materials. Additionally, ellipsometry
requires knowledge of the various thicknesses of the individual layers of a multi-layer sample. The
high spatial resolution of s-SNOM makes it an ideal alternative to probe both layer thicknesses,
as well as, local dielectric properties of the materials mentioned above.
In this subsection, we will outline a method of determining the thickness of hBN flakes using
nano-FTIR and the finite-dipole model. To this end, hBN was exfoliated on an SiO2 substrate
resulting in hBN flakes about ∼ 30 × 30 µm2 in size, with thicknesses ranging from a few
nanometers to a couple of microns12(see Fig. 3.11 (a)). A nano-FTIR spectrum was measured
on one of the hBN flakes and on the SiO2 substrate next to it. The corresponding normalized
amplitudes are shown in Fig. 3.11 (b).

The nano-FTIR spectrum of the hBN flake yields three peaks at 807 cm−1, 1125 cm−1, and
1370 cm−1. The middle peak (at 1125 cm−1) corresponds to the polariton resonance of the
SiO2 substrate (cf. Fig. 3.11 (b), blue curve). The appearance of this peak in the nano-FTIR
spectrum of the hBN flake indicates that the measured flake is thinner than the penetration
depth of the SPhPs of the SiO2 substrate (see subsection 2.2.1). The amplitude of this peak is,
thus, directly related to the thickness of the hBN layer. Therefore, our procedure will be to fit
the amplitude of this peak using the finite-dipole model with the thickness of the hBN layer as a
fitting parameter. We note that the spectra shown in Fig. 3.11 (b) are similar to those reported
in ref. [23].

The finite-dipole model presented in subsection 3.1.2 can readily be extended to a three-layer
system such as the one sketched in Fig. 3.12 (a). We will only give the result of this extension
here and refer the reader to ref. [21] for further details. The potential response Φ of the sample
to the potential of a charge Q placed at a distance z0 above layer 2 in Fig. 3.12 (a) is given by

12These samples were prepared by Aurélien Schmitt at Laboratoire de Physique de l’Ecole Normale Supérieure.
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Figure 3.11: (a) Microscope image (×10 magnification) showing the exfoliated hBN flakes on
the SiO2 substrate. The substrate consists of a 285 nm SiO2 layer on top of a bulk Si layer.
(b) Normalized amplitudes of the nano-FTIR spectra measured on an hBN flake (such as the
one encircled in panel (a)) and on the SiO2 substrate next to the flake, demodulated at the 3rd
harmonic of the tip oscillation frequency. The amplitudes are normalized by the nano-FTIR
amplitude of a reference Si sample.

Φ =
∫ ∞

0
A(k)ekzJ0(kr)dk, (3.21)

with

A(k) = e−2kz0 β12 + β23e
−2kd

1 − β12β23e−2kd
. (3.22)

In the above, J0 is the zeroth order Bessel function of the first kind, d is the thickness of layer
2, and βij (i, j = 1, 2, 3) is the electrostatic reflection coefficient at the interface ij, defined by

βij = εi − εj

εi + εj
. (3.23)

As in the previous subsection, the potential response Φ is approximated by the potential of
an image monopole Q′ = −βXQ at a distance X underneath the sample surface, with βX =
−Φ2/Φ′|z=0 and X = Φ/Φ′|z=0 − z0, where ′ denotes differentiation with respect to z.

We can now compute (β0
X , X0) and (β1

X , X1) for the heights of the charges Q0 and Q1,
respectively, that were introduced in the previous subsection. Subsequently, the finite-dipole
model can be extended to the layered sample of Fig. 3.12 (a) by replacing W0 (resp. W1) in
Eq. (3.19) with X0 (resp. X1), then inserting it along with its corresponding β0

X (resp. β1
X) in

Eq. (3.20).
Since the thickness of the SiO2 layer is known (285 nm), the measurement on the SiO2

substrate can be used to fix the parameters of the model pertaining to the tip geometry, i.e.,
the tip radius a and length L (see Fig. 3.10 (a)). The resulting fit of the three-layer finite-dipole
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Figure 3.12: (a) Sketch of the three-layer geometry used in the extension of the finite-dipole
model to a multi-layer sample. Reproduced from ref. [21]. (b) Comparison between the nor-
malized amplitude of the nano-FTIR spectrum measured on the SiO2 substrate and the corre-
sponding amplitude obtained from the three-layer finite-dipole model (panel (a)) with ε1 = 1,
ε2 = εSiO2 , ε3 = εSi = 11.7, and d = 285 nm. (c) and (d) Same as panel (b) but for hBN.
Here the finite-dipole model result is obtained by taking ε1 = 1, ε2 = εhBN, ε3 = εSiO2 , and
d = 10 nm.Panel (c) shows the fit result for w1 = 1 and w1 = 5 in Eq. (3.24), while panel (d)
shows the result of the fit with w1 = w2 = 1.

model is shown in Fig. 3.12 (b) (black curve). The fit yields the geometrical parameters: a =
10 nm, L = 600 nm, and g = 0.7e0.032i. These values are then used in the fit of the measurement
on the hBN flake. As stated previously, the polariton resonance of the SiO2 substrate can be
used as a gauge of the hBN flake thickness. In particular, the strength of this peak decreases
with increasing thickness of the hBN layer13. By varying the thickness d of the hBN layer in the
finite-dipole model until the polariton resonance of the SiO2 substrate (at 1125 cm−1) arising in
the air/hBN/SiO2 structure matches that of the nano-FTIR measurement on hBN, we get that
d = 10 nm. The hBN hyperbolic phonon-polariton resonances (at 807 cm−1 and 1370 cm−1),

13We have verified this experimentally by performing nano-FTIR measurements on thicker hBN flakes, which
showed only the polariton resonance of hBN.
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on the other hand, are related to the dielectric properties of the hBN layer. To describe the
dielectric functions of the hBN and SiO2 layers, we use a Drude-Lorentz model with a single
oscillator (see subsection 2.1.1). As the dielectric properties of hBN and SiO2 may vary slightly
from sample to sample, we consider the parameters of the Drude-Lorentz model (Eq. (2.11))
as fitting parameters here. The first guess for these parameters is taken from the literature14.
We note here that the dielectric function of hBN can be determined experimentally by fitting a
dielectric model to microscope reflectivity measurements of an hBN flake (see methods section
of ref. [26]). However, this method requires the preparation of large hBN flakes, on the order
of 50 × 50 µm2, as well as the use of several objectives of varying numerical aperture in order
to vary the angle of incidence and collection of the microscope reflectivity measurement. For
simplicity we use the optical constants of hBN reported in ref. [25], which were calculated from
first principles. We also underline here that, contrary to the experimental method listed above,
the current method only requires two quick measurements and can be applied to hBN flakes of
any size.

To account for the anisotropy of hBN, we introduce a weighted average dielectric function

εhBN =
2w1ε

hBN
⊥ + w2ε

hBN
∥

2w1 + w2
, (3.24)

where εhBN
⊥ and εhBN

∥ are the dielectric functions of hBN in the direction perpendicular and
parallel to the optical axis15, and w1 ≥ 1 and w2 ≥ 1 are their respective weights. We have
already seen that the field probed by the tip of an s-SNOM is mostly dominated by the out-
of-plane field. Thus, the tip is expected to be more sensitive to the dielectric properties of the
sample in the out-of-plane direction, i.e., to εhBN

∥ in this case. We then take 1 ≤ w1 ≤ w2, with
w1,2 as positive integers to be fitted.
Within the framework of the Drude-Lorentz model, the amplitudes of the hBN peaks observed
in Fig. 3.11 (b) scale inversely with the damping constants γhBN

⊥ and γhBN
∥ of the hBN layer.

After fixing the thickness of the hBN layer as outlined above, we fit the values of γhBN
⊥ and

γhBN
∥ so that the finite-dipole model yields hBN peak amplitudes matching that of Fig. 3.11 (b)

(red curve). The resulting fit with w1 = 1 and w2 = 5 is plotted in Fig. 3.12 (c) and the fit
parameters are listed in table 3.2.

Layer material ε∞ ε0 ωTO (cm−1) ωTO (cm−1) γ (cm−1)
SiO2 (εSiO2) 2.1 2.77 1065 1230 64
hBN (εhBN

∥ ) 3 3.45 760 815 5.65
hBN (εhBN

⊥ ) 4.87 6.71 1360 1596.4 2.1

Table 3.2: Fitting parameters used in the Drude-Lorentz model for the dielectric functions of
the SiO2 and hBN layers.

The quantitative agreement of the finite-dipole model used here is evident from the compar-
ison with the experimental result shown in Fig. 3.12 (c). However, the fitting procedure fails

14Ref. [24] for SiO2 and ref. [25] for hBN.
15The optical axis is considered to be perpendicular to the sample surface.
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Figure 3.13: Dispersion curves of the HPhP modes of the air/hBN/SiO2 multi-layer structure
of Fig. 3.12 (c) visualized from the maxima of the imaginary part of the reflection coefficient of
the structure for p-polarized waves, given by Eq. (2.76). Panel (a) shows type I HPhP branches
and panel (b) shows the type II branches. The black dashed lines show the limits of the two
Reststrahlen bands of hBN.

to yield the correct frequency of the hBN resonance at 807 cm−1, which is red-shifted in the
fitted spectrum. The fit also overestimates the quality factor of the second hBN resonance at
1370 cm−1 (cf. Fig. 3.12 (c) red and black curves). Taking w1 = w2 = 1 (Fig. 3.12 (d)) more
closely reproduces the experimentally observed quality factor of the second hBN resonance but
the disagreement with the first resonance increases. Since the second hBN resonance arises due
to the negative real part of εhBN

⊥ , we can conclude that this fitting technique is more suitable
for the study of the in-plane dielectric properties of the sample.

Finally, we comment on the origin of the two resonance peaks that are observed in the near-
field spectrum of hBN. We have already eluded to the fact these are resonances of the hyperbolic
phonon-polaritons of hBN that exist within its two Reststrahlen bands (see subsection 2.3.1).
Interestingly, the resonance corresponding to the type I HPhPs is near the upper bound of the
first Reststrahlen band (807 cm−1), i.e., close to the longitudinal optical phonon frequency, while
that corresponding to the type II HPhPs is at the lower end of the second Reststrahlen band
(1370 cm−1), which is close to the frequency of the type II transverse optical phonon frequency
(see Fig. 3.12 (c)). Fig. 3.13 shows the dispersion curves of HPhPs for a 10 nm hBN thin
film on SiO2, calculated from Eq. (2.76). Similarly to what we have seen in subsection 2.4.1,
type II HPhP branches originate near ω⊥

TO = 1360 cm−1 and increase monotonically towards
an asymptotic value at large k. The key aspect to note here, however, is that infinitely many
HPhP branches exist at frequencies slightly above ω⊥

TO (see Fig. 3.13 (b)). The large number
of HPhP modes in this frequency region translates into the observed resonance at 1370 cm−1

in the nano-FTIR spectrum of hBN (Fig. 3.11 (b), red curve). The same can be said of the
resonance of the type I HPhPs at 807 cm−1, except that we have to keep in mind that type I
HPhPs have negative dispersion (see subsection 2.4.1), so that the resonance appears slightly
below ω

∥
LO, where infinitely many HPhP branches appear (Fig. 3.13 (a)).
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3.2 Near-field spectroscopy of surface polaritons with scattering
disks

In this section, we will present near-field thermal radiation spectroscopy measurements of polar
dielectric crystals using a far-field detection technique known as infrared spatial modulation
spectroscopy16 (IR-SMS), which is a far-field infrared detection method capable of measuring
the thermal emission of a single sub-λ object [28]. In order to scatter the near-field signal
of the sample to the far-field, we rely on local scatterers, which are fabricated using optical
lithography on the surface of the sample. The high sensitivity of the IR-SMS technique allows
one to measure the signal scattered by a single sub-λ object, making this method comparable to
the near-field microscopy techniques discussed heretofore. We mention here that thermal analogs
of s-SNOM have already been implemented for near-field thermal radiation microscopy [29] and
spectroscopy [18, 30]. Nevertheless, since the method we propose utilizes lithography-based
scatterers of well-known shape and size, it presents an advantage over tip-based techniques in
terms of modeling experimental data. We will, however, only present experimental data obtained
with this technique. We leave the modeling of such experimental data for future work, which
may be performed using a rigorous coupled wave analysis (RCWA) solver for instance.

3.2.1 Infrared spatial modulation spectroscopy: a far-field technique

We begin by illustrating the IR-SMS technique, which is a far-field infrared detection method
that will regularly be employed in this manuscript for the measurement of the far-field emission
of sub-λ resonators. This technique has been inspired by a similar far-field detection scheme
relying on the spatial modulation of a sub-λ particle, which was implemented in the visible
spectral range using a laser source (λ = 532 nm) [27]. In the current case, thermal emission
from a sub-λ particle placed on a homogeneous substrate is brought upon by heating the sample
to a uniform temperature T ∗ above the thermal bath, via a hot plate (Fig. 3.14 (a)). The emitted
thermal radiation is then collected from the sample using a Cassegrain objective17 (numerical
aperture, NA), which has a conic collection – except for a blind solid angle around the optical
axis due to the presence of a secondary mirror (see Fig. 3.14 (a)). The collected radiation then
passes through a step-scan operated Fourier transform infrared (FTIR) spectrometer before

16Spatial modulation has also been implemented in the visible spectral range using a laser source (see ref. [27]).
17The IR-SMS measurements that will be presented in this manuscript were performed with a Cassegrain

objective with NA = 0.5 or 0.78. We will specify later which Cassegrain objective was used depending on the
measurements under discussion.
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Figure 3.14: (a) Schematic illustration of the IR-SMS technique. The inset on the left shows
a microscope image of a sub-λ square patch antenna over a uniform background substrate.
The antenna is optically conjugated with the active area of the detector and a piezoelectric
translation stage is used to modulate its position in the detector’s field of view (FOV). The field
of view size is determined by the size of the active area of the detector (250 × 250 µm2 here)
and the magnification, M , of the collection optics. (b) Confocal configuration equivalent to the
optical setup of panel (a), consisting of a collection lens of focal length f1 and a focusing lens
of focal length f2. Three objects in the sample are depicted. Only the object (circle) on the
optical axis lying in the conjugated detection plane in the object space reaches the center of the
active area of the detector, producing a maximal detected signal. The other objects (triangle
and square) are either focused to the sides of the active area (triangle) or arrive at the detector
unfocused such that their signals are either minimal or suppressed. The magnification of the
two-lens system shown here is given by M = f2/f1.
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being refocused via an Au-coated parabolic mirror onto a liquid-nitrogen-cooled mercury cad-
mium telluride (MCT) detector, enabling the measurement of a thermal radiation spectrum.

In this configuration, the setup can be equated to a confocal detection scheme consisting
of two lenses of focal lengths f1 and f2, corresponding to that of the Cassegrain objective and
parabolic mirror, respectively (Fig. 3.14 (b)). Confocal microscopy is typically implemented
with a pinhole placed in front of the detector. The principle of this detection technique is
based on the fact that light not originating from the focal area will not be able to pass through
the detection pinhole and hence cannot reach the detector. Laterally displaced beams will be
blocked by the detector aperture and beams originating from points displaced along the optical
axis will not be focused in the detection plane and therefore will be strongly attenuated by the
detection pinhole. This effect is illustrated qualitatively in Fig. 3.14 (b).

For the particular setup of Fig. 3.14 (a), the equivalent confocal magnification is given by
M = f2

f1
= 50.8 mm

5 mm = 10.16. The detector that we use here has an active area of 250 × 250 µm2

so that the field of view of the detector is ∼ (250/M)2 = (24.6)2 µm2. The small active area of the
detector, and the fact that its detectivity falls off away from its center18, can be used to induce
a spatial filtering of the detected signal analogous to that of the pinhole in confocal microscopy.
Consider a sub-λ object placed on the heated sample surface that is optically conjugated with
the detector’s active area. As the sample surface is isothermal, the thermal radiation signal at
the detector will be dominated by an overwhelming background signal produced by the regions
surrounding the sub-λ object. To filter out this background, the sample is laterally modulated
with an amplitude A ∼ 25 µm, at a frequency Ω, by means of a piezoelectric translation stage.
This induces a spatial dependence on the signal contribution coming from the single sub-λ
object, as its position oscillates within the detector’s field of view. We extract this contribution
through lock-in detection, by demodulating the detected signal at the frequency Ω, or at a higher
harmonic, eliminating the large background.

Since the sub-λ particle is modulated sinusoidally along the x-direction, its position can be
written as

x(t) = x0 + A

2 sin Ωt, (3.25)

where x0 is the position of the particle with respect to the optical axis. Thus, for a small
amplitude of modulation one can perform a Taylor series expansion of the detected signal,
S(x, y;λ, t), around x0 as follows

S(x, y;λ, t) ∼ S(x0) + A

2 sin Ωt
(
∂S

∂x

)
x=x0

+ A2

4 sin2 Ωt
(
∂2S

∂x2

)
x=x0

+ · · · (3.26)

The first term in Eq. (3.26) is a DC offset corresponding to the uniform background signal of
the substrate while the remaining terms correspond to the higher harmonics of the signal arising
from the spatial modulation of the sub-λ particle under study19. The signal demodulated at the

18More precisely, the detected signal falls off away from the center of the detector active area following a
Gaussian-like behavior with a full width at half maximum of ∼ 17 µm (see ref. [28]).

19The substrate on which the sub-λ particle lies upon, is assumed to be homogeneous and thus translationally
invariant.
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Figure 3.15: (a) Scanning electron microscope (SEM) image of a square patch metal-insulator-
metal (MIM) antenna of side w = 2 µm. MIM antennas will be discussed in greater detail in
chapter 4. (b) and (c) Spatial scans of the signal of the single antenna of panel (a), demodulated
at the 1st and 2nd harmonic, respectively.

nth harmonic, Sn(x, y;λ), can be found by integrating over the modulation period T = 2π/Ω:

Sn(x, y;λ) = 1
T

∫ T

0
S(x, y;λ, t) sin (nΩt)dt. (3.27)

By replacing Eq. (3.26) in (3.27) we can see that the constant DC term S(x0) cancels out
so that the background signal of the substrate is effectively eliminated by the demodulation
procedure. In practice, the lock-in amplifier integrates the signal over a time constant τ = mT ,
with m ≥ 1, so that the detected signal may undergo multiple modulations during the time τ .
This has the effect of increasing the signal-to-noise ratio and better isolating the signal coming
from the modulated particle.

Since the ultimate goal is to perform FTIR spectroscopy of the demodulated signal, one
must keep in mind that the stabilization time of the moving mirror of the FTIR’s Michelson
interferometer, which is operated in step-scan mode, is proportional to the lock-in time con-
stant20. Increasing the lock-in time constant, therefore, will result in an increase in the total
time required to record a full interferogram (signal intensity I vs interferometer mirror delay
δ). Longer interferograms are more sensitive to drifts, which may result in an asymmetrical
interferogram21 that ultimately produces an erroneous Fourier transform. Hence, a compromise
must be made when selecting the appropriate time constant. In our case, Ω = 21 Hz and we
typically select a time constant τ = 500 ms so that m = 1.67. For the interferogram, we choose
a stabilization time of 6τ and the intensity I is recorded at 315 points of the mirror delay. This
yields a total time of 15.75 minutes for a full interferogram. Increasing the time constant further
will result in the aforementioned drifts. Instead, the measurement is repeated multiple times
and the resulting Fourier-transformed spectra are averaged.

Figures 3.15 (b) and (c) show the (x, y)-plane spatial scans of the spectrally-integrated
20Ideally, the stabilization time should be set to 5 or 6τ .
21The signal I of the interferogram is a result of the interference of the signal coming from the two arms

(mirrors) of the Michelson interferometer, at the beam-splitter. At the center of the interferogram (δ = 0) the two
signals interfere constructively, giving maximal intensity. Away from δ = 0 the intensity drops due to destructive
interference. The drop in I on both sides of δ = 0 is symmetric.
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IR-SMS signals, S1(x, y) and S2(x, y)22, of a single 2 µm-square-patch metal-insulator-metal
antenna (see Fig. 3.15 (a)) that is modulated along the x-direction (A = 25 µm). Demodulation
at the 1st harmonic yields two lobes with opposite signs and a minimum (S1 ≈ 0) at x = 0.
On the other hand, S2 has three lobes of alternating sign with one extremum at the position
(x, y) = (0, 0). Interestingly, the lobes extend over a spatial region that is several tens of microns
and are well separated. We underscore here the importance of the fact that at the position
(x, y) = (0, 0) (i.e., at the optical axis) S1 vanishes while S2 has an extremum. This means
that the single antenna can be positioned at the optical axis with sub-λ precision by displacing
the piezoelectric element so that the conditions S1 ≈ 0 and |S2| ≈ max(S2) are simultaneously
satisfied. In practice, the antenna is placed at the position where the maximal signal is detected,
that is, at one of the extrema of the lobes, so that the thermal emission spectrum is recorded
with the highest possible signal-to-noise ratio.

We turn now to the physical meaning of the detected signal. For a surface of area B at
temperature T ∗, the power emitted within a solid angle dξ = sin θdθdϕ is given by23

dP em
λ

dξ
= BϵλL0(λ, T ∗) cos θ, (3.28)

where ϵλ is the spectral emissivity of the surface24 and L0 is the Planck blackbody spectral
radiance in W.sr−1.m−3 written as

L0(λ, T ∗) = 2hc2

λ5
1

exp
(

hc
λkBT ∗

)
− 1

. (3.29)

By definition, a blackbody absorbs (equivalently, emits) all light incident upon it so that its
emissivity is unity. A sub-λ object, such as a resonant nano-antenna, can be thought of as a
blackbody surface whose surface area is equivalent to the antenna’s emission cross-section, Cem,
and thus from Eq. (3.28), the power emitted by the antenna within the solid angle dξ reads

dP ant
λ

dξ
= CemL0(λ, T ∗) cos θ. (3.30)

For a finite-sized object, one can equate the emission cross-section to the absorption cross-section,
Cabs. This is the local form of Kirchhoff’s law of blackbody radiation [33].

We may now formally write the power measured at the detector as follows

P det
λ = P ant, det

λ + P bg, det
λ , (3.31)

where
22The λ dependence is dropped from the argument of Sn here since the demodulated signals presented in

Figs. 3.15 (b) and (c) are integrated over the entire spectral range of the detector.
23The cos θ factor appears due to the fact that a blackbody is a Lambertian source (i.e. obeying Lambert’s

cosine law [31]).
24The emissivity ϵλ of a surface is equivalent to its absorptivity αλ by Kirchhoff’s law [32].
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3.2. Near-field spectroscopy of surface polaritons with scattering disks

NA θmin θmax P ant, det (nW) P bg, det (nW)
Obj. 1 0.5 10◦ 30◦ 5.2 157.7
Obj. 2 0.78 33◦ 52◦ 7.7 232.6

Table 3.3: Spectrally integrated power reaching the detector at T ∗ = 440 K, for two different
Cassegrain objectives. The power is integrated over the spectral range λ ∈ [6, 14] µm. It is
assumed that Cem = 20 µm2 for the antenna and ϵλ = 1 for the background.

P ant, det
λ =

∫ 2π

0
dϕ

∫ θmax

θmin
dθ sin θ cos θCem(λ)L0(λ, T ∗), (3.32)

is the power emitted by the antenna that reaches the detector, and

P bg, det
λ =

∫ Adet

0

∫ Adet

0
dxdy

∫ 2π

0
dϕ

∫ θmax

θmin
dθ sin θ cos θϵλL0(λ, T ∗), (3.33)

is the power emitted by the background.
In the above, Adet = (250/M) µm, θmin and θmax are the minimum and maximum collection
angles of the Cassegrain objective, and Cem(λ) is the emission cross-section of the sub-λ antenna.
Table 3.3 lists the spectrally integrated powers, P ant, det and P bg, det, for two different objectives
of varying numerical aperture and collection angles. These values are obtained by integrating
Eqs. (3.32) and (3.33) over the spectral range λ ∈ [6, 14] µm. The antenna is considered to have
an emission cross-section of 20 µm2 and the background is considered as an ideal blackbody
with an emissivity of 1.
This calculation shows that the power emitted by a sub-λ antenna that is captured by our
detection system is on the order of a few nanoWatts and is only a few percent of the background
power reaching the detector. In reality, the detected power is expected to be even lower since
we have neglected the fact that the detector is less sensitive away from the center of its active
area and neglected the losses from the various optical components used to guide the beam to
the detector. Nonetheless, this provides an order-of-magnitude of the signals that we are dealing
with here and clearly illustrates the high sensitivity of the IR-SMS technique.

We can gain more precise insight into the power of the detected signal by examining the
lock-in signal, which is given in milliVolts. The photons that are incident on the active area
of the detector are converted into a photo-current25. The photo-current then passes through
a trans-impedance circuit in order to amplify the signal before reaching the lock-in amplifier.
The trans-impedance circuit converts the incident power measured at the detector into a voltage
that is displayed on the lock-in amplifier. One can therefore compute the incident optical power,
Popt, for a given voltage VLI read on the lock-in amplifier as follows

25Not all photons are converted into a photo-current since the quantum efficiency of the detector is usually less
than 1.
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Popt = VLI
GRdet

, (3.34)

where G is the gain of the trans-impedance circuit and Rdet is the detector’s responsivity in
V/W.
In our case, we use an MCT detector (Infrared Associates Inc.) with Rdet = 36287 V/W and
a trans-impedance gain G = 3570. Typically, we find that for a 2x2 µm2 antenna VLI ∼ 1 mV.
Thus, Eq. (3.34) gives an optical power Popt ≈ 7.7 pW. This shows that the actual detected
signal of a single sub-λ antenna is three orders of magnitude lower than the one calculated in
the previous paragraph. This is mainly due to the detector’s detectivity (see below) and losses
from the various optical components used to guide the beam.

We have established so far that the raw (i.e., untreated) spectral signal, Sant
n , of a sub-λ

antenna, measured using the IR-SMS technique, is proportional to the product of the antenna
absorption (emission) cross-section and the blackbody spectral radiance, that is, Sant

n (λ, T ∗) ∝
Cabs(λ)M0(λ, T ∗), in which M0 is the Planck blackbody spectral radiance in W.m−3. The
constant of proportionality is the spectral response function, rν , which is determined by the in-
strumental response26 of the setup. The response function of the setup can be readily obtained
by measuring the response of a reference blackbody sample and following the calibration proce-
dure outlined in ref. [34].
Consider a setup in which the thermal emission of a sample is measured after passing through
an FTIR spectrometer. In this case, the signal reaching the detector can be cast as follows

Cν = rν(Lν + L0
ν), (3.35)

where Lν is the spectral radiance of the sample and L0
ν is the spectral radiance due to instru-

mental emission27, both in W.m−1.
If the sample is a blackbody source whose thermal emission is measured at two different tem-
peratures, Tc and Th (Tc < Th), then Eq. (3.35) can be solved to yield the following

rν = Chν − Ccν

Bν(Th) −Bν(Tc)
, (3.36)

and
L0

ν = Chν

rν
−Bν(Th) = Ccν

rν
−Bν(Tc), (3.37)

where Bν is the Planck blackbody spectral radiance in W.m−1 and, Chν and Ccν , are the uncal-
ibrated spectra of the blackbody sample measured at the temperatures Th and Tc, respectively.

To evaluate the response function of our setup, we measure the thermal emission of a reference
blackbody sample through the same optical path with the FTIR operated in rapid-scan28 mode.

26This includes the spectral dependence of the detector, transmission of the FTIR beam-splitter, and the
spectral dependence (if any) of all other optical components of the setup.

27The subscript ν = 1/λ here denotes the wavenumber, which is conventionally used in FTIR spectroscopy in
units of cm−1.

28Also known as continuous scan due to the fact that the moving mirror of the interferometer is translated
continuously.
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3.2. Near-field spectroscopy of surface polaritons with scattering disks

Figure 3.16: (a) Uncalibrated spectra of the thermal emission of a reference blackbody sample
at variable temperature T . (b) Spectral response function (rν) of the optical setup computed
from Eq. (3.36). (c) Measured blackbody spectra of panel (a) after calibration (Lν = Cν

rν
− L0

ν)
and (d) their corresponding Planck blackbody spectral radiance.

The measured blackbody response is shown in Fig. 3.16 (a) for various temperatures. The sample
temperature is set by an electrically-controlled hot plate and is measured using a thermo-couple
tip at the surface of the sample.

Although the spectra of Fig. 3.16 (a) are broadband, they lack the main characteristic that
is to be expected for an ideal blackbody source. Contrary to a blackbody source, the spectral
position at which the measured intensity is maximal is invariant with respect to temperature.
According to Wien’s law, the peak wavelength, λmax, of the intensity spectrum of a blackbody
source is expected to scale inversely with respect to its temperature following the relation:
λmax = b/T with b = 2898 µm.K. This behavior is absent in Fig. 3.16 (a) since, as we have
already mentioned, the raw signal is a product of the response function and the sum of the
emission from the sample and the various instruments used in the setup (see Eq. (3.35)).

By using the measured spectra of Fig. 3.16 (a) in Eqs. (3.36) and (3.37) we can compute
the experimental spectral response function and instrumental offset of our setup. The resulting
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Figure 3.17: (a) Sketch representing the scattering of thermally excited surface polaritons by
an Au disk at the surface. (b) Microscope images of Au disks that were patterned via optical
lithography on the surface of a SiC substrate. The disks are 110 nm thick and are of varying
diameters.

response function is presented in Fig. 3.16 (b). It is clear that the spectral response is maximal
at a wavenumber close to 1000 cm−1 and falls off away from this frequency. This is due to the
fact that the detectivity29, D∗, of the MCT detector is maximal at a wavelength of 10 µm, which
is the main reason behind why the spectra in Fig. 3.16 (a) all have a peak at this wavelength.
Typically, the detectivity of an infrared detector is optimized at a certain wavelength by tuning
the alloy concentration in the semi-conductor material30 making up its active area, so that the
band-gap energy matches that of the photon energy. Away from the optimal wavelength, the
detectivity falls off following a bell-shaped distribution.
The spectral radiance curves of the blackbody sample resulting from the above calibration
procedure are plotted in Fig. 3.16 (c). Indeed, we find that the calibrated spectra follow the
Planck blackbody distribution (cf. Fig. 3.16 (d)).

3.2.2 Near-field spectroscopy of a SiC substrate with a gold disk

As we have already mentioned at the beginning of this section, the goal is to perform near-field
spectroscopy using a far-field technique. To couple the near-field signal to the far-field, a sub-λ
scatter, such as an Au disk, must be patterned at the surface of the sample. This situation is
depicted in Fig. 3.17 (a). A sample consisting of a surface polariton-active material is heated
uniformly to a temperature, T ∗, above the thermal bath, so that all the modes of the sample are
excited through thermal fluctuations (including propagating surface modes). The disk acts as
a local scatterer, scattering the propagating surface modes of the sample to the far-field where
they can be detected using the IR-SMS technique.

Gold disks of diameters ranging from 2 to 8 µm were patterned using optical lithography
on a SiC substrate31(see Fig 3.17 (b)). Since we are interested in the signal scattered by a
single disk, and owing to the long propagation lengths of SPhPs on SiC (see subsection 2.2.1),

29The detectivity or specific detectivity is usually measured in Jones units. 1 Jones = 1 cm.Hz1/2.W−1.
30Mercury-cadmium-telluride (Hg1−xCdxTe) in our case.
31The samples that will be discussed in this section were fabricated via optical lithography by Aurélien Schmitt

at Laboratoire de Physique de l’Ecole Normale Supérieure.
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3.2. Near-field spectroscopy of surface polaritons with scattering disks

Figure 3.18: Finite-element method (FEM) calculations of the cross-sections of a gold disk in
air. (a) & (d) Absorption cross-section (Cabs). (b) & (d) Scattering cross-section (Cscat). (c)
& (f) Extinction cross-section (Cext = Cabs + Cscat). The top panels correspond to the electric
field incident upon the disk from the top and the bottom panels are for electric field incident
upon the disk from the side (see insets of panels (a) and (d)). Details on FEM simulations can
be found in Appendix A.

the disks were fabricated 200 µm apart so that they are well isolated. It is important to note
here that the disk must only act as a passive scatterer of the sample’s near-fields and not as a
resonant structure itself. This ensures that the sample’s near-fields are minimally perturbed by
the presence of the disk. To quantify the scattering behavior of the disk we performed finite-
element method simulations of the cross-sections of an Au disk, of diameter 2µm ≤ d ≤ 8µm, in
air (Fig. 3.18). The results show that even for the largest disk considered (d = 8 µm, magenta
curves) the cross-sections of the disk are almost completely spectrally-flat within the frequency
range that we consider here. It is interesting to note that, contrary to the spherical probes
discussed in subsection 3.1.2, absorption is either less than scattering (cf. Figs. 3.18 (a) and (b))
or comparable to it (cf. Figs. 3.18 (d) and (e)). This can be attributed to the larger size of the
disk as compared to that of the aforementioned spherical probes.

The sample temperature was raised to T ∗ = 440 K so that propagating surface phonon-
polaritons in SiC are excited and a spectrum of the near-field signal scattered by a single disk
is measured via IR-SMS as outlined in the previous section. To remove any temperature or
instrumental dependence, the detected signal, Sdisk(ω, T ∗), was normalized by the response of a
reference blackbody sample, SBB(ω, T ∗), which was measured with the same optical path.
The normalized signal Snorm(ω) = Sdisk(ω, T ∗)/SBB(ω, T ∗) for an Au disk with d = 2 µm is
shown in Fig. 3.19 (a). One can clearly see that the spectrum is dominated by the near-field
polariton resonance of SiC at 930 cm−1, which has already been discussed in subsection 3.1.1.
In addition to the polariton resonance, there exists a dip in the spectrum at the longitudinal
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Figure 3.19: Far-field characterization of the near-field thermal radiation scattered by a single
sub-λ Au disk (diameter, d = 2 µm) on a SiC substrate. The far-field signal is detected using
the IR-SMS technique and normalized to the response of a reference blackbody sample. (b)
IR-SMS spectra of the scattered near-field signal as a function of increasing disk diameter d. (c)
Far-field absorption of a SiC substrate measured using three different techniques: IR-SMS at an
Au/SiC substrate (black curve), optical chopping (green curve), and using an integrating sphere
(blue curve). For the latter method, the absorptivity A was obtained from A = 1 − R, where
R (red curve) is the sample’s reflectivity (the sample was thick enough that the transmission
was effectively zero). The optical chopper measurement was performed with the same optical
setup as that of the IR-SMS technique except that the spatial modulation of the sample was
replaced by the optical chopping of the signal by the blades of the chopper. The detected signal
was demodulated at the frequency of chopping to improve the signal-to-noise ratio. To remove
the signal coming from the blades of the chopper we performed a measurement on the bare SiC
substrate and a reference measurement on a large Au pattern and took the difference of the two.
The green-shaded regions mark the Reststrahlen band of SiC between ωTO and ωLO.

optical phonon frequency ωLO which is followed by an increase again and a semi-flat behavior
at higher frequencies.

We have already elaborated in the previous subsection on the fact that the signal observed
in the IR-SMS experiment corresponds to the absorption from the sample by Kirchhoff’s law.
And since this is a far-field detection technique coupled with a near-field probe (the sub-λ disk),
then the detected signal, in this case, is a sum of both the near- and far-field absorption of the
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sample. One may argue, however, that since the substrate is uniform, the far-field response
of the substrate should cancel out, as illustrated in subsection 3.2.1, and only the near-field
response would be measured. This is only partially true in the current problem as we clearly
observe far-field signatures of the SiC substrate in the spectrum shown in Fig. 3.19 (a). In
particular, the dip at ωLO corresponds to the low absorption of SiC at the upper edge of the
Reststrahlen band (cf. Fig. 3.19 (c)).

This behavior can be understood by examining the detected signal in more detail. Since the
Au disk is modulated in and out of the field of view of the detector, and the detected signal is
demodulated at the frequency of this modulation (see subsection 3.2.1), then the detected signal
is roughly given by the difference

∆Sdet = |Sin
disk − Sout

disk|, (3.38)

where Sin
disk and Sout

disk are the signals with the disk in and out of the detector’s field of view,
respectively. The latter signal simply corresponds to the bulk far-field absorption of the area
of the SiC substrate filling the detector’s field of view, which we denote as Sbulk. On the other
hand, Sin

disk, can be further divided into two parts as follows

Sin
disk = Sscat + S′

bulk, (3.39)

in which Sscat is the near-field signal scattered by the disk and S′
bulk is the bulk signal as before

only this time the area of the substrate within the field of view is slightly reduced due to the
presence of the disk. We can therefore rewrite Eq. (3.38) as a sum of two terms, a near-field
term, and a far-field term:

∆Sdet = |Sscat − ∆Sbulk|, (3.40)

where the far-field term, ∆Sbulk = Sbulk − S′
bulk, is expected to scale with the size of the disk.

We mention that since the scattering cross-section of the disk also scales with disk size (see
Fig. 3.18), Sscat is expected to scale in the same manner.

To determine which term dominates in Eq. (3.40) as the disk size increases, we measured
the IR-SMS spectra of a single disk as a function of increasing diameter d (Fig. 3.19 (b)). In
addition to measuring spectra up to a disk diameter d = 8 µm, we also performed a measurement
on a part of the sample that includes a gold pattern that is large enough to fill the detector’s
field of view, in which the modulation was performed at the interface between the Au pattern
and the bare SiC substrate (Fig. 3.19 (b), gold colored curve). The latter measurement should
correspond solely to the bulk absorption of SiC, Sbulk , since by virtue of Eq. (3.38), it is the
difference between the thermal emission signal of SiC and Au, in which the thermal emission of
Au can be neglected due to its high reflectance at infrared wavelengths (see Fig. 2.3 (b)). This
is corroborated by the absence of the polariton resonance for this measurement, as well as by
the comparison in Fig. 3.19 (c).

Due to the step-like behavior of the far-field absorption of SiC in the mid-infrared, in which
the absorption switches from almost zero in the Reststrahlen band to almost 100 % for frequencies
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Figure 3.20: (a) Microscope image (×50 magnification) showing two 50-nm-thick hBN flakes,
each with a single sub-λ Au disk on top. The disks were fabricated via optical lithography. Each
flake has a disk with a different diameter d. The disks shown here correspond to (1) d = 2 µm
and (2) d = 3 µm. The disks all have a thickness of 110 nm. (b) Normalized IR-SMS spectra
of a single Au disk of diameter d placed on an hBN flake as in panel (a). The purple-shaded
region marks the type II Reststrahlen band of hBN.

ω > ωLO (see Fig. 3.19 (c)), one can ascertain the dominance of either term in Eq. (3.40) by
examining the relative ratio between the amplitude of the polariton peak and that of the semi-
flat part of the spectrum for ω > ωLO in Fig. 3.19 (b). By comparing these two amplitudes we
find that the near-field contribution to the signal is predominant up to a disk diameter of 4 µm.
For d = 5 µm (Fig. 3.19 (b), green curve), the two contributions are comparable. Increasing
the disk size further results in an enhancement of the far-field signal over that of the scattered
near-field (see Fig. 3.19 (b), magenta curve). Additionally, increasing the disk size leads to a
clear broadening of the SiC polariton resonance. We can conclude, therefore, that smaller disk
sizes lead to better isolation of the near-field signal. One must keep in mind, however, that
reducing the disk size too much decreases the disk’s scattering cross-section which will result in
a significant reduction in the possible near-field signal that may be detected.

3.2.3 Near-field spectroscopy of hBN thin films with local scatterers

We will now apply the near-field spectroscopy scheme of the previous subsection on an anisotropic
hyperbolic material, namely on thin hBN flakes. Optical lithography was carried out on the
sample used in subsection 3.1.3 to pattern a single sub-λ disk on some of the hBN flakes (see
Fig. 3.20 (a)). Several hBN flakes were measured, each with a single disk of different diameter
d, using IR-SMS. The resulting normalized spectra are plotted in Fig. 3.20 (b). For small disks
(d ≤ 4 µm) the spectra exhibit three resonance peaks: a broad peak centered at 1165 cm−1 and
two other peaks at 1371 cm−1 and 1537 cm−1. The first two peaks correspond to the polariton
resonances of the SiO2 substrate and the hBN thin film, respectively, as discussed in subsec-
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Figure 3.21: HPhP branches of the three-layer system sketched in the inset of panel (b), obtained
from (a) the maxima of the imaginary part of Eq. (2.76) and (b) by solving Eq. (2.79) for
mode number 0 ≤ l ≤ 6. The purple-shaded region in panel (b) marks the Reststrahlen band
corresponding to the type II HPhPs in hBN between ω⊥

TO and ω⊥
LO.

tion 3.1.3. The third peak at 1537 cm−1, which was previously unobserved in subsection 3.1.3,
is another hyperbolic phonon-polariton resonance that arises within the Reststrahlen band of
hBN.

To identify the origin of the resonance peaks observed in Fig. 3.20 (b), we calculated the
dispersion curves of the HPhP modes of the air/hBN/SiO2 multi-layer system corresponding to
our sample (Fig. 3.21). One can clearly see from Fig. 3.21 that the lowest order HPhP branch
(l = 0) of the multi-layer system has a large-k asymptotic value at ω = 1550 cm−1, while all
the higher order modes with l > 1 are overlapping near the transverse optical phonon frequency
ω⊥

TO. Thus, the resonance observed at 1537 cm−1 in Fig. 3.20 (b) corresponds to the lowest
order HPhP branch in hBN, whilst the resonance at 1371 cm−1 of higher amplitude, results
from the lumped higher order HPhP branches.

As the disk size is increased, the amplitude of the observed resonances decreases, and in
particular for d ≥ 4 µm the polariton resonance at 1537 cm−1 almost completely vanishes. This
is due to the fact that the near-field contribution to the detected signal decreases with increasing
disk size (see subsection 3.2.2). The amplitudes of the two polariton resonances of hBN decay
disproportionately, however, since one is a resonance that corresponds to a single HPhP branch
(ω = 1537 cm−1), while the other comprises a resonance due to an infinite set of HPhP branches
(ω = 1371 cm−1), as discussed above.

In order to test the robustness of this near-field spectroscopy method, we also performed
far-field detection of the scattered near-field signal of hBN flakes using an optical chopper, as
described in Fig. 3.22 (a). Since the sensitivity of this detection scheme is significantly lower
than that of the IR-SMS technique, we patterned a large number of scatterers filling the entire
area of the hBN flake. The scatterers have a characteristic size of 2 µm and were distributed at
random with a separation distance of 2 µm. In Fig. 3.22 (b) we show the resulting spectra of
two hBN flakes, each with a different type of scatterer, one with Au disks on top of the hBN
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Figure 3.22: (a) Schematic illustration of the optical setup used to perform far-field optical
characterization with a chopper. The setup is equivalent to that shown in Fig. 3.14 (a), except
that the lateral modulation of the sample is replaced by the optical chopping of the light that
is collected from the sample by the blades of the chopper. (b) Normalized far-field spectra,
measured with the setup of panel (a), of an hBN flake with multiple Au disks (blue curve) and
an hBN flake in which multiple holes were etched (red curve). Each spectrum is the result of the
difference of two measurements, one with the hBN flake in the detection plane, and the other
with the bare SiO2 in the detection plane. The second measurement serves as a reference to
remove the signal coming from the blades of the chopper.

layer (blue curve), and another with holes etched into the hBN (red curve). The disks have a
diameter of 2 µm and a thickness of 110 nm. The holes have similar shape and size, except that
their depth is equivalent to the thickness of the hBN layer (50 nm) at the center and decays
radially outward (see Fig. 3.22 (b), inset).

It is clear from Fig. 3.22 (b) that both scatterers produce almost identical spectra, in which
only the hBN resonance at ω⊥

TO is resolved. The absence of the second hBN resonance that was
previously observed, can be attributed to the much lower experimental sensitivity here. We note
that the SiO2 polariton resonance is also absent since the SiO2 layer is much thinner (20 nm)
here.

3.3 Far-field thermal radiation of a subwavelength polar dielec-
tric sphere on a gold substrate

Heretofore, we have dealt with surface polaritons that are confined to the near-field of planar
surfaces, requiring a near-field probe (such as an AFM tip or a local scatterer) to be measured
in the far-field. We turn our attention now to the study of sub-λ polar-dielectric resonators.
In particular, we report in this section the first investigation of the mid-IR thermal radiation
of single sub-λ SiO2 microspheres supporting surface phonon-polariton modes, using IR-SMS
[35]. As we have seen in subsection 2.2.3, the surface modes of a sphere are coupled to outgoing
propagating waves and thus can be directly measured in the far-field.

The study of the mid-IR thermal radiation of single sub-λ SiO2 spheres presented here, could
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be of particular interest to radiative cooling applications. This is due to their high emissivity in
the mid-IR atmospheric transparency window, which is contrasted by a high scattering efficiency
with minimal absorption at visible and near-infrared wavelengths, where the solar spectrum is
prominent.

3.3.1 Infrared spatial modulation spectroscopy of single SiO2 spheres on an
Au substrate

To be able to measure the thermal radiation spectra of single microspheres, we place them on a
gold substrate, which has the advantage of having a low emissivity at infrared wavelengths while
acting as a mirror, directing the emitted radiation in the half-space where the collection optics
are located (see Fig. 3.23 (a)). We note here that this situation is of interest for radiative cooling
applications where a metallic mirror is often used as a substrate for reflectivity enhancement
[36–38].

A solution of commercially available SiO2 microspheres (Sigma Aldrich), of known size, is
diluted and deposited on a 100 nm-thick gold substrate (see Appendix C for sample preparation).
The sample is first examined with a visible microscope to determine the positions of single spheres
(see Figs. 3.23 (b-e), insets). The far-field thermal radiation of the selected single spheres is then
measured using IR-SMS as outlined in subsection 3.2.1.

The normalized IR-SMS spectra, Snorm(ω) = Ssphere(ω, T ∗)/SBB(ω, T ∗)32, of spheres of radii
ranging from ro = 1 to 2.5 µm are shown in Figs. 3.23 (b-e). The measurements show a prominent
peak near 1130 cm−1 for the smallest sphere measured (Fig. 3.23 (b)), which vanishes as the
sphere radius increases above 1 µm (Figs. 3.23 (c-e)) and is supplemented by a new predominant
peak, near 1040 cm−1, below the transverse optical phonon frequency (ωTO) of SiO2.

Previous studies have considered the problem of scattering by a sphere on a substrate ana-
lytically. Nevertheless, simple analytical solutions exist only for limited cases, such as a sphere
replaced by electric and magnetic dipoles at its center [40–42] or for a perfectly electrically con-
ducting substrate [43, 44]. We also note that calculating the thermal emission of a macroscopic
sphere close to a substrate requires the framework of fluctuational electrodynamics and the dis-
crete dipole approximation [45]. As mentioned in subsection 3.2.1, however, thermal emission
from a sub-λ particle can be evaluated reciprocally by determining its absorption cross-section.

In an effort to quantitatively model our results, including the effect of the gold substrate, we
performed finite-element method (FEM) simulations (Comsol Multiphysics) of the absorption
cross-section of the solitary SiO2 sphere on a gold surface (Figs. 3.23 (b-e), dotted curves).
The advantage of this approach is two-fold; it allows one to solve for the full electromagnetic
field within the considered geometry while precisely taking into account all the geometrical and
material properties of our samples – most notably the dielectric function of the gold substrate

32This normalization procedure is based on the assumption that the sphere and substrate are thermalized to the
hot plate temperature (440 K). Due to the inherently small contact area between the sphere and substrate [39],
we have assessed the possibility of a thermal gradient arising within the sphere as a consequence of conductive
cooling through air and the sphere (see Appendix D). We find that the sphere temperature deviates by less than
1 K from the substrate temperature, thus validating our assumption.
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Figure 3.23: (a) Schematic illustration of an IR-SMS measurement of a single sub-λ sphere. (b-
e) Measured IR-SMS thermal radiation spectra of single sub-λ SiO2 spheres on a gold substrate
(solid curves, left axis, normalized to 1), along with FEM simulations of their absorption cross-
section (Cabs, dotted curves, right axis), for ro = 1, 1.5, 2, and 2.5 µm. The dashed vertical line
marks the spectral position of the transverse optical phonon resonance frequency (ωT O) in SiO2.
The plotted FEM spectra correspond to the absorption cross-section (Cabs) of the sphere on gold,
simulated with unpolarized light, averaged for incident angles from 10 to 30◦ (see Appendix A
for more details). The insets show visible microscope images of the measured spheres, taken
using a ×50, NA=0.55 visible objective. The left inset of panel (b) shows the simulated electric
field enhancement |E|/|E0|, where |E0| is the amplitude of the incident electric field (incident
at 20◦ from the normal), calculated at the peak of the absorption cross-section, in the xz-plane
for a sphere with ro = 1 µm on a gold surface. The white dashed line indicates the intersection
of the gold substrate with the sphere.
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– without any approximations. For an accurate representation of the angular interval in which
emission from our sample is collected by the Cassegrain objective used in the measurements33,
we simulated the absorption cross-section of the sphere on gold for unpolarized light impinging
at various angles from 10 to 30◦ (measured from the normal to the Au substrate) and averaged
the resulting spectra (see Appendix E, Fig. A4, for the corresponding angle-resolved spectra),
which provides a good fit with the measurements (cf. Figs. 3.23 (b-e), solid and dotted curves).

Interestingly, the simulations show that very high absorption cross-sections can be reached
when the dielectric sphere is placed on the metallic substrate. For comparison, the mea-
sured sphere with ro = 1 µm on a gold substrate, has an absorption cross-section of 24 µm2

(Fig. 3.23 (b), dotted curve), at a wavelength of 8.85 µm (∼ 1130 cm−1), while a typical mid-IR
plasmonic antenna of the same characteristic size has an absorption cross-section of 18 µm2, at
a resonance wavelength of 7 µm [28].

To gain further qualitative insight regarding the origin of the resonances observed in Figs. 3.23
(b-e) and to highlight any similarities or differences between the case of a sphere on a metallic
substrate and a sphere in free space, we have also performed Mie theory calculations of the
absorption cross-section of the measured spheres in vacuum (Figs. 3.24 (c-f)), which we illustrate
below.

As we have already seen in subsection 2.2.3, the virtual modes of a polar dielectric sphere all
have complex frequencies and can be classified into three types: (i) low-frequency modes having
frequency ω ≤ ωTO, where the real part of the sphere’s dielectric function is positive (ε′ > 0)
(ii) high-frequency modes for which ω ≥ ωLO, and (iii) surface modes with frequencies that are
intermediate between ωTO and ωLO, where ε′ < 0 (see Fig. 3.24 (b)). However, in an optical
experiment, the measured observables, such as the sphere’s cross-sections, correspond to real
frequencies.

The cross-sections of a sphere in free space, illuminated by a plane wave, can be calculated
from Mie theory as follows [20, 46].

Cext = λ2

2π

∞∑
l=1

(2l + 1)Re(al + bl), (3.41)

Cscat = λ2

2π

∞∑
l=1

(2l + 1)(|al|2 + |bl|2), (3.42)

and

Cabs = Cext − Cscat, (3.43)

where al and bl, are scattering coefficients, and l is the mode number.
In this context, the fields are expanded in terms of multipoles, alternatively of the electric and
magnetic type, given by the scattering coefficients al and bl, respectively. Hence, a1 and b1

correspond to the electric and magnetic dipolar modes, a2 and b2 correspond to the electric and
33The measurements presented here were performed with a ×36, NA = 0.5 Cassegrain objective that collects

light between 10 and 30◦ (measured from the normal to the sample surface).
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magnetic quadrupolar modes, and so on.
The scattering coefficients can be cast in the following form

al = εjl(ρ1)[ρ2jl(ρ2)]′ − jl(ρ2)[ρ1jl(ρ1)]′

εjl(ρ1)[ρ2h
(1)
l (ρ2)]′ − h

(1)
l (ρ2)[ρ1jl(ρ1)]′

, (3.44)

bl = jl(ρ1)[ρ2jl(ρ2)]′ − jl(ρ2)[ρ1jl(ρ1)]′

jl(ρ1)[ρ2h
(1)
l (ρ2)]′ − h

(1)
l (ρ2)[ρ1jl(ρ1)]′

. (3.45)

In the above, jl and h(1)
l are the spherical Bessel and Hankel functions of the first kind, respec-

tively, ρ1 = 2πro
λ

√
ε, ρ2 = 2πro

λ , and ′ denotes differentiation with respect to the argument of the
Bessel functions.
The frequencies of the sphere’s transverse virtual modes correspond to that of vanishing de-
nominators of the real parts of the scattering coefficients al and bl (cf. Eqs. (3.44)-(3.45) and
Eqs. (2.59)-(2.60) with εI = 1), thus, each virtual mode coincides with a peak in the sphere’s
cross-section spectrum.

Figures 3.24 (c-f) show Mie theory calculations of the absorption cross-section, calculated
from Eq. (3.43), corresponding to the measured spheres in vacuum (black curves), along with the
individual contributions of the first few electric and magnetic modes (given by the coefficients al

and bl) to the absorption cross-section in each case (colored curves). Data reported in ref. [24]
were used for the dielectric constant of SiO2 (Fig. 3.24 (b)). For ro = 1 µm, a sharp resonance
peak is observed in the total absorption cross-section between ωTO and ωLO (blue shaded region),
near 1130 cm−1. This peak corresponds to the spheres’ surface mode, which represents the mid-
IR phononic counterpart of plasmonic resonances characteristic of noble metals in the visible
spectral range. We have shown in subsection 2.2.3 that in the quasi-electrostatic approximation,
this mode’s frequency coincides with the condition: ε′ = −(l+ 1)/l (cf. Eq. (2.63) with εI = 1),
for which l=1 gives the frequency of the Fröhlich mode. In addition to becoming predominant
as the sphere size decreases [47], the surface mode has been shown to be exclusively of electric
nature [48]. As evidenced by Fig. 3.24 (c), the dominant contribution to the surface mode peak
in the smallest considered sphere comes from the electric dipolar mode (cf. Fig. 3.24 (a)), hence,
corresponding to the Fröhlich mode, while as the sphere radius increases, contributions from
higher order modes, such as the quadrupolar electric mode (a2, blue curves), and the octupolar
mode (a3, turquoise curve), become more pronounced (see Fig. 3.24 (f)).

By comparing the calculated absorption cross-sections of the spheres with and without the
gold substrate (Figs. 3.23 (b-e), and Figs. 3.24 (c-f), respectively), it is clear that the metallic
substrate induces a large enhancement of the spheres’ absorption cross-section. In particular,
for the smallest considered sphere, which mainly exhibits dipolar emission, the FEM simulation
with the gold substrate shows an enhancement of the sphere’s absorption cross-section above the
unitary limit of 3λ2/8π (where λ is the resonance wavelength) for a resonant dipole in vacuum
[49]. This limit corresponds to 9.35 µm2 at 1130 cm−1. As shown in the left inset of Fig. 3.23 (b),
the presence of the gold substrate leads to a large electric field enhancement between the sphere
and substrate, giving rise to increased local field absorption by the sphere. This increase is
ultimately expressed in the large values of Cabs obtained in Figs. 3.23 (b-e) for the sphere on
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Figure 3.24: (a) Simulated distribution of the electric (−→E ) and magnetic (−→H ) fields inside an
SiO2 sphere of radius ro = 1 µm, in vacuum (for electric field incident into the page and polarized
along x) at the maxima of the peaks indicated by the markers in panel (c). They correspond
to the electric dipole (star), magnetic dipole (circle), and electric quadrupole (asterisk) modes
of the sphere. (b) Real (ε′

SiO2
), and imaginary (ε′′

SiO2
) parts of the dielectric function of SiO2,

taken from ref. [24]. The blue shaded region indicates the Reststrahlen band between the
transverse (ωTO) and the longitudinal (ωLO) optical phonon frequencies in which the real part
of the dielectric function is negative. (c-f) Mie theory calculation of the absorption cross-section
of SiO2 spheres in vacuum, of radii (c) ro = 1 µm, (d) ro = 1.5 µm, (e) ro = 2 µm, and (f)
ro = 2.5 µm, along with the individual contributions of the first few electric and magnetic modes
to the absorption cross-section.

gold.
In contrast to a sphere in vacuum, the pronounced surface mode peak (between ωTO and ωLO)

is markedly absent in the thermal radiation spectra of a sphere on a gold substrate for ro > 1
(Figs. 3.24 (c-e)). As ro increases above 1 µm, the electric dipolar mode red-shifts towards ωTO,
where the material absorbs resonantly (see Figs. 3.24 (d-f), a1, magenta). The electric dipolar
mode, thus, broadens due to material losses and increased radiative damping with increasing
sphere size and eventually splits into two peaks, one with frequency ω < ωTO, and another with
ωTO < ω < ωLO (Figs. 3.24 (e) and (f), magenta curve). For spheres with diameters above
2 µm, we also observe a major contribution to the radiation spectrum from the magnetic dipolar
mode below ωTO (Figs. 3.24 (d-f), red curve). The electric and magnetic dipolar Mie modes
correspond to the spheres’ low-frequency transverse mode, which is predominant in the total
absorption (equivalently, emission) spectrum of the sphere on gold. The emergence of these
modes can be explained by the large real part of the dielectric constant of SiO2, ε′

SiO2
, just

below ωTO (see Fig. 3.24 (b)). The magnetic modes in particular arise from the coupling of
circular displacement currents of the electric field, with incoming radiation, when 2ro ∼ λ/n
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[50], where n is the real part of the index of refraction of the sphere, and λ is the wavelength of
incident light. It is also interesting to note that ε′

SiO2
is positive in this spectral region, while it

is negative in the Reststrahlen band, which changes the nature of the observed resonances.
In Figs. 3.23 (b-e) we can, thus, observe a transition from an absorption cross-section dominated
by a phononic mode (ro = 1 µm, ε′

SiO2
< 0, Fig. 3.23 (b)) to that dominated by electric and

magnetic dipolar geometrical Mie modes (ro > 1 µm, ε′
SiO2

> 0, Figs. 3.23 (c-e)). These results
also show that a sphere radius of 1.5 µm can be considered as a cross-over value between the
two observed absorption regimes.

Figures 3.24 (c-f) also show a peak in the absorption spectrum around 800 cm−1, which
is invariant with respect to sphere size. This peak results from the bulk absorption of SiO2,
due to the presence of a local maximum in the imaginary part of the dielectric function at this
frequency (see Fig. 3.24 (b)). Note that the high-frequency transverse modes (ω ≥ ωLO) will
not be discussed here as they arise at very large frequencies (several times ωTO) for the sphere
sizes considered here [51], which lie outside of the spectral range accessible by our experiment.

Overall, the gold substrate leads to an enhancement of the spheres’ low-frequency mode –
which is dominated by electric and magnetic dipolar Mie modes – over the spheres’ surface mode
(cf. Figs. 3.23 (c-e) with Figs. 3.24 (d-f)). A slight red-shift in the spheres’ resonance peaks is
also observed in the presence of the substrate. This is a signature of the interaction with the gold
substrate [52–54]. In the mid-IR, the Au substrate acts as a mirror. When a sphere is placed on
top of it, it might look, at first glance, as a dimer of two stacked spheres. Yet, when considering
near-field interactions, the situation is dramatically different due to the π phase-shift of the
in-plane electric field component, induced by the metallic surface, as sketched in Fig. 3.25 (a).
For spheres that act as dipoles very close to the surface in the quasi-electrostatic limit [12], the
effect of the substrate is described by the sphere’s interaction with the induced image charges
of opposite sign. The observed red-shift is a direct consequence of the attraction between the
sphere and its image.

As presented in Figs. 3.24 (d) and (e), a large contribution to the surface mode for the 1.5
and 2 µm radius spheres, in the absence of the substrate, comes from the electric quadrupolar
mode (a2, blue curve), while the sphere’s low-frequency mode arises mainly due to the electric
dipolar Mie mode (a1, magenta curve). Figure 3.25 (b) (top panel) shows the simulated electric
field enhancement map calculated at the surface mode frequency (1130 cm−1), which indeed
reveals a distribution expected for a quadrupolar mode. When the gold substrate is introduced,
the presence of charges near the bottom of the sphere, that are in close proximity to the induced
image charges for this mode (Fig. 3.25 (a)), leads to a strong field enhancement and confinement
between the sphere and substrate (Fig. 3.25 (b), bottom panel). This leads to an increased
cross-section with respect to the isolated sphere case, as well as a distortion of the mode’s
field distribution, resulting in a quasi-total suppression of the sphere’s surface mode, in good
agreement with the absence of the peak near 1130 cm−1 in Figs. 3.23 (c) and (d).

For a radius of 2.5 µm, the measurements and simulations show that the surface mode is
again observable in the presence of the substrate (Fig. 3.23 (e)). When the sphere is that large,
the sphere/image pair, which was heretofore of sub-λ dimensions, becomes comparable to the
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Figure 3.25: (a) Sketch of the sphere and image sphere charges, induced by the gold substrate, for
the electric dipolar and quadrupolar modes. (b) Simulated electric field enhancement (|E|/|E0|),
calculated at the electric quadrupolar mode frequency in the xz-plane for a sphere with ro = 2 µm
in vacuum (top panel), and on an Au substrate (bottom panel), for normal incidence, θ = 0◦.
Due to the large field enhancement between the sphere and substrate, the color bar in the bottom
panel is scaled to reveal the field features. The value in the top right inset in red indicates the
maximal calculated field enhancement near the point of intersection between the sphere and the
gold substrate. The white dashed line indicates the intersection of the gold substrate with the
sphere. (c) Calculated absorption cross-section at the surface and low-frequency virtual modes
of an SiO2 sphere with ro = 2.5 µm on Au, for unpolarized light incident at various angles θ, as
sketched in the inset. (d) Electric field enhancement plots of an SiO2 sphere with ro = 2.5 µm
on gold, for θ = 0 and θ = 30◦.

wavelength of excited thermal radiation (equivalently to the wavelength of incident radiation
in the calculations, since emissivity is equal to absorptivity). The behavior, in this case, is no
longer dominated by quasi-electrostatic interactions, and the quadrupolar mode is found to be
less degraded on the gold substrate, for normal incidence, compared to the case of spheres with
smaller diameters (see Fig. 3.25 (d), top panel). Higher order modes, such as the octupolar
mode (see Fig. 3.24 (f), turquoise curve), are also excited and contribute to the sphere’s surface
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mode for this large size. Consequently, the surface mode is still observable near 1130 cm−1 in
the measured thermal radiation spectrum in this case (Fig. 3.23 (e)), in spite of the perturbation
induced by the metallic substrate.

In addition to inducing image charges of the sphere, the gold substrate breaks the spherical
symmetry so that the resonances of the sphere become dependent on the properties of the
incident electric field, i.e, on the field’s polarization and angle of incidence [55]. By the principle
of reciprocity, this means that the far-field thermal radiation spectrum of a sphere on a substrate
will depend on the angle at which it is probed – determined by the reflective objective in our
measurements, which is not the case for a sphere in vacuum or surrounded by a homogeneous
dielectric medium.
To elucidate this point, and to study the influence of the angle of incidence on the sphere’s virtual
modes, we show in Fig. 3.25 (c) the values of the absorption cross-section, obtained from FEM
simulations of a sphere with ro = 2.5 µm, on a gold substrate, for various angles of incidence
θ (from 0 to 30◦), at the frequencies of the surface mode (1130 cm−1) and low-frequency mode
(1000 cm−1) (see Fig. A4 (b), Appendix E, for full spectra). It is found that the surface mode in
this case is greatly influenced by the angle of incidence, whereas the low-frequency virtual mode,
with its characteristic dipolar emission, is unaffected (see Fig. 3.25 (c), blue circles). The surface
mode peak exhibits a significant contribution to the total absorption cross-section, at normal
incidence, for a sphere with ro = 2.5 µm, on gold (see Fig. A4 (b)). Nevertheless, its contribution
decreases with increasing angle and disappears completely at 30◦ (Fig. A4 (b), green curve). At
large angles, the asymmetry of the induced charges around the sphere results in a reduction of
the sphere’s surface mode peak. This is corroborated by the field plot in Fig. 3.25 (d) (bottom
panel), which shows a distorted field distribution around the sphere at 30o incidence, near the
surface mode frequency.

3.3.2 Thermal radiation of sub-λ PTFE spheres

In order to show that the unique spectral features exhibited by the studied sub-λ SiO2 spheres
originate from the excitation of virtual SPhP modes in combination with geometrical Mie modes,
we measured the thermal radiation of a sub-λ polytetrafluoroethylene (PTFE) sphere, with
ro = 1.5 µm, placed on a gold substrate (Fig. 3.26 (a)). PTFE is a polymer with high absorption
in the mid-IR and no Reststrahlen band (see Fig. 3.26 (b), inset). The measurement and
corresponding simulation reveal two peaks near 1159 and 1220 cm−1, akin to the bulk absorption
peaks of PTFE (cf. Fig. 3.26 (b), inset). Further, Mie theory calculations of a PTFE sphere in
vacuum with variable radius ro (Fig. 3.26 (b)) show that the absorption spectrum is invariant
with respect to sphere size.

The absorption length of mid-IR photons in PTFE, at its absorption peaks, is around 1 µm
(calculated as λ/4πκ, where κ is the imaginary part of the index of refraction). For a sub-λ PTFE
sphere to be resonant at mid-IR frequencies, its characteristic size should thus be smaller than
1 µm. This is too small to produce size-dependent absorption resonances at mid-IR wavelengths.
Bulk features, therefore, dominate the absorption spectrum of such lossy spheres. By contrast,
the investigated SiO2 spheres display phononic and size-dependent resonances, in spite of an
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Figure 3.26: (a) Measured thermal radiation spectrum of a single PTFE sphere with ro = 1.5 µm
on a gold substrate (solid curve, left axis) and its corresponding simulated absorption efficiency
(Cabs/πr

2
o , dotted curve, right axis) for unpolarized light averaged over various angles of incidence

from 10 to 30◦ from the normal. (b) Mie theory calculation of the absorption efficiency of PTFE
spheres, in vacuum, of various radii ro. (c) Real (ε′

PTFE) and imaginary (ε′′
PTFE) parts of the

dielectric function of PTFE, taken from ref. [56].

absorption length of ∼ 0.4 µm near the surface mode frequency.
It has been shown that the absorption efficiency (Cabs/πr

2
o) of lossy spheres, such as the

PTFE spheres considered here, is limited to ∼ 3/2 for large radii [57]. This is consistent with
our calculations of the absorption efficiency of large PTFE spheres in vacuum based on Mie
theory (see Fig. 3.26 (b), green and magenta curves). For a PTFE sphere on a gold substrate
(Fig. 3.26 (a)), the absorption efficiency reaches more than twice this value due to the presence
of the image sphere.

3.4 Conclusion

Near-field detection techniques were thoroughly discussed and presented. Special focus was
given to scattering-type near-field techniques, such as s-SNOM. We have presented near-field
spectroscopy measurements of typical polaritonic materials using s-SNOM (nano-FTIR) and
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illustrated the modeling involved in these types of measurements. We then applied these mea-
surement and modeling procedures to measure the local thickness and dielectric properties of
hBN flakes. We also presented a novel near-field spectroscopy technique, in which sub-λ scat-
terers that were fabricated on the surface of a polaritonic material, were used to couple the
sample’s near-field signal to the far-field where it could be detected. Lastly, we illustrated the
first measurements of the far-field thermal radiation of single sub-λ spheres on a gold substrate
via IR-SMS [35]. This study revealed that a sub-λ SiO2 sphere on gold undergoes a transition
from a phonon-mode-dominated to a Mie-mode dominated emission (or absorption) spectrum,
as its radius is increased from 1 to 2.5 µm.
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Chapter 4
Properties of mid-infrared plasmonic
antennas: from single to multi-element
subwavelength cavity antennas

In the previous chapters, we have dealt exclusively with surface optical excitations in dielectric
media. We will now turn our attention to metallic nanostructures in which plasmonic resonances
occur. In particular, we will be interested in metal-insulator-metal (MIM) cavities where one
of the metallic layers is of sub-λ dimensions. MIM resonators have been studied in a wide
variety of configurations, ranging from nanoribbons [1, 2] to coated spherical nanoparticles [3],
and have been shown to be spectrally tunable and angularly independent [1, 2, 4]. So far,
these studies have mainly considered periodic arrays of antennas. However, diffraction orders
as well as coupling effects between neighboring antennas take place, which affects the overall
electromagnetic response of such arrays [5]. In addition, when two plasmonic resonators are
in near-field interaction, the dimer1 structure may exhibit hybrid plasmonic resonances [6–12].
Diffractive coupling between neighboring dimers placed in an array has also been shown to alter
optical behavior [13].

Here, we will use IR-SMS and s-SNOM, among other techniques, to probe the intrinsic
electromagnetic radiation of few-element sub-λ MIM antennas. Starting from a single square-
patch MIM antenna, we will gradually increase the number of elements of the antenna, thereby
increasing the complexity of the near-field interaction. The fundamental interactions arising in
each case will be illustrated and their influence on the near- and far-field response of the antenna
will be examined.

4.1 Metal-insulator-metal (MIM) cavities

Let us consider the metal-insulator-metal (MIM) cavity of Fig. 4.1 (a), consisting of a dielectric
(insulator) layer of thickness td and metallic layers that are thicker than the skin depth (see

1A dimer refers to a pair of antennas coupled by near-field interaction.
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4.1. Metal-insulator-metal (MIM) cavities

Figure 4.1: (a) Sketch of a one-dimensional metal-insulator-metal cavity. The surface plasmon-
polariton modes propagating at each interface (drawn in red) are weakly coupled for a thick
cavity (td ≫ λ, panel (b)) and are strongly coupled for a narrow cavity (td ≪ λ, panel (c)). (d)
Same as panel (c) except that one of the metallic layers has a finite length w. Reproduced from
ref. [14].

subsection 2.1.2). In the spirit of Fig. 2.9, the MIM cavity shown in Fig. 4.1 (a), forms a
one-dimensional (1D) wave-guide for surface plasmon-polaritons (SPPs) propagating at the two
metal/dielectric interfaces. The 1D mode equation for p-polarized modes in the wave-guide is
given by [14]

αd

εd

{
1 − eiαdtd

1 + eiαdtd

}
+ αm

εm
= 0, (4.1)

where αj = (εjω
2/c2 − k2)1/2, with j = d or m, gives the wavevector components along the

x-direction in the dielectric and metallic layers of permittivities, εd and εm, respectively.
For a thick wave-guide (td ≫ λ) in which Im(αdtd) ≫ 1, Eq. (4.1) reduces to αd/εd+αm/εm = 0,
which is the dispersion relation of SPPs at a single semi-infinite dielectric/metal interface (cf.
Eq. (2.37)). The effective index of refraction for this mode is given by

ntd≫λ
eff = ck

ω
= 1√

1
εd

+ 1
εm

. (4.2)

In this case, the fundamental TM mode of the wave-guide is composed of two uncoupled SPPs
propagating along both dielectric/metal interfaces (see Fig. 4.1 (b)).

For a sub-λ wave-guide such that |αdtd| ≪ λ, the SPPs propagating at the two interfaces are
coupled (Fig. 4.1 (c)), and we get (1−eiαdtd)/(1+eiαdtd) ≈ −iαdtd/2, so that Eq. (4.1) becomes

αm

εm
= αd

εd

(
iαdtd

2

)
. (4.3)

Since α2
d − α2

m = (εd − εm)ω2/c2, then the above mode equation can be rewritten as

α2
d

{
1 + α2

d

(
εm

εd

)2 t2d
4

}
= (εd − εm)ω

2

c2 . (4.4)

The effective index of refraction is therefore given by
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ntd≪λ
eff = ε

1/2
d

(
1 − iλ

πtdε
1/2
m

√
1 − εd

εm

)1/2

. (4.5)

As we will only discuss sub-λ cavities, we will henceforth omit the superscript td ≪ λ, i.e., the
effective index will be written as neff = ñeff + ik̃eff.

If one of the metallic layers has a finite length w (Fig. 4.1 (d)), then the sub-λ cavity
can become resonant at a resonance wavelength, λres, provided that the following Fabry-Perot
phase-matching condition is satisfied:

λres
m = 2wñeff

m− ϕr

π

, (4.6)

in which, m = 1, 2, 3... is the mode number, and ϕr is the phase of the modal reflection coefficient
rp. For m = 1, Eq. (4.6) gives the resonance condition of the fundamental resonant mode of the
MIM cavity. Typically, the phase ϕr varies between −π/20 and π/8 depending on the dimensions
of the cavity [15]. For the MIM cavities that will be discussed here, we have ϕr ≈ π/6. Within
the Fabry-Perot picture, the resonance is described as a standing wave pattern along the z-
direction, created by the bouncing of the propagating SPP modes between the two ends of the
metallic layer of finite length.

4.2 Single MIM antennas in the near- and far-field

Consider the MIM antenna sketched in Figs. 4.2 (a) and (b), in which the top metallic layer
consists of a 40 nm-thick Au square patch of width w. For w = 1.65 µm, Eq. (4.6) rules that
the MIM cavity becomes resonant at a wavelength λres

1 = 8.88 µm (see Fig. 4.2 (d)). At this
wavelength, the MIM cavity resonantly absorbs incoming light. This means that an electric
field that is incident upon the MIM antenna, as depicted in Fig. 4.2 (a), gets funneled and
absorbed into the cavity underneath the patch, yielding a large field enhancement in this region
(see Fig. 4.2 (e)). The largest field enhancement actually occurs at the vertices of the patch
(over 70 times the incident field, Fig. 4.2 (e)), due to the fact that the field gets "squeezed" into
the cavity at the edges of the patch, resulting in a lightening-rod effect at its vertices. This
behavior becomes more apparent when examining the field enhancement in the xy-plane above
the square patch (Fig. 4.2 (f)).

The fact that the cavity is sub-λ in all directions, means that at resonance, the MIM cavity
results in sub-λ confinement of the electric field. The sub-λ confinement and high field enhance-
ment achieved by the MIM antenna can be understood as follows. The total power removed from
the incident field by the antenna is proportional to its extinction cross-section (Cext). As shown
in Figs. 4.3 (a) and (b), the extinction cross-section is several times the geometrical cross-section
of the patch at resonance (over 18 times for θ = 0◦ and over 3 times for θ = 60◦). As a result,
the portion of the field that is absorbed (or scattered) by the antenna is equivalent to that of a
much larger surface whose area is given by Cext, but ultimately this field is confined to the sub-λ
region defined by the geometrical cross-section of the patch, leading to the previously mentioned
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4.2. Single MIM antennas in the near- and far-field

Figure 4.2: (a) Cross-sectional view of a square-patch MIM antenna, showing a p-polarized
electric field of amplitude |EP |, that is incident from the top at an angle θ. (b) Top view
of the antenna. (c) Real (nZnS) and imaginary (kZnS) parts of the index of refraction of the
insulator layer of the antenna, which consists of zinc sulfide (ZnS). The average value of the
index of refraction of ZnS in the spectral range considered here is nZnS = 2.21 + 0.003i. Optical
constants taken from ref. [16]. (d) Fabry-Perot phase matching condition for the fundamental
resonant mode (m = 1), λres

1 = 2ñeffw (neff = ñeff + ik̃eff), of the antenna sketched in panels
(a) and (b) with w = 1.65 µm. The fundamental resonance mode occurs at λres

1 = 8.88 µm.
(e) Finite-difference time-domain simulation of the electric field enhancement (|E|/|EP |) in the
near-field of the square patch MIM antenna with w = 1.65 µm, computed at one of the ends
of the patch in the xz-plane at λ = 8.88 µm for normal incidence (θ = 0◦). (f) Electric field
enhancement of the antenna in the xy-plane 30 nm above the patch at λ = 8.88 µm. Further
details on the FDTD simulations presented here can be found in Appendix B.

funneling of the field.
Figures 4.3 (a) and (b) also show that the fundamental resonant mode of the MIM cavity

is spectrally invariant with respect to the angle of incidence of the electric field, that is, λres
1 is

constant with respect to the angle θ in Fig. 4.2 (a). Nonetheless, the amplitude of the antenna’s
cross-sections decreases with increasing angle. By examining the values of the antenna cross-
sections at λres

1 as a function of the incidence angle θ, one can therefore construct a "radiation
pattern"2 of the MIM antenna (Figs. 4.3 (c) and (d)). This calculation shows that for p-polarized
light, the antenna cross-sections are almost constant up to 20◦, after which they start to decrease
with a total drop of ∼ 40% from θ = 0◦ to θ = 70◦ (see Fig. 4.3 (c)). For s-polarized light, the
decrease in the antenna cross-sections as a function of increasing angle is much more drastic,

2The double quotations are added here since the term radiation pattern usually refers to the scattered field of
the antenna.
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Figure 4.3: (a) & (b) Finite-element method simulations of the cross-sections of the MIM antenna
of Figs. 4.2 (a) and (b) with w = 1.65 µm, for θ = 0 and 60◦. (c) & (d) Radiation pattern of
the MIM antenna at resonance (λ = 8.88 µm) for p- and s-polarized light. Further details
of the simulation methods used here can be found in Appendix A. Legend: black, absorption
cross-section (Cabs); red, scattering cross-section (Cscat); blue, extinction cross-section (Cext).

with a total decrease of ∼ 95% from θ = 0◦ to θ = 70◦ (see Fig. 4.3 (d)). By the principle of
reciprocity, the behavior of the MIM antenna in emission is required to be equivalent to that
in which an external electric field is present. The patterns shown in Figs. 4.3 (c) and (d) can,
therefore, also be thought of as emission patterns.

In order to experimentally probe the response of MIM cavities, we patterned, via electron-
beam (e-beam) lithography, sub-λ gold square patches (w = 1.65 µm) in various configurations3,
on a substrate consisting of the following stack, from top to bottom:
ZnS(270 nm)/Au(200 nm)/Si(300 µm), in which the values between parenthesis indicate the
thickness of each layer.

To map the near-field of a single square patch MIM antenna, we performed near-field imaging
using the s-SNOM setup of Fig. 3.4. A p-polarized quantum-cascade laser (QCL) source is
tuned to the fundamental resonance frequency of the MIM antenna, i.e., ωQCL = 1126 cm−1

(λQCL = 8.88 µm), and focused onto the tip/antenna region with an angle of 60◦ with respect
to the normal to the sample surface (see Fig. 4.4 (d)). As illustrated in subsection 3.1.1, the
s-SNOM setup used here utilizes a pseudo-heterodyne detection scheme, which enables the
simultaneous measurement of both amplitude and phase of the electric near-field. The measured
amplitude and phase of the near-field optical signal of the MIM antenna are shown in Figs. 4.4 (b)
and (c), respectively. As the field probed by the tip is dominated by the out-of-plane electric
field component4 (see subsection 3.1.2), and since the local electric field of a MIM antenna is

3These antennas were fabricated by Nathalie Bardou and Christophe Dupuis at Centre de Nanosciences et de
Nanotechnologies (C2N). See Appendix G for details on the e-beam lithography procedure used.

4The illumination is p-polarized with an incidence angle of 60◦ with respect to the normal to the sample surface
(z-direction). Thus, the electric field has an in-plane and an out-of-plane component. The latter component is
polarized along the long axis of the tip (z-direction) and thus dominates the near-field signal scattered by the tip.
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4.2. Single MIM antennas in the near- and far-field

Figure 4.4: (a) Topography of a 1.65 × 1.65 µm2 square-patch MIM antenna. (b) Amplitude
(|E|) and (c) phase (ϕ) images of the near-field optical signal of the patch antenna of panel
(a), demodulated at the 3rd harmonic of the tip oscillation frequency. The slight asymmetry in
the field distribution arises from the oblique illumination used in the measurements. (d) Sketch
illustrating the illumination configuration used in panels (b) and (c). A p-polarized quantum
cascade laser source (ω = 1126 cm−1) is used with an incidence angle of 60◦. The projection
of the incident electric field onto the antenna in the xy-plane is indicated by the double arrow
marked by EP . (e) Amplitude and (f) phase from the finite-difference time-domain simulations
corresponding to the measurements in panels (b) and (c), computed in the xy-plane 30 nm
above the antenna. The color bar in panel (e) is scaled for better agreement with panel (b). The
maximal values of the amplitudes of the electric field components in the x, y, and z-directions
were found at the vertices of the patch and are given by: max(|Ex|) = max(|Ey|) = 16.44 V/m
and max(|Ez|) = 20.23 V/m. (g) Normalized amplitude of the nano-FTIR spectrum measured
at the vertex of the patch marked with a star in panel (b). The spectrum is normalized to
that of a reference Si sample and the result is shown for the 4rth harmonic. The inset shows
the simulated electric field enhancement at resonance in the xy-plane 30 nm above the antenna.
The far-field absorption spectrum of the same antenna is shown in Fig. A8 of the appendix.
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such that: |Ex| = |Ey| < |Ez| (see Fig. 4.4), we compare the measurements in Figs. 4.4 (b) and
(c) to the FDTD-simulated z-component of the MIM antenna electric field (Figs. 4.4 (e) and (f)).
The complex electric field components, Ex, Ey, and, Ez are calculated using a monitor placed in
the xy-plane 30 nm above the MIM patch so that the field is computed at the average height of
the tip used in the measurement, which undergoes oscillations with an amplitude ∆z ≈ 60 nm.
The amplitude and phase of Ez are subsequently plotted in Figs. 4.4 (e) and (f).

As shown in Figs. 4.4 (b) and (e), the near-field of the MIM antenna is mostly localized
at the two opposing edges of the square patch in the top right and bottom left corners of the
panels. Since the incident field is p-polarized, it is projected onto the Au patch of the antenna in
such a way that these two aforementioned edges are polarized (see Fig. 4.4 (d)). This is further
corroborated by the fact that the phase of the field undergoes a shift from −π to π/4 between
these two edges (see Figs. 4.4 (c) and (f)). The incident field is then resonantly absorbed at
these two edges into the cavity underneath the patch. The field observed at the surface of the
patch is simply the field that leaks out from the cavity, as the back-scattered incident field is
suppressed by the demodulation process. We reiterate here the fact that the local field of a
MIM antenna is mostly located in its cavity and thus hidden from the surface, emphasizing the
difficulty of experimentally probing its near-field.

Using nano-FTIR, we also measured the near-field spectral response of the MIM antenna at
one of the vertices of the square patch (marked with a star in Fig. 4.4 (b)). The normalized
amplitude of the measured spectral signal, sMIM

4 /sSi
4 , is plotted in Fig. 4.4 (g). The normalized

amplitude, in this case, corresponds to the electric field enhancement in the near-field of the
antenna (see subsection 3.1.1). The shown spectrum exhibits a solitary peak at 1110 cm−1, at
which a field enhancement of 8.34 is measured, demonstrating the large near-field enhancement
close to the fundamental resonance of the cavity (see Fig. 4.4 (g), inset).

The thermal emission of a single sub-λ square-patch MIM antenna has previously been
characterized both in the near- and far-field [17]. The far-field thermal emission spectra of a
single MIM antenna of varying width w (see Fig. 4.5 (a)), measured via IR-SMS, are shown in
Fig. 4.5 (b) (corresponding simulations in Fig. 4.5 (c)). In this particular case, the spectra consist
of two peaks both of which corresponding to the antenna’s fundamental resonance mode. This
peculiar behavior arises due to the dielectric properties of the SiO2 layer used as the insulator in
the MIM cavity. We have already seen in Fig. 2.1 (b) that the real part of the dielectric function
of SiO2 undergoes significant variations in the spectral range considered here. As a consequence,
the real part of the effective index of refraction of the cavity, ñeff follows the same trend. This
enables the fundamental resonance condition to be satisfied at two different wavelengths, in this
case around 7 µm and 11 µm (see Fig. 4.5 (d)). The field intensity plots of Fig. 4.5 (e) further
show that these two resonance peaks correspond to the same mode, as they both have the
same spatial distribution. Actually, the Fabry-Perot resonance condition for the fundamental
MIM resonance is also satisfied at an intermediate wavelength (close to 9 µm). However, at
this wavelength, the cavity is extremely lossy (see Fig. 4.5 (d), orange curve) resulting in the
suppression of this mode in the far-field spectrum.
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4.3. Far-field thermal radiation of a coupled patch MIM antenna pair: thermally excited
hybrid plasmonic modes

Figure 4.5: (a) Sketch of a MIM stack consisting of the following layers from top to bottom:
Au(50 nm)/SiO2(180 nm)/Au(200 nm), where the layer thickness is indicated between parenthe-
sis. The top Au layer is a sub-λ square patch of side w. (b) Normalized IR-SMS spectra of the
single nanoantenna sketched in panel (a) for different widths w. (b) FDTD simulations of the
absorption cross-section (normalized by the maximal value) corresponding to the measurements
of panel (b). (d) Phase-matching condition for the MIM antenna fundamental resonance mode
(λres

1 ) and effective extinction coefficient k̃eff. (e) Calculated intensity maps inside the cavity of
a MIM nanoantenna (dashed outline) for the two resonances denoted by the markers in (c). The
white scale bars correspond to 1 µm. Reproduced from ref. [17].

4.3 Far-field thermal radiation of a coupled patch MIM antenna
pair: thermally excited hybrid plasmonic modes

In this section, we demonstrate simultaneous probing of the bonding and anti-bonding modes
of an isolated dimer of MIM antennas by thermal excitation [18]. This striking result, which is
confirmed by FDTD simulations and polarization analysis, shows that various coupled modes
of a single nano-antenna can be simultaneously excited by thermal fluctuations, an essentially
incoherent process arising from fluctuating thermal currents.
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Figure 4.6: (a) Schematic illustration of the BiMIM geometry and IR-SMS technique. The
sample consists of a transparent Si substrate on top of which a 200 nm-thick layer of gold is
evaporated, then a 300 nm spacer layer of SiO2 is deposited, and a final top layer consisting of
two 100 nm-thick sub-λ gold square patches, and sides w1 = 2 µm and w2 = 2.5 µm, separated
by a gap g. An SEM image of the investigated sample is shown in the top right corner. The
scale bar is 1 µm. (b) Measured IR-SMS far-field thermal emission spectrum of a BiMIM with
a 1 µm gap compared to that of its constituent MIM antennas. The antennas resonate near
(6.5 µm, 10.5 µm) and (7.2 µm, 11.2 µm), for w = 2 µm and 2.5 µm, respectively.

4.3.1 Far-field thermal radiation of a single asymmetric dimer MIM antenna

The samples that we investigate here consist of a homogeneous substrate supporting two coupled
sub-λ gold square patch MIM antennas of different widths with an SiO2 spacer layer, separated
by a nanometric gap g. This geometry will hereafter be referred to as a BiMIM structure (see
Fig. 4.6 (a) for sample geometry). The sample is placed on a flat heating plate (see Fig. 3.14 (a))
in order to raise its temperature and in this way stimulate the excitation of its electromagnetic
modes by thermal fluctuations [19]. The far-field thermal radiation spectrum of the coupled
MIM antennas is then extracted from the overwhelming background thermal radiation via IR-
SMS [17] in the spectral range between 6 − 13 µm. As sketched in Fig. 4.6 (a), the temperature
of the BiMIM and the substrate, in this case, is raised to 438 K by means of the hot sample
stage, and the measurements are carried out as outlined in subsection 3.2.1.

As we have seen in the previous sections, a single MIM antenna with a patch of width w

acts as a Fabry-Perot resonator for the gap plasmons below the patch. By thermally exciting
the MIM antennas, all their electromagnetic modes are excited in the spectral range considered
and are populated according to Bose-Einstein statistics [19–21]. As illustrated previously, the
resonance wavelength of the modes can be found from the phase matching condition given in
Eq. (4.6). Figure 4.6 (b) shows the measured thermal emission spectrum of a BiMIM structure
with a 1µm gap (blue curve). As a reference, we also show measured spectra of the single MIM
antennas making up the structure (respective widths w = 2 µm and 2.5 µm, dashed and dash-
dotted curves) each consisting of two resonance peaks, which are a signature of the excitation
of the MIM fundamental mode at two different wavelengths (see section 4.2). We have seen in
the previous section that the peak at the largest wavelength results from the peculiar dispersion
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4.3. Far-field thermal radiation of a coupled patch MIM antenna pair: thermally excited
hybrid plasmonic modes

Figure 4.7: (a) Measured thermal emission spectra of the BiMIM structure for different gap
size g. (b) FDTD calculations of absorption cross-sections for normally incident, unpolarized
illumination, corresponding to the measurements. The inset shows a sketch of the dimer geom-
etry showing two of the hybrid modes of the BiMIM, for electric field polarizations parallel (E∥)
and perpendicular (E⊥) to the dimer axis. The positive and negative signs indicate the surface
charge distribution.

of the SiO2 spacer layer but it also occurs in a region where the cavity is slightly lossy (see
Appendix F for more details). We, therefore, choose to exclude it from the following and focus
the remainder of our discussion on spectral features below 8.5 µm.

As can be seen from Fig. 4.6 (b), for such a large gap, the thermal emission spectrum of the
BiMIM structure simply overlaps with that of the two individual antennas, meaning that the
two MIM antennas behave independently. However, when the MIM antennas are separated by a
smaller gap, their two gold patches form a plasmonic dimer pair that exhibits bonding and anti-
bonding hybrid modes [7]. If an external illumination is used, the latter modes can be selectively
excited by varying the polarization of the electromagnetic excitation with respect to the dimer
common axis (see Fig. 4.7 (b), inset). These hybrid modes can be studied using a plasmon
hybridization model [7, 22, 23], in which the conduction electrons in the metal are modeled as
a charged incompressible liquid, whose deformations lead to the formation of a surface charge.

In our experiment, a thermal excitation of the BiMIM structure is instead produced in
situ by raising the overall temperature of the sample, inducing a superposition between the
longitudinal and the transverse bonding and anti-bonding modes, which modifies the observed
far-field response. In particular, when the gap size is reduced to 100 nm (red curve in Fig. 4.7)
a splitting begins to form in the resonance peak between 7 and 8 µm, while an overall red-shift
in the peaks is also observed. It has been shown that the bonding hybrid modes lead to a
red-shift in the spectrum, while the anti-bonding modes result in a slight blue-shift [6, 9, 10,
24]. The observed splitting is thus, a hallmark of the simultaneous excitation of the longitudinal
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bonding and transverse anti-bonding modes due to thermal fluctuations. FDTD calculations of
the emission cross-section of the BiMIM structure (Fig. 4.7 (b)) confirm this effect. For a larger
gap size (g = 500 nm, black curve in Fig. 4.7) the splitting and red-shift disappear.

It should be noted that the thermal radiation emitted by the BiMIM structure is collected
by a reflective objective (NA = 0.5), which collects radiation from a solid angle between 10 and
30◦. By reciprocity, this means that the BiMIM’s hybrid modes can be excited by an external
source at non-normal incidence. The agreement of our off-axis measurements with simulations
at normal incidence suggests that the emission spectra of the hybrid modes of the considered
BiMIM structure are angularly independent up to at least 30◦.

4.3.2 Polarized thermal emission measurements of a single MIM antenna
pair

It is possible to distinguish between the various hybrid modes of the BiMIM antennas, that
are thermally excited, by performing polarized thermal emission measurements. This is done
by placing a wire-grid analyzer (polarizer) before the detector in order to select the E∥ and
E⊥ polarizations of Fig. 4.7 (b). The experimental results and the corresponding cross-section
calculations are shown in Fig. 4.8 (a) and (b), respectively.

For the parallel polarization, FDTD simulations show that the longitudinal anti-bonding and
bonding modes are excited at the resonance positions (i) and (ii), respectively (see Fig. 4.8 (b)).
At these resonance positions, charges accumulate on the left and right edges of the square
patches. This produces a strong enhancement of the amplitude |Ez| of the z-component of the
electric field, at the edges of the squares, as shown in Fig. 4.8 (c) (i-ii). The plots of the electric
field component Ez in Fig. 4.8 (c) provide a qualitative picture of the surface charge distribution
of the BiMIM antenna. This enables one to identify the influence of near-field interaction on the
observed far-field modes. In particular, the opposite charges, found at the edges near the gap,
lead to the observed red-shift in the longitudinal bonding mode (position (ii) in Fig. 4.8 (b)),
due to attraction. On the other hand, charges of the same sign are found at the edges near the
gap for the longitudinal anti-bonding mode (Fig. 4.8 (c) (i)). This latter mode appears as a
small peak at position (i) in Fig. 4.8 (b). Note that the asymmetry of the BiMIM structure is
essential for the observation of this mode. If the square patches were identical in size the net
dipole moment for this mode would be zero, and it would be inaccessible by far-field illumination,
as it constitutes a dark mode [22]. By reciprocity, it would not produce any measurable thermal
radiation to the far-field as well.

For the E⊥ polarization, charges accumulate at the top and bottom edges of the patches,
leading to the weakly interacting transverse bonding and anti-bonding modes at positions (iii)
and (iv), respectively (Fig. 4.8 (c) (iii-iv)). In the measured spectra (Fig. 4.7 (a)), the thermally
induced splitting is thus the result of the combined response of the longitudinal and transverse
bonding and anti-bonding modes. In contrast, the longitudinal anti-bonding and the transverse
bonding modes (i and iii, respectively) are degenerate and do not produce a splitting in the
unpolarized thermal emission spectrum.

108



4.3. Far-field thermal radiation of a coupled patch MIM antenna pair: thermally excited
hybrid plasmonic modes

Figure 4.8: (a) Measured thermal emission and (b) calculated emission cross-section of the
BiMIM structure with g = 100 nm for polarized thermal emission. (c) Plots of the z-component
Ez of the electric field in the xy-plane at the top of the square metal patches, at the resonance
peaks indicated by the markers (i), (ii), (iii), and (iv) in panel (b). The double arrow indicates
the electric field polarization in each case.

4.3.3 Asymmetric vs symmetric MIM antenna pair

If a symmetric BiMIM structure is considered, where both MIM antennas of the structure res-
onate near 6.5 µm (Fig. 4.9, black simulated curve), the spectral overlap of the resonances near
6.5 µm precludes the excitation of the dark mode, while a splitting due to the longitudinal
bonding and transverse anti-bonding modes still occurs— as indicated by the splitting between
6 and 7.5µm. An interesting effect is also observed in the considered BiMIM structure, when
examining the simulated electric field enhancement plots, for unpolarized emission, at the reso-
nance positions A1 and A2 (Fig. 4.9 (b)). The plots reveal emission hot spots from the BiMIM
structure, showing that the two MIM antennas emit independently at these resonance positions,
even though they are effectively in near-field interaction.

On the other hand, at the resonance peak A3 the two MIM antennas act as a coupled system,
and a larger field enhancement is found in the gap (Fig. 4.9 (b), A3). The observed behavior at
positions A1 and A2 is a direct result of the nature of the weakly interacting transverse hybrid
modes, and the asymmetry of the BiMIM structure under study. In fact, since the resonance
wavelength of a MIM antenna scales with its width (cf. Eq. (4.6)), the size difference between the
two MIM antennas allows for independent emission at two different wavelengths. To illustrate
this point, we also show field enhancement plots at the resonance positions S1 and S2 for the
symmetric BiMIM case (Fig 4.9 (b) bottom two panels). In this case, the two MIM antennas
cannot emit independently, and emission hot spots are either found at the edges of the two gold
patches (position S1) or in the gap (position S2).

The equivalence between emission and absorption suggests that if an external electric field
is incident on the considered asymmetric BiMIM structure, it will be routed to, and resonantly
absorbed by each MIM antenna at the resonance positions A1 and A2. Such an attribute could
be beneficial for IR photo-detection applications [2].

109



Chapter 4. Properties of mid-IR plasmonic antennas

Figure 4.9: (a) Simulated absorption cross-section for unpolarized light for the considered BiMIM
structure with g = 100 nm compared with that of a symmetric BiMIM whose patches have widths
w1 = w2 = 2 µm. (b) Electric field enhancement plots showing field hot spots in the xy-plane
at the top of the metal patches, recorded at the resonance positions in panel (a).

4.4 Shaping the optical properties of MIM cavities through multi-
element surface patterning: the case of a 3 × 3-patch MIM
cavity antenna

In this section, we illustrate how the near- and far-field response of MIM antennas can be tailored
by the shaping of the cavity’s top metallic layer [25]. In particular, we consider the case in which
the top metallic layer consists of nine square patches in total, each of side w = 1.65 µm, placed
in a 3 × 3 configuration (see Figs. 4.10 (a), (b), and (e)). The patches are separated from
one another by a gap g = 100 nm so that they are effectively in near-field interaction. We
show through s-SNOM and focused microscope reflectivity measurements that the near-field
interaction among the antenna elements (i.e., the square patches) leads to a spatial confinement
of the local near-field of the antenna and an angularly-dependent near- and far-field optical
response. The results presented hereafter may be of interest to photo-detector applications in
which MIM cavities are used [26], as they show that the spectral response of such detectors may
be tuned by appropriately engineering the cavity layers.

4.4.1 Mapping the near-field of a 3 × 3-patch MIM antenna

We begin by mapping the near-field of the 3 × 3 antenna via s-SNOM imaging. As shown in
Fig. 4.10 (a), a silicon (Si) tip is utilized here in order to minimally perturb the intrinsic near-field
of the antenna. Previous studies have revealed that the use of dielectric tips is more advantageous
compared to metallic tips when mapping the near-field of a plasmonic nanostructure with s-
SNOM [27–31]. This is due to the tip/nanostructure coupling which is the dominant effect in
the near-field when a metallic tip is used.

As we have seen in subsection 3.1.2, dielectric tips are less scattering than their metallic
counterparts, therefore, leading to significantly lower s-SNOM signals. It has been recently
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Figure 4.10: (a) Sketch of the s-SNOM configuration used for the mapping of the near-field of a
3 × 3-patch MIM antenna. The antenna consists of a stack with the following layers from top to
bottom: Au (40 nm)/ZnS (270 nm)/Au (200 nm), where the top layer comprises nine patches
of width w = 1.65 µm, placed in a 3 × 3 configuration with a gap of 100 nm (see Appendix G
for details on sample fabrication). (b) Scanning electron microscope (SEM) image of the 3 × 3-
patch MIM antenna. Courtesy of Christophe Dupuis from C2N. See Fig. A6 for more details.
(c-g) Near-field images of the measured amplitude of the s-SNOM signal demodulated at the
3rd harmonic and their corresponding FDTD simulations at the resonance frequencies indicated
by the markers in panel (i). The simulation results were computed in the xy-plane 30 nm
above the Au patches of the antenna, i.e., at the average height of the tip in our experiment
(∆z ≈ 60 nm). (e) Atomic force microscope (AFM) image showing the topography of the 3 × 3-
patch antenna. (h) Projection of the p-polarized incident field onto the antenna in the xy-plane.
(i) FEM simulation of the extinction cross-section of the antenna for a p-polarized field incident
as sketched in the inset.
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shown that changing the orientation of a nanorod antenna with respect to the illuminating
field allows one to map its local near-field with s-SNOM operated with a metallic tip [32]. This
approach suggests that it is possible to benefit from the comparatively higher signals of the highly
scattering metallic tip while preserving the antenna’s near-field distribution. Nevertheless, in
the current case, the symmetry of the antenna precludes the use of this method, which is why
we have opted for the use of an Si tip. We stress here the difficulty of extracting the near-field
signal of a sub-λ antenna using this approach due to the intrinsically low scattering cross-section
of the Si tip, a feat that requires optimal alignment of the optical setup. This is compounded by
the fact that the local field of a MIM antenna is buried in its cavity so that one may only probe
the portion of the field that leaks out (see section 4.2). To make matters worse, approach curves
measured on a large Au pattern (∼ 30×30 µm2 in size), revealed that in this configuration, it is
necessary to demodulate the detected signal at the 3rd-harmonic of the tip oscillation frequency
to adequately isolate the near-field signal (see Fig. A10). As the detected signal systematically
decreases with demodulation at higher harmonics, this further exacerbates the complexity of
such near-field measurements. Typically each measurement is preceded by the measurement of
an approach curve as a verification of the optical alignment of the setup.

The measured near-field images of the 3 × 3 antenna mapped at its two resonance modes,
which are indicated by the markers in Fig. 4.10 (i), are shown in Figs. 4.10 (c) and (d). Using
the same arguments presented in section 4.2 when comparing s-SNOM images of a single patch
MIM antenna with simulations (see also Fig. A9), we compare the measurements of Figs. 4.10 (c)
and (d) to FDTD simulations of the z-component of the antenna near-field (Figs. 4.10 (f) and
(g)). It should be mentioned here that one may place an analyzer before the detector selecting
only p-polarized light so that the comparison between the measured signal and the simulated
z-component of the electric field is exact. However, this severely reduces the signal-to-noise
ratio of the experiment and we have found that, for this particular antenna configuration, the
resulting field distribution is essentially identical to what is obtained without an analyzer.

It is clear that at its two resonance modes (ω = 940 cm−1 and 1025 cm−1), the near-field
of the antenna is highly asymmetrical. Namely, the large field enhancement and confinement
are found solely in the gaps in the top right corners of Figs. 4.10 (c) and (d). This is quite
striking, as, for such a geometrically symmetric antenna, one would intuitively expect a more
symmetrical field distribution, in which the field is evenly distributed among the gaps. The
observed asymmetrical field distribution is a consequence of the near-field interaction among
the antenna patches as well as the oblique illumination of our experiment (see Fig. 4.10 (a)). In
particular, the large field enhancement in the gaps arises from the presence of charges of opposite
sign at the patch edges which are separated by a nanometric gap as discussed in subsection 4.3.2
(see Figs. 4.11 (c) and (f)). Concordantly, the observed field confinement is a result of the
oblique incident field being funneled into the gaps in the top right corners of the panels in
Figs. 4.10 (c-g). The phase images of Figs. 4.11 (b) and (e) show that the electric field phase
undergoes a shift from −π to π between the patches at either side of the aforementioned gaps,
indicating that these patches are coupled. If the patches were uncoupled, such a phase shift
would be expected to occur at the surface of each patch individually (see Figs. 4.4 (c) and (f)).
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Figure 4.11: (a) Amplitude (|E|), (b) phase (ϕ), and (c) real part (Re{E} = |E| cosϕ) of
the near-field of the antenna, mapped at 940 cm−1. The real part of the electric field shows
that charges of opposite sign are present at the patch edges separated by the nanometric gap
(100 nm). (d-f) FDTD simulations corresponding to panels (a-c). The antenna is illuminated
from the bottom left corner of the panels with p-polarized light incident at 60◦ from the normal
to the surface. The projection of the incident field onto the antenna is indicated by the double
arrows in panels (a) and (d). The scale bars correspond to 2 µm.

The behavior of the antenna at the two modes introduced here will be discussed in greater detail
in the next subsection.

Finally, we comment on the influence of using a dielectric tip versus a metallic tip. In addition
to the near-field images presented in Figs. 4.10 (c) and (d), which were measured using an Si
tip, we also performed the same measurements with a platinum (Pt) coated tip (see Fig. A10).
In contrast to the Si tip, it is found that the Pt tip produces an image that poorly matches the
simulated near-field distribution of the antenna without the tip. As shown in Fig. A11 (b), the
maps measured with a Pt tip reveal a uniform field with minimal contrast between the field on
the top of the patches and that of the substrate, thus, concealing the expected field enhancement
and confinement in the gaps. This comparison plainly illustrates that the use of dielectric tips
facilitates the interpretation of near-field images of plasmonic nanostructures.

4.4.2 Microscope reflectivity measurements of a 3 × 3-patch MIM antenna:
angularly dependent antenna response

In order to more closely examine the angular dependence of the antenna response, we per-
formed focused far-field microscope reflectivity measurements of the 3 × 3-patch MIM antenna
(Figs. 4.12 (a) and (b)). Two measurements were performed separately, each with a different
Cassegrain objective focusing and collecting light from the antenna at a different angular interval
(see Figs. 4.12 (a-c)). The measurements and corresponding FEM simulations show that for
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Figure 4.12: (a) & (b) Far-field response of the 3×3-patch MIM antenna versus angle of incidence
θ sketched in panel (c). The blue curves correspond to focused microscope reflectivity (Bruker
Hyperion) spectra of the antenna, each measured with a Cassegrain objective with a different
angular collection interval (θ ≈ 10 − 24◦ for (a) and θ ≈ 33 − 52◦ for (b). The red curves
are FEM simulations of the extinction cross-section (Cext) of the antenna averaged at three
different values of θ within the collection interval of the objective. The two resonance modes of
the antenna are marked with the letters "A" and "B" in panel (b). The dips in the reflectivity
spectra correspond to the maxima of Cext. (c) Sketch depicting the incident (Einc) and scattered
(reflected, Escat) fields in the experiment. A broadband unpolarized globar source is used as the
illumination. The same objective is used to focus the incident field onto the antenna and collect
its scattered field. A diaphragm is also employed to restrict the field of view of the detector to
a 50 × 50 µm2 region of the sample. A reference measurement is first performed on a part of
the sample with no patterns, giving the intensity of the incident field Iinc. This is followed by
a measurement with the antenna in the focus of the objective, giving the intensity Iscat. The
reflectivity is then found from the ratio R = Iinc/Iscat. (d-f) FDTD simulations of the electric
field enhancement |E|/|EP |, where EP is the p-polarized incident field sketched in Figs. 4.10 (h)
and (i), calculated in xy-plane 30 nm above the patches for the two modes A and B as a function
of increasing angle θ.

angles near normal incidence (θ ≤ 24◦), the antenna exhibits one predominant resonance mode at
940 cm−1, while for larger angles (θ ≥ 33◦), this mode is supplemented by another at 1025 cm−1.
In other words, the 3×3-patch antenna exhibits an angularly-dependent spectral response. This
is quite remarkable given the fact that an individual square-patch MIM antenna has an angularly-
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independent spectral response (see section 4.2). The two modes of the 3 × 3-patch antenna will
henceforth be referred to as mode "A" and "B", respectively (see Fig. 4.12 (b)).

The angularly-dependent spectral response of the 3 × 3-patch MIM antenna originates from
the near-field interaction between its patches discussed in the previous subsection. Although
the near-field distributions of the two modes A and B, presented in Figs. 4.10 (c-g), seem
similar, there exist a few subtle differences in the behavior of the antenna at the two modes. To
elucidate this point and to detail the near-field angular response of the antenna, we performed
FDTD simulations of the electric field enhancement of the antenna at the modes A and B
for normal incidence and at angles mid-way through the two experimentally probed angular
intervals (Figs. 4.12 (d-f)). For normal incidence, the near-field is evenly distributed among the
gaps orthogonal to the incident electric field polarization for both modes. However, for mode
B the field is more confined to the gaps adjacent to the central patch (see Fig. 4.12 (d), B),
leading to a weaker contribution to the overall far-field response (cf. Fig. 4.12 (a)). As the angle
increases, the local field undergoes a shift toward the gaps to the opposite side of the incident
field, i.e., to the gaps in the top right corners of the panels in Figs. 4.12 (e) and (f)5. This shift is
more drastic for mode B as the field, in this case, is almost totally confined in the aforementioned
gaps, while for mode A, a portion of the field remains in the bottom left gaps, mostly in the
central gap (see Figs. (e) and (f), A). Additionally, the field enhancement in the gaps increases
with increasing angle for mode B, whereas that of mode A is almost angularly independent.
These observations suggest that mode A can be classified as an aggregate or collective mode
arising from the collective near-field coupling of all the elements of the antenna. On the other
hand, mode B is a gap mode, which results from the coupling of two adjacent patches as in gap
antennas [33].

As a verification of this mode classification, we performed simulations of a BiMIM structure
with the same layers as in Fig. 4.10 (a) but with a top metallic part consisting of only two square
patches of side w = 1.65 µm, separated by a gap of 100 nm. This simulation shows that the
considered BiMIM structure has two resonance modes, one at 1037 cm−1 and one at 1184 cm−1

(see Fig. 4.13 (a)), in which the field is confined to the gap (Figs. 4.13 (b) and (c)). These
two modes are a result of the mode hybridization discussed in section 4.3. Both BiMIM modes
appear in the far-field spectra of the 3 × 3-patch MIM antenna (see Fig. 4.12 (a) and (b)), with
the one at 1037 cm−1 corresponding to the gap mode B of the 3 × 3-patch MIM antenna.

The absence of the aggregate mode A in the spectra of Fig. 4.13 (a) indicates that this mode
is a result of the near-field coupling unique to the 3 × 3 antenna. This point is further corrobo-
rated by the fact that mode A is also the most red-shifted mode compared to the fundamental
resonance of the single square patch MIM antenna with which the 3 × 3 antenna is constructed.
As the resonance of a plasmonic nanostructure is expected to red-shift as the near-field inter-
action is enhanced6, it is clear that the strongest near-field interaction occurs at the aggregate
mode A, in which all the patches of the 3×3 antenna are coupled through near-field interaction.

5The antenna is illuminated from the bottom left corner of the panels in Figs. 4.12 (d-f).
6The near-field interaction can be enhanced, leading to a red-shit of the antenna’s plasmonic resonances, by

decreasing the gap size (see, for instance, ref. [13]) or by increasing the number of interacting elements as in the
case of a 3 × 3 antenna.
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Figure 4.13: Simulations of the MIM antenna of Fig. 4.10 (a) but with a top layer consisting
of only two patches separated by a gap of 100 nm (BiMIM geometry). (a) FEM simulations
of the extinction cross-section of the BiMIM structure for two angles of incidence (θ = 0◦ and
60◦.) as sketched in the inset. The dashed vertical line marks the spectral position of the
fundamental resonance mode of a single square patch of the shown BiMIM structure. (b) & (c)
FDTD simulations of the electric field enhancement, |E|/|EP |, computed in the xy-plane 30 nm
above the BiMIM structure at the resonance frequency ω = 1037 cm−1.

Thus it appears from our experimental observations that the field distribution of this mode is
only weakly altered with increasing angle (see Fig. 4.12 (d-f), A).

To conclude this subsection, we will briefly touch upon the influence of gap size on the
response of the 3 × 3 antenna. Apropos, we measured via microscope reflectivity the far-field
response of the 3×3 antenna as a function of gap size g (see Fig. A12). The measurements show
that beyond a gap g = 2µm, the extinction of the incident field by the 3 × 3 antenna exhibits
a single resonance peak corresponding to an additive response of its constituent patch MIM
antennas (Fig. A12, turquoise curve). For a single square-patch MIM antenna of side width
w = 1.65µm, FEM simulations yield an extinction cross-section of 39.5µm2 (for unpolarized
light incident at 20◦ with respect to the normal). This corresponds to a circular area with a
radius of 3.55µm. Taking into account the width of the patches (1.65µm), the patch MIM
antennas placed in a 3 × 3 configuration would then be independent if g > gth ≈ 2.73µm, where
gth is a threshold gap size. This is consistent with the experimental observation reported above.

4.4.3 3 × 3-patch MIM antenna with a missing element

We now ask ourselves the following question: how would the response of the 3×3-patch antenna
be affected if one of its patches were to be removed? To shed some light on this line of inquiry,
we performed s-SNOM imaging of 3 × 3-patch antennas with a missing patch (Figs. 4.14 (a-c)).
Three cases were considered: a 3 × 3 antenna with (i) a patch missing from one of its corners,
(ii) one of its mid-outer patches removed, or (iii) its central patch removed (see Fig. 4.14 (a)).
Interestingly, the removal of one of the patches has almost no effect on the antenna’s near-
field distribution. Save for the fact that the field is now distributed among two gaps instead
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Figure 4.14: (a) Topography of 3 × 3-patch antennas with a missing element. (b) Measured
and (c) computed near-field images of the antennas, mapped at the resonances indicated by
arrows in panel (d), and their corresponding FDTD simulations. The antenna is illuminated
by p-polarized light from the bottom left corner of the panels with an incidence angle of 60◦

with respect to the normal to the surface. The double arrow in the top panels of columns (b)
and (c) indicates the projection of the incident field polarization onto the antenna. (d) FEM
simulations of extinction cross-section spectra of the antennas for p-polarized light incident at
60◦ with respect to the normal to the surface. The corresponding extinction spectra at smaller
angles are shown in Fig. A13.

of three, the near-field images of Figs. 4.14 (b) and (c) show the same asymmetrical near-field
distribution as that of the straight 3 × 3 antenna (see subsection 4.4.1). This behavior becomes
more comprehensible if one considers the large field enhancement that occurs between the two
edges of two metal patches when brought close to one another (see Figs. 4.13 (b) and (c)). In
other words, the field in the gaps is expected to be predominant regardless of the number of
interacting elements.

It is also interesting to examine the spectral response of the antenna when it is devoid of one
of its patches. In particular, if the elimination of one of the patches results in an asymmetric
antenna configuration (cases (i) and (ii)), the two modes A and B of the straight 3 × 3 antenna
remain intact (see Fig. 4.14 (d), green and blue curves). On the other hand, the elimination
that preserves the antenna symmetry, that is, removing the central patch (case (iii)), suppresses
mode A (Fig. 4.14, magenta). This suggests that the central patch plays a critical role in
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the near-field coupling associated with mode A of the 3 × 3 antenna, further validating its
classification as an aggregate or collective mode (see subsection 4.4.2). Further, microscope
reflectivity measurements showed that for cases (i) and (ii) the spectral response near normal
incidence is essentially the same as that of the straight 3 × 3 antenna, i.e., displaying only one
main resonance corresponding to mode A (see Fig. A13, green and blue curves). In contrast,
case (iii) showed a peak corresponding to mode B instead of mode A (Fig. A13, magenta curve).

4.5 Conclusion

We have illustrated in this chapter how the optical properties of a surface may be tuned by
sandwiching a dielectric layer between two metallic layers, forming a sub-λ MIM cavity. The
cavity was shown to act as a waveguide for surface plasmon-polaritons propagating at its two
metal/dielectric interfaces, leading to plasmonic Fabry-Perot resonances. We began our treat-
ment of the problem by discussing both, theoretically and experimentally, the properties of a
single sub-λ square-patch MIM antenna. Special attention was given to the fundamental res-
onance mode of the MIM cavity, whose frequency was shown to be angle-independent for the
case of a square-patch MIM antenna. We also revealed that incoming light whose frequency
matches that of the fundamental resonance mode of a patch-MIM antenna gets funneled into
the cavity underneath the patch, resulting in a large field enhancement and sub-λ confinement.
This behavior stems from the fact that the optical cross-sections of a resonant MIM antenna are
several times the antenna’s geometrical cross-section.

To demonstrate the tunability of MIM cavities, two examples were considered, in which
two or more square-patch MIM antennas were combined. In the first example, we considered a
single asymmetric BiMIM structure consisting of two coupled sub-λ square-patch MIM antennas
of different widths. Using IR-SMS, simultaneous excitation of the various hybrid modes of
the BiMIM structure due to thermal fluctuations was established. Further, simulated electric
field enhancement plots revealed that due to the nature of the transverse hybrid modes, and
the asymmetry of the system considered, the two MIM antennas making up the structure can
emit (equivalently, absorb) radiation independently. In the second example, we presented a
more complex MIM antenna combing 9 sub-λ square patches, placed in a 3 × 3 configuration.
The near-field distribution of this antenna was mapped via s-SNOM and its far-field spectral
response was determined from angle-resolved microscope reflectivity measurements. In contrast
to an individual patch-MIM antenna, the measurements showed that the 3 × 3 antenna exhibits
an angularly-dependent response both in the near- and far-field, arising from the near-field
interaction among the antenna’s multiple patches. We also commented on the influence of gap
size and the removal of one of the interacting patches on the antenna’s behavior.

The tunability of MIM cavities, along with the fact that the absorbed radiation is mainly
concentrated in the insulator layer in a MIM antenna, could be of use for realizing IR pho-
todetectors with improved responsivity at room temperature. The absorbed radiation may be
harnessed by replacing the insulating layer considered here by a semi-conductor like HgCdTe [2,
34] or a quantum well material [26].
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Chapter 5
Mid-infrared emission of high-mobility
hBN/graphene/hBN field-effect transistors
under large bias: electroluminescence and
radiative cooling

So far, we have mainly discussed light-matter interaction in semi-conductors and metals in the
form of passive devices which were either excited thermally or optically. In this last chapter,
we will shift our focus to the study of the infrared radiation produced by active graphene-based
devices. Graphene has the band structure of a semi-metal (between a metal and semi-conductor)
with a vanishing electronic density of states at the charge-neutral point (i.e., at EF = 0) [1]. The
study that will be presented here is dedicated to a novel process of infrared electroluminescence
in transistors made of hexagonal boron nitride (hBN)-encapsulated graphene. While this subject
warrants a more extended discussion than what can be presented in a solitary chapter, we will
nevertheless try to introduce the reader to the main aspects that are required for a proper
understanding of the physical phenomenon at the origin of the observed luminescence in the
investigated devices1.

Since its discovery in 2005 [2], graphene has been subject to numerous studies, investigating
its peculiar thermal2 [3, 4] and electronic properties [1]. In particular, electrons propagating
through graphene’s honeycomb lattice have no effective mass, which results in quasi-particles
that are described by a Dirac-like equation rather than a Schrödinger equation (see Fig. 5.1).
As a result of its massless charge carriers and little scattering, quantum effects are discernible
at room temperature in graphene, making it the quintessential playground for the experimental
verification of various exotic physical phenomena [5–8].

1The body of work presented in this chapter was conducted in close collaboration with the group of Emmanuel
Baudin at LPENS. The studied graphene transistors were prepared and electrically characterized by Aurélien
Schmitt, while the optical characterization of their infrared emission was carried out at Institut Langevin using
the far-field techniques described in chapter 3.

2See, e.g., Table 5.1.
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Figure 5.1: Depiction of the density of states for various quasi-particles (reproduced from
ref. [13]). (a) Charge carriers in condensed matter physics are usually described by the
Schrödinger equation with an effective mass m∗ that is different from the free electron mass
(Ĥ and p̂ are the Hamiltonian and momentum operators, respectively). The effective mass ap-
proximates the effect of the particle’s potential, which in general may take a very complicated
form. (b) Relativistic particles in the limit of zero rest mass follow the Dirac equation, where
c is the speed of light and σ⃗ is the Pauli matrix. (c) Charge carriers in graphene are called
massless Dirac fermions and are described by a 2D analog of the Dirac equation, with the Fermi
velocity vF ≈ 106 m/s playing the role of the speed of light and a 2D pseudo-spin matrix de-
scribing two sub-lattices of the honeycomb lattice. Similar to the real spin that can change its
direction between, say, left and right, the pseudo-spin is an index that indicates on which of the
two sub-lattices a quasi-particle is located. The pseudo-spin can be indicated by color (e.g, red
and green). (d) Bi-layer graphene provides us with yet another type of quasi-particles that have
no analog. They are massive Dirac fermions described by a rather bizarre Hamiltonian that
combines features of both Dirac and Schrödinger equations. The pseudo-spin changes its color
index four times as it moves among four carbon sub-lattices.

The minimal scattering in graphene results in electron scattering mean-free paths that cover
sub-micrometer distances, even in samples placed on an atomically rough substrate, covered with
adsorbates and at room temperature. This endows suspended graphene with substantially high
electron mobility, which can reach up to 250, 000 cm2/V.s in some cases [9, 10]. When deposited
on an hBN substrate, electron mobilities of ∼ 25, 000 cm2/V.s for mono-layer graphene and
∼ 40, 000 cm2/V.s for bi-layer graphene can be achieved at room temperature [11]. The large
electron mobility of the graphene/hBN heterostructure results from an enhancement of the
flatness of the graphene layer (in comparison to when it is placed on other substrates), brought
upon by its adhesion with the atomically flat hBN substrate, through van der Waals interaction
[12]. Introducing a second hBN capping layer to fully encapsulate graphene, further improves
its flatness, yielding electron mobilities as high as 200, 000 cm2/V.s. This is 100 times larger
than the electron mobility of silicon, which is the material of choice in logic transistors.

As a light emitter, low-mobility graphene has well-understood incandescent properties sim-
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Material κ (W/m.K) Cp (J/kg.K) ρ (kg/m3) αD = κ/ρCp (m2/s) Refs.
Graphene 4840 − 5300 700∗ 2250 (3.1 − 3.4) × 10−3 [3, 4]

Si 124 714.5 2329 7.45 × 10−5 [14, 15]
Ag 436 231.8 10490 1.79 × 10−4 [16, 17]
Au 318 134.5 19320 1.23 × 10−4 [18, 19]
Cu 402 377 8960 1.19 × 10−4 [17, 20]
W 183 185.9 19300 5.1 × 10−5 [20, 21]

Table 5.1: Room temperature thermal properties of suspended graphene compared to those
of silicon (Si) and typical metals. The listed thermal properties correspond to the thermal
conductivity (κ), specific heat capacity at constant pressure (Cp), and thermal diffusivity (αD).
More comprehensive lists of thermal properties of materials can be found in the literature (e.g.,
ref. [22]). ∗This includes both the lattice and electron gas contributions to the specific heat.

ilar to those of graphite. On the other hand, light emission from high-mobility graphene is
fundamentally different. This is because the electron gas in high-mobility graphene is almost
completely decoupled from its lattice, a situation with no precedent among the known natu-
ral materials. While this has many implications on the material’s transport properties, in the
domain of radiative emission, which is our focus here, there are two obvious consequences:

(i) The electron gas temperature is independent of that of the lattice. This results in an
ultra-small electron gas heat capacity in graphene devices, that is only limited by the
number of degrees of freedom corresponding to the small number of free electrons in
graphene (∼ 106), which is much smaller than the number of atoms (∼ 1023). In principle,
this allows ultra-fast incandescence switching (> 200 GHz) and the possibility of reach-
ing ultra-large electronic temperatures comparable to that of plasma incandescent light
sources used as visible or UV emitters, without being limited by the material sublimation
temperature.

(ii) At large electrical bias, a non-thermal, out-of-equilibrium electronic state develops in hBN-
encapsulated graphene transistors below the optical phonon energy, which leads to elec-
troluminescence in the mid-infrared (mid-IR) [23].

The second consequence is particularly striking, as one may remark, with reasonable cer-
tainty, that this is the first time a metal is found to be electroluminescent. This indeed opens the
door for many questions from a fundamental point of view, but it also has strong implications
for lighting devices and spectroscopy.

In this chapter, we will report the first experimentally observed signatures of graphene elec-
troluminescence in the mid-IR. In a series of test experiments3, designed to unequivocally identify
the electroluminescent nature of the detected signal, we reveal hallmarks of radiative cooling and
emission due to electroluminescence in high-mobility hBN/graphene/hBN field-effect transistors
[24].

3The experiments rely on the optical detection techniques presented in the previous chapters.
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5.1 Ultra-fast and ultra-hot incandescent graphene in the visible
to ultra-violet spectral range

Solid-state incandescent emitters are widely used for broadband optical spectroscopy but are
intrinsically limited by the sublimation temperature of the material. Among metals, tungsten is
commonly used with a record 3200 K temperature limit, far exceeding that of plasma sources,
which are complex and costly. Nevertheless, switching incandescence is inherently slow due to
the large heat capacity of metals (see Table 5.1). Indeed, the switching frequency cut-off of a
common light bulb is only a few Hertz, while state-of-the-art switching frequencies, as high as
10 MHz, can only be achieved using complex micro-hot-plates structures [25].

The ultra-small heat capacity of high-mobility graphene has been readily recognized and
several experiments have already demonstrated bright visible light emission with suspended
graphene [26], and hBN-encapsulated graphene [27, 28] under extreme bias (Fig. 5.2). In par-
ticular, it has been shown that, under ultra-fast pulsed excitation, switching frequencies up to
10 GHz could be reached, which is significantly larger than that of the state-of-the-art micro-hot-
plates [27]. Although this result represents a substantial leap forward in the quest for ultra-fast
light sources, there is strong evidence suggesting that ultimate performance is yet to be reached.
According to experiments on the cooling of graphene [29, 30], much faster operation – on the
order of 200 GHz – should be possible. It is also important to reiterate here that the studies
cited above (refs. [26–28]) applied excessively large bias, up to 6.6 V per micrometer of graphene
channel length (see Fig. 5.2), which is over 6 times larger than that of the graphene transis-
tors under study here. At such a large bias, the electron gas decoupling is lost and the lattice
is almost completely thermalized to the electron gas temperature Te. This behavior has been
well-established by Raman thermometry measurements and further confirmed by a limitation
in operation temperature to 2000 K, corresponding to the sublimation temperature of graphene
[31].
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Figure 5.2: Examples of visible light incandescent emission from graphene devices under bias:
(a-b) suspended graphene (ref. [26]), (c-e) hBN encapsulated graphene (ref. [27]), and (f-h) hBN-
encapsulated graphene with a constriction in the center of the channel (ref. [28]). The images
in (b), (d), and (g) are microscope images of the visible light emission of the device under bias.
Panels (b), (e), and (h) show the visible light emission spectra of the device under bias (dots),
which are fitted by appropriately modeling the Planck blackbody emission of the device (solid
curves). The fits provide estimates of the electron gas temperature Te (legend keys). Notice
that a significantly large electric field must be applied across the channel to bring about the
visible light emission from these devices. In panel (d), for instance, the applied electric field is
as large as 6.6 V/µm for a channel that is 6 µm in length and 3 µm in width.

5.2 Transport properties of high-mobility graphene field-effect
transistors (HGFETs) under large bias

Under the application of large electric fields, the high mobility of graphene’s electrons enables
exotic transport regimes. This section introduces the fundamental transport properties that
are essential for understanding the origin of the electroluminescent behavior of high-mobility
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Figure 5.3: (a) Schematic illustration of the geometry of a high-mobility field-effect transistor
(HGFET). A mono-layer graphene is encapsulated between two hBN layers, that are placed on
a back-gate layer. The top hBN layer is etched, revealing the two ends of the graphene layer.
Gold/chromium pads are then evaporated onto the etched regions, creating the source and drain
electrodes of the transistor. The region between the two electrodes forms the transistor’s channel
with an area given by A = L×W , where L and W are the channel length and width, respectively.
See Appendix K for more details on the device fabrication process. (b) Three-dimensional
sketch of a typical HGFET with a back-gate consisting of an SiO2/Si substrate. (c) Microscope
image of an hBN-encapsulated HGFET with a channel area A = L × W ∼ 35µm × 35µm
on an SiO2/Si back-gate (the transistor’s graphene channel is indicated by a black box). The
mono-layer graphene is encapsulated between a 65 nm-thick hBN layer from the bottom and
an 82-nm-thick hBN layer from the top. The estimated electron mobility of this transistor is
60, 000 cm2/V.s at room temperature with a contact resistance of 250 Ω. (d) Zoom of the layers
forming the encapsulated graphene transistor of panel (b).

graphene field-effect transistors (HGFETs)4.

5.2.1 Electrostatic doping

In a typical HGFET geometry (Fig. 5.3), the graphene channel and the back-gate form a parallel
plate capacitor of capacitance per unit area Cg = ϵ◦εr/d, where εr is the capacitor dielectric
constant, ϵ◦ is the permittivity of free space and d is the thickness of the bottom hBN layer
(see Fig. 5.3 (a)). The capacitance enables electrostatic control of the channel’s charge carrier
density. For the transistor shown in Fig. 5.3 (c), the bottom hBN layer is 65 nm-thick and
has a dielectric constant εr ≃ 3.2 so that its capacitance per unit area is Cg ≃ 0.44 mF/m2.
By applying a gate voltage Vg, the charge carrier density is modified by CgVg. Taking into
account the residual doping of graphene, n0 = CgVCNP , in which VCNP corresponds to the

4All the HGFETs investigated in this chapter were designed and fabricated by Aurélien Schmitt at Laboratoire
de Physique de l’Ecole Normale Supérieure (LPENS).
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applied voltage for which charge neutrality is reached, the complete expression for the doping
concentration in a realistic device is given by

n = Cg(Vg − VCNP ). (5.1)

Electrostatic doping is limited by the breakdown voltage of the hBN dielectric, which has
been estimated to be ∼ 0.5 V/nm [32]. For the example given above, this implies a maxi-
mal doping voltage interval [−32.5 V, 32.5 V] corresponding to a charge density span of [−9 ×
1012 cm−2, 9 × 1012 cm−2]. The electrostatic modulation of the charge density corresponds to
an effective doping modulation of the corresponding Fermi energy EF since the two quantities
are related by the electronic density of states at low temperature through n =

∫ EF
0 D(E)dE,

where D(E) is the density of states. For monolayer graphene near the charge neutral point5, the
density of states is given by [1]: D(E) = 2|E|/πℏ2v2

F , where vF ≈ 106 m/s is the Fermi velocity.
Therefore, the range of Fermi energies which can in principle be explored in the example that we
have taken is EF = ℏvF

√
πn ∈ [−0.35 eV, 0.35 eV]. In practice, we limit our study to |Vg| ≤ 15 V

and |EF | ≤ 0.3 eV, depending on the size of the transistor.

5.2.2 Electron mobility

The application of a drain-source bias, Vds, results in a uniform longitudinal electric field E =
Vds/L across the graphene channel of the transistor, where L is the channel length. Locally,
Ohm’s law implies that the current density is simply given by j = −envd, where n is the charge
carrier density (see Eq. (5.1)), −e is the electron charge, and vd is the average drift velocity of
charge carriers. The drift velocity is directly proportional to the applied electric field, with the
constant of proportionality being the electron mobility µ, that is, vd = µE. Electron mobility
is an intensive quantity that is independent of the channel dimensions. As such, it is a good
indicator of the material’s electronic transport quality. In terms of electron mobility, graphene is
superior to most state-of-the-art materials, such as the widely used Si and GaAs (see Table 5.2).

Another interesting property of graphene can be inferred from Table 5.2, namely, its mobility
is strongly dependent on the substrate it lies upon. This substrate dependence is a direct
consequence of the two-dimensional nature of graphene, which is extremely sensitive to its
environment. In particular, nearby charges and surface roughness lead to increased electron
scattering thereby decreasing electron mobility. In this regard, hBN has emerged as an ideal
substrate for graphene due to the fact that it is an atomically flat insulator, can adhere to
graphene via van der Waals forces, and has good dielectric properties [11].
The hBN-encapsulated graphene transistors studied here are routinely produced with electron
mobility ranging from 50, 000 cm2.V−1.s−1 to 170, 000 cm2.V−1.s−1 at room temperature (see
Appendix K for details on device fabrication). At low bias, the electron mobility in graphene
on hBN is mainly limited by electron scattering with acoustic phonons. At low temperatures,
this scattering mechanism becomes less efficient, which results in an enhancement in electron
mobility below room temperature (cf. Table 5.2).

5Also referred to as the Dirac point.
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Material/substrate µ (cm2.V−1.s−1)
Graphene/hBN ∼ 105 (300 K) − ∼ 106 (4.2 K)

Graphene/Al2O3 ∼ 104 (300 K)
Graphene/SiO2 ∼ 103 (300 K)

2DEG/- 6000 (300 K) − 3 × 107 (4.2 K)
GaAs/- 9000 (300 K)

Si/- 1400 (300 K)

Table 5.2: Electron mobility (µ) of graphene on various substrates compared to that of state-of-
the-art materials. Graphene mobility strongly depends on its substrate, the best yet being hBN.
At room temperature, the electron mobility of graphene is superior to that of state-of-the-art
transport materials, however, at low temperatures, the mobility of the two-dimensional electron
gas (2DEG) in AlGaAs/GaAs quantum wells is still 10 times better.

5.2.3 Contact resistance

The transistor resistance is the sum of the channel resistance and the drain and source contact
resistances. For large electric field operation, it is crucially important to minimize contact
resistances for two main reasons. (i) The voltage drop at the contacts lowers the effective
electric field in the graphene channel, preventing the transistor from reaching the transport
regimes of interest. (ii) A contact resistance larger than the channel resistance can lead to
significant Joule heating during large current transistor operation. This can bring heat to the
channel’s electrons independently from the intrinsic transport mechanisms of graphene, and in
some cases completely destroy the device.

It is widely recognized that contact resistance in graphene transistors depends solely on the
contact width. This is a consequence of the atomic thickness of graphene which possesses a finite
number of transverse modes that can be accessed by the metallic contact. Usual metal-metal
contact theory suggests that the largest contact conductance is reached for the largest possible
effective contact surface area between the two electrodes6. In practice, approaching this limit
necessitates the use of ultra-pure materials and increasing the contact length by using a wriggled
line (see Fig. 5.3 (c)). The contacts of the hBN-encapsulated graphene transistors discussed here
are made of gold and chromium and are in contact with the graphene mono-layer through etches
in the top hBN capping layer (see Fig. 5.3). Typical values for the contact resistance of these
transistors lie between 50 Ω and 1000 Ω.

5.2.4 I-V Transfer Curve

Figure 5.4 (a) represents the transfer curve of the HGFET of Fig. 5.3 (c) under low drain-source
bias (Vds = 10 mV). The charge neutrality point is reached for Vg = VCNP ≈ 0 V. Since the
number of charge carriers scales with the gate voltage (see Eq. (5.1)), increasing the gate voltage
increases the number of charge carriers, leading to a drop in the channel resistivity Rchannel.
We can therefore extract the contact resistance (Rcontact) from the asymptotic behavior of the
transfer curve. Mono-, bi-, and tri-layer graphene all present a resistivity peak near neutrality

6This area is usually referred to as an A-zone.
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Figure 5.4: (a) Low-bias transfer curve of an HGFET measured at 300 K and Vds = 10 mV.
Right inset: Optical image of the transistor. (b) Transfer curves of the transistor as a function
of increasing bias voltage Vds. The dashed line is a guide for the eye. The inset shows the
evolution of the maximal channel resistance Rmax as a function of increasing Vds. This indicates
the evolution of the gate voltage Vg, at which charge neutrality is reached, as a function of
increasing Vds. (c) Non-linear current density to voltage transfer curve (j = Ids/L vs Vds) for
the hole-doped regime. The gate voltage (and hence carrier density and Fermi energy) increases
linearly in the range Vg = [0,−14.7] V (shown in colors, black to red) so that the hole density
range is p = [0, 4.05] × 1012 cm−2, and EF = [0, 0.24] eV. (d) Schematic representation of the
non-linear interband current (red curve, constant doping) and the intraband current (dashed
curve). The intraband current saturates rapidly due to the high electron mobility. However,
beyond a threshold bias VZK , the interband current originating from Zener-Klein tunneling
processes (see main text) becomes predominant so that the current saturation is compensated
for and an overall non-linear current behavior is observed as in panel (c).

due to the reduced number of charge carriers. In practice, the charge carrier density is slightly
larger than zero at neutrality because of small doping inhomogeneities along the channel, which
give rise to a charge density ns. To model the transfer curve it is thus necessary to account for
this residual charge density in the channel resistance as follows
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Rchannel = Rcontact +
L

eW

µ∗
√
n2

s + 1
e2 [Cg(Vg − VCNP )]2

, (5.2)

where µ∗ is the electron mobility of the transistor. For the transistor under consideration here
(Fig. 5.4 (a), inset), we have Rcontact = 250 Ω so that Eq. (5.2) estimates the transistor’s mobility
to be µ∗ = 55, 000 cm2.V−1.s−1.

5.2.5 Bias doping

As we have seen in the previous subsection, the charge neutrality point corresponds to minimal
channel conductance (inversely, maximal channel resistance). In practice, the null channel con-
ductance locus drifts linearly with bias voltage Vds. This phenomenon is called drain doping,
which is caused by the inhomogeneity of the electrostatic potential along the channel. Con-
sidering a linear voltage drop along the channel, the average voltage drop between the gate
electrode and the channel electrode would be

〈
Vgc
〉

= 1
2(Vd + Vs) − Vg. In reality, however, we

have
〈
Vgc
〉

= Vgc for low bias, and
〈
Vgc
〉

= Vgs + ηVds with η = 0.5 for large bias, which results
in a shift of the charge neutral point with applied bias. Experimental data indicate a slightly
weaker dependence given by η ≃ 0.2 − 0.4. This can be inferred from measurements of the
transistor’s resistance as a function of increasing bias voltage Vds, as in Fig. 5.4 (b). As stated
in the previous subsection, the channel resistance is maximal near the charge-neutral point so
that the value of Vg at which maximum resistance is reached corresponds to VCNP . The points
corresponding to maximal resistance are plotted in the inset of Fig. 5.4 (b) as a function of
increasing Vds, from which we get η = 0.2.

From a practical point of view, it is more convenient to study the electronic response of a
transistor at constant electron density rather than at constant gate voltage. Therefore, all the
measurements reported in this chapter were performed at constant electron density by taking
bias doping into account, as represented in Fig. 5.4 (c). Interestingly, the transistor current
exhibits highly non-linear behavior, whose origin will be discussed in the next subsection.

5.2.6 Zener-Klein tunneling

To illustrate the current profiles of Fig. 5.4 (c), we outline in Fig. 5.4 (d) the two regimes involved
in the transistor’s overall current behavior, namely the transistor’s intraband and interband
currents. At low bias, the transistor shows linear Ohmic behavior, with a strong increase of the
intraband current with doping. Due to the transistor’s high mobility, the current rapidly attains
large values and saturates for Vds > Vsat, where Vsat is the saturation voltage. The saturation
of intraband current can be consistently attributed to the scattering of graphene’s electrons
with optical phonons of the lower Reststrahlen band (type I) of hBN (ℏω∥ ≃ 90 − 100 meV,
cf. Fig. 2.13 (a)) [23, 33]. This velocity saturation regime is followed at high bias by the onset
of an interband conduction regime, characterized by a constant bias- and doping-independent
differential conductivity7 σZK ≲ 2 mS. This behavior is systematically observed with all high-

7The differential conductivity σZK is determined from the slopes of the curves in Fig. 5.4 (c).

130



5.2. Transport properties of high-mobility graphene field-effect transistors (HGFETs) under
large bias

Figure 5.5: Depiction of electronic distribution along a mono-layer graphene channel under large
bias. For a tunneling process with a characteristic coherence length, lcoh, a threshold electric
field Eth = |∆Etun|/elcoh is required for tunneling to occur, where ∆Etun is the energy difference
between the initial and final state. Zener-Klein tunneling processes in graphene (represented by
dashed green arrows) occur with a coherence length lcoh ≡ lZK and |∆Etun| = 2EF .

mobility graphene transistors, regardless of hBN thickness and graphene number of layers. The
observed increase in current beyond the current saturation limit is a direct consequence of
Zener-Klein tunneling that is contemporaneous with the start of current saturation.

Zener tunneling is a well-known phenomenon in solid-state physics that was first theorized in
1931 [34]. It has since been suggested that this exotic tunneling process can occur in graphene
[35] and was subsequently observed experimentally [7, 8]. Briefly, Zener-Klein8 tunneling refers
to the tunneling of charge carriers from one band to another through a forbidden energy gap,
for example, from the valence band to the conduction band. In usual materials, Zener tunneling
is a minor effect since the probability of this tunneling process decreases exponentially with the
barrier height. On the other hand, since electrons in graphene possess properties characteristic
of Dirac particles, this type of tunneling is much more likely in the current case.

Figure 5.5 represents the Zener-Klein tunneling process along the channel of mono-layer
8The term Zener-Klein refers to an analogy with the Klein Paradox [36] in high-energy physics and hence to

the Dirac nature of electrons in graphene.
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graphene. For a ballistic device, tunneling processes can occur at any distance within the
channel and can be described by the so-called Landauer approach9. We suppose that Zener-
Klein tunneling occurs on a characteristic distance lZK which can be interpreted as the coherence
length of a tunneling event (see Fig. 5.5). Due to the Pauli exclusion principle, an electron can
tunnel out of the valence band only if there is an available state in the conduction band10.
Since the available states in the conduction band lie at energy EF , conservation of momentum
imposes that the electron tunneling from the valence band can have at most an energy −EF .
The coherence length then corresponds to a characteristic Zener-Klein electric field given by
EZK = 2EF /elZK , which is the threshold electric field for Zener-Klein tunneling [37]. Therefore,
the threshold Zener-Klein voltage is given by

VZK = 2LEF

elZK
. (5.3)

To determine the threshold voltage VZK that is necessary to achieve Zener-Klein tunneling
experimentally, we go back to the total differential conductivity of the transistor, which can be
fitted using the following voltage dependence [33, 38]

σds(V ) = neµ0
(1 + V/Vsat)2 + σZK , (5.4)

where µ0 is the electronic mobility at zero bias and n is the charge carrier density. The first
term on the right-hand side of Eq. (5.4) corresponds to the conductance of the saturation current
and σZK corresponds to the Zener-Klein current conductance as before. Fits of the differential
conductivity are presented in Figs. A14 (b) and (e) for two HGFETs, showing good agreement
with experimental data. Nevertheless, Eq. (5.4) precludes the existence of a doping-dependent
threshold for the onset of interband Zener-Klein conduction due to Pauli blocking. A better
description relies on an optical conductivity-like formula for the interband conductivity as a
function of bias

σds,inter = σKZ

2

{
1 + tanh

[
e(Vds − VZK)

2kBTe

]}
, (5.5)

where Te is the electronic temperature and σZK is again extracted from the slope of the current-
voltage curves at high bias. Combining this equation for interband conduction with the intraband
part of Eq. (5.4) yields the following formula for the total bias current

Ids = Iintra + Iinter, (5.6)
9The Landauer approach is usually used in the mesoscopic transport regime in which elastic scattering dom-

inates the transport properties of nearly unperturbed electronic waves. While the conditions for mesoscopic
transport are not fully reached in graphene in our experimental situation, it is nevertheless appropriate to use
this approach as the tunneling events studied here involve the elastic scattering of an electronic wave. Note that
Zener-Klein tunneling cannot lead to Joule heating by itself since energy is conserved during tunneling, however,
the Zener-Klein-injected electrons in the conduction band release energy due to friction with the drifting electron
gas once tunneling has occurred.

10This phenomenon can be referred to as Pauli blocking.
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with

Iintra = neµ0
W

L

Vsat Vds

Vsat + Vds
, (5.7)

and

Iinter = σZKkBTeW

eL

{
e(Vds − VZK)

2kBTe
+ ln

[
cosh

(
e
Vds − VZK

2kBTe

)]
+ eVZK

2kBTe
− ln

[
cosh

(
eVZK

2kBTe

)]}
.

(5.8)
Eqs. (5.4)-(5.8) are used to perform fits of the current-voltage curves of various HGFETs (see

Appendix L). Due to the fair agreement of the σ-fits with Eq. (5.4), the values of Vsat, µ and
σZK are set, and only VZK and Te are left as adjustable parameters. The resulting fits for two
HGFETs are presented in the Figs. A14 (c) and (f) (orange curves), showing excellent agreement
with experimental data, with values for Te ∼ 600 K and VZK ≲ 0.5 V, which are compatible
with optical measurements in the near-infrared and mid-infrared spectral ranges. The intraband
part of the current (Figs. A14 (c) and (f), green curves) shows a quasi-complete saturation for
Vds ≫ Vsat, resulting in a linear increase of interband current at large bias.

5.3 Electron gas cooling in graphene under large bias

In this section, we illustrate the main mechanisms involved in the cooling of the electron gas
in HGFETs. In particular, we discuss the consequences of the transport behavior presented in
the previous section on cooling in graphene and put forth evidence of radiative cooling due to
electroluminescence in HGFETs under large bias.

5.3.1 In-plane and out-of-plane heat transfer

The physics of cooling in usual materials is rather well-understood. Nevertheless, in graphene,
which is characterized by the decoupling of the electron gas from the lattice, usual cooling
mechanisms give way to new exotic cooling regimes. This has led to intense research aimed at
exploring the various cooling mechanisms of graphene [39, 40]. We will restrict our discussion
here, however, to the case of HGFETs. Apropos, in an HGFET an important distinction has to
be made between in-plane heat transfer and out-of-plane heat transfer.

In-plane heat transfer in graphene is dominated by a thermal conductance that is directly
proportional to its electrical conductance and is given by the Wiedemann-Franz law11, which
describes the usual transport behavior in metals and other two-dimensional electron gas systems
[42]. In high-mobility graphene, in-plane heat transfer prevails at low bias but becomes negligible
at large bias as the electrical differential conductance vanishes at current saturation. Therefore,
at large bias, the only viable cooling mechanism is through out-of-plane heat transfer.

11The Wiedemann–Franz law states that the ratio of the electronic contribution of the thermal conductivity
(κ) to the electrical conductivity (σ) of a metal is proportional to the temperature (T ) [41]: κ/σ = LT , with the
constant of proportionality L, the Lorenz number, given by L = π2k2

B/3e2 = 2.44 × 10−8 V2.K−2, where kB is
the Boltzmann constant.
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Figure 5.6: Noise temperature versus Joule heating at various doping concentrations in a bi-layer
HGFET. Colors represent doping with respective carrier densities n = 0 (red), 0.18 (tangerine),
0.35 (orange), 0.53 (amber), 0.70 (yellow), 0.88 (chartreuse), 1.05 (green), 1.23 (turquoise), 1.40
(cyan), 1.58 (cerulean), 1.75 (blue), 1.93 × 1012 cm−1 (dark blue). Reproduced from ref. [23].

Due to lattice stiffness and poor electron-intrinsic phonon coupling in graphene, usual cooling
channels are almost completely suppressed. Instead, the dominant cooling channel is through
radiative heat transfer to the near-field modes of the hBN substrate. This is a very unusual
situation as radiative heat transfer is typically a negligible heat transfer channel in condensed
matter physics. The relatively poor efficiency of radiative heat exchange originates from the small
number of far-field optical modes available to funnel thermal power at a distance. However, if
heat exchange occurs on length scales smaller than the thermal wavelength, numerous near-
field optical modes become available [43, 44]. This is particularly the case in the near-field of
polaritonic materials, as we have seen in numerous examples in the previous chapters.

In Fig. 5.6, the steady-state electronic temperature of a bi-layer graphene transistor12 is mon-
itored (by means of noise thermometry13) as a function of injected Joule power. The outstanding
observation to remark on here is the drop in temperature with increasing injected power above
a certain threshold. As mentioned above, the only cooling mechanism available at large bias is
through radiative cooling to the sample’s near-field modes. The observed cooling, therefore, can
be attributed to the ignition of HPhP electroluminescence in the hyperbolic hBN substrate. We
will elaborate in greater detail on this radiative cooling mechanism in the following subsections.

5.3.2 Radiative near-field cooling: Planckian emission of hyperbolic phonon-
polaritons

As we have seen in subsection 2.3.1, the hyperbolic nature of hBN stems from its hyperbolic
iso-frequency curve given by k2

∥/ε⊥ +k2
⊥/ε∥ = ω2/c2, where the subscripts ⊥ and ∥ correspond to

12Although we consider a bi-layer graphene transistor here, the behavior that will be presented and discussed
in this section is valid for all HGFETs regardless of the number of graphene layers.

13Details on noise thermometry are outlined elsewhere in ref. [33].
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Figure 5.7: Real part of the optical admittance (Z−1) of hBN (omitting the type I Reststrahlen
band) on two in-plane wavevector scales to illustrate the far field and HPhP extension of radiation
phase space. The impedance matching window in the Reststrahlen has an upper bound at 2kF .
Reproduced from ref. [23].

the in-plane and out-of-plane directions, respectively14. We have also seen that hBN possesses
two Reststrahlen bands in which ε⊥ε∥ < 0: the type I Reststrahlen band (corresponding photon
energy ℏω∥ ∈ [91.7, 101.7] meV) and the type II Reststrahlen band (corresponding photon energy
ℏω⊥ ∈ [169, 198.4] meV)15. The Reststrahlen band can be characterized by its central frequency
Ω = (ωLO + ωTO)/2 and its width ∆ω = ωLO − ωTO so that for hBN we have ℏΩ∥ = 96.7 meV,
ℏΩ⊥ = 183.7 meV, ℏ∆ω∥ = 10 meV, and ℏ∆ω⊥ = 29.4 meV. This shows that the Reststrahlen
bands correspond to a rather narrow energy band.

For an electron gas at temperature Te, the total radiative power (incandescence) is16

Prad = 1
(2π)2

∫ ∞

0
dω

∫ ∞

0
M(ω, k)ℏωnph(Te, ω)kdk, (5.9)

where nph = [exp (ℏω/kBT ) − 1]−1 is the Bose-Einstein distribution function and 0 < M < 1
is the impedance matching factor: M = 4Re(Z−1)Re(σ)

|Z−1+σ|2 . Here, Z(ω, k) is the non-local optical
impedance of the environment of graphene, and σ(ω, k) is the non-local conductivity of graphene
which can be obtained from the electronic density-density response function in the random
phase approximation [45]. The impedance matching factor restricts the phase space available
for radiative heat exchange. This is due to its dependence on the optical impedance which is
given by Z = Z0

ε⊥

k∥
k0

, where Z0 = 377 Ω is the vacuum impedance (see chapter 2, footnote 6) and
k0 = ω/c.

If the photon energy lies outside of the Reststrahlen band, k∥ can become imaginary when
k > k0

√
ε⊥ so that M = 0. As a consequence, radiation is limited to the very narrow light cone,

as represented in Fig. 5.7, and the emitted power is vanishingly small. For mono-layer graphene
14The notation that we use here is based on defining the dielectric tensor components with respect to the optical

axis, which is taken to be along the normal to the sample surface.
15See Fig. 2.13.
16Taking into account summation over positive and negative frequencies.
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at 2000 K in vacuum, the radiated power per unit area for k > k0
√
ε⊥ is P = MσSBT

4 ≃
2.09 W.cm−2, where σSB = 5.67 × 10−8 W.m−2.K−4 is the Stefan-Boltzmann constant and
M ∼ 2.3 % is the average far-field emissivity of graphene. This corresponds to a characteristic
thermal conductance P

T ≃ 10.44 W.m−2.K−1. In contrast, within the Reststrahlen band, k⊥

remains real, and hence M remains sizeable for much larger k – up to twice the Fermi wavevector
kF (which is 300 times larger than k0) – thus considerably enhancing radiative cooling efficiency
despite the band’s narrow spectral range.

For low bias, below the Zener-Klein threshold, it has been shown that this type of Planckian
near-field radiative cooling is the predominant cooling mechanism for graphene devices with
channel size on the order of ∼ 15 × 15 µm2 [46, 47]. In smaller devices, electron heat conduction
following the Wiedemann-Franz law is the dominant cooling mechanism. Beyond the Zener-
Klein threshold, both Planckian radiative cooling and electron heat conduction are insufficient
to explain the observed temperature drop in Fig. 5.6 at large bias. Taking only these two cooling
mechanisms into account when modeling the temperature evolution of a transistor with applied
bias would merely result in a saturation of the temperature at large bias [23]. If one additionally
considers the Zener-Klein tunneling-induced pumping of valence band electrons, a more intrigu-
ing cooling mechanism emerges, that is, radiative cooling of HPhPs via electroluminescence.

5.3.3 Beyond Planckian emission: radiative cooling due to Electrolumines-
cence of HGFETs under large bias

Figure 5.8 shows a side-by-side comparison between the transport (panel (a)) and temperature
panel (b)) behavior of an HGFET as a function of applied bias. The comparison reveals that
the new cooling mechanism introduced at the end of the previous subsection supersedes electron
heat conduction when the applied electric field is slightly larger than the Zener-Klein threshold
bias voltage VZK (indicated by circles in Fig. 5.8 (a)). This suggests that the two events are
intimately related: once the Zener-Klein threshold electric field is reached, the tunneling process
constantly pumps electrons from the valence band to the conduction band. A steady state is
reached when a relaxation mechanism refeeds the electrons back into the valence band. This
can happen either via so-called Auger processes or inelastic electron-phonon collisions.

Since the electron-electron intraband relaxation time is extremely short compared to all
other scattering processes (∼ 50 fs), we can assume that a pseudo-temperature and a chemical
potential are still well-defined. In addition, assuming that this out-of-equilibrium situation relies
simply on the partially independent dynamics of electrons in the valence and conduction bands,
each band has its own temperature and chemical potential. The fact that Zener-Klein tunneling
naturally promotes electrons from the valence to the conduction band leads to µc > µv, where
µc and µv are the chemical potentials of the conduction band and valence band, respectively.
This situation is a textbook example of electroluminescence [48], in which an out-of-equilibrium
electronic population is built at a pn-junction by the simultaneous injection of electrons on an n-
doped electrode and holes on a p-doped electrode. In the region of the junction, the cohabitation
of both populations allows the interband radiative process of electron-hole recombination which
leads to electroluminescence.
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Figure 5.8: Transport and noise temperature of an hBN-supported bi-layer graphene transistor.
(a) Current saturation and Zener–Klein regimes in a high-mobility bilayer graphene flake of di-
mensions L×W = 3.6µm×3µm. The sample (upper inset) is deposited on a 200 nm-thick hBN
flake acting both as a bottom gate dielectric (capacitance per unit area Cg = 0.14 mF.m−2)
and hyperbolic phonon polariton radiator. Carrier density is tuned in the hole doping range –
n = 0 (red), 0.35 (orange), 0.70 (yellow), 1.05 (green), 1.40 (cyan), 1.75 (blue), 2.10×1012 cm−2

(purple). At low bias, intraband current dominates up to a threshold field Esat = vsat/µ set by
the saturation velocity vsat ≲ 3 × 105 m/s and mobility µ ≳ 1 m2.V−1.s−1. At large bias, above
a Pauli unblocking voltage VZK (see Eq. (5.3)), the intraband current is fully saturated, and an
additional current arising from interband Zener–Klein tunneling with a constant conductance
σZK ≃ 0.45 mS sets in. The boundary between intraband and interband transport regimes
follows the theoretically expected behavior given by Eq. (5.7) (black dashed line with the circles
corresponding to theoretical values of current). (b) Noise temperature TN = SI/4GdskB de-
duced from the microwave excess current noise SI and the differential conductance Gds. Noise
thermometry reveals a striking difference between the intraband and interband regimes with a
super-linear bias dependence characteristic of "hot" electrons (black dashed line) in the former,
dropping toward a linear dependence characteristic of the "cold" electron regime in the latter.
The theoretical value for the threshold between cooling and heating due to electroluminescence
is indicated by the staggered-dashed line. Reproduced from ref. [23].

In the case of hBN-encapsulated graphene transistors, electrons and holes are mainly coupled
by the dressed electromagnetic modes of the structure, namely, the hyperbolic phonon-polariton
modes. Therefore, the electroluminescence of graphene mostly occurs in these extreme near-field
modes. The emitted power, in this case, can be computed within the framework of fluctuational
electrodynamics [49]. Assuming that the carrier distribution is known, the near-field radiative
power can be computed in a fashion similar to Eq. (5.9) as follows

dPL
rad(ω,k) = Re(Z−1)

|σ + Z−1|2
SL

jj(ω,k)dωd2k, (5.10)

where σ is now the non-local optical conductivity of out-of-equilibrium graphene, and SL
jj is the

current power spectral density generated by the out-of-equilibrium electrons in graphene.
The out-of-equilibrium current power spectral density is given by the non-local van Roosbroeck-
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Shockley relation for interband transitions [48, 50, 51], i.e.,

SL
jj(ω,k) = 1

2π3 Re(σinter)ℏωñph(T, ω), (5.11)

in which, ñph = [exp (ℏω − µph/kBT ) − 1]−1 is the Bose-Einstein distribution function with
photon chemical potential µph = µζ − µζ′ , which corresponds to the difference in chemical
potential between the two bands of interest (denoted as ζ and ζ ′ here). The interband non-local
conductivity, σinter(ω, k), is evaluated for the interband transitions between the bands of interest.
The total radiated power is the sum of power radiated by all intraband and interband transitions.
If we consider the case of a pair of valence (ζ ′ ≡ v) and conduction (ζ ≡ c) bands, the fraction
of radiated power cast by electroluminescence can be deduced by using SL

jj as the source. Note
that, in this case, the impedance matching coefficient is given by M(ω, k) = 4Re(Z−1)Re(σinter)

|Z−1+σinter+σintra|2 ,
where σintra is the intraband conductivity.

In gaped semi-conductors, electroluminescence becomes important when the difference in
conduction and valence chemical potentials approaches the band-gap energy Ebg (µc − µv ≲

Ebg). In contrast, graphene is characteristically gapless so that in the current context the
threshold energy for electroluminescence is determined by the Reststrahlen band energy, i.e.,
µph = µc − µv ≲ ℏΩ⊥. For unbiased graphene, an out-of-equilibrium electronic distribution can
be transiently created by optical pumping and has been observed to relax on sub-picosecond
timescales via optical pump-probe techniques [47, 52].

It is instructive at this point to draw a parallel with light-emitting diodes (LEDs) in order
to better understand why electroluminescence is associated with electron gas cooling. In LEDs,
electron-hole pairs are injected from the electrodes and then recombine in the active region.
When an LED is used at its designed working point, the injected energy per injected carrier
pair (Einj) is slightly larger than the photon energy released at electron-hole pair recombination
(which is equivalent to the effective band-gap energy Ebg) yielding a slight warming of the device
(see Fig. 5.9 (b)). However, it has been reported that for high-quality devices at sub-threshold
bias, for which Einj < Ebg, the LED acts as a refrigerator as the missing energy Ebg − Einj

is usually provided by the thermal energy of optical phonons of its active material. Such a
situation is depicted schematically in Fig. 5.9 (a), and the corresponding cooling and warming
regimes of the LED are outlined in Fig. 5.9 (b).

To date, LED refrigerators are terribly inefficient with a record cooling power of only 8 pW
[53]. The graphene transistors considered here operate in the refrigerator mode described above
at moderate bias where Einj < ℏΩ⊥, in which the remaining energy required to pass the Zener-
Klein tunneling threshold is provided by the thermal energy of graphene’s hot electrons. There-
fore, the sudden drop in temperature at the Zener-Klein tunneling threshold is a consequence
of a competition between intraband heating, and interband HPhP electroluminescence cooling.
The cooling power, in this case, can reach ∼ 10 mW, i.e., nine orders of magnitude larger than
that of conventional LEDs. Nevertheless, since the electron gas temperature is much larger
than that of the phonon bath, as a whole a graphene transistor cannot be fully classified as a
refrigerator and thus its cooling power is unbound by a Carnot inequality. This is in contrast
to LEDs, where the device gets colder than its environment.
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Figure 5.9: (a) Simplified depiction of the phonon-assisted electron-hole recombination process
between the source and drain electrodes of a light-emitting diode, which results in the cooling of
the diode. (b) Optical power of a GaSb LED as a function of injected bias voltage Vsd. Courtesy
of the manufacturer. The black cross marks the sub-threshold bias voltage at which cooling due
to the recombination process illustrated in panel (a) occurs.

The injected energy per electron-hole pair in an HGFET is the electrical work done by charges
during diffusion and is given by Einj = PZK/ṅZK , where PZK = σZK(E − EZK)E is the Joule
power associated with Zener-Klein tunneling processes. The electron-hole pair creation rate ṅZK

can be deduced from the Zener-Klein current density jZK = σZK(E − EZK) = eṅphlZK , which
gives ṅZK = σZK

elZK
(E −EZK). This yields an injection energy per electron-hole pair Einj = elZKE .

We may now obtain the characteristic electric field for which injection energy balances HPhP
emission energy ℏΩ⊥ by electron-hole pair recombination. Formally, this is written as

Eth = ℏΩ⊥
elZK

= ℏΩ⊥VZK

2LEF
, (5.12)

where we have used Eq. (5.3) in the second equality. The threshold electric field in Eq. (5.12)
defines the boundary between cooling and heating due to electroluminescence. This boundary
is indicated by a staggered-dashed line in Fig. 5.8 (b), which matches well with the voltage for
which the minimum temperature is reached.

The chemical potential imbalance between the valence and conduction bands can be esti-
mated from data presented in Fig. 5.6. For a doping concentration n = 1.25 × 1012 cm−2,
the maximum temperature Tmax

N = 3200 K is reached at the Zener-Klein threshold for an in-
jected Joule power of 0.25 mW.µm−2 and drops to a minimal temperature Tmin

N = 1400 K at
1 mW.µ.m−2 of Joule power. Assuming that the variation in cooling power with the electronic
bath state is mainly governed by the photon occupation factor, i.e., Prad −→ nph (a legitimate
assumption because of its singular behavior at the electroluminescence threshold ℏΩ⊥ = µc−µv),
we deduce that the chemical potential imbalance µc − µv ≃ 0.16 eV ≲ ℏω⊥

TO reaches the lower
boundary of the type II Reststrahlen band of hBN. Below the Zener-Klein electric field threshold,
the electronic temperature results from a power balance between intraband processes only. For
a rather large electric field, where Zener-tunneling and electroluminescence recombination are
predominant, the conduction and valence band reach a doping state which is mainly independent
of gate-doping, that is, µc − µv ∼ ℏΩ⊥ ≫ (µc − µv)/2 = E0

F where E0
F is the Fermi energy at
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Figure 5.10: Penetration depth of HPhP branches in a 200 nm-thick hBN film for l ≤ 4.

vanishing bias. As a consequence, the power balance tends to be dominated by Joule heating
originating from Zener-Klein tunneling processes, which is independent of doping, and HPhP
emission by both intraband thermal emission and interband electroluminescence defined by a
similar electronic distribution. Therefore, noise temperature profiles obtained at finite doping
tend to line up with the temperature obtained at null doping at large bias as observed in Fig. 5.6.

Finally, we comment here on the spatial dissipation of heat during the electroluminescence
cooling process. Heat dissipation due to the radiated power is determined by the penetration
depth of HPhPs of the bottom hBN layer of the transistor. As we have seen in chapter 2, the
penetration depth of surface polaritons is the inverse of the out-of-plane wavevector component

and for an hBN thin film of thickness d on a substrate, which reads δl
z =

∣∣∣∣√ε⊥
ω2

c2 − ε⊥
ε∥
k2

l

∣∣∣∣−1
,

where l = 0, 1, 2, 3 . . . denotes the HPhP branch order (see subsection 2.4.1). For an hBN thin
film on an SiO2 substrate, the in-plane wavevector kl is given by Eq. (2.79). As shown in Fig. 5.10,
the penetration depth of type II HPhPs is maximal near the lower bound of the Reststrahlen
band and decreases toward the upper bound. Additionally, it is clear that the largest penetration
depth corresponds to that of the lowest-order HPhP branch (l = 0), at which HPhPs penetrate
fully into the hBN thin film at frequencies near ω⊥

TO. As the branch order increases, HPhPs
become increasingly localized at the surface (see Fig. 5.10, l > 0), reaching a penetration depth
as low as 15 nm for l = 4. We can conclude that the lowest-order HPhP branch contributes
predominantly to electroluminescence cooling as most of the radiated power is channeled across
the hBN layer toward the transistor’s backgate via this branch.
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5.3.4 Mid-infrared signature of electroluminescence cooling in HGFETs by
phonon-polaritons

In HGFETs with an SiO2 back-gate, a direct indication of radiative cooling due to the electrolu-
minescence process described in the previous subsection can be readily obtained by monitoring
the far-field mid-IR radiation of the HGFET as a function of electrical bias. At large bias, beyond
the threshold for Zener-Klein tunneling, out-of-plane heat transfer due to electroluminescence
channels heat, with a power Pout, to the transistor’s SiO2 back-gate so that the transistor is
cooled via thermal conduction. The local heating of the back-gate is subsequently signaled by the
incandescent mid-IR emission of the SiO2 substrate as depicted schematically in Fig. 5.11 (a).
To detect this emission, we utilize the setup shown in Fig. 5.11 (b), which enlists the aid of
an optical chopper to dramatically improve the signal-to-noise ratio17. Using this setup, we
first perform spectroscopy of the measured mid-IR signal of a large HGFET with an SiO2/Si
back-gate (see Fig. 5.11 (b), inset) under large bias, which reveals signatures of the emission of
the SiO2 layer. Indeed, as shown in Fig. 5.11 (c), the recorded spectrum possesses two peaks
at the transverse and longitudinal optical phonons of SiO2 (ωTO and ωLO, respectively) and
a dip in the middle of the Reststrahlen band, which results from enhanced reflectance in this
spectral region. Next, we carry out a spatial scan of the detected optical signal (Popt, integrated
over the full spectral bandwidth of the detector) of the transistor under electrical bias, over a
50 × 50 µm2 region of the sample centered at the transistor’s graphene channel (Fig. 5.11 (d)).
One can clearly see from Fig. 5.11 (d) that the detected optical signal is most intense in the
transistor channel (between the source and drain electrodes), indicating that the detected signal
is a direct consequence of the electric field applied across the channel.

Having established that the detected signal originates from the graphene channel of the tran-
sistor, we then execute a scan of the optical signal as a function of electrical bias (Fig. 5.11 (e)).
As expected from a transistor undergoing radiative cooling due to electroluminescence, the de-
tected optical signal is maximal at large bias near the charge-neutral point (Vg = 0) and falls
off away from it. What’s more, the onset of this emission almost matches perfectly with the
threshold of Zener-Klein tunneling, as indicated by the dashed curve in Fig. 5.11 (e).

We may now obtain an estimate of the contribution of out-of-plane heat transfer on the total
cooling power of the transistor. The total thermal energy balance is given by PJoule = Pin +Pout,
where PJoule = VdsIds is the Joule power (see Fig. 5.11 (g)) and Pout (resp. Pin) is the out-of-plane
(resp. in-plane) cooling power. The out-of-plane cooling power is given by Pout = ∆TSiO2/Rth,
in which ∆TSiO2 is the temperature increase of the SiO2/Si back-gate as a function of electrical
bias and Rth is the equivalent thermal resistance of the back-gate [54] (see Fig. A15 (d)). The
temperature increase ∆TSiO2 as a function of electrical bias can be determined from the optical
signal presented in Fig. 5.11 (e), as outlined in Appendix M. We first calibrate the temperature
dependence of the optical signal by measuring the optical signal of the transistor when heated
at various temperatures via a hot plate (see Fig. A15 (a)). This calibration provides a fit of the
detected optical signal as a function of temperature (Fig. A15 (b)), which is then used inversely
to determine ∆TSiO2 . As a result, we obtain the distribution of the temperature increase as a

17This optical setup has already been described in chapter 3 (see subsection 3.2.2).
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Figure 5.11: (a) Depiction of the out-of-plane heat transfer in an HGFET with an SiO2 back-gate.
The subsequent mid-IR emission is represented by a red wavy arrow. (b) Schematic illustration
of the detection technique used for the characterization of the optical signal (Popt, integrated
over the full spectral range of the detector) of an HGFET (inset, L × W = 35 × 35 µm2) due
to the radiative emission of the SiO2 back-gate. (c) Spectral radiance of the transistor for an
applied electric field E = Vds/L = 0.77 V/µm (Vg = 0 V), measured with the setup of panel
(b). The spectrum is subtracted by a reference measurement to remove the contribution of the
optical chopper to the detected signal. The spectrum is then normalized by the response function
of the setup (see subsection 3.2.1), yielding the spectral radiance of the transistor. The blue-
shaded region encloses the Reststrahlen band of SiO2. (d) Spatial scan of the transistor’s optical
signal. The signal is most intense between the source and drain electrodes, indicating that the
emission originates from the transistor’s channel. (e) Optical signal as a function of electrical
bias. The white-dashed curve marks the threshold for Zener-Klein tunneling. (f) Out-of-plane
dissipated power (Pout) as a function of electrical bias, computed from Pout = ∆TSiO2/Rth,
where ∆TSiO2 ≃ 20 − 40 ◦C and Rth ≃ 357 K.W−1 (see Appendix M). (g) Joule power (PJoule)
as a function of electrical bias. (h) Percentage giving the contribution of the out-of-plane cooling
mechanism to the total cooling power obtained from the ratio Pout

PJoule
= Pout

(Pout+Pin) , where Pin is
the in-plane cooling power.

function of electrical bias, which ranges from ∆TSiO2 ≃ 20 − 40 ◦C (see Fig. A15 (c)).
The out-of-plane cooling power can now be computed as a function of electrical bias and the

result is presented in Fig. 5.11 (f). It is clear that Pout follows the same trend as the radiated
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power (Popt), in which it is maximal at large bias near the charge-neutral point and decays
away from this point and at low bias. The envelope of the onset of Pout is again given by
the Zener-Klein tunneling threshold. In contrast, the Joule power shows a slight decrease near
the charge-neutral point at large bias (see Fig. 5.11 (g)). Finally, we may obtain an estimate
of the contribution of the out-of-plane heat transfer channel to the total cooling power as in
Fig. 5.11 (h). Taking the ratio Pout/PJoule, we find that the contribution of the out-of-plane heat
transfer channel reaches at maximum 35 % of the total cooling power. It must be mentioned here
that the out-of-plane cooling mechanism is limited by the hBN-SiO2 interfacial heat conductance,
which can be rather poor due to the large surface roughness of SiO2. Consequently, a fraction
of the radiative power carried by the hBN layer is precluded from reaching the SiO2 substrate
and is thus extracted via the in-plane cooling mechanism instead.

5.4 Mid-infrared electroluminescence of graphene

In this section, we will go into further detail about the mid-IR emission due to electrolumines-
cence in HGFETs under large electrical bias. In particular, we will give a clear definition of
electroluminescent emission, show experimental proof of electroluminescent emission from an
HGFET under large electrical bias, and show how this emission can be tailored.

5.4.1 What is electroluminescence?

By definition, electroluminescence is an optical and electrical phenomenon, in which a material
emits light in response to the passage of an electric current or to a large electric field. It should
be underscored here that electroluminescence is distinctly different than other forms of radiative
emission, such as thermal radiation (incandescence) for instance. Concordantly, emission due
to electroluminescence occurs independently from the temperature of the emitter (which may
be cold). Although electroluminescent emission typically involves the radiative recombination
of an electron-hole pair, which is the case for most radiative processes, the singular nature of
electroluminescence lies in the process by which electrons are promoted to the conduction band.
Upon thermalization, the band states are occupied according to a Fermi-Dirac distribution both
in the conduction and in the valence band. Nonetheless, each band has its own chemical poten-
tial, referred to as a quasi-Fermi level, to account for the modification of carrier density. This is
possible because the thermalization takes place in typically 1 ps whereas radiative electron-hole
recombination takes place in typically 1 ns [51]. This two-quasi-Fermi level situation is the usual
regime of electroluminescence for light-emitting diodes, as discussed in subsection 5.3.3. In the
same manner as in subsection 5.3.3, the power emitted18 by a non-equilibrium source within a
solid angle dΩ can be written as follows [51]

dPe

dωdΩ = ω2

8π3c2ℏωñph(T, ω)
∫

V
Cinter(−u, r′, ω)d3r′, (5.13)

where ñph is the Bose-Einstein distribution function with photon chemical potential µph = µc−µv

18For a given polarization.
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(see subsection 5.3.3), Cinter is the local absorption cross-section due to interband transitions,
u is a unit vector pointing outward from the emitting surface, and the integral is computed
over the volume V of the radiating object. Although Eq. (5.13) is typically used to describe
emission from non-equilibrium semi-conductors, such as in LEDs, it can also be extended to
other non-equilibrium systems. This is due to the fact that the only prerequisite to writing
Eq. (5.13) is that two different quasi-Fermi levels are defined for the two bands involved in
interband transitions. As we have already seen in subsection 5.3.3, this condition is satisfied in
the case of graphene electrons in an HGFET.

5.4.2 Can a metal be electroluminescent?

The emission of a non-equilibrium source described by Eq. (5.13) can be split into two contri-
butions. (i) The non-equilibrium excitation of the emitting material, which is accounted for
by the temperature and the photon chemical potential (in other words, the interband statis-
tics), and (ii) the efficiency of the coupling between plane waves and local sources mediated
by the emitting body (i.e., the absorptivity), which is accounted for by the local absorption
cross-section. The first contribution naturally arises in semi-conductors under electrical bias,
where interband transitions occur between the valence and conduction bands with a well-defined
band-gap so that electron-hole pair recombination occurs when the electrons relax, resulting in
electroluminescence. On the other hand, metals lack the band-gap protection required for the
creation of an electron-hole pair, and thus electroluminescence is a priori forbidden. This should
also be the case for graphene, which is characteristically gapless. Nonetheless, as we have seen
in the previous subsections, graphene’s electrons in HGFETs undergo interband transitions in
the form of Zener-Klein tunneling processes that arise at large electrical bias. We mention
here that the absorptivity of an HGFET is invariant with respect to the applied electrical bias
(see Appendix N). As a result, the variation of electroluminescent emission with electrical bias
originates solely from variations in interband statistics due to Zener-Klein tunneling. In the
following subsections, we will present experimental evidence of such electroluminescent emission
from HGFETs.

5.4.3 Experimental observation of electroluminescent emission from HGFETs
under large bias

As previously mentioned in subsection 5.3.3, the electroluminescent emission in HGFETs occurs
mainly in the near-field modes of the hBN layers, namely the HPhP modes. Therefore, to detect
the electroluminescent emission in a far-field measurement (such as IR-SMS), it is necessary
to introduce local scatterers to the transistor, as outlined in subsection 3.2.3. To this end,
multiple Au disks (3.5 µm in diameter, 110 nm-thick) were fabricated via optical lithography
on the graphene channel19 of the HGFET discussed in Fig. 5.11 (see Fig. 5.12 (a), star). We
then performed spectroscopy of the transistor’s emission under electrical bias via IR-SMS as
follows. The transistor’s graphene channel between its gold electrodes is optically conjugated

19The disks were randomly distributed across the channel with a separation of 4 µm.

144



5.4. Mid-infrared electroluminescence of graphene

Figure 5.12: (a) Comparison between the spectral radiance of a large HGFET (L × W =
35µm × 35µm) under large electrical bias, before (Fig. 5.11 (c)) and after the addition of
scatterers, marked with an asterisk and a star, respectively. (b) Spectral radiance of a smaller
HGFET (L×W = 9.2µm × 15.5µm, µ = 66, 000 cm2/V.s, optical image in inset) as a function
of increasing electrical bias E = Vds/L (Vg = 0 V). (c) Evolution of the radiance of the hBN
peak, marked by a diamond in panel (b), as a function of the applied electric field E (black
circles). The experimental values are fitted to the spectral radiance of a Planck blackbody
law (blue triangles), given by SP = B(TNIR

e )4, where B is a fitting parameter and TNIR
e is

the temperature of electrons in graphene under bias. For the two points shown here, we have
(E, TNIR

e ) = (0.47 V/µm, 520 K) and (0.87 V/µm, 640 K). B is determined by equating SP at
E = 0.47 V/µm to the value of the hBN peak amplitude at the same point. The values for TNIR

e

were obtained by characterizing the transistor’s thermal radiation in the near-IR spectral range
(λNIR = 1.4−1.6 µm) as a function of electrical bias using an InGaAs near-IR camera. Courtesy
of Marin Tharrault from Laboratoire de Physique de l’Ecole Normale Supérieure (LPENS).

with the active area of the MCT detector. The transistor is then modulated laterally using the
piezoelectric translation stage at a frequency Ω, by ∼ 25 µm, within the field of view of the
detector. The optical signal reaching the active area of the detector, thus, varies between that
of the graphene channel and the Au electrode. The transistor’s near-field electroluminescent
signal is scattered by the disks and is captured by the collection optics. The detected signal is
demodulated at the frequency Ω, allowing the measurement of a background-free electrolumi-
nescence spectrum (see Fig. 5.12 (a), red curve).

In contrast to the spectrum measured in Fig. 5.11 (c), which was dominated by the blackbody
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emission of the SiO2 back-gate, the measured spectrum now shows clear signatures of the HPhPs
of the hBN layers. In particular, a predominant contribution to the spectrum comes from a peak
at 1532 cm−1, corresponding to the resonance of the lowest order (l = 0) HPhP branch (see
subsection 3.2.3). As we have seen in subsection 5.3.3, this HPhP branch is also the main channel
by which out-of-plane heat transfer in HGFETs occurs.

To test the electroluminescent nature of the detected emission, we consider an HGFET of
smaller dimensions than that of Fig. 5.12 (a) (see Fig. 5.12 (b), inset) and a slightly higher
mobility. Due to the smaller dimensions of the graphene channel of this transistor, scattering
from the Au electrodes is sufficient to obtain an appreciable signal from the graphene channel
without the addition of local scatterers, which generally reduce the transistor’s mobility. In
this transistor specifically, the scattering efficiency is also augmented by the presence of a large
crack20 in the top hBN layer (see Fig. 5.12 (b), inset). Using the same measurement technique
outlined above, we record spectra of the HGFET as a function of increasing electrical bias
(Fig. 5.12 (b)). The amplitude of the hBN peak (ω = 1532 cm−1) systematically increases
with increasing bias, with a dramatic increase occurring beyond the Zener-Klein threshold (see
Fig. 5.12 (b), E > 0.47 V/µm). The maximal value of the hBN peak is plotted in Fig. 5.12 (c)
as a function of the applied electric field. The observed trend is clearly reminiscent of that of
the optical power of an LED as a function of injected electric field (see Fig. 5.9 (b)), namely
the optical power is minimal below a threshold electric field beyond which the optical power
increases rapidly.

To rule out any contribution to the detected emission from the hot electrons of graphene,
the temperature of the graphene electron gas TNIR

e in the HGFET was measured by character-
izing the near-IR thermal radiation of the transistor under electrical bias21. The electron gas
temperature is found to vary from 500 K at low bias to 640 K near the maximal electrical bias
considered. Using this temperature, the data points of Fig. 5.12 (c) were fitted to a Planck
blackbody law (Fig. 5.12 (c), blue triangles), whose radiance at low bias is assumed to be the
same as that detected from the transistor. Following this assumption, we find that, at large
bias, the calculated Planck law fit leads to a significant underestimation of the spectral radiance
compared to that of the measured spectra. Consequently, thermal emission caused by a thermal
excitation of the structure by the hot electrons of graphene is insufficient to account for the
observed increase in the transistor’s radiance. We can therefore conclude that the measured
spectra correspond to the emission due to the electroluminescence of the HGFET.

5.4.4 Shaping the mid-IR emission of electroluminescent HGFETs under
large bias

In this subsection, we show how the mid-IR electroluminescence spectrum and intensity as
a function of electrical bias in an HGFET can be shaped by engineering the local dielectric
environment of the graphene layer, namely, by changing the transistor’s back-gate material

20We have already established in subsection 3.2.3 that etches in the hBN layer scatter its near-fields with the
same efficiency as scattering disks (see Fig. 3.22 (b)).

21These measurements were carried out by Marin Tharrault at Laboratoire de Physique de l’Ecole Normale
Supérieure.
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Figure 5.13: Mid-IR emission of an electroluminescent hBN-encapsulated HGFET with a gold
back-gate denoted by Flicker 160 (panel (b), inset). (a) Sketch of an hBN-encapsulated HGFET
with a gold back-gate. The dimensions (L, channel length; W , channel width; tbhBN; thickness of
bottom hBN layer, thickness of top hBN layer, tthBN) and electron mobility (µ) of the transistor
considered here are as follows: L × W = 6µm × 10µm, tbhBN = 160 nm, tthBN = 45 nm, and
µ ∼ 15 × 104 cm2.V−1.s−1 (see Appendix L for more details). (b) Spectral radiance of the
Flicker 160 transistor under electrical bias (E = Vds/L = 0.84 Vµm−1) and by heating the
device with a hot plate, measured via IR-SMS. (c) Optical signal (Popt, integrated over the
full spectral range of the detector) of Flicker 160 as a function of increasing electrical bias for
three values of the doping concentration. The data points show a super-linear dependence of
the optical signal on the applied bias, i.e., Popt ∝ E2 = V 2

ds/L
2. The green triangles correspond

to Planck blackbody fits of the experimental data, calculated from near-IR measurements of the
electron gas temperature of graphene under electrical bias (courtesy of Marin Tharrault from
LPENS).

and channel length. In particular, we will discuss two HGFETs with a gold back-gate (see
Fig. 5.13 (a)), each with a different channel length, which we denote as Flicker 160 and InOut2.
We begin by characterizing the mid-IR emission of the Flicker 160 transistor, which has a small
channel length (L = 8.3 µm).

As shown in Fig. 5.13 (b) (red curve), the emission spectrum of the transistor under elec-
trical bias exhibits a solitary resonance peak at 1350 cm−1. The highly reflecting gold back-
gate used here decouples the graphene layer from the far-field over the entire mid-IR spectral
range under study, except near the resonances of the refractive index of its direct environment,
namely the hBN substrate. As an example, for the Flicker 160 transistor, maximum coupling
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of the graphene layer’s emission to the far-field occurs at a wavelength at which a quasi-quarter-
wavelength resonance of the equivalent heterostructure arises, i.e., at a wavelength λ = 4ntbhBN,
where n is the real part of the refractive index of hBN and tbhBN is the thickness of the hBN
layer separating the graphene layer from the gold back-gate. Since the hBN layer thickness in
this transistor is 0.16 µm, this condition is satisfied at λ = 7.42 µm (≡ 1348 cm−1), i.e., just
below the type II transverse optical phonon resonance of hBN, at which n ≃ 11.6. Therefore,
at this precise wavelength, the coupling of the graphene layer to the far-field is optimal, as in-
dicated by the single emission peak, which was observed experimentally around this frequency
(see Fig. 5.13 (b), red curve).

Since the emission spectrum measured here is dominated by a resonance near that of the
optical phonons of hBN, we assessed the possibility of a thermal emission contribution to the
measured spectrum due to a thermal excitation of the optical phonons of hBN by Joule heating.
To this end, Stokes-anti-Stokes Raman thermometry was carried out to measure the temperature
of the optical phonons of hBN in the transistor as a function of electrical bias (see Appendix O).
It is found that the temperature of the optical phonons at large electrical bias is Tphonon ≃
75 − 100◦C. The spectra of the transistor heated via a hot plate sample holder to 75◦C and
100◦C are plotted in Fig. 5.13 (b) (black and blue curves). Neither spectra reproduce that of the
transistor’s emission under electrical bias. More specifically, at 75◦C, which is the temperature
closest to that of the phonons at the electric bias used in Fig. 5.13 (b), corresponds to a much
lower detected signal that is almost at the noise level.

We also tracked the evolution of the optical power detected from the transistor as a function
of increasing electrical bias at various doping concentrations. Similarly to what was observed
in the previous subsection, fitting this optical signal with a Planck blackbody law based on the
temperature of graphene’s electrons fails to account for the large enhancement of the signal with
increasing bias (see Fig. 5.13 (c), green triangles). What stands out in the current transistor,
however, is that the optical power exhibits a super-linear behavior as a function of increasing
bias, that is, Popt ∝ E2 = V 2

ds/L
2. This super-linear behavior is observed for all the doping

concentrations considered in Fig. 5.13 (c). This is due to the fact that the small channel length
of the transistor shifts the Zener-Klein threshold voltage to smaller values so that electrolumi-
nescence may occur at a much lower bias voltage. We mention that for this transistor Popt is
almost invariant with respect to the doping concentration within the range considered here.

We now illustrate the mid-IR emission of the InOut2 transistor, which has a larger channel
length (L = 20 µm, Fig. 5.14). Interestingly, at large bias, the mid-IR emission of this transistor
is highly localized near the charge-neutral point, exhibiting contrasting behavior with the Joule
power (cf. Figs. 5.14 (a) and (b)). In Fig. 5.14 (c), we show line scans of the measured optical
power showing the evolution of the emitted signal as a function of the applied electric field
for different doping concentrations. In this case, the emission is minimal at low bias and then
increases drastically beyond the Zener-Klein tunneling threshold, following a linear dependence
on bias. This behavior arises due to the larger graphene channel of the transistor, which results
in a Zener-Klein tunneling threshold that occurs at intermediate values of the bias. We also
note that the InOut2 transistor exhibits a much stronger dependence on doping concentration
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Figure 5.14: Mid-IR emission of an electroluminescent hBN-encapsulated HGFET with a gold
back-gate denoted by InOut2 (panel (c), inset). The dimensions (L, channel length; W , channel
width; tbhBN; thickness of bottom hBN layer, thickness of top hBN layer, tthBN) and electron
mobility (µ) of this transistor are as follows: L×W = 20µm × 8.5µm, tbhBN = 118 nm, tthBN =
67 nm, and µ ∼ 9×104 cm2.V−1.s−1 (see Appendix L for more details). (a) Joule power (PJoule)
of the transistor as a function of the applied electrical field E = Vds/L. (c) Scan of the optical
signal (Popt) of the transistor as a function of doping concentration n and applied electric field.
(c) Line scans at constant doping concentration from panel (b).

as compared to the doping-independent emission of Flicker 160.
To summarize, the difference in the behavior of the optical signal of the two transistors is

mainly due to the larger channel length of the InOut2 transistor – which results in an increase
of the Zener-Klein threshold (see Eq. (5.3)) and a decrease in its mobility – and the super-linear
evolution of the transistors’ emission with electrical bias. This can be more clearly seen from
the comparison in Fig. 5.15. As shown in Fig. 5.15 (a), the optical power as a function of the
applied electric field fits well with a CE2 dependence (C is a fitting constant), with the optical
signal of the InOut2 transistor showing a steeper slop with increase E. This behavior is reversed
when examining the evolution of the transistors’ optical power as a function of applied drain-
source voltage Vds (Fig. 5.15 (b)) as a result of the difference in channel length. The contrasting
behavior exhibited by these two transistors can be explained with respect to channel length as
follows. In short high-mobility transistors at low bias, the drain doping effect is manifested as
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Figure 5.15: Fits of the mid-IR emission of the Flicker 160 and InOut2 transistors assuming
a super-linear dependence on E (panel (a)) and Vds (panel (b)). Symbols: experimental data,
solid lines: fits.

a localization of Zener-Klein tunneling near the drain electrode instead of a mere shift of the
charge neutral point. For larger bias, the injection region colonizes the whole channel. For
longer/lower-mobility devices, carrier injection occurs across the whole channel starting at the
Zener-Klein threshold.

5.5 Conclusion

In this chapter, we drew upon the contents of the previous chapters to investigate the electrolu-
minescence of HGFETs at large electrical bias. We began by introducing the state-of-the-art of
graphene devices, which was followed by an illustration of the fundamentals of electron transport
and cooling mechanisms in HGFETs. In particular, we showed that at large bias an interband
conduction current occurs in HGFETs due to Zener-Klein tunneling processes, which is synony-
mous with mid-IR electroluminescence in HGFETs. We also distinguished between two cooling
mechanisms in HGFETs, in-plane, and out-of-plane heat transfer. The latter was shown to be
associated with radiative cooling due to the electroluminescence of the transistor under large
electrical bias. The signature of this electroluminescence cooling was observed experimentally
by monitoring the far-field emission due to the transistor’s SiO2 back-gate as a function of ap-
plied electrical bias. The measurements and corresponding analysis revealed that this cooling
mechanism constitutes at least 35 % of the transistor’s total cooling power.

We capitalized on this by measuring the near-field emission of the HGFETs using detection
techniques outlined in chapter 3, such as employing local scatterers to the transistor’s graphene
channel. The resulting spectra were reported for devices of varying back-gate material, namely
SiO2 and Au. These results emphatically show that a semi-metal, such as graphene, can indeed
be electroluminescent.
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Conclusions and perspectives

In this manuscript, we have seen how the mid-infrared electromagnetic spectrum can be shaped
by tailoring the geometrical and material properties of subwavelength (sub-λ) structures. Several
examples of sub-λ devices were developed and discussed. The intrinsic mid-infrared radiation
of these structures was characterized both in the near- and far-field, using techniques such as
infrared spatial modulation spectroscopy (IR-SMS) and scattering-scanning near-field optical
microscopy (s-SNOM). Here, we provide a recap of the main results of the studies presented in
this manuscript and discuss some perspectives.

In chapter 2, we developed the basic concepts behind surface polaritons, which are surface
waves characteristic of the near-field of polar dielectrics and metals. Particularly, we illustrated
the local dielectric continuum theory, in which the response of a nonmagnetic material to elec-
tromagnetic fields is described by the dielectric function ε(ω). Conversely, the local dielectric
continuum theory shows that one can tune the optical response of a material structure by ap-
propriately engineering ε(ω). Another adjustment knob arises due to the presence of boundaries
and interfaces in certain material structures, at which surface modes exist. Our approach in this
chapter was to define a material structure consisting of polar dielectric materials with varying
boundary types and then to compute the normal modes of the structure. Using this approach,
we presented a detailed illustration of the properties of surface phonon-polaritons (SPhPs) in
a wide array of polar dielectric materials and geometries. We saw that SPhPs arise in the
Reststrahlen band of polar dielectric materials where the real part of the dielectric function is
negative. In the far-field, the effect of having a large negative real part of ε(ω) is that the polar
dielectric material exhibits an optical response equivalent to that of a metal, that is, the material
becomes highly reflecting. On the other hand, in the near-field, this implies that many SPhP
modes of large in-plane wavevector exist at the surface.

In chapter 3, we experimentally probed the spectral features associated with surface phonon-
polaritons via s-SNOM and IR-SMS. In particular, we experimentally revealed the spectrally
coherent near-field response of polar dielectric materials. This spectral coherence arises as a
result of resonances corresponding to the substantial number of SPhP modes localized at the
surface. Since surface polaritons are confined to the surface, a sub-λ scatterer is necessary to
couple them to the far-field where they can be detected. In an s-SNOM experiment, this role
is played by a sharp AFM tip, which efficiently scatters a sample’s near-fields, making this
technique highly beneficial for near-field spectroscopy. Nevertheless, the ill-defined shape of the

154



Conclusions and perspectives

tip complicates the modeling of experimental data in certain cases. As an alternative approach,
we presented in this chapter a near-field spectroscopy technique based on the combination of
a sub-λ local scatterer with the far-field IR-SMS technique. As a proof of concept of this
method, we measured the near-field spectral signatures of polar dielectric materials, scattered
by individual sub-λ gold discs, which were patterned with optical lithography on the surface.
We also showed that etches in the material can also act as efficient scatterers of the sample’s
near-fields. Having established the validity of this technique, the next step is to perform the
appropriate modeling of these experimental data and test out different geometries of scatterers.
Additionally, further efforts must be made to determine the optimal size, geometry, and material
of the local scatterer to be utilized for near-field spectroscopy. In general, the guiding principle
for choosing an optical near-field probe is that the probe must have a large scattering efficiency
and a flat optical response (i.e., a sub-resonant response). This principle ensures that the probe
merely acts as a passive scatterer that minimally perturbs the local field of the sample under
study.

We rounded out this chapter with an experimental investigation of surface phonon-polaritons
in the sphere geometry, a special case in which surface modes are directly accessible in the far-
field. More precisely, we characterized the far-field thermal radiation of single sub-λ SiO2 spheres
on a gold substrate, using IR-SMS. The measurements, and corresponding analysis based on
finite-element method (FEM) simulations and rigorous Mie theory calculations, revealed that
the dielectric and geometrical properties of the investigated sub-λ SiO2 spheres allow the exci-
tation of both phononic and geometrical Mie resonances of the electric and magnetic type. The
phononic resonance observed in the measured single polar dielectric spheres is a direct analog to
plasmonic resonances exhibited by noble metals in the visible spectral range. The geometrical
Mie modes, on the other hand, are equivalent to those prevalent in high-refractive-index dielectric
spheres, such as silicon nanospheres, in the visible and near-infrared. The observation of both
types of resonances is a direct consequence of the fact that SiO2 is a polar dielectric material,
whose real part of its dielectric function can, thus, be either positive, as in dielectric materials,
or negative as in metals, depending on the optical frequency. By sweeping the measured sphere
size, a transition from a phononic-mode-dominated to a Mie-mode-dominated absorption spec-
trum was observed. Further, the combination of the resonant dielectric microsphere and the
metallic substrate was shown to result in a large enhancement of the sphere’s absorption cross-
section, above the unitary limit achievable by a resonant dipole in vacuum. This arises due to a
substantial enhancement of the local field between the sphere and substrate, as a consequence of
the interaction of the sphere with its induced image in the substrate. Lastly, measurement of the
far-field thermal radiation of a single sub-λ PTFE sphere on a gold substrate, along with Mie
theory calculations of absorption efficiency of PTFE spheres in vacuum, showed that contrary to
SiO2 spheres, the absorption spectrum of such lossy dielectric spheres, which are SPhP-inactive,
is dominated by bulk absorption.

This study offers new insights into the geometrical and electromagnetic degrees of freedom
that allow the engineering of the mid-infrared absorption and radiation properties of single
dielectric spheres. This will allow, for instance, the design and optimization of systems based
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on dielectric spheres on a metallic substrate that achieve efficient radiative cooling properties,
i.e., a large emissivity only in the infrared atmospheric window (predominantly between 8 and
14 µm). Moreover, the large field confinement and enhancement observed between the resonant
dielectric sphere and metallic substrate could be of interest for bio-detection applications, such
as surface-enhanced infrared absorption spectroscopy.

Having thoroughly discussed the properties of dielectric resonators, we shifted our attention
to plasmonic antennas in chapter 4. Single sub-λ patch metal-insulator-metal (MIM) cavity
antennas were first studied in the near- and far-field. In this part, we established that the
response of a single patch MIM cavity antenna can be tuned by exploiting its Fabry-Perot
resonances, which conveniently scale with cavity width. From there, the near-field interaction
between multiple patch MIM antennas was probed experimentally and interpreted with the aid
of finite-difference time-domain and FEM simulations. We began by illustrating the coupling
between two square-patch MIM antennas that are separated by a nanometric gap. In this
study, we revealed signatures of mode hybridization on the far-field spectrum of the antenna
pair. This was followed by a study of a more convoluted MIM antenna structure consisting of
9 patch MIM antennas in near-field interaction. The patches were organized in a symmetric
3 × 3 configuration. The goal of this study was to illustrate how the response of individual
MIM cavities can be shaped via surface patterning. Through s-SNOM imaging, we revealed
that the local field of the antenna is confined to specific gaps, which constitute a spatial region
of ∼ λ/100. We also showed that the field confinement as well as the far-field spectral response
of this antenna can be altered depending on the angle of incidence of the optical excitation.
This angularly-dependent response is in stark contrast to single square-patch MIM antennas,
which are spectrally angle-independent. Having demonstrated how the optical response of MIM
cavities can be tuned by appropriately designing one of its metallic layers, future avenues to be
explored in this subject must include a thorough investigation of MIM antennas with varying
cavity material. For instance, doped semi-conductors or quantum well materials may be used.
Such a study would be of particular importance for photo-detector applications.

Finally, in chapter 5 we applied the expertise and the highly sensitive infrared measure-
ment techniques developed in the previous chapters to probe the mid-infrared emission of hBN-
encapsulated high-mobility graphene field-effect transistors (HGFETs) in operation. We elab-
orated in this chapter that due to the unique transport properties possessed by HGFETs, an
out-of-equilibrium state can develop when the transistor is subjected to a large electrical bias,
leading to electroluminescence. This electroluminescence is a direct consequence of electron
pumping initiated by Zener-Klein tunneling processes. Remarkably, we have been able to char-
acterize the mid-infrared emission due to the electroluminescence of the transistors under large
electrical bias. The electroluminescent nature of the detected emission was verified by a series
of test experiments and analyses. In particular, we revealed two manifestations of electrolumi-
nescence in the transistors under study. The first was in the form of radiative cooling of the
hot electrons in graphene via electroluminescence, which we probed experimentally by moni-
toring the far-field mid-infrared emission of an HGFET with an SiO2 back-gate as a function
of applied electrical bias. The second was a characterization of the emission spectrum due

156



Conclusions and perspectives

to electroluminescence in HGFETs under large bias. By changing the back-gate material, we
demonstrated that the emission spectrum due to electroluminescence can be shaped. We also
showed that changing the back-gate material can influence the behavior of the emitted electro-
luminescence signal as a function of increasing bias. For instance, it was found that HGFETs
with a gold back-gate exhibit a super-linear increase of the emitted electroluminescence power
with increasing bias.

Having established the electroluminescent nature of the mid-infrared emission of HGFETs
under large bias, a subsequent study aimed at uniquely identifying the near-field spatial dis-
tribution of the electroluminescent signal must be undertaken. This can be accomplished by
near-field imaging (e.g, via s-SNOM) of the transistor’s graphene channel as a function of elec-
trical bias. Further investigation is also required to determine the origin of the super-linear
behavior observed in HGFETs with a gold back-gate.
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Appendix
A Finite-element method simulations

Finite-element method (FEM) simulations using the commercial software Comsol Multiphysics,
were carried out in this manuscript to simulate cross-sections and near-field distributions of
subwavelength antennas. To simulate a single antenna, perfectly matched layers (PMLs) were
set for all boundaries as illustrated in Fig. A1. A plane wave port is incident from the top at
an angle θ with respect to the normal to the substrate. The simulation is first run without the
antenna, then run again with it so that the field is slightly modified by its presence, allowing
to take into account the influence of the sub-λ antenna on the large simulation region. The
simulation span is typically taken to be 1.5λ or 2λ, where λ is the wavelength of the incident
light, in order to reduce stray reflections off the boundaries and to ensure proper convergence of
the simulations.

The scattering cross-section of the antenna is calculated by integrating over the surface of
the antenna as follows

Cscat = 1
I0

∫
S

n.SscdS, (14)

where n is the normal vector pointing outward from the antenna, Ssc is the scattered intensity
(Poynting) vector, and I0 is the intensity of the incident light.
The absorption cross-section, on the other hand, is obtained by integrating losses over the volume
of the antenna as follows

Cabs = 1
I0

∫
V
QdV, (15)

where Q is the power loss density in the antenna.
The extinction cross-section is then found by summing the scattering and absorption cross-
sections:

Cext = Cabs + Cscat. (16)

To obtain the electric field distribution in the near-field of the antenna, the electric field is
calculated in a slice of the geometry and plotted in a color map.

The dielectric properties of the materials making up the antenna were taken from the liter-
ature. For example, data reported in refs. [1] and [2] were used for the dielectric functions of
gold and ZnS, respectively.
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Figure A1: Geometry used to simulate a single sub-λ antenna using the commercial FEM solver
of Maxwell’s equations, Comsol Multiphysics. The geometry is bounded by perfectly matched
layers (PMLs) of thickness λ/5 in all directions.

B Finite-difference time-domain simulations

The finite-difference time-domain (FDTD) solver Lumerical Solutions is used to simulate the
near-field distribution of a single antenna in order to compare with near-field images obtained
via s-SNOM. PMLs are set across all boundaries of the antenna structure as described in Fig. A2.
To reproduce the conditions of illumination of our experimental setup, a Gaussian beam, focused
with a numerical aperture, NA = 0.46, is incident from the top onto the antenna at an angle
of 60◦ (measured from the z-axis in Fig. A2). A two-dimensional (2D) monitor placed 30 nm
above the antenna structure is used to compute the electric field components Ex, Ey, and Ez,
in each mesh cell of the (x, y)-plane.

To calculate the absorption cross-section using this simulation method, a total-field-scattered-
field source is used and the antenna is enclosed in all directions with six 2D monitors. The flux
of the Poynting vector Π(ω) = E(ω) × H∗(ω), crossing the surface of each monitor is computed.
The power passing through each monitor can then be found from

Pij = 1
2

∫
Sij

Re(Π(ω)).dSij , (17)

where, i = x, y, z and j = 1, 2, and the integration is taken over the surface of the ij-th monitor
of surface area Sij .
The total power crossing the monitors is, therefore, given by

Ptot =
∑

i=x,y,z

∑
j=1,2

Pij . (18)

The absorption cross-section can then be determined by taking the ratio between the total power
with the intensity of incident light I0, that is

Cabs = Ptot
I0

. (19)
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C. Single microspheres on an Au substrate: sample preparation

Figure A2: Geometry used to simulate a single sub-λ antenna using the FDTD solver of
Maxwell’s equations, Lumerical Solutions. The geometry is bounded by perfectly matched layers
PMLs in all directions. The distance between the edges of the antenna and the PML boundaries
is taken to be λmax/4, where λmax is the longest wavelength considered.

C Single microspheres on an Au substrate: sample preparation

A 1 µL solution of commercially available microspheres (Sigma Aldrich for SiO2 and Polysciences
for PTFE), of known size, was diluted with 99 µL of solvent (distilled water for SiO2 and ethanol
for PTFE), and sonicated to prevent particle aggregation. The diluted solution was spin-coated
on a sample consisting of a 100 nm thick gold layer on top of a silicon (Si) substrate. The sample
was viewed using a microscope with a visible objective (×50, Numerical aperture NA = 0.55) to
determine the positions of single spheres. The spheres were then imaged using a visible camera
(Figs. 3.24 (b-e) of the main text, insets) and the thermal radiation of the imaged spheres was
characterized using infrared spatial modulation spectroscopy [3–5].

D Heat transfer simulation: sphere on a heated substrate

To assess the possibility of a temperature gradient arising in the measured SiO2 spheres on the
hot substrate, we performed FEM simulations of the temperature distribution in our system
using the Comsol Multiphysics Heat Transfer module. A 50 × 50 µm2 region of the substrate
is considered along with a 50 µm thick air layer above it. The substrate is maintained at a
temperature of 440 K while we take into account conductive cooling through air and glass. To
simulate the poor contact between the sphere and substrate, the sphere is considered to intersect
the substrate at a single point. Under these conditions, we find that the sphere temperature
deviates at maximum by 0.35 K from the substrate temperature (see Fig. A3 (a)).

We note that conduction through the air layer is the main heat transfer channel here [6].
We have verified this by suppressing the solid-solid contact so that the sphere is 1 µm above
the substrate (Fig. A3 (b)), for which we find that the temperature deviation is still below 1 K.
Thus, temperature variations within the sphere are negligible, showing that the assumption
that the sphere is thermalized at the temperature of the substrate (440 K) is valid under our
experimental conditions.
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Figure A3: FEM calculations of the temperature distribution in a 2.5 µm radius SiO2 sphere
(a) on and (b) 1 µm above a gold substrate with Tsubstrate = 440 K.

E Angle resolved cross-section spectra of a sphere on an Au
substrate

Figure A4: FEM calculations of absorption cross-section (Cabs) of an SiO2 sphere on gold, with
(a) ro = 1 µm and (b) ro = 2.5 µm, for unpolarized light incident at various angles θ, as sketched
in the inset of panel (a). The curves in panel (b) are shifted vertically for clarity and the dashed
vertical line shows the surface mode peak position (ωS).
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F. Absorption in a BiMIM structure with an SiO2 insulator layer vs absorption in SiO2 alone

F Absorption in a BiMIM structure with an SiO2 insulator layer
vs absorption in SiO2 alone

Figure A5: Simulated absorption cross-section (Cabs) of a BiMIM structure for gap size g =
100 nm (red curve) presented in the main text (red curve in Fig. 4.7 (b) of the main text), along
with the imaginary part of the SiO2 index of refraction (k̃SiO2 , blue curve). Optical constants
taken from ref. [7]. The comparison of the two shows a high absorption due to SiO2 in the
spectral region between 8 and 13 µm, which prevents the formation of a splitting in the BiMIM
emission spectrum in this range.

On examining the imaginary part of the index of refraction of SiO2, we find that due to its high
absorption in the spectral range between 8 and 13 µm, a splitting due to the hybrid modes does
not occur in this region. Indeed, as illustrated in Fig. A5 the imaginary part of the index of
refraction is zero in the spectral range where the splitting occurs (below ∼ 7.5µm), while it is
non-zero for higher wavelengths.
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G Metal-insulator-metal antennas: sample fabrication

Figure A6: Scanning electron microscope (SEM) images of square-patch metal-insulator-metal
(MIM) antennas. (a) A 45◦ tilted SEM image of a single square-patch MIM antenna of side
w = 1.65 µm. (b) Tilted SEM image of a 3×3 square-patch MIM antenna with a patch width of
1.65 µm and a gap size of 100 nm. (c) Zoom of the gaps is panel (b). (d-f) SEM images of 3 × 3
square-patch MIM antennas with a missing patch. The scale bars are as follows: (d) 4µm, (e)
& (f) 3µm. Electron beam parameters: High voltage = 10 kV, Current = 0.2 nA, and 30, 000 <
Magnification < 350, 000. Courtesy of Christophe Dupuis from C2N (CNRS/University Paris-
Sud/Paris-Saclay).

The metal-insulator-metal (MIM) antennas experimentally studied in this manuscript, were
fabricated via electron beam (e-beam) lithography22, which we illustrate below.

For the substrate, we used a commercially available stack consisting of the following layers
from top to bottom:
ZnS(270 nm)/Au(200 nm)/Si(300 µm), where the values between parenthesis are the thickness
of each layer.

A positive resist consisting of a thin PMMA layer, is spin-coated on top of the ZnS surface
and the sample is then placed on a hot plate for 5 minutes (at 170◦C). e-beam lithography was
then carried out in order to draw the desired antenna patterns. To ensure that each individual
pattern is well isolated, only one pattern was drawn within every 100 × 100 µm2 section of
the sample surface. The following settings were used for the e-beam: Resolution = 2.5 nm,
Dose = 1200 µC/cm2, Intensity = 2.5 nA, and Frequency = 33.5 MHz.

The sample was then developed in a Methyl-isobutyl-ketone (MIK)/Isopropanol (IPA) so-
lution23. This step was followed by the deposition of a 5 nm chromium (Cr) adhesion layer.
Subsequently, a gold layer was evaporated on top of the Cr layer, forming the top gold patches
of the MIM antennas. Finally, a lift-off step was executed in order to remove any excess resist
from the sample surface.

22The e-beam lithography was carried out by Nathalie Bardou at Centre de Nanosciences et de Nanotechnologies
(C2N).

23A ratio of 3(MIK):1(IPA) is used.
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G. Metal-insulator-metal antennas: sample fabrication

Some examples of square-patch antennas resulting from the e-beam lithography procedure
outlined above are shown in Fig. A6. As can be seen from the SEM images presented in Fig. A6,
the e-beam lithography technique yields square patterns of regular shape and highly well-defined
gaps (see Fig. A6 (c)). Moreover, the AFM image in Fig. A7 (b) shows that the patches have a
thickness of 40 nm, which is thicker than the skin depth of gold.

Figure A7: (a) SEM image of 3 × 3-patch MIM antenna. (b) Atomic force microscope (AFM)
image showing the topography of the antenna. (c) Sketch showing the thicknesses of the various
layers of the antenna.

The far-field radiation of a single square-patch MIM antenna is characterized vis IR-SMS (see
subsection 3.2.1) and is compared to its corresponding FEM-simulated absorption cross-section
(Fig. A8). This comparison illustrates the very good agreement obtained between measurement
and simulation, both yielding a resonance at 1126 cm−1 corresponding to the fundamental
Fabry-Perot resonance of the antenna.

Figure A8: Comparison between the measured IR-SMS and FEM-simulated absorption cross-
section spectra of a single square-patch MIM antenna of side w = 1.65 µm. The spectra show
the fundamental resonance mode of the antenna at 1126 cm−1 (cf. Eq. (4.6)).
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H Simulations of a 3 × 3-patch MIM antenna consisting of the
layers sketched in Fig. A7 (c)

Figure A9: (a-c) (resp. (d-f)) FDTD simulations of the x, y, and z-components of the electric
field of a 3 × 3-patch antenna for p-polarized light (resp. s-polarized light), calculated at the
resonance marked in panel (i). The plots show that just as in the single square-patch case, the
near-field of the antenna is such that |Ex| = |Ey| < |Ez|. (g) & (h) Sketches of the antenna
geometry and illumination configuration. (i) FEM simulations of the extinction cross-section of
the antenna for p- and s-polarized light.
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I. s-SNOM: miscellaneous

I s-SNOM: miscellaneous

i Approch curves

Figure A10: Approach curves measured at the surface of a large gold pattern with a silicon
(Si) tip, showing a comparison between the near-field signal demodulated at the 2nd and 3rd
harmonic (blue and red curves, respectively). This comparison demonstrates that demodulation
at the 3rd harmonic is required in order to adequately isolate the near-field signal. It is clear that
the signal s3 decays exponentially away from the surface and becomes negligible when the tip is
300 nm away from the sample surface (i.e., in a fully retracted position), a behavior characteristic
of a near-field signal. On the other hand, s2 includes a large background contribution as it is
non-zero when the tip is fully retracted. The background signal mainly originates from laser
light back-scattered off the tip shaft as it oscillates away from the sample.

ii Mapping the near-field of plasmonic nanostructures: metallic vs dielectric
tips

Figure A11: Comparison between near-field images of a 3 × 3-patch antenna measured with an
Si tip (panel (a)) and a platinum (Pt) coated tip (panel (b)). The image in panel (a) shows
a clearly resolved field in the gaps between the patches, while that of panel (b) shows no field
in the gaps. This comparison illustrates the fact that a dielectric tip, such as the Si tip used
here, minimally perturbs the near-field of a plasmonic nanostructure, whilst a metal-coated tip
completely distorts its near-field.
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J Microscope reflectivity measurements of 3 × 3-patch MIM an-
tennas

Figure A12: Microscope reflectivity measurements (Bruker Hyperion) of a 3 × 3-patch MIM an-
tenna as function of gap size g. The measurements were performed using a Cassegrain objective
with NA = 0.4 which collects light within an angular interval θ ∈ [10◦, 24◦], where θ is the angle
with respect to the normal to the sample surface.

Figure A13: Microscope reflectivity measurements of 3 × 3-patch MIM antennas with a missing
patch (g = 100 nm).
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K. Fabrication of high-mobility graphene field-effect transistors (HGFETs)

K Fabrication of high-mobility graphene field-effect transistors
(HGFETs)

The HGFETs studied in chapter 5 of the main text were designed and fabricated by Aurélien
Schmitt at Laboratoire de Physique de l’Ecole Normale Supérieure (LPENS). In this section, we
briefly describe the fabrication process used.

The hexagonal boron nitride encapsulated graphene heterostructures are fabricated with the
standard pick-up and stamping technique, using a polydimethylsiloxane(PDMS)/ polypropy-
lene carbonate (PPC) stamp [8]. The gate electrode is first fabricated on a high-resistivity
Si substrate covered by a 285 nm-thick SiO2 layer. It consists of a pre-patterned gold pad
(thickness, 80 nm) designed by laser lithography and Cr/Au metallization. Deposition of the
hBN/Graphene/hBN heterostructure on the back-gate is followed by acetone cleaning of the
stamp residues, Raman spatial mapping and AFM characterization of the stack. Graphene edge
contacts are then defined by means of laser lithography and reactive ion etching, securing low
contact resistance ≲ 1 kΩµm. Finally, metallic contacts to the graphene channel are designed
with a Cr/Au Joule evaporation, that also embeds the transistor in a coplanar waveguide geome-
try suited for microwave and noise characterization. The transistor’s dimensions are maximized
to get the highest optical signal, while their high mobility µ ≳ 10 m2.V−1.s−1 at room temper-
ature ensures a moderate channel electric field E = V/L ≳ 105 V/m (L is the graphene channel
length) for the threshold of mid-infrared electroluminescence.
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L Transport properties of electroluminescent HGFETs

Figure A14: Transport properties of two electroluminescent hBN-encapsulated HGFETs with
a gold back-gate (discussed in chapter 5), denoted as Flicker 160 and InOut2 (optical images
in the insets of panels (b) and (e)). The dimensions (L, channel length; W , channel width;
thBN, thickness of bottom hBN layer) and electron mobility (µ) for these two transistors are as
follows: Flicker 160 (a-c), L×W×thBN = 6µm×10µm×160 nm and µ ∼ 15×104 cm2.V−1.s−1;
InOut2 (d-f), L × W × thBN = 20µm × 8.5µm × 118 nm and µ ∼ 9 × 104 cm2.V−1.s−1. The
plotted transport properties are as follows: (a) & (d) current-voltage curves at fixed charge
carrier density (the carrier density is increased linearly from n = 0 to the maximal value in steps
of 1 × 1011 cm−1), (b) & (e) differential conductivity σds as a function of bias (squares) along
with the fits (solid lines) using Eq. (5.4) of the main text, (c) & (f) fits of the IV-curves (blue
squares) using Eqs. (5.6)-(5.8), where VZK and Te are left as adjustable parameters. The total
current fit (Iintra + Iinter) is plotted in orange, whereas the intraband current (Iintra) appears
in green and underlines the quasi-linear increase of interband current at large bias. Courtesy of
Aurélien Schmitt who designed, fabricated, and characterized these transistors at Laboratoire
de Physique de l’Ecole Normale Supérieure (LPENS).
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M. Determining the temperature increase of an HGFET with an SiO2 back-gate from
mid-infrared measurements

M Determining the temperature increase of an HGFET with
an SiO2 back-gate from mid-infrared measurements

Figure A15: (a) Comparison between the mid-infrared (mid-IR) spectra of the hBN-encapsulated
HGFET of panel (d) with an SiO2 back-gate under electrical bias and by heating the transistor
via a hot plate at various temperatures T . The mid-IR signal is measured using an optical
chopper (see Fig. 5.11 (a)). The plotted spectra are corrected by a reference measurement,
which removes the contribution of the chopper to the detected signal. (b) Linear fit of the
maxima of the spectra obtained with the hot plate (Smax) as a function of temperature. From
the comparison of panel (a) we find that the temperature of SiO2 back-gate varies between
TSiO2 ≃ 50 − 60 ◦C when the transistor is electrically biased. (c) Increase in the temperature of
the SiO2 back-gate (∆TSiO2) as a function of electrical bias. (d) Left: an optical image of the
transistor under study, right: equivalent sketch, in which the heat conduction in the back-gate
under the graphene channel (L×W = 35 × 35 µm2) of the transistor is modeled via an effective
thermal resistance Rth = Rox+RSi = 356.66 K/W, where Rox and RSi correspond to the thermal
resistance in the SiO2 and Si layers, respectively (see ref. [9] for more details). Here, tox = 285 nm
is the thickness of the SiO2 layer and kox = 1.4 W/m.K and kSi = 150 W/m.K are the thermal
conductivities of SiO2 and Si, respectively. Using this model and the result of panel (c), we can
compute the power dissipated, Pout to the SiO2 layer via out-of-plane radiative cooling due to
the electroluminescence of the transistor. Formally, this is written as Pout = ∆TSiO2/Rth. The
result of this calculation is plotted in Fig. 5.11 (f) of the main text.
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N Measurements of the absorptivity of an HGFET as a function
of electrical bias

Figure A16: Absorptivity (A) of the Flicker 160 HGFET (optical image in inset) as a function
of electrical bias, determined from microscope reflectivity measurements (Bruker Hyperion).
Since the transistor is built on a gold back-gate the absorptivity is given by A = 1 − R, where
R is the measured reflectivity. Measurements for minimal (Vds = 0 and n = 0) and maximal
(Vds = V max

ds = 5 V and n = nmax = 6 × 1011 cm−2) electrical bias are presented. It is clear
that the measured absorptivity spectra are overlapping with a maximal variation of the hBN
peak at 1350 cm−1 of only ∼ +0.2 % between Vds = 0 V and Vds = V max

ds . We conclude that the
transistor’s absorptivity varies negligibly as a function of applied electrical bias.
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O. Stokes-anti-Stokes Raman thermomitry of HGFETs

O Stokes-anti-Stokes Raman thermomitry of HGFETs

Figure A17: Temperature of optical phonons, deduced from Stokes-anti-Stokes Raman thermom-
etry, as a function of electrical bias (Vds) for the Flicker 160 HMGFET (see Figs. A14 (a-c)).

Stokes-anti-Stokes Raman thermometry was carried out by Aurélien Schmitt at LPENS for the
determination of the temperature of optical phonons in the HGFETs discussed in the main text.
This technique enables precise and unequivocal determination of temperature, which relies on
the shift of the Stokes peaks. This method is also sensitive to doping and strain. A Renishaw
Raman spectrometer was used with a notch filter that allows simultaneous measurement of the
Stokes and anti-Stokes peaks. The transistor is excited with a λ = 532 nm laser (P = 5 mW).

The ratio between the intensities of the Stokes (IS) and the anti-Stokes (IAS) peaks is related
to the temperature T via IAS

IS
= e

− ℏΩ
kBT , where ℏΩ is the energy of the optical phonon mode. For

hBN, the type II transverse optical phonon is ℏΩ⊥ ≃ 169 meV, which yields a ratio IAS
IS

∼ 10−3

at room temperature. By comparing the intensity ratios at zero bias and non-zero bias, the
temperature of the optical phonons of hBN can be deduced as a function of doping and bias
voltage. The temperature of optical phonons in the Flicker 160 HGFET obtained from Stokes-
anti-Stokes measurements is plotted in Fig. A17. The temperature shows a slight increase as a
function of bias, which is insufficient to explain the strong increase of the mid-IR signal measured
at the same value of doping and bias (see main text).
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ABSTRACT

Infrared metamaterials have been used in a wide range of applications, such as radiative cooling, photo-detection, and
solar cell design. The building blocks of these materials are subwavelength structures that exhibit many interesting
antenna effects, namely, directional emission, spectral selectivity, and high field confinement. The study of the intrinsic
radiative properties of these subwavelength structures is a crucial step toward the optimization of the optical response of
large-scale metasurfaces. Traditionally, investigating the radiative properties of individual subwavelength structures has,
for the most part, been rather elusive due to their inherently weak electromagnetic radiation. In the mid-infrared spectral
range, one is also met with overwhelming background radiation.

In this thesis, we push the limits of various highly sensitive techniques, such as infrared spatial modulation spectroscopy,

and scattering-scanning near-field optical microscopy, to probe the intrinsic mid-infrared electromagnetic radiation of

single- or few-element subwavelength structures. A potpourri of subwavelength devices is examined and discussed,

spanning a broad continuum, from passive dielectric and plasmonic antennas to electrically biased graphene field-effect

transistors. The fundamental properties and interactions associated with these structures are elaborated, with special

emphasis being placed on the influence of geometrical and material properties on the near- and far-field response. The

results presented in this thesis and the discussion therein are of particular interest to light applications in which a tailoring

of the mid-infrared spectrum at the subwavelength scale is required.

KEYWORDS

Subwavelength, mid-infrared, antennas, near-field, far-field, surface polaritons

MOTS CLÉS

Sub-longueur d’onde, moyen infrarouge, champ proche, champ lointain, antennes, polaritons de surface

RÉSUMÉ

Les métamatériaux infrarouges ont été utilisés dans un large éventail d’applications, telles que le refroidissement radiatif,
la photodétection et la conception de cellules solaires. Les éléments constitutifs de ces matériaux sont des structures de
taille sub-longueur d’onde qui présentent de nombreux effets d’antenne intéressants, à savoir une émission directionnelle,
une sélectivité spectrale, ainsi qu’une exaltation du confinement du champ. L’étude des propriétés radiatives intrinsèques
de ces structures sub-longueur d’onde est une étape cruciale vers l’optimisation de la réponse optique des métasurfaces à
grande échelle. Traditionnellement, l’étude des propriétés radiatives des structures individuelles sub-longueur d’onde est
extrêmement difficile en raison de leur rayonnement électromagnétique intrinsèquement faible. Dans la gamme spectrale
du moyen infrarouge, le rayonnement du fond est dominant.

Dans cette thèse, nous repoussons les limites de diverses techniques hautement sensibles, telles que la spectroscopie

à modulation spatiale infrarouge et la microscopie optique en champ proche à pointe diffusante, pour sonder le rayon-

nement électromagnétique intrinsèque dans le moyen infrarouge de structures sub-longueur d’onde composées d’un ou

plusieurs éléments. Un pot-pourri de dispositifs sub-longueur d’onde est examiné et discuté, couvrant un large spectre

allant, des antennes diélectriques et plasmoniques passives aux transistors à effet de champ en graphène polarisés élec-

triquement. Les propriétés fondamentales et les interactions associées à ces structures sont élaborées, avec un accent

particulier mis sur l’influence des propriétés géométriques et des matériaux sur la réponse en champ proche et loin-

tain. Les résultats présentés dans cette thèse et la discussion associée sont d’un intérêt particulier pour les applications

photoniques dans lesquelles une adaptation du spectre moyen infrarouge à l’échelle sub-longueur d’onde est requise.
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