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Introduction

Liquid flows have always been an important part of our daily lives and the interest in mea-
suring them began as early as 3000 years ago, in the ancient Egyptian civilization. Egyptians
used to measure the flood of the Nile river in order to ensure the irrigation of their agricul-
tural lands. Moreover, they were behind the invention of the waterclock, which they used to
measure time. Centuries later, the ancient Romans were able to regulate and measure the
water distributed to households, using what can be considered as the early ancestor of orifice
plates. It took centuries to properly understand the volumetric flow rate as a volume that
passes per unit of time. This would not have been possible without the work and discoveries
in fluid mechanics made by prominent scientists such as Leonardo da Vinci, Daniel Bernoulli
and long before that, Heron of Alexandria.

In the modern times, liquid flows have reached all sorts of application areas, from resi-
dential water distribution, wastewater treatment processes to food industry. Many of these
applications tend to involve increasingly low flow rates with a constant need for flow gen-
erators and measurement techniques, in order to ensure the accuracy of the small volumes
handled. To meet this constant need, various types of flow meters were developed and
commercialized, covering flow rates from 107 L/h down to 10 nL/min.

In this thesis, we are interested in liquid nano-flow rates, which range from 1 nL/min to
1000 nL/min. Nano-flow rates are important mainly in the medical field and microfluidics,
the latter which involves the manipulation of liquid flows and emulsions inside micrometric
channels. In droplet microfluidics, the flow rate is an important parameter to control the
size, frequency and monodispersity of the generated droplets. In organs-on-chip, low flows
ensure the continuous perfusion of cell cultures and the control of their biochemical and
physical environment. In the medical field, drug delivery devices such as syringe pumps and
infusion pumps are used to deliver drugs at flow rates as low as 10 nL/min. These drugs
include for example painkillers, insulin, anesthetics, and vasoactive drugs, some of which are
used in intensive care and must be given in controlled doses. The dose delivered to a patient
depends on the flow rate generated by the device. As a result, any flow rate error can lead
to an excess or a reduction in the necessary dose, thus endangering the patient’ health. It is
then important before using flow devices, to evaluate their performances through calibrations
that are traceable to primary standards.

Calibrating a flow device allows us to evaluate the deviation of the flow rates that it
generates or measures from reference values that are measured by a secondary or primary
system. The latter ensures a link between the measurements and S.I. units and provides the
best uncertainties for the measured quantity. However, before this thesis, the traceability of
devices operating at nano-flow rates could not be ensured, as no primary standard existed.
In fact, the French national standard at CETIAT, the institute at which the work presented
in this thesis was carried out, ensured COFRAC-certified (ISO 17025) calibrations for liquid
flow rates going down to 16 µL/min. COFRAC accreditation, being an official recognition of
the calibration competences of CETIAT. Below the limit of 16 µL/min, traceable calibrations
were not possible in France or even in Europe.

1



2 INTRODUCTION

Most of the primary standards that existed by then were based on the gravimetric
method. This method consists in measuring the mass over time of a collected liquid. As
can be imagined, gravimetry is limited by the resolution of the weighing scales which cannot
be better than 0.1 µg. In fact, at 1 nL/min, one needs to wait around 10 s in order to
measure a mass change equal to the resolution of the best micro-balance. This method is
then not adapted to the measurement of fluctuating flow rates such as those generated by
drug delivery devices.

The metrological gap caused by the lack of primary standards for liquid nano-flow rates
was the reason behind the creation of this doctoral project, which is part of the "Metrology for
Drug Delivery II (MeDD II)" European joint research project. The latter gathered national
metrology institutes, academia and hospitals with the same objective: developing a new
metrological infrastructure to ensure the traceability to the S.I. of Units of flow generators
and meters, for flow rates going down to 5 nL/min and with a best expanded uncertainty
(k=2) of 2 %.

In the context of this thesis and the MeDD II project, we developed a primary system
based on the interface tracking method. This optical method consists in the tracking of
a water/air interface moving inside a glass capillary tube. The volumetric flow rate is de-
termined from the interface displacements over time, which are measured using a template
matching algorithm, and the cross sectional area of the capillary which is obtained from the
measurement of the capillary’s inner diameter.

We dedicate this manuscript to the description of the interface tracking method devel-
oped in the framework of this thesis and its validation through the MeDD II interlaboratory
comparison. The work is organized as follows.

In the first chapter, we go through the historical milestones that led to the understand-
ing and definition of liquid flow rates and briefly describe the evolution of their measurement
methods. Then, we present the two MeDD projects that set the context of this thesis, and
describe several applications that show the growing interest for the measurement of nano-flow
rates, in the health and research fields. At the end of the chapter, we define the metrologi-
cal concepts used in the development, evaluation and validation of our measurement method.

In the second chapter, we present the current state-of-the-art of primary and secondary
flow measurement methods. The primary methods presented were developed in the context
of the MeDD projects. As for the secondary methods, we focus on Coriolis and thermal mass
flow meters which are largely used to measure nano-flow rates.

In the third chapter, we present in detail the experimental setup and operating principle
of the interface tracking method that we developed, after which we describe the procedure
used to calibrate a flow generator or meter using this method.

We devote chapter four to the metrological aspect of our system. First, we describe the
different methods developed to ensure its traceability to the S.I. of Units, then we present
the associated uncertainty budget with a detailed explanation of every source of uncertainty.
Finally, we present a confocal fluorescent method used for the measurement of the capillaries’
inner diameter, which constitutes an important part of the system’s traceability.

In chapter five, we move on to the first flow measurement results, which served as a
first evaluation of the system’s performance. First, we discuss the stick-slip phenomenon
and how it affects the stability of the flow rates and propose a simple method to reduce its
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effect. Then, we present preliminary results obtained for the calibration of a Coriolis flow
meter.

Chapter six is devoted to the interlaboratory comparison that was carried out within
the framework of the MeDD II project, with the aim of validating the primary methods
developed by the different participating laboratories. We start by describing the comparison
protocol, after which we present the results obtained.

In the seventh and last chapter, we present a direct application of our system in the
medical field. This application consisted in the calibration of an infusion pump, in order to
evaluate its performance before use by patients. We conclude the chapter by presenting a
different configuration of the interface tracking system which allows the measurement of flow
rates from the increasing volume of a pendant drop.

We dedicate the end of the manuscript to a general conclusion of the work done in this
thesis. We also provide additional details on the edge detection algorithm used in camera
calibration and the results of the interlaboratory comparison, in the appendices.



Chapter 1

Project and General Context

In this chapter, we briefly describe the evolution of liquid flow measurement methods. In the
first section, we give the historical milestones leading to the understanding and definition
of liquid flow rates. Traveling from ancient civilizations to modern times, we describe the
most significant scientific discoveries that led to a better understanding of flow rate, and
later on, to the development of methods to measure it. From liquid flows as high as 1010 L/h
down to 1 mL/h, we make stopovers to explain succinctly the flow meters developed, their
operating principle and provide, when possible, their date of commercialisation. At the end
of this section, we summarize the main events in the history of liquid flow measurement by
a timeline diagram (Fig. 1.11). After this chronological overview, we move on to the scale of
liquid nano-flows on which we will focus throughout this thesis.

In the second section, we present the two European research projects "Metrology for Drug
Delivery (MeDD I)" and "MeDD II", which are behind the development of new reference
methods for the measurement of very low flow rates. These projects were created to meet a
growing need for the evaluation of drug delivery devices such as infusion pumps and syringe
pumps, which operate at increasingly low flow rates. The need for new measurement and
calibration techniques is manifested by the increase in applications where low flow rates
constitute an important parameter. In section three, we precisely give examples of the main
applications, in microfluidics and the medical field, where nano-flow rates are encountered.

To conclude this chapter, we define the metrological concepts used in the development,
evaluation and validation of our measurement methods. These concepts are crucial to un-
derstand the objectives of this project and the reasons why it was initially created.

1.1 Brief History of Flow Measurement

This section is highly inspired by the work of Furio Cascetta [32] in the presentation of
historical events, citations, and the classification of the different flow meters. Information
is reinforced each time with other references to provide additional details, especially when
we explain the working principle of a measurement method. When possible, we also cite the
source where a scientific work was originally published.

The first water meter for open channels was probably a rough form of weir used by ancient
Egyptians, 3000 years ago. These weirs were used to measure the flood levels of the Nile river,
which allowed them to predict annual agricultural production and plan the planting season
[32, 29]. The water levels of the river were measured by an instrument known as a Nilometer
(Fig. 1.15(left)). Besides their interest in flood levels, ancient Egyptians’ understanding
of the relationship between time and flow was also reflected by their development of the
oldest water clock, around 1300 BC [142]. This instrument was used to measure time by the

4



1.1. BRIEF HISTORY OF FLOW MEASUREMENT 5

Figure 1.1: Photograph of a Nilometer in Elephantine Islands(left) [109] and a reconstruc-
tion of an Egyptian Clepsydra from the Temple of Karnak (right)[165]

.

regulated flow of water into or out of a marked container where the level of water indicated
the elapsed time (Fig. 1.15(right)).

Centuries after Egyptians, Romans used to distribute water from sources to houses by
means of stone piping systems, as seen in Fig. 1.2. The flow rate of the distributed water
was regulated and measured using what can be considered as the early ancestor of orifice
plates. For the Romans, only the dimensions of the pipe or the orifice determined the flow
rate. In fact, each consumer was paying for a continuously running discharge of water. It
appears that some dishonest householders were installing larger pipes at their discharge to
receive more flow [152, 100]. The Greek engineer Heron of Alexandria (1st century A.D.)
on the other hand, completely understood the flow rate’s dependence on the pipe’s cross-
sectional area as well as the flow’s velocity. In his book Dioptra, he studied the flow of
water from springs and concluded that it is necessary to know both the wetted area of an
open channel and the water’s speed in order to determine the amount of water supplied by
the spring. He also understood that by digging a reservoir under the stream of the spring
and measuring with the help of a sundial the amount of water that flows into it during an
hour, one can determine how much water will be furnished in a day [114]. Quoting Heron of
Alexandria:

“Observe always that it does not suffice to determine the section of flow to know the
quantity of water furnished by the spring .... it is necessary to find the velocity of the
current .... for this reason, after having dug a reservoir under the stream, examine by
means of a sundial how much water flow into it in an hour and from that deduce the

quantity furnished in a day [92].”
From Roman times to around 1500 AD, not much information about flow measurement is

available. In fact, Heron’s work went unnoticed for about 1500 years, until Leonardo da Vinci
discovered it. It is worth noting that the city of Milan tried in the 12th century to regulate
the irrigation activity and control the delivered flow by defining a unit for the measurement
of the flow rate, known as "oncia d’acqua milanese". However, this unit was defined as the
amount of water discharged by a rectangular orifice of given dimensions without taking into
consideration the dependence of the discharge on the flow velocity [152, 31].

From the 16th to the 18th century, many distinguished scientists studied fluid-dynamics
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Figure 1.2: Photograph of a stone pipe of Patara’s aqueduct, in Turkey [87].

concepts such as Leonardo da Vinci, Daniel Bernoulli and Giovanni Battista Venturi, for
example. These studies led to the development of different flow measurement instruments
such as pressure differential, positive and inferential flow meters[10].

In his study about the flow of rivers, Leonardo da Vinci (1452-1519) correctly described
the flow rate as the volume of water flowing through a particular cross section of the river
in a given time interval and concluded that in steady flow :

“The river transports in every section of its length in the same time the same quantity

of water[31].”
He also realized that, in a steady flow, the river’s cross sections and average velocity are
inversely proportionnal :

“A river of uniform depth will have a more rapid flow at the narrower width than at the

greater, to the extent that the greater width surpasses the narrower[31].”
Leonardo was the first to take an interest in turbulent flows. As a chief engineer in a large area
of Italy, he focused his studies on vortices produced by bluff bodies and succeeded to iden-
tify several types of these which he often represented with accurate drawings (Fig. 1.3(left)).
However, his discoveries remained unpublished until the 19th century and flow rates con-
tinued to be measured in terms of "Oncia Milanese". Leonardo’s work on water vortices
was exploited commercially for flow measurement only in the 20th century by the release of
the first vortex shedding flow meter (1970s)[32]. The latter consists of a bluff bar (shedder
bar) that sheds vortices from both sides in an alternate way (Fig. 1.3(right)). Two signal
detectors are placed on both sides and are used to measure the frequency of vortices which
is proportional to flow rate. The frequency of the signal is then converted by a software to
velocity and flow rate readings [164].
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Figure 1.3: Elementary vortices of different scales drawn by Leonardo da Vinci (left)[11].
Schematic illustration of the working principle of a Vortex flow meter (right)[153].

Benedetto Castelli (1578-1643) student of Galileo Galilei, also understood the dependence
of flow rate on flow velocity in addition to the cross section of the channel which he expressed
in his book "Delia misura dell’acque correnti" in 1628[35]. In addition, Castelli studied the
link between velocity and head in a flow through an orifice, but only came up with a defective
unsatisfactory proof. His work was however carried on by his student Evangelista Torricelli
(1608-1647) who demonstrated that the flow through an orifice was proportional to the
square root of the head [49], which is known as Toriccelli’s Law :

“Liquids which issue with violence have at the point of issue the same velocity which any
heavy body would have, or any drop of the same liquid if it were to fall from the upper

surfaces of the liquid to the orifice from which it issues [32, 97].”
In his "Traité du Mouvemement des Eaux et des Autres Corps" published in 1686 [94],

Edme Marriotte (1620-1684) showed the proportionality between the force exerted by a jet
of liquid and the square of its velocity, the principle on which are based modern target flow

Figure 1.4: Original design of a Pitot tube drawn by Henri Pitot’s [27] (left). Schematic
illustration of the working principle of a Pitot flow meter [172] (right).
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Figure 1.5: Schematic illustration of the working principle of a Venturi flow meter: The
static pressure p1 in tube 1 is higher than p2, and the fluid speed v1 is lower than v2, as the
cross-sectional area of tube 1 is larger than that of tube 2 [66].

meters [26, 9]. Using a similar force-velocity relation, the first device for the measurement of a
river’s flow velocity was invented by Domenico Guglielmini (1655-1710) in the 17th century
[32]. The device consisted of a pendulum ball suspended from a quadrant gauge that is
calibrated in velocity units. The initially vertical string attached the ball was deflected by
the flow and the resulted deflection was measured using the quadrant [49].

In 1732, Henri Pitot (1695-1771) invented an instrument to measure water’s velocity and
the speed of ships, known as the Pitot tube. Pitot’s device consisted of two bore tubes, one
straight and the other right angled. The tubes were inserted in parallel into water so that the
end of the bent tube faced the flow (Fig. 1.4). The velocity and rate of flow were determined
by measuring the differences between the static pressure (measured by the straight tube)
and the stagnation pressure (measured by the right angled tube) [116].

In his book Hydrodynamica published in 1738, Daniel Bernoulli (1700-1782) stated
that [20]:

“An increase in the speed of a fluid occurs simultaneously with a decrease in static pres-

sure or a decrease in the fluid’s potential energy.”
However, it was Leonhard Euler (1702-1783) who, starting from Newton’s laws, derived

Figure 1.6: Schematic illustration showing the working principle of a turbine flow meter
[159].
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Figure 1.7: Schematic illustration showing the working principle of an electromagnetic flow
meter [120].

the equation bearing his name. Based on Bernoulli’s principle, Giovanni Battista Venturi
(1746-1822) discovered in the 18th century the phenomenon named after him, i.e. Ven-
turi effect. In his book "Recherches Experimentales sur le Principe de la Communication
Latérale du Mouvement dans les Fluides Appliqué à l’explication de Differents Phénomenes
Hydrauliques" published in (1797) [163], Venturi stated that the velocity of a fluid passing
through a constricted section of a pipe increases while its static pressure decreases (Fig. 1.5).
Based on his work, Clemens Herschel (1842-1930) developed in 1887 the commercial Venturi
tube used to measure flow rate [68].

During the same decade in which Venturi published his work, Reinhard Woltman (1757-
1837) developed in 1790 another type of flow measuring devices, known as turbine flow
meters. As shown in Fig. 1.6, these meters consist of a multi-bladed rotor angled in such a
way to transform the energy of the flow into rotational energy. The flow rate is determined
from the angular velocity of the rotating rotor to which it is directly proportional [9, 26].

Flow measurement techniques were further developed in the 19th century. One can
mention the pioneering work of Michael Faraday (1791-1867) who carried out in 1832 ex-
periments in which he attempted to measure the flow rate of the river Thames, using his
laws of electromagnetic induction[53]. The idea behind his experiments, which turned out to
be unsuccessful, was to measure the voltage generated by the river’s flowing water through
earth’s magnetic field. Later on, in 1851, Charlton Wollaston carried out similar experiments

Figure 1.8: Schematic illustration showing the working principle of a positive displacement
flow meter [127].
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Figure 1.9: Schematic illustration showing the working principle of Variable area flow
meters ("Rotameter") [131].

with success[91]. The operating principle behind electromagnetic flow meters (Fig. 1.7) is
based on Faraday’s law, according to which a conductive liquid flowing inside a pipe through
a magnetic field, generates an electromotive force that is proportional to the strength of
the magnetic field, the pipe’s inner diameter and flow velocity [9, 26]. The first commercial
electromagnetic flow meter was introduced in 1952 by the Dutch Tobi-meter Company.

During the same century, positive-displacement flow meters appeared through Samuel
Clegg’s invention of the gas meter in 1815 [155]. Positive-displacement flow meters are
widely used as residential water meters. They operate by passing the fluid through rotating
components of a chamber with a fixed volume. Each rotation of the components, translating
the passage of a known discrete volume, produces an electronic pulse to record the passing
volume. The flow rate is measured by counting the number of times the chamber fills, which
is deduced from the number of rotations (Fig. 1.8).

The 20th century saw the development and commercialisation of several new flow meters.
In 1908, Karl Kueppers (1874–1933) invented and patented the first variable area flow meter
(German patent 215225). This type of meters consists of a tapered metering tube containing
a float that is pushed up by the flow and pulled down by gravity. When the flow rate
increases the float rises in the tube to increase the area for the passage of the fluid (Fig. 1.9).
The flow rate is then measured according to the height of the float.

In 1959, Shigeo Satomura developed the first ultrasonic flow meter based on Doppler
effect, for blood analysis [132]. Doppler ultrasonic flow meters are not suitable for clean
liquids and require the presence of sonically reflective materials such as solid particles and
air bubbles in the flowing liquid. These Doppler flow meters operate by measuring the
frequency shift of ultrasound waves that are transmitted then received by a sensor after

Figure 1.10: Schematic illustration showing the working principle of transit time difference
(left) and Doppler (right) ultrasonic flow meters [160].
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being reflected by the moving particles (Fig. 1.10(right)). The measured frequency shift is
directly proportional to the flow velocity from which the flow rate is determined [9]. In the
1990s, Transit time (time of flight) ultrasonic flow meters were developed[125]. This type of
technology measures the time it takes for an ultrasonic wave to reach the other side of a pipe
wall in the two cases where it propagates in the same direction of flow and in the opposite
direction (Fig. 1.10(left)). The time difference is proportional to flow velocity of the fluid in
the pipe.

Mass flow meters appeared in the market in the second half of 20th century. In 1979,
the company "Micro Motion Inc." [17] introduced the first Coriolis mass flow meter based
on Coriolis effect which was described in an 1835 paper published by Gaspard-Gustave
de Coriolis (1792-1843)[41]. Thermal mass flow meters emerged in the 1960s and 1970s.
They operate according to King’s law, published by L.V. King in 1914 [81], which describes
mathematically the heat transfer in flows and the velocity at a point in the flow. The working
principle of thermal and Coriolis flow meters is described with details in Section 2.2. The
significant events that contributed to the evolution of flow measurement methods and which
we described above, are summarized in the timeline diagram shown in Fig. 1.11.

Towards Nano-flow Rates

In this thesis we are interested in the measurement of a range of liquid flow rates that
cannot be covered by most of the above mentioned flow meters. These flow rates range from
1 nL/min to 1000 nL/min and are defined as nano-flow rates. In order to give an idea on
how low are these rates, we determine the time necessary to form an average drop of water
at a flow rate of 1 nL/min. The equation that gives the volumetric flow rate QV is written
as the time derivative of the liquid’s volume V :

QV = dV

dt
(1.1)

The average volume of a water drop is roughly equal to 50 µL which corresponds to a
diameter of about 4.5 mm. The time needed to form this volume is given by:

t = Vdrop
QV

= 5 × 104[nL]
1[nL/min] ≃ 35 days (1.2)

This means that one needs to wait more than a month to get a drop of water with a
diameter of about 4.5 mm. Even more remarkable, one needs to wait more than 300 000
years to fill a bathtub of 160 L, at 1 nL/min.

After having defined the concept of flow rate and described the methods and devices
traditionally used to the measurement of a wide range of them, we focus on the scale of
nano-flow rates. In the following section, we present two projects that have brought together
national metrology institutes, universities and even hospitals with the same objective: filling
the void caused by the lack of measurement and calibration techniques for extremely low
flow rates.
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Figure 1.11: Timeline diagram describing the history of flow measurement methods.
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1.2 Metrology for Drug Delivery Projects
This thesis was carried out in the context of the "Metrology for Drug Delivery II" (MeDD
II) European project. This project is the following up of a previous project, "Metrology for
Drug Delivery I" (MeDD I), in which flow rates down to 2 µL/min were calibrated [25]. In
the following, we present the first MeDD project and briefly recall its main results. After
that, we move on to the MeDD II project of which we specify the main objectives and the
participating institutes. The results of this project are part of the work carried out in this
thesis and will be presented in Chapter 6.

Metrology for Drug Delivery (JRP HLT07 MeDD) is a European joint research project
that was carried out with funding by EMRP as part of the 2011 call in the "Health, SI
Broader Scope and New Technologies" field. This project aimed to improve the metrological
infrastructure for pharmaceutical drug delivery in order to ensure accurate and efficient
treatments, and improve patient safety. This goal was to be achieved by the development of
primary standards for flow rate measurements down to 1 nL/min. The project was started in
2012 and finalized in 2015. It involved metrology institutes, academia and hospitals such as:
the French Technical Center CETIAT, VSL (Germany, the coordinator of this project), CMI
(Czech Republic), DTI (Danemark), IPQ (Portugal), METAS (Switzerland), TÜBİTAK
(Turkey), THL (Germany) and UMC (Netherlands). The specific MeDD I project objectives
were the following:

1. Development and characterisation of primary standards for liquid flow rates ranging
from 10 ml/min down to 1 nL/min with a target uncertainty better than 0.5 %.

2. Characterisation of commercially available flow meters by investigating flow fluctua-
tions and the influence of various physical parameters and connectors.

3. Metrological assessment and characterisation of drug delivery systems. This included
the delivery systems as well as the tubing and needles used to deliver the drugs.

In order to realise the required metrological infrastructure, several primary standards
have been developed. The associated working principles were mainly based on the gravi-
metric method. For flow rates lower than roughly 5 µL/min, the front tracking and volume
expansion methods were used. These systems will be described in detail in Section 2.1.

In order to validate the developed standards, interlaboratory comparisons were organ-
ised. These intercomparisons were based on the calibration of several flow meters and a
syringe pump by the different partners. The table in Fig. 1.12 shows the flow rate range
and the associated expanded uncertainty measured by each laboratory. The comparison
results showed that all standards are consistent with each other within the claimed uncer-
tainties and for a flow range of 3 µL/h to 600 mL/h (equivalent to 3 mg/h to 600 g/h),

Figure 1.12: Flow ranges and the associated relative expanded uncertainties of the de-
veloped standards. The given mass flow rates were divided by the density of water at the
calibration temperature to obtain the volumetric flow rates [24].
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Figure 1.13: Relatives measurement errors for different mass flow rates, obtained by the
calibration of a flow meter against the standards developed, in the context of the intercom-
parison [25].

see Fig. 1.13. Following these intercomparisons, three project partners (VSL, METAS and
IPQ) have claimed Calibration and Measurement Capability (CMC) entries at the BIPM or
country-specific accreditation. The uncertainties obtained range from 0.6% for the lowest
flow rate, i.e. 6 µL/h to 0.05% for the highest flow rate, i.e. 6 L/h [25, 24].

As a continuation to the first MeDD project, MeDD II (18HLT08) was created in 2019
(Fig. 1.14). The main goal of this project was to ensure the traceability to S.I. of Units of
volume, flow and pressure measurements and improve the accuracy of drug delivery devices
for flow rates of at least an order of magnitude lower than those measured in MeDD. This
was to be accomplished through the development of new primary standards and calibration
methods that would expand the existing metrological infrastructure. The project also aimed
to study fluctuating flow rates, the physical properties of mixtures and occlusion phenomena
in multi-infusion systems, allowing a complete characterization of drug delivery devices.

More specifically, the main objectives of the project are the following [121, 13] :

1. Development of new primary methods for the measurement of flow rates going down
to 5 nL/min with a measurement uncertainty of 1 % (k=2) for steady flows and 2 %
(k=2) for fluctuating flow rates. These methods will allow the study of the response or
delay time of medical flow devices (e.g. infusion pumps, pain controllers and infusion
pump analysers).

2. Upgrade of the existing flow facilities of the participating NMIs in order to enable
traceable measurements of the dynamic viscosity of Newtonian liquids as a function of
the flow rate and pressure difference, with a target uncertainty of 2 % (k=2).

3. Development of a proof-of-concept on-chip microfluidic pump that generates flow rates
lower than 100 nL/min and can be used as a transfer standard in microfluidics appli-
cations e.g. drug discovery and organs-on-a-chip.

The developed primary systems are based on different methods namely: the gravimetric
(METAS, DTI, RISE), interface or front tracking (CETIAT, THL), interferometric (IPQ)
and micro-PIV methods (NEL, HS). These will be described in detail in Section 2.1. In
order to validate the different methods, an interlaboratory comparison was carried out for
flow rates ranging from 5 nL/min to 1500 nL/min. The comparison’s protocol and results
are presented in Chapter 6.

The presented projects were created to develop new techniques that cover lower flow rates.
From this, questions arise as to why we are interested in the measurement of nano-flow rates
and where we can encounter them. To answer these questions, we present in the following
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Figure 1.14: Photograph of MeDD II participants at the project meeting hosted by
METAS, Switzerland.

section the main applications where low flow rates play an important role. Contrary to what
one may think, nano-flow rates can be encountered in a large range of fields. For this reason,
we decided to focus only on the medical field, as it is at the heart of the project MeDD II,
and microfluidics which generally involves flows within small channels, at low rates.

1.3 Low Flow Rate Applications
We devote this section to the presentation of various applications involving nano-flows. In
doing so, we want to demonstrate the important role that nano-flows play in scientific research
applications but also in the health sector, where patient safety is at the center.

1.3.1 Drug Delivery

In the medical field, drugs are delivered using different devices such as syringe pumps, and
portable and implantable infusion pumps. The most common used portable infusion devices
are most likely insulin pumps. According to HAS ("Haute Autorité de Santé") there are
about 62500 patients using insulin pumps in France, during the year 2020 [118]. For some
patients, insulin is delivered continuously at very low basal rates. The latter is defined
as the specific amount of insulin that the pump continuously delivers each hour. As an
example, "Medtronic MiniMed" pump can deliver a minimal basal rate of 0.025 units/h for
U-300 insulin (300 units of 1 mL total volume), which is equivalent to a continuous insulin
flow rate of about 1 nL/min [98]. The use of portable infusion pumps is also common in
Pulmonary Arterial Hypertension treatment by the administration of Treprostinil [12, 140].

Implanted infusion pumps are small devices placed under the skin for intravenous, intra-
arterial, subcutaneous, etc. drug delivery. Contrary to other methods, they can provide
targeted and consistent medicine by sending medications through a catheter to a specific
part of the patient’s body. They are generally used for the treatment of chronic pain by
the administration of pain killers at very low and controlled infusion rates. As an example,
"Medtronic SynchroMed" implantable pump nominally delivers a minimal programmable
flow rate of 0.048 mL/day which is equivalent to about 33 nL/min [1].

In hospitals, the most used drug delivery devices are syringe pumps. Applications such
as critical care, anesthesia and pediatrics require the administration of drugs at precise and
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Figure 1.15: Picture of a Medtronic MiniMed infusion pump (left). Illustration of the
Medtronic Synchromed pump implanted on the skin of a patient (middle). Photograph
showing the Medfusion syringe pumps implemented in a hospital for drug delivery (right)
[98, 1, 95].

controllable flow rates. As an example, the "Medfusion" syringe system, which is trusted in
many US hospitals and is the most widely indicated syringe pump on the market, can deliver
nominal flow rates going down to 0.01 mL/h, i.e. 167 nL/min, with a 2 % accuracy and
high continuity[95].

1.3.2 Microfluidics

Flow rate is an important parameter in microfluidics applications, especially those involving
droplet generation and Organs-on-a-chip [144]. Droplet-based microfluidics is employed for
example in polymerase chain reaction (PCR) analyses [174], enzyme kinetics studies [149],
cell cultures [96], functional component encapsulation [64], polymeric particle synthesis [89],
etc. Hong et al. [71] investigated numerically the effect of flow rate on droplet formation
in a co-flow geometry. They showed that by changing the flow rate ratio Qd/Qc of the
dispersed and continuous phases, the generated droplets transit from a state where their size
and frequency are strongly dependent on the flow rate ratio to a state where they are almost
independent of the ratio. More specifically, they showed that when Qd/Qc ≥ 1 droplets’
size control was easier since it depended weakly on the generated flow rates and instead
depended on the capillary number. In addition, the frequency of the droplets was shown to

A B 

Figure 1.16: (A) Images of four drop patterns, produced in a co-flow geometry, for a flow
rate ratio Qd/Qc < 0.1. (B) Diameters of the generated droplets as a function of Reynolds
number Re and the ratio Qd/Qc at a Capillary number Ca = 0.221 [71]
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be proportional to the flow rate of the dispersed phase Qd in the same range of flow ratios.
In the case where Qd/Qc < 1, the droplets’ size and pattern were changed by adjusting the
input flow rates (Fig. 1.16).

Zhu et al. [181] studied droplet generation in a co-flow geometry under fluctuating flow
rates of the dispersed phase. The flow was perturbed by applying mechanical vibrations, of
specific frequencies and amplitudes to the microfluidics channel containing the inner fluid.
They showed that for frequencies lower than the natural generation frequency of droplets
fd, the formation of these was perturbed resulting in a polydisperse size distribution. By
subjecting the tubing to vibrations with a frequency in the range of fd to a critical value the
droplets were monodisperse and generated with the same frequency as that of the applied
vibrations. In this synchronization region droplet size can be modulated in a wide range.
Above the critical value the generation frequency and droplet size were weakly affected by
the frequency of vibrations. The droplet size and uniformity in this region was rather affected
by the vibrations’ amplitude which at high values causes important flow rate fluctuations
that can be negative in some cases. The induced flow rate fluctuations change the local force
balance where the droplets break up and as a consequence, can be exploited to modulate the
droplets’ size, uniformity and generation frequency (Fig. 1.17).

Costa et al. [43] studied the formation regimes of water-in-oil droplets, generated in a
flow-focusing device, under the influence of flow rate and flow rate ratio of the dispersed and
continuous phases. The flows were generated by syringe pumps with flow rates ranging from
500 nL/min to 6 µL/min. For a flow rate ratio lower than 0.5, droplets were generated in
dripping regime, the latter corresponding to a droplet formation mode in which the droplets
detach at the orifice. For a ratio between 0.5 and 1 the squeezing regime and larger droplet
sizes were observed. Droplets were not able to form when the flow rate of the dispersed

B 

A 

C 

Figure 1.17: Effects of vibration frequency on droplet generation, in a co-flow geometry.
(a) Schematic of the microfluidics channel’s geometry. Qin(t) is the fluctuating flow rate of
the inner phase, due to the generated vibrations. Qout is the flow rate of the outer phase.
(b) Images of droplet generation with increasing vibration frequencies, at the flow rates
Qin = 80 µL/h and Qout = 1 mL/h. The frequency of the generated vibrations is marked
on the upper right corner of each image. (c) Plots of droplet generation frequency fd versus
vibration frequency f at the same conditions as (b) [181].
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A B 

Figure 1.18: Droplet formation regimes. (A) Microscope images of Gellan droplets pro-
duced using a flow-focusing geometry at the beginning and end of the process. The flow rate
of the dispersed phase QN

d = 0.5 µL/min and continuous phase QN
c : (a and a1) 1.0 µL/min

(squeezing regime), (b and b1) 4.0 µL/min (dripping regime) and (d) 1.0 µL/min (non
droplet formation). For QN

d = 1.5 µL/min: (c and c1) QN
c = 2.0 µL/min (jetting regime)

and (e) QN
c = 1.0 µL/min (non droplet formation). (B) Droplets formation regimes as a

function of nominal flow rate of the phases. The dispersed phase in (a) is water and (b)
aqueous solution of gellan [43].

phase exceeded that of the continuous phase. The jetting regime was observed at flow
ratios greater than 1 and represented a transition between the formation and non-formation
regimes (Fig. 1.18). Jetting occurs when the inner phase forms a jet that breaks, away from
the orifice, to form droplets. The droplets’ size and monodispercity also was affected by
the flow rate of the continuous phase which, increasing, led to smaller and more uniform
droplets.

Low flow rates are also present in Organ-on-chip applications that generally include cell
cultures, whose physiological and chemical environment is controlled by the injection of
nutrients at low flow rates. In their studies of drug toxicity on human hepatocytes, Lee et

Figure 1.19: Schematic illustration of the microfluidic liver sinusoid. The hepatocyte cul-
ture area (blue) is separated from the nutrient transport channel (red) by parallel microfluidic
channels with small cross-sections. This creates a high fluidic resistance into the cell culture
which concentrates the cells in the culture area and minimizes convective flow through the
cell culture region while allowing diffusive transport [88].
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Figure 1.20: Design of the microfluidic chip used for iHCC. (A) Illustration of the side view
of the chip. (B) Circulation loop that mimics the blood circulatory system and interconnects
the different cell tissues.(C) Photograph of an actual iHCC chip [80].

al. [88] created an artificial liver sinusoid on a microfluidics chip with an endothelial-like
barrier represented by a set of parallel channels (Fig. 1.19). The hepatocytes culture was fed
by the passage of nutrients through the endothelial-like barrier at controlled flow rate of 10
nL/min, necessary for maintaining cell survival within the microfluidic chip.

In their study of the side effects of the anti-cancer drug doxorubicin, Kamei et al. [80]
developed an integrated Heart/Cancer on a Chip (iHCC) using human healthy heart cells
and liver cancer cells. The microfluidic chip included an artificial blood circulatory system in
the form of a closed circulation loop in order to connect the different cell tissues (Fig. 1.20).
Pneumatic valves and a peristaltic micropump were microfabricated and integrated in the
chip for precision flow control. The drugs and metabolites were moved from a chamber to
another through the loop at a generated flow rate of 26 nL/min.

1.3.3 Inkjet Printing

Electrohydrodynamic jet (e-jet) printing is a high resolution (down to 50 nm) printing tech-
nology where the printed liquid is driven by an electric field [101]. More specifically, the
ink is pulled from a nozzle tip by imposing a voltage between the nozzle and an opposing
conducting support. Different jetting modes are possible depending on the strength of the
electric field and the flow rate (Fig. 1.21). The pulsating mode (characterized by the ejection
of distinct droplets) and the cone-jet mode (characterized by a continuous stream of liquid)
are favored in patterning processes as they allow the deposition of individual droplets and
lines with micro- and nano-metric sizes, as noted above. In these modes, the flow rate plays
an important role in setting the frequency of the ejected droplets and the diameter and
stability of the jet [110]. For instance, in the cone-jet mode and for flow rates ranging from
300 nL/min and 1300 nL/min, the pattern’s width is directly proportional to the flow rate,
however the length of the jet decreases with increasing in the flow rates due to instabilities
[38].
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Figure 1.21: Formation of electrohydrodynamically produced jets. (A) Modes of jetting
depending on the flow rate and applied electric tension [40]. (B) Produced Jets of mixtures
(ethanol and terpineol) depending on the values of the dimensionless parameters: β for flow
rate and α for voltage [110].

1.3.4 Nano-liquid Chromatography

Liquid chromatography is an analytical separation technique based on the separation of com-
pounds that are carried by a liquid through a solid, depending on the interactions between
the compounds and the liquid and solid phases (Fig. 1.22). In the case of Nano-Liquid Chro-
matography (Nano-LC) the separations are performed using columns of 10–100 µm internal
diameter and mobile phase flow rates of the order of 10-1000 nL/min [37]. Nano-LC is ap-
plied in many pharmaceutical and biomedical applications such as the analyses of proteins
and peptides (50 nL/min) [93], biomarkers (350 nL/min) [141], drugs (190 nL/min) [47] and
forensic analyses (0.4 nL/min) [180]. Nano-flow rates have permitted to achieve better mass
and concentration sensitivity compared to the conventional LC [37]. It is extremely impor-
tant during the analyses to maintain the flow rate at the required value. As a matter of fact,
flow rates higher than required may affect the quality of the separation, as the compounds
do not have enough time to interact with the stationary phase. Likewise, a lower flow rate
than the required one expands analyses’ time and causes delays in the appearance of the
peak [138, 129, 60]. As a consequence a special care was given to the choice of the flow
generating pump [60, 37].

Figure 1.22: Schematic illustration of the experimental setup for nano-liquid chromatog-
raphy [52].
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In the last sections, we defined liquid nano-flow rates and outlined the main applications
where they play an important role. We also presented two european projects in the context
of which national primary standards were developed. We recall here the main objective of
this thesis that is part of the project MeDD II:

“Development of a primary standard for the calibration of devices which operate at

nano-flow rates, in order to ensure the measurements’ traceability to the S.I. of Units.”
In this statement only, one can notice the intensive use of a particular vocabulary which

refers to various metrological concepts, placing metrology at the very center of this thesis.
Thus, before moving on to the next chapter, we believe that it is essential to recall the defi-
nitions of the main metrological concepts that are important for understanding the structure
and purpose of this thesis work.

1.4 Metrology Vocabulary and Concepts

We devote this section to the definition of the metrological concepts necessary for the un-
derstanding of this thesis, after which we briefly explain the procedure of interlaboratory
comparisons that we used for the external validation of our system. The information pro-
vided here correspond to the official definitions given in the VIM [22] and GUM [79]. These
two guides were established by the JCGM which is formed by 7 international organisations
such as BIPM and ISO, for example.

1.4.1 Definitions Related to Measurements and Standards

Measurement standard: Realization of the definition of a given quantity, with stated
quantity value and associated measurement uncertainty, used as a reference.

Primary Standard: Measurement standard established using a primary reference mea-
surement procedure, or created as an artifact, chosen by convention.

Secondary Standard : Measurement standard established through calibration with
respect to a primary measurement standard for a quantity of the same kind.

Calibration: Operation that, under specified conditions, in a first step, establishes
a relation between the quantity values with measurement uncertainties provided by
measurement standards and corresponding indications with associated measurement
uncertainties and, in a second step, uses this information to establish a relation for
obtaining a measurement result from an indication.
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Figure 1.23: Schematic illustration explaining the traceability chain to the I.S. of Units
[171].

Figure 1.24: Schematic illustration showing the mass calibration chain using the Interna-
tional Prototype of the Kilogram. This artefact is not a primary standard anymore since
2019. [105].

Traceability: property of a measurement result whereby the result can be related to
a reference through a documented unbroken chain of calibrations, each contributing to
the measurement uncertainty.
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1.4.2 Definitions Related to Measurement Uncertainty

Standard uncertainty: uncertainty of the result of a measurement expressed as a
standard deviation.

Expanded uncertainty: quantity defining an interval about the result of a measure-
ment that may be expected to encompass a large fraction of the distribution of values
that could reasonably be attributed to the measurand.

Coverage Factor k: number larger than one by which a combined standard measure-
ment uncertainty is multiplied to obtain an expanded measurement uncertainty. The
value of k is chosen depending on the level of confidence required for the interval y-U
to y + U .

Repeatability: measurement precision under a set of repeatability conditions of mea-
surement. A repeatability condition being condition of measurement, out of a set of
conditions that includes the same measurement procedure, same operators, same mea-
suring system, same operating conditions and same location, and replicate measurements
on the same or similar objects over a short period of time.

Reproductibility: measurement precision under reproducibility conditions of mea-
surement. A reproducibility condition being a condition of measurement, out of a set of
conditions that includes different locations, operators, measuring systems, and replicate
measurements on the same or similar objects.

Combined Uncertainty: the standard uncertainty of the result of a measurement
when that result is obtained from the values of a number of other quantities, equal to
the positive square root of a sum of terms, the terms being the variances or covariances
of these other quantities weighted according to how the measurement result varies with
changes in these quantities.

Generally, a measurand Y is not measured directly, but is determined from N other
quantities X1, X2, ..., XN through a function f = (X1, X2, ..., XN ) relating these quantities.
By taking y as the measurement result of Y , and given that all input quantities are indepen-
dent, the standard uncertainty of y, denoted uc(y), is obtained by combining the standard
uncertainties of each quantity estimate as follows:
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Figure 1.25: Uncertainty distributions and the associated standard uncertainties, with
examples of where they can be used.

u2
c(y) =

N∑
i=1

(
∂f

∂xi

)2
u2(xi) (1.3)

Where f = (x1, x2, ..., xN ) is the functional relationship relating the quantity estimates
x1, x2, ..., xN .

The measurement error is defined as the measured quantity value minus a reference
quantity value (Equation (1.4)). For example, measurement error is used for the comparison
of the measurement values, given by an instrument under calibration, with reference values
that are measured by a primary system.

eabsolute = xmeasured − xreference (1.4)

It is sometimes called absolute error to distinguish it from the relative error which is defined
as the error of measurement divided by a reference value of the measurand, as given in the
equation below:

erelative(%) = xmeasured − xreference
xreference

(1.5)
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Figure 1.26: Schematic illustration explaining the difference between accuracy and preci-
sion

In order to determine the mean flow velocity or flow rate using our method (Chapter 3.2),
we perform a linear regression on the measured positions of the meniscus y with respect to
time x. The line that best fits our data is determined using the least squared method and is
expressed by:

ŷ = β0 + β1x (1.6)

Where β1 is the slope, which is equal to the flow velocity, and β0 is the intercept.
In order to estimate the measurement uncertainty associated with the mean flow velocity

we calculate what is known as the residual standard error (RSE). If the fit line was determined
using n independent data points, in our case these are the positions of the meniscus and the
associated timestamps, the degrees of freedom of their respective standard uncertainties is
df = n − 2. The measurement uncertainty is, in this case, expressed by [79, 78]:

RSE =
√

RSS

df
=

√√√√∑n
i=1 (yi − ŷi)2

df
(1.7)

Where RSS = ∑n
i=1 (yi − ŷi)2 is the residual sum of squares, yi the measured position, ŷi

the predicted position by the linear regression and df = n − 2 the degrees of freedom. n is
the number of measured positions and ȳ =

∑n

i=1 yi

n the mean of the measured positions.

1.4.3 Interlaboratory Comparisons

An interlaboratory comparison (ILC) is the organization, performance and evaluation of
measurements or tests on the same or similar items by two or more laboratories in accor-
dance with predetermined conditions, as defined in the ISO/IEC 17043:2010 [76]. An ILC
comparison can be organised in many different ways. The one adopted in our project is
explained below and illustrated in Fig. 1.27. A detailed description of the testing procedure,
conditions and tested items is presented in Chapter 6.

1. The test item is initially sent by the coordinating body to the first laboratory which
tests the item under given conditions that are in accordance with the established com-
parison protocol.

2. The first laboratory forwards the item to the next laboratory which tests it under the
same conditions, then forwards it to the following laboratory and so on.

3. The last laboratory to receive and test again the item is the first one.
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Figure 1.27: Schematic illustration of the organisation of an interlaboratory comparison

4. Each participant laboratory sends their test results to the coordinating body which
evaluates the results and issues a comparison report.

In order to assess the quality and comparability of the measurements we determine for
each laboratory the degree of equivalence [76, 18] which is calculated from the measurement
errors, the associated uncertainties, the weighted mean value and the weighted uncertainty
as shown in the equations below:

Eni = xi − xREF√
u(xi)2 − u(xREF )2 (1.8)

xREF =
∑

xi/u(xi)2√∑ 1/u(xi)2 (1.9)

u(xREF ) = 1√∑ 1/u(xi)2 (1.10)

Where xiis the relative measurement error of lab i at given flow rate, u(xi) is the measurement
uncertainty of lab i at given flow rate, xREF is the weighted mean value and u(xREF ) is the
weighted uncertainty.

According to En’s value, the measurement systems are validated or excluded as follows:

• En ≤ 1 the results are considered satisfactory.

• En > 1 The results are considered unsatisfactory.



Chapter 2

Nano-flow Rate Measurement
Methods

In the previous chapter, we described the evolution of liquid flow measurement methods
starting from ancient egyptian times until the 20th century. We presented the working
principle of various flow meters which operate at flow rates ranging from 1010L/h down to
1 mL/h. Furthermore, we presented two projects and several applications that show the
growing interest, mainly in the health and research sectors, for the measurement of nano-
flow rates. At the end of the chapter, we defined the metrological concepts necessary to
understand the purpose of this thesis.

In this chapter, we present the current state-of-the-art of primary flow measurement
methods. These methods were developed by national metrology institutes in different Euro-
pean countries, in the framework of the "Metrology for Drug Delivery" projects. To conclude
the chapter, we describe the thermal mass and Coriolis methods on which are based most of
the flow meters that operate at low flow rates.

2.1 Primary Measurement Methods

2.1.1 Gravimetric Method

Most micro-flow calibration facilities in Europe are based on the gravimetric method. CE-
TIAT[108, 56, 25], METAS[25, 23], IPQ[25, 16] and many other national metrology institutes
possess their own national primary standard that is based on gravimetry. The calibration
facilities of the NMIs may be different, but they are all based on the same principle: measur-
ing the change in the mass of a collected liquid over time, under the effect of a generated flow
[75, 25]. Fig 2.1 illustrates the most simple measurement setup for the gravimetric method.
The mass flow rate Qm writes as:

Qm = ∆m

∆t
(2.1)

where ∆m is the change in the mass of the collected liquid and ∆t is the time interval over
which the mass change is measured.

In the remainder of this chapter, we describe the existing facilities developed by different
NMIs based on the gravimetric method, starting by CETIAT. These facilities were mainly
developed for the measurement of liquid micro- and milli-flow rates, as part of the project
MeDD. Most of the developed calibration systems were adapted and improved during the
project MeDD II, for the standardization of lower flow rates.

27
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Figure 2.1: Illustration of the working principle of the gravimetric method [25].

CETIAT’s Facility

The French national standard for liquid (water) flow is held by CETIAT, which is the French
designated institute for liquid water flow, humidity, and air speed. For liquid flow, a new
facility has been inaugurated and accredited in 2012 to extend the national standard down
to micro-flow rates. CETIAT’s facility consists of three main parts, shown in Fig. 2.2. In
the first part, water is filtered, degassed and demineralised using a purification system. The
ultra-pure water flows into a tank placed in a thermostatic chamber. In order to generate a
flow rate, the pressure of the tank is regulated using a metal bellow. The temperature of the
chamber can be adjusted from 10 ◦C to 50 ◦C in order to perform the measurements in the
working conditions under consideration by the calibration. Under the generated pressure,
water leaves the tank and flows towards another thermostatic chamber, through a thermally
insulated tubing. The device to be calibrated lies on this second part of the facility. Naturally,
the temperature of the second chamber is adjusted so as to maintain the same conditions
in the whole system. Leaving the second chamber, water flows until it reaches a beaker in
which it is collected. The beaker is placed on a weighing scale in order to measure the mass
changes produced by the collected water. Water flows inside the beaker through a vertical
stainless steel capillary with an inner diameter in the range of 100 µm to 500 µm.

In order to reduce water evaporation, the beaker is covered by leaving a hole around

Figure 2.2: Schematic illustration with real photographs of CETIAT’s gravimetric facility
[25].
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(b) (a) (c) 

Figure 2.3: METAS’ gravimetric primary system. (a) Photograph of the calibration facility.
(b) Schematic Illustration of the experimental setup. (c) Schematic illustration of the beaker.
A: outlet needle. B: measurement beaker. C: glass filter,D: water in evaporation trap. E:
mount for temperture and humidity sensor. F: balance. G: tubing for humidity exchanger.
H: cover [25].

the capillary, to avoid air saturation. Nevertheless, evaporation is measured before and
after every calibration and used to correct the measured flow rate. As the capillary tube is
immersed in water, other phenomena arise, creating new sources of uncertainty. These come
essentially from buoyancy and capillary forces. In a move towards more accurate calibrations,
CETIAT implemented new measurement procedures to quantify the encountered physical
phenomena and to systematically correct the reported flow rate values [56].

In order to ensure the traceability of the measured masses to the S.I. of Units, the
weighing scale is calibrated against mass standards which are previously calibrated in the
national standard laboratory for mass (LNE) . The traceability of the timestamps recorded
by the computer is ensured by the calibration of the computer’s clock against CETIAT’s
Rubidium atomic clock that is calibrated against the French national standard for time and
frequency, at LNE-SYRTE (Section 4.1.5). CETIAT’s micro-flow facility covers static and
dynamic (fluctuating) flow rates from 1 g/h to 100 Kg/h with a best expanded measurement
uncertainty of 0.1 % (k=2) [25].

Figure 2.4: Photograph (left) and schematic illustration (right) of METAS’ gravimetric
bench [104].



30 CHAPTER 2. NANO-FLOW RATE MEASUREMENT METHODS

METAS’ Facility

The generation of a stable flow rate in METAS’ micro-flow facility, is carried out in a similar
way as in CETIAT. Mainly, a constant pressure drop is created between the water in the
tank and the tip of a capillary tube, the latter which is connected to the collecting beaker.
The inner diameter of the capillary and the imposed pressure drop determine the flow rate,
according to Hagen-Poiseuille law. Special care is taken regarding the water’s quality. To
stop the growth of bacteria, water is treated with UV light or sodium azide which, if added
in small amounts, does not affect water’s density appreciably. In addition, the liquid is
continuously degassed as it brought to flow in a closed loop, going from the water tank,
through the tubing and back to the tank. In order to avoid air bubbles, the system is flushed
with CO2 and then with ultra pure water before the calibrations.

The beaker where water is collected is placed inside an evaporation trap within the
weighing zone housing (Fig 2.3). To avoid condensation around the capillary tube because
of the saturated air, the humidity is regulated by two holes that are located in the upper
part of the housing and act as a humidity exchanger. Contrary to CETIAT’s facility, the tip
of the capillary is not immersed in water. Instead, it is placed at 50 µm above a glass filter
that sucks by capillarity the water and avoids droplet formation at the tip. Passing through
the glass filter, water flows into a foam where it is absorbed. The glass filter and absorbing
foam are important to avoid surface tension effects that need to be corrected.

METAS’ primary standard covers steady flow rates going from 0.1 µL/min to 1 mL/min
with expanded measurement uncertainties (K=2) in the range of 0.6% to 0.1%. The mea-
surement times vary between 240 min for the lowest flow rate to 1 min for the highest one.
Calibrations of pulsating flow rates can be performed from 1 µl/min to 1 ml/min, with
expanded measurement uncertainties in the range of 2.7% to 0.2%.

In a more recent version of the facility, the flow rate is generated using a homemade
piston prover (Fig 2.4). The latter is used to push the plunger of a filled syringe, in a similar
way as a syringe pump. By measuring the positions of the piston over time, the generated
flow rate can be deduced from the cross sectional area of the piston multiplied by its speed.
The piston is moved using a high precision linear stage. Its positions are determined from
the number of pulses sent by a linear measuring system and recorded using a software. The
latter pairs the measured positions with timestamps used to determine the piston’s speed.
The device under test (DUT) is placed between the piston prover system and the beaker that
collects water. The flow rate is measured in the weighing zone following the same method
as for the oldest version of the facility [104, 103, 25, 23].

IPQ’s Facility

IPQ’s gravimetric facility (Fig. 2.5) includes four precision balances with measurement ca-
pacities in the range of 500 g down to 0.5 g. To reduce evaporation, the weighing beaker
is placed inside an evaporation trap. Droplet formation at the capillary’s tip is avoided
by immersing the capillary in water inside the beaker. In order to avoid the formation of
bubbles, a vacuum membrane is integrated in the system to degas water before filling the
flow generator. To generate flow rates IPQ use a high precision syringe pump. As the mass
changes are very small at low flow rates, a balance with a resolution of 0.001 mg and max-
imum capacity of 20 g is used. IPQ’s system enables calibrations with measurement times
from 15 to 20 min. The flow rates covered are in the range of 50 nL/min to 10 mL/min with
measurement uncertainties from 0.6% to 0.15%, respectively [25].
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Figure 2.5: Photograph of IPQ’ gravimetric bench [25].

DTI’s Facility

The system developed by DTI’ includes the main components of a typical gravimetric setup
(Fig. 2.6). In addition to covering the water’s surface with oil to reduce evaporation, the
latter is measured in order to minimize its correction uncertainty. As the volume of the beaker
is limited, the setup includes a system to empty automatically the beaker when it is full.
The whole setup is placed inside an isolation chamber made of metal with an isolation layer,
in order to stabilize the temperature and minimize convection effects. During a calibration
of a flow meter, water flows from the reservoir to the syringe pump, passing by the degasser.
The degassed water is used to fill the syringe. When a flow rate is generated using the
syringe pump water flows through the flow meter and ends in the weighing beaker. The
main uncertainty component in this system is the capillary forces from the rise in the water
and oil’s level along the needle. DTI’s primary system covers a flow range of 83 nL/min to 1
mL/min, with measurement times from 10 min up to 75 min, for the lowest flow rates [104,
25].

BHT’s Facility

BHT’s measurement system consists of a pressurized water tank to generate the flow, filter
(0.5 µm pore size) and degasser to produce extra pure water, pressure sensor, a Bronkhorst
flow meter with a piezoelectric valve, a weighing scale and valves (Fig. 2.7). In order to reduce

Figure 2.6: DTI’ gravimetric facility. (left) photograph of the experimental setup. (right)
schematic illustration of the setup. (1): reservoir. (2): degasser. (3) syringe pump. (4):
balance. (5): balance electronics. (6): isolating chamber [25].
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Figure 2.7: Photograph (left) and schematic illustration (right) showing BHT’ facility [117].

vibrations, the whole setup is placed on a granite table. Evaporation is reduced significantly
by covering the water’s surface with a layer of oil. The fast temperature changes are reduced
by putting the setup in a box. The particularity of BHT’s system is that the flow’s stability
is ensured by the flow meter which controls the piezoelectric valve. In fact, the flow meter
measures continuously the flow rate and as a response to fluctuations, controls the valve to
keep the flow rate constant. The mass flow rate values that are measured using the balance
are filtered with a sliding average window of 60 s. BHT’s facility cover two ranges of flow
rates. The first corresponds to 1–2000 mg/h which is equivalent to 20 nL/min – 33.3 µL/min.
The corresponding measurement uncertainties vary between 8.8 % and 0.25 % (k=2) with
measurement times ranging from 2 hours to 2 minutes. The second range corresponds to
lower flow rates going from 0.3 mg/h to 1.2 mg/h, i.e. from 5 nL/min to 20 nL/min. The
associated uncertainties vary between 29.2 % and 8.8 % (k=2), with measurement times of
2 hours [25, 117, 104].

CMI’s Facility

CMI’s gravimetric system is based on a special beaker with the purpose of eliminating
systematic errors due to buoyancy and capillary forces. The beaker includes three parts
schematically shown in Fig. 2.8. Water flows through the needle to part (A) where water
is collected and the needle immersed. The inner beaker is placed inside a glass capillary
and both are covered on the top by a plexiglass lid. The space between the inner beaker
and cover allows the water to flow from part A to the collecting beaker (C) in order to keep
the water’s level constant in part (A). Oil is added on the surface of water in part (A) and

Figure 2.8: Schematic illustration of CMI’ gravimetric setup [104].
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Figure 2.9: Schematic illustration of a typical PIV setup [124].

(C) to reduce its evaporation. The uncertainty due to buoyancy correction is reduced since
the buoyancy force between a needle and a weighing scale is kept constant. In addition,
the fluctuations in mass readings are reduced as the water level is kept constant, i.e. the
slip-stick motion of the water surface along the needle due to the increasing in water’s level,
is suppressed. CMI’s facility was developed to measure flow rates going down to 1 mg/h,
which is equivalent to about 17 nL/min [104].

2.1.2 Particle Image Velocimetry (PIV)

PIV is an optical method used to measure the instantaneous velocities in a flowing fluid. A
PIV setup consists essentially of a CCD camera for image acquisition, a laser unit, optics to
produce the light sheet, seeding particles and a synchronizer to synchronise the camera with
the laser pulses Fig. 2.9. This method consists on the seeding of the fluid under investigation
with tracer particles that are small enough to faithfully follow the flow dynamics. The tracer
particles within a given plane of the fluid are illuminated with a laser light sheet at short
exposure times to avoid motion blur. Images of the moving particles are acquired at different
instants, from which the displacements of the particles are measured by cross-correlation.
The fluid’s velocity profile is deduced from the measured particle displacements [2, 173].

HS’ Facility

For the measurement of flow rates using PIV method, HS use two different setups. For
small channels (with a height smaller than 50 µm), they use a standard microscopy with
transmitted light. Flow rates are generated using a high precision syringe pump. The flow
is visualized in a channel of a microfluidics chip, which is placed below the camera and lens
(Fig. 2.10). The magnifications of the lens used vary from 10x to 50x. The fluid is seeded
with Polystyrene beads having a diameter of 20 µm. The fluid is a mixture of deionized water
and heavy water (50 % v/v) which leads to a medium and beads density of 1.05 g/cm3.

For channels larger than 50 µm, a holographic setup is used. This setup consists of a laser
diode, a hole, and a CMOS sensor for image acquisition (Fig. 2.11 (left)). The main advantage
of this method is that multiple flow planes can be reconstructed from a single image of the
particles’ interference pattern. Fig. 2.11 (right) shows the steps of holographic analysis:
The acquired holograms are reconstructed then edited to obtain an images from which the
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Figure 2.10: HS’s experimental setup used for flow rate measurements using PIV method.
On the left is shown a photograph of the measurement system. The dimensions of the
microfluidics channel are equal to 50x5x0.85 mm (LxWxH). The seeding beads used have a
diameter of 20 µm. On the right are shown 2 images acquired by the microscope at different
instants. The white arrows show the beads that moved between the two instants. The beads
that didn’t move are sedimented at the bottom of the channel [104].

particle’s displacements are measured by cross-correlation. Unwanted artifacts are removed
from images by thresholding. However, when using the holographic method, small channels
appear dark as the outer surface of the channel diffracts a lot of light. As a consequence,
the interference pattern of the tracer particles is hidden by that of the channel’s surface. As
mentioned above, this limitation can be overcome by the use of standard microscopy. HS’s
PIV system covers flow rates ranging from 60 to 6000 µL/min with possible improvements
to go down to 5 nL/min [104].

NEL’s Facility

NEL’s system is based on the tracking of fluorescent seeding particles. The measurement
setup consists essentially of a epifluorescent microscope, a microfluidics chip and a pres-
sure system to generate flow rates (Fig. 2.12). The microfluidics chip includes a serpentine
channel with a rectangular cross section. In order to measure the different flow rates with

Figure 2.11: HS’s experimental setup used for flow rate measurements using the Holo-
graphic PIV method. On the left is shown a schematic illustration of the measurement
system. On the right are shown three images explaining the steps of holographic processing
performed on the acquired images [104].
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Figure 2.12: NEL’s experimental setup used for flow rate measurements using PIV and
front tracking methods [104].

approximately the same flow velocities, the channel’s width and length are varied. The
height, however, is always kept constant. Changing the dimensions of the channel leads to a
change in the fluidic resistance which is derived each time from Hagen-Poiseuille’s law. The
latter is used to determine the generated flow rate from the fluidic resistance and applied
pressure. Notice, when using a syringe pump, the generated flow rate corresponds to the
target flow rate at which the pump is set. Flow rate in the channel is measured from the
velocity of the beads multiplied by the cross sectional area of the channel. In addition to
PIV measurements, it is possible to measure the flow rate using front tracking method. This
is achieved by introducing in the channel a small volume of an immiscible liquid and mea-
suring the displacement of the moving interface. As the cross sectional area of the channel
is an important parameter to determine the flow rate, the channel is characterized using a
scanning electron microscope and a surface profiler. NEL’s facility was designed to measure
a maximum flow rate of 100 nL/min [104].

2.1.3 Interferometric Method

The interferometric method was developed by IPQ in the context of MeDD II. In this method
an interferometer is used to measure the distances travelled by the pusher block which pushes
the piston of a syringe pump. The corresponding experimental setup (Fig. 2.13) consists of

Laser unit 

Reflector 
tube 

Reflector 
tube Flow 

meter 

Evaporation 
trap 

Balance 

Syringe pump 

Figure 2.13: Schematic illustration showing IPQ’s experimental setup used for flow rate
measurements using interferometry [104, 15].
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a syringe pump, laser unit with an incorporated detector, two retroreflector cubes (one with
an attached beam splitter that has a partially reflective surface and the other placed on top
of the pusher block) and a Control Unit. Flow rates are generated by moving the pusher
block using the stepper motor with which it is connected. When a laser beam achieves the
reflector cube with the beam splitter, it splits into two sub-beams, one is received by the
reflector cube that is placed on top of the pusher block, and the other is reflected back to the
detector. The interference pattern formed at the detector depends on the shift between the
two beams. If this shift is a multiple of the wavelength the pattern formed corresponds to
that in the case of no shift. This allows the measurement of distances with the resolution of a
a laser wavelength. The flow rate is determined by multiplying the measured distances with
cross sectional area of the syringe. IPQ’s system covers flow rates in the range of 1 mL/h to
0.0001 mL/h with expanded measurement uncertainties from 2 % to 3 %, respectively [104,
15].

2.1.4 Pendant Drop Method

Pendant drop method consists on the tracking of the volume of a droplet that is suspended at
the end of a vertical capillary. This method will be discussed in more details in Section 7.2.
The volumetric flow rate is defined as the change in the droplet’s volume with respect to
time. As part of the project MeDD II, IPQ developed a measurement system based on this
method, with a setup that is very similar to that of the front tracking method (Fig. 2.14). In
order to reduce evaporation, the droplet is placed inside an evaporation trap with saturated
air. The droplet’s volume is measured by image processing by slicing the total volume into
cylindrical subvolumes. IPQ’s system covers flow rates in the range of 1 mL/h down to 0,01
mL/h with expanded measurement uncertainties of 4 % to 30 %, respectively [104].

Figure 2.14: Schematic illustration showing IPQ’s experimental setup used for flow rate
measurements using pendant drop method [104].

2.1.5 Front Tracking Method

The interface tracking method consists of measuring the displacement over time of a water/air
interface moving inside a glass capillary tube (Fig. 2.15). The volumetric flow rate is obtained
by multiplying the mean flow velocity by the cross sectional area of the capillary tube:

QV = v.πR2 = x

t
.π

d2

4 (2.2)
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Figure 2.15: Schematic illustration showing the working principle of the interface/front
tracking method.

where v is the mean flow velocity, R is the capillary’s inner radius and d its inner diameter
d = R/2, and x is the displacement of the interface during the time interval t.

Because of its simplicity, the interface/front tracking method has been largely used.
In 1991, Pfahler et al. [115] used this method to measure the flow rate of N-propanol
in microchannels with rectangular cross section. The objective of their study being the
measurement of the friction factor and evaluation of the predictions of flow behaviour by
Navier-Stockes equations.

As part of their research to investigate the temperature dependence of Poiseuille number
in microchannel flow, Urbanek et al. [161] used the front tracking method to measure the
flow rate in the microchannel, from which the poiseuille number was determined.

Richter et al. [128] used this method to develop a theoretical model relating flow rates
and pressure differences, in channels with different geometries. The model developed was
then used to assess geometrical and physical influences in laminar flows.

Interface tracking method was employed in the context of other studies [63, 8, 145, 126,
6, 59], but also for the calibration of flow meters and drug delivery devices [3, 4, 134, 14].
In the following sections, we describe the two main institutes using interface tracking as a
calibration system.

THL’s Facility

THL’s front tracking measurement system consists of a high speed camera combined with a
magnifying lens, glass capillary tubes with inner diameters ranging from 0.15 mm to 1 mm
and a white light source (LED), as shown in Fig. 2.16. A telecentric lens is placed between
the camera and the capillary tube in order to collimate the emitted light. The camera is

Figure 2.16: Schematic illustration showing THL’s experimental setup used for flow rate
measurements using front tracking method [104].
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placed on a high precision translation stage which is used to track the meniscus along the
capillary. In order to determine the pixel size, the camera is calibrated using a glass scale
from Leica. Flow rates are generated using a syringe pump. Once the meniscus arrives
in the capillary, its displacements over time are measured in real time using a homemade
software which constantly detects the front’s edges. As the stage holding the camera moves,
its displacement is included automatically in the measurement of the front’s positions. The
acquisition times for this system vary between 2 and 60 s. This time can be adjusted along
with the distance resolution by changing the capillary’s diameter, the camera’s magnification
and the recording frequency. The inner diameters of the capillaries are measured at both
their ends, using a Keyence digital microscope. The system covers flow rates ranging from
50 nL/min to 500 µL/min with an expanded uncertainty of 4% for flow rates higher than 50
nL/min, as declared by THL [3, 4, 134, 104].

IPQ’s Facility

IPQ’s measurement system is similar to the previous one, with the capillary tube placed
vertically and a translucent paper placed between the light source and capillary tube to
diffuse light (Fig. 2.17(left)). In order to determine the pixel size in images, the camera is
calibrated using as a reference the external diameter of the capillary. First, the diameter
is measured in meters using a caliper. Then, it is measured from the image in pixels using
the function selectROI of OpenCV. This function allows to select a region of interest and
save its coordinates. Thus, by selecting the whole height of the capillary in the image, one
obtains the external diameter in pixels and compare it with the one in meters to determine
the pixel size. The front’s positions are determined by measuring the coordinates of a single
point (The blue point in Fig. 2.17 (right). This point is taken as the intersection between
the outer edge of the meniscus and the capillary’s axis. IPQ’s system covers flow rates in
the range of 1000 L/h down to 1 L/h with measurement uncertainties going from 2% to 7%
(k = 2) [14, 104].

Figure 2.17: Schematic illustration showing IPQ’s experimental setup used for flow rate
measurements using front tracking method [104].
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2.2 Secondary Measurement Methods
In this section, we present the working principle of the two main techniques that are used
for low flow meters. These techniques allow to measure a mass flow rate instead of the
volumetric one. The first is based on Coriolis effect and the second on heat dissipation as
explained below.

2.2.1 Coriolis Mass Flow Meters

Typical Coriolis flow meters consist of one or two vibrating tubes, with a fixed inlet and
outlet, through which the liquid passes (Fig. 2.18). Different tube geometries are possible
(U-shaped, rectangular, triangular, etc.) depending on the required measurement sensitivity.
The tube is vibrated using an electromagnetic, piezoelectric or capacitive drive, resulting in
a predictable vibration profile in the case of no flow. When a flow is generated, the tube
twists due to Coriolis force, causing a phase shift in the predictable profile (Fig. 2.19) [10,
169].

In the first half of the tube the fluid gains an acceleration by traveling from the fixed axis
to the position with maximum vibration. On the other hand, it decelerates in the second half
by moving away from the maximum vibration point towards the outlet. The acceleration of
the fluid on the inlet side causes the tube to lag behind its no-flow position. On the outlet
side, the deceleration force causes the tube to lead ahead of the no-flow position. This results
in a twisting motion of the tube (Fig. 2.20). The vibration of the tube at any point represents
a sine wave. Due to the mass flow, a phase shift of the sine wave occurs between the inlet
and outlet sides. This phase shift is proportional to the flow rate of the fluid. Coriolis flow
meters also enable the measurement of the fluid’s density. As a matter of fact, the mass flow
rate is proportional to the fluid’s density which determines the tube’s resonant frequency.
Therefore, monitoring the resonant frequency of the tube allows to precisely determine the
fluid’s density [10, 169].

The Coriolis force induced by flow is given by Equation (2.3) which is equivalent to
Newton’s second law for rotational motion [10]:

Fc = 2m(Ω × v) (2.3)

where Fc is Coriolis force, m is the mass to be applied to a known point at a distance L
from the fixed axis, Ω is a vector representing angular velocity and v is the average velocity
vector.

Figure 2.18: Schematic illustration showing the Working principle of a Coriolis flow meter
with a U shaped tube [169].
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Figure 2.19: Phase shift in the vibration frequency of the Coriolis tube, between the inlet
and outlet, due to the fluid’s flow [169].

For the special case of a U-shaped tube, the mass flow rate Qm is related to the measured
shift τ in the transit time of the two sides, as follows [10]:

Qm = Ks(1 − ω2/ω2
s)

2Kd2 τ (2.4)

where K is an integration constant, Ks is the spring constant of the U-tube in twisting
oscillation, ω is the driving frequency, ωs is the frequency in twisting and d is the width of
the U-tube.

Coriolis flow meters have the advantage of being highly accurate. Besides, they are not
sensibly affected by fluid parameters such as viscosity, pressure, temperature, and density
thus, in general, they do not have to be calibrated for different fluids [10, 169].

A B 

Figure 2.20: Schematic illustration showing the different forces and vibrations of the U
tube in the case of no flow (A) and when a flow is generated (B) [169].
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2.2.2 Thermal Mass Flow Meters

Thermal mass flow meters can be divided into three types according to their operating
principle: The Anemometric, Time-of-Flight and Calorimetric type.

Anemometric

In the Anemometric type the heat dissipated by the flowing fluid from a heated temperature
sensor is correlated with the flowing velocity. The flow meter uses either a resistive wire
(Hot Wire Anemometer) or a thin film resistive element (Hot Film Anemometer). The heat
transfer coefficient is given by King’s law as follows [81]:

h = a + b
√

v (2.5)

where a and b are calibration constants and v is the flow velocity.
The flow cools down the heater/sensor and changes its resistance R which varies with

temperature as follows [10, 57]:

R(T ) = R(Tref )[1 + α(T − Tref )] (2.6)

where R(T ) is the resistance of the heater at the temperature T , R(Tref ) is the resistance
of the heater at the reference temperature Tref and α is the temperature coefficient of
resistance.

At equilibrium the supplied electric power is equal to the lost thermal power :

RI2 = hA(T − Tf ) = A(a + b
√

v)(T − Tf ) (2.7)

where I is the intensity of the input current, R is the resistance of the heater/sensor, T
and Tf are the temperatures of the heater and fluid respectively and A is the heat transfer
area.

Two measurement modes are possible, the constant temperature mode (CTA) and the
constant current mode (CCA), as shown in Fig. 2.22. In the first mode, the heater/sensor is
heated so as to create a temperature difference ∆T with the fluid. The mass flow rate of the
flowing fluid is then calculated by measuring the power required to maintain constant the
temperature difference. In the second mode, a constant current is generated. Due to heat
dissipation the temperature decreases causing a change in the resistance of the heater. The
mass flow rate is determined from voltage or resistance measurements.

Figure 2.21: Schematic illustration of the working principle of Hot-Wire/ Hot-Film
Anemometer [166].
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Figure 2.22: Hot-Wire anemometer’s modes. (left) Constant Current (CCA). (right) Con-
stant temperature (CTA) [72].

Time-of-Flight Flow Meters

Time-of-Flight flow meters consist of at least one heater and one downstream temperature
sensor (Fig. 2.23). The heater generates a short thermal pulse that travels with the flow
until it is detected by the sensor. The transit time between the generation of the heat pulse
and its detection depends on many parameters: the thermal conductivity and diffusivity of
the fluid, the distance between the heater and sensor, and flow velocity. At relatively high
flow rates the transit time tends to [10, 85]:

t = d

v
(2.8)

where d is the sensor-heater distance and v is the average flow velocity of the fluid. However,
for low flow rates the transit time depends mainly on thermal diffusion.

Calorimetric Flow Meters

Calorimetric flow meters use generally a heater and two temperature sensors placed at
equidistant positions on both sides of the heater (downstream and upstream), see Fig .2.24.
In the absence of flow the temperature profile produced by the heating element is symmetric.
Fluid flow through the channel cools the upstream sensor while heating the downstream one

Figure 2.23: Schematic illustration showing the Working principle of Time-of-Flight ther-
mal mass flow meter [166].
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causing an asymmetry in the heat distribution. This asymmetry is detected by the sensors
in terms of a temperature difference, expressed in Equation (2.9), which is correlated with
the mass flow rate of the fluid. The sensors also allow to determine the direction of flow [50].

∆T = T (ex1d1 − ex2d2) (2.9)

where T is the temperature of the heater; d1 and d2 are the distances between the heater
and the two sensors, and x1 and x2 are parameters depending on the fluid’s characteristics
such as velocity, thermal diffusivity and boundary layer thickness.

Figure 2.24: Schematic illustration showing the working principle of Calorimetric thermal
mass flow meter [166].



Chapter 3

Methods and Materials

In the previous chapter, we presented the primary methods that were developed by European
NMIs in the context of the MeDD II project to measure flow rates, and we briefly explained
the working principle of the front/interface tracking method on which is based our primary
system. At the end of the chapter, we presented the thermal mass and Coriolis methods
which constitute the two main secondary methods on which are based most of the flow meters
that operate at low flow rates.

In this chapter, we start by describing in detail our experimental setup, after which we
explain the method we developed to measure the displacements of the interface inside the
capillary. The image processing algorithm behind this method, allows measurements for any
shape of the meniscus whether this latter is static or changes with time due to physical
effects, such as stick-slip for example. To conclude this chapter, we explain the procedure
used for the calibration of a flow generator or flow meter.

3.1 Description of the Measurement System
In this section, we provide a detailed description of the measurement system shown in Fig.
3.1. The various devices and the associated software as well as the tubing and connectors
are described with the associated characteristics and references, allowing the construction of
a complete functional system by any user.

In short, the system consists of a high resolution/high speed camera with a motorised
zoom for image acquisition, a high intensity light source, 4 translation stages and 1 rotary

Figure 3.1: Picture (left) and schematic illustration (right) of the "interface tracking"
measurement system.

44
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Figure 3.2: Outside (left) and inside (right) view photographs of the new interface tracking
measurement set up.

stage for motion along the 3 axes and rotation about the vertical axis, a glass capillary
tube inside of which the liquid flows, a translucent plate to diffuse the light, and a frequency
generator to trigger image acquisition by the camera. The setup is mounted on an aluminum
optical breadboard plate with sorbothane isolating feet. For the calibration of the camera two
targets are used, one for the measurement of the pixel size and the other for the quantification
of the optical distortion. The calibration of the frequency generator is realised using a
Rubidium atomic clock that is calibrated against the French national standard for time and
frequency at LNE-SYRTE (Paris Observatory).

The camera used was a matrix monochrome 12-Megapixel JAI SP-12000M-CXP4-F from
the Spark series with a resolution of 4096 (H) x 3072 (V), of a pixel size 5,5 µm and a
frame rate of 189 fps at full resolution. The camera was connected to a lens system from
Optem®Fusion (Fig. 3.3). The latter included a camera mount (F, 25-60-24-000) used to
connect the camera to a camera tube (Mini 3x 600 FL, 35-08-16-000). The latter provides
the final magnification and image size for the optical system and is connected to a motorized
zoom 7:1 (35-31-60-000) with a field of view between 2.3 mm x 1.7 mm and 0.4 mm x 0.3
mm, a depth of field varying between 42 and 450 µm and a work distance of 50 mm. The
motorized zoom is controlled using a stepper controller (35-05-20-000) and is connected to
a final lens (3.0X / 67FL, 35-00-01-000) through a diaphragm (Aperture set 35-07-20-000)
and a mount (Basic lower function module, 35-01-00-000). The camera was mounted on one

Camera 

Camera mount 
Motorized zoom 

Diaphragm 

Final lens Mount 
Camera tube Stepper 

controller 

Figure 3.3: Components of the lens system used with the JAI spark camera [111].
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Figure 3.4: Schematic illustration showing the connection of the different rotary and linear
stages and the associated software, i.e. Zaber Console

of the translation tables using a universal base plate from Thorlabs (UBP2/M, 65 mm (L)
x 65 mm (W) x 10 mm (H)) and a camera tube clamp from Optem Fusion.

The 4 motorized linear tables (X-LHM200A-KX13AF) and the rotary stage (X-RSW60A
- KX13AF) are from Zaber. One of the linear stages is placed vertically to hold the capillary
tube. Two other linear stages, one holding the camera and the other the diffuser plate and
light guides, are aligned on the same axis and fixed on the rotary stage which itself is fixed
on the fourth linear stage. The latter is placed perpendicularly to the two aligned stages and
is used to move the camera and backlight on the x axis, i.e. along the capillary. The rotary
stage is used to align the capillary perpendicularly with the camera’s axis. The rotary stage
was placed under the table holding the capillary in order to have a stable system (Fig. 3.2).
All five stages are connected to one another so as to form a closed loop. They are controlled
either manually or remotely using Zaber Console software, by connecting one of the stages
to the computer via a USB cable. The detailed specifications of the stages are given in
Table 3.1.

The system uses a cold light source (Schott KL 2500 LED) with bifurcated flexible
gooseneck light guides (SCHOTT Flexible Lightguides 155 204 2 Branch). The LED provides
a light intensity going up to 1100 lm. A large, translucent plate (100 mm x 100 mm N-BK7
Ground Glass Diffuser 1500 Grit, DG100X100-1500) is used to diffuse the light coming from
the LED and illuminate the capillary homogeneously. The Light guides and diffusion plate
are fixed on the translation table which is in the same axis of the camera’s and perpendicular

Table 3.1: Specifications of the rotary and translation stages [90].

Specifications Linear stage Rotary stage

Maximum travelling distance 203.2 mm 360 ◦

Microstep size (Default Resolution) 0.124023437 µm 0.000234375 ◦

Unidirectional accuracy 225 µm 0.08 ◦

Maximum speed 65 mm/s 115 ◦/s
Minimum Speed 0.000076 mm/s 0.000143 ◦/s

Maximum centered mass 2.5 kg 20 kg
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Diffuser plate 

Flexible light guides 

Figure 3.5: Image of the Optem Fusion camera tube used in interface tracking measurement
system in front of the diffuser plate and the flexible light guides

to the capillary tube (Fig. 3.5).
The setup is mounted on an aluminum optical breadboard plate (600 mm (L) x 600 mm

(W) x 12.7 mm (H), MB6060/M) and sorbothane feet (AV6/M) from Thorlabs. The feet are
used to isolate the optical plate from vibrations. The whole system is placed inside a custom
made transparent enclosure in order to reduce temperature and ambient pressure variations
(Fig. 3.6).

Various glass capillary tubes were used depending on the targeted flow rate. In general,
for low flow rates where small inner diameter (≤500 µm) capillaries are necessary, we chose
to use heavy wall capillaries from VitroCom, made of borosilicate (Schott Duran) with a
length of 30 cm and an external diameter of 6.2 mm. These capillaries are easier to connect
than the thin-walled capillaries which are fragile and hard to manipulate. For relatively
higher inner diameters, we used thin-walled capillaries made of quartz (GE Type 214 CFQ)
with lengths of 10 cm to 20 cm.

The flow rates were generated using a CETONI neMESYS syringe pump with SETonic
glass syringes. Two syringe volumes were used depending on the generated flow rate, 10 µL
(SYR 10 µL PTFE PEEK – 1/4"-28UNF, 2624415) and 100 µL (SYR 100 µL PTFE PEEK
– 1/4"-28UNF, 2624715). The plunger’s seal was made of PTFE and the syringes were
connected to tubing through a PEEK connector. The syringe pump was controlled using
neMESYS UserInterface software which allowed to configure a virtual syringe according to
the one used by specifying its internal volume, inner diameter and the length of the graduated
part. These input values were used by the software to calculate the displacement of the
plunger required for the generation of the target flow rate. In general, this software allows
the generation of a constant flow as well as a dynamic flow profile consisting of different flow
stages, each lasting for an initially specified time interval.

Figure 3.6: Support and enclosure of the setup. From left to right: sorbothane isolating
feet, Aluminum breadboard plate and enclosure to reduce the variations of temperature and
pressure.[156].
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Figure 3.7: Schematic illustration showing the connection of the syringe pump and the
associated software.

NorPix StreamPix 8 software was used to control the camera and image acquisition
(Fig. 3.8). This software allows mainly:

1. The configuration of the camera’s parameters such as exposure time, trigger mode,
ROI, etc.

2. The possibility to record directly to the RAM which is important if the frame rate is
high or, as in our case, the size of images is very large (12 MO).

3. Saving images as a single sequence or separately in format TIFF, BMP, etc.

4. Saving the timestamps associated with images.

The capillary is fixed on the vertical translation stage and connected to the flow generator
by means of stainless steel tube of inner diameter equal to 100 µm and length as short as
possible. Image acquisition is triggered by a Keysight 33510B signal generator which is
connected to the camera via a DC IN/ trigger IN cable (Fig. 3.9).

As the size of images that are transferred and saved is very large (about 12 Mb per
image, at up to 189 fps), the choice of the adequate hardware is essential. The computer
used has an Intel Core i9 9900K (3.6 GHz) processor and a RAM 4x 16GB DD4 (64GB).
The camera was connected to a CoaXPress frame grabber (Euresys Coaxlink Quad G3 PCIe
3.0), integrated in the computer, by means of a CoaXPress cable (COAX-CX-34-1-34-3M

Connection via 
CoaXPress cable 

Camera 

Control of 
camera in 

StreamPix 8  

CXP frame grabber 
board  

Figure 3.8: Schematic illustration showing the connection of the camera with the com-
puter’s frame grabber and the software used for images acquisition (StreamPix 8).
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Figure 3.9: Schematic illustration showing camera triggering using a signal generator: the
frequency of the generated signal is equal to the acquisition frame rate.

four-connection). The cable allows the transfer of up to 12 Gb/s data and the frame grabber
has a bandwidth of 25 Gb/s from camera to host PC memory.

Two calibration targets were used to calibrate the camera. The first is a transmitted
light objective micrometer from Olympus (OB-M) with a scale of 1 mm length and 0.01
mm divisions. The second is a multi-frequency distortion target from Thorlabs (R1L3S3P)
including 4 grid arrays with grid spacings of 10 µm, 50 µm, 100 µm and 500 µm, respectively.
Both calibration targets were previously calibrated at LNE ISO17025 (COFRAC) accredited
laboratory (Section 4.1). During calibration the targets are held in front of the camera using
a one-axis translation mount from Thorlabs (XF100/M) with a length of 100 mm and which
is compatible with rectangular optics from 12.7 mm to 126.2 mm long and up to 4 mm thick.

A B 

Figure 3.10: Calibration targets. (A): Objective micrometer. (B): Distortion target [107,
123].
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3.2 Working Principle

In this section, we explain the working principle of the interface tracking method developed in
this thesis and in particular the image processing algorithm which allows us to determine the
flow rate from the acquired images. We explain the different methods used in the algorithm
and represent them with detailed flowcharts.

The general operating principle of the interface tracking method was explained in Sec-
tion 2.1.5. In short, the volumetric flow rate is obtained by multiplying the mean flow
velocity v = dx

dt , with x the meniscus’ displacements over time t, by the cross sectional area
π
4 d2 of the capillary tube, as given in Equation (2.2) that we remind here:

QV = x

t
.π

d2

4 (3.1)

Due to the different refractive indices of water and air, the interface moving inside the
capillary tube appears as a separation between two regions, a dark (air) and a light one (wa-
ter). The contrast between the two regions is what allows to detect and track the interface.
Fig. 3.11 shows an example of images of an interface, moving inside a thick-walled capillary
with an inner diameter of 500 µm, at different times.

The displacements of the interface were measured by image processing using a homemade
computer program that was written in Python language. The method’s algorithm is based
on template matching, which is used to search and find the location of a template image in
a larger image. The operating principle of this method is explained in the next subsection.

3.2.1 Template Matching

The template matching method is available in OpenCV library as the function
cv.matchTemplate() [106]. The latter operates by sliding the template over the large
image, pixel by pixel as in 2D convolution, and comparing the template’s pixel levels
with those of the overlapped region in the large image (Fig. 3.13). Several comparison
modes are implemented in the function and are mainly based on a correlation comparison
(TM_CCORR or TM_CCOEFF) of the sum of squared differences SSD (TM_SQDIFF).
The function returns a grayscale image where each pixel has an intensity that conveys how
closely its neighbors match the template. The method we chose to apply is the SSD since it
is suitable for discrete signals like images [69]. Besides, Trucco and Verri demonstrated in
their book [158] that SSD works better than cross-correlation for template matching.

Figure 3.11: Images of an advancing water/air interface acquired by the JAI Spark camera
at different instants, for a generated flow rate of 50 nL/min. The dark side is the part with
air.
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Figure 3.12: Input image of size W × H (left) and template of size w × h (right) on which
template matching function is applied.

.

If the input image is of size (W × H) and the template of size (w × h), the output image
will have a size of (W − w + 1, H − h + 1) (Fig. 3.12). The function slides the template
through image and calculates the sum of squared differences according to:

R(x, y) =
∑
x′ ,y′

(T (x′
, y

′) − I(x + x
′
, y + y

′))2 (3.2)

where T (x′
, y

′) is the intensity of the pixel at position (x′
, y

′) in the template (x′ = 0...w −
1, y

′ = 0...h − 1), I(x + x
′
, y + y

′) is the intensity of the pixel at position (x + x
′
, y + y

′)
in the large image, (x, y) being the position of the upper left corner of template (x =
0...W − w + 1, y = 0...H − h + 1), R(x, y) is the summation value at the position (x, y).

The position of the template at which the SSD is calculated is given by the coordinates
of the template’s upper left corner (Fig. 3.13). The minimum SSD value in the output image
represents the situation where the differences between the template pixels and those of the
overlapped region are the smallest, thus the best matching. The minimal value the SSD can
take is zero. This occurs when the template is perfectly identical to a region of the input
image.

In order to find the position of the template, the location of the minimum R(x, y) value

(0,0) (0,1) (0,𝑊 − 𝑤) 

(1,0) 

(𝐻 − ℎ, 0) (𝐻 − ℎ,𝑊 − 𝑤) 

Overlapping 
region 

Template’s position in 
image 

Sliding 
template 

Figure 3.13: Schematic illustration of the positions in image where the SSD between the
latter and the template is computed. The pixel size is exaggerated for illustration.
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(a) (b) (c) 

Figure 3.14: Results of the template matching applied on the input image and template
of Fig. 3.12. (a) Curve of the obtained SSD function in 3D. (b): Grayscale image with pixel
intensities equal to SSD values. (c): Template displayed on the input image at the position
where the SSD function has a minimum.

is determined using cv.minMaxLoc() function which takes as an input the output grayscale
image (Fig. 3.14 (b)). The obtained results are displayed on the input image in (Fig. 3.14
(c))

3.2.2 Measurement of the Interface’s Displacements

The method described above can be applied to measure the distance traveled by the meniscus
interface between two instants t1 and t2 from the images acquired at these instants. The
template is extracted from image 1 in such a way that its width is large enough to include the
interface and a part from both its sides. Its height should be equal to that of the interface.
The front is placed in the center of the template so that the light (liquid) and dark (air)
parts each occupy half of the template. The match template function is then applied on the
template and image 2 (Fig. 3.15).

By taking (x1, y1) as the coordinates of the upper left corner of the template in image 1
and (x2, y2) as the location of the SSD’s minimum, i.e. the position of the template in image
2, the displacement of the template, thus that of the interface is given by the difference
∆x = x2 − x1. As the interface moves only on the x axis, y2 = y1. Yet, small vertical
displacements were observed due to occasional vibrations in the system. In order to avoid
the measurement of displacements along the y axis, the template is taken in such a way that

Figure 3.15: Schematic illustration showing how template matching is performed on images
of the moving interface.
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it occupies the whole image’s height. The sliding of the template in image 2 is performed
only along the x axis, resulting in a 2-dimensional SSD function and a reduction in the
processing time.

A simple way to employ this method would be to measure the displacements of the
interface with respect to the origin (x = 0, t = 0), i.e. the first image. In this case, only
one template that is taken from the initial image is matched with every other image. The
measured displacements represent directly the positions of the interface (Fig. 3.16). The
instant ti at which an image i was acquired, i.e. its timestamp is determined from the
camera’s frame rate f according to: ti = i× 1

f
. In order to determine the mean flow velocity

v during a given time interval, a linear regression is performed on the measured positions.
The equation of the regression line is written as: x(t) = v × t + c. With t the timestamp and
c the line’s intercept. The algorithm for this initial version of the method is summarized in
the flow chart of Fig. 3.25.

Image 0 (Origin) 
t=0 

Extract 
template 

Δx1 = x1 − x0 

𝐱𝟎, 𝐲𝟎  

Match the 
template with 

each image 

Image 1 
t=1/f 

Image N 
t=N/f 

Δx2 = x2 − x0 

ΔxN = xN − x0 

(𝐱𝟏, 𝐲𝟎) 

(𝐱𝐍, 𝐲𝟎) 

Figure 3.16: Measurement of the meniscus’ displacements by matching a template that is
extracted from the initial image with all the remaining images.
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3.2.3 Template Update

It is important to specify that the procedure described above is applied with the assumption
that in each image we look for the same object. However, the liquid/air interface is not
static over time as shown in Fig. 3.16, in which the template (in red) is placed each time
at the position of the SSD’s minimum. In the bottom images, we can see clearly that the
interface in the template does not match entirely the one in the image. These changes are
mainly due to the stick-slip effect which is detailed in Section 5.1. This phenomenon was
reduced considerably by coating the capillary’s inner wall with a commercially available glass
treatment, resulting in a more stable interface (Section 3.3.1). However, some changes are
still observed when the template and the image with which it was matched are separated
by a long time interval. As a consequence, the distances travelled by the interface, which
in some cases are of the order of the camera’s resolution, are strongly affected. In order to
assess the effect of changes in meniscus’ shape, we compare the matching results of a single
template with images separated from it by increasing time intervals.

3770 3780 3790 3800 3810 3820
x positions in reference image (pixels)

0

1

2

3

4

SS
D

×108 20 nL/min

Template from image 0
Template from image 1
Template from image 2
Template from image 3
Template from image 4
Template from image 5

3350 3360 3370 3380 3390 3400 3410 3420 3430
x positions in reference image (pixels)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6
SS

D
×109 50 nL/min

Template from image 0
Template from image 1
Template from image 2
Template from image 3
Template from image 4
Template from image 5

2375 2380 2385 2390 2395 2400 2405 2410 2415
x positions in reference image (pixels)

0

1

2

3

4

5

6

SS
D

×108 100 nL/min

Template from image 0
Template from image 1
Template from image 2
Template from image 3
Template from image 4
Template from image 5

Figure 3.17: SSD values for different templates matched with the same input image,
computed for three image sequences. The different symbols represent the matching results
between a template that was extracted from an image separated from the input image by
a given time interval. The template from image 0 is the furthest from the input image and
the template from image 5 is the closest to it. The differences in the position of the SSD’s
minimum are due to the fact that the interface does not necessarily have the same position
inside the extracted template.
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Fig. 3.17 shows the obtained results. As can be seen from SSD values, the larger the
time interval separating the template and image, the further the SSD’s minimum from zero,
i.e. the less the template matches the image. Even if the SSD function has a minimum in
all cases, the location of the latter cannot be interpreted only as the position of the interface
since the minimum’s value also includes the differences in pixel intensities due to changes
in the meniscus’ shape. In general the further the minimum gets from zero the less sure we
can be about its interpretation, as the displacement and deformation of the interface cannot
be decorrelated. As a consequence, we decided to update the template for each measured
displacement. By doing so, we make the assumption that due to the short acquisition times,
the interface does not change considerably between 2 successive images or changes only
slightly in such a way that the minimum of the SSD is not affected.

Template updating is explained in Fig. 3.18. To start, an initial template is selected from
image 0 and matched with image 1, resulting in the first measured displacement. In order to
measure the next displacement, a template is selected from image 1 this time with updated
coordinates that are equal to the sum of the old coordinates with the previously measured
displacement. This template is then matched with image 2, resulting in the measurement of
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Figure 3.18: Measurement of the meniscus’ displacements by matching every two successive
images and updating each time the coordinates of the template.



56 CHAPTER 3. METHODS AND MATERIALS

the second displacement and so on. These operations are performed inside a loop that goes
through all the images two by two. The general expression of the updated coordinates of
the ith template is given by:

xi
template = x0

template +
i−1∑
j=0

∆xj (3.3)

Where x0
template is the position of the template in the initial image and ∆xj is the displace-

ment of the template (the interface) between image j and j + 1. The algorithm for this
version of the procedure is summarized in the flowchart of Fig. 3.26.

3.2.4 Region of Interest

The acquired images have a width of around 4096 pixels (full resolution of the JAI camera).
When the match template function is applied on the template and the whole image, the
calculation of the SSD values at every position along the image’s width takes a considerable
time. In addition, some positions in the large image are not important because far from
the interface (Fig. 3.19 (left)). For these reasons, we cropped the images, defining regions
of interest (ROI). The ROI must be small enough to reduce measurement time, but large
enough to contain the template and leave a distance on both its sides to allow it to slide
(Fig. 3.19 (right)).

Table. 3.2 is an example of the processing time of template matching function when it
is performed on the original image and on a ROI extracted from the image. The processing
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Figure 3.19: SSD values when a template is matched with the entire image (left) and with
a ROI extracted from the input image.
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Table 3.2: Processing time of the template matching function when when applied to an
entire image and on an ROI.

Original image ROI
Size (Height x Width) (892 x 4080) (231 x 832)

Processing time for template matching function (ms) 322.65 18.27

time in the case of a ROI that is about 19 times smaller than the image, is about 18 times
lower.

As the interface travels the full width of the image, it eventually goes out of the initially
selected ROI if the latter is not updated. For this reason, the ROI is taken in each image
at a different position that depends on the displacement of the interface. The initial ROI is
extracted from image 0 and image 1. From the ROI of image 0 is extracted the initial template
which is matched with the ROI of image 1, resulting in the first measured displacement. For
the second displacement, the ROI’s position is updated by adding the previously measured
displacement to its initial position. A new ROI, having the same dimensions as the old one,
is extracted from image 1 and 2 and the template selected from image 1. Contrary to the
previous version of the algorithm, the coordinates of the template are not updated. The
template occupies the same position in the ROI which is moved each time following the
interface. The general expression of the ROI’s position, i.e. the coordinates of its upper left
corner are given by Equation (3.3). Note, the ROI is taken in such a way that it occupies
the whole height of the image thus, it moves only along the x axis. Nevertheless, if its height
is chosen differently the coordinates along the y axis are chosen initially and kept constant.
The template on the other hand should always occupy the full height of the ROI.
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Figure 3.20: Measurement of the meniscus’ displacements by matching the ROIs of every
two successive images and updating each time the coordinates of the ROI.
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Figure 3.21: Polynomial fit performed on the SSD function near its minimum in order to
determine template positions with a sub-pixel resolution.

It is important to note that, when the ROI arrives to the right edge of the image its
position cannot be updated as it is impossible to select it outside of the image. In this
situation, we keep it in the position where it stopped and let the template move by updating
its coordinates. The updated coordinates of the template are expressed by Equation (3.3)
where x0

template is the template’s initial position which wasn’t updated and i is a kind of a
counter for the number of measured distances starting from the moment when the ROI stops
moving. The template’s position is updated until it reaches the edge of the ROI. In this
situation, the SSD’s values only decrease as the interface is too close to the edge. The right
side of the interface being not accessible, the values doesn’t increase and a minimum cannot
be determined. For this reason, the measurements are stopped when the template’s right
edge arrives at a distance of 50 pixels from the ROI’s edge. This version of the algorithm is
represented by the flowchart in Fig. 3.27.

As the template matching function gives the SSD values for each pixel position, the
location of the minimum is given with a pixel resolution. This means that all interface
displacements that are smaller than a pixel are not measured. In order to overcome this lim-
itation, a polynomial fit is performed on the SSD values around the minimum. The location
of the minimum of the polynomial function can be determined with sub-pixel resolution.
However, one must keep in mind that the better the resolution, the more calculated x po-
sitions (from the polynomial) and the larger is the processing time. The table below shows
the time necessary to determine the location of the minimum at different precisions.

Table 3.3: Processing time necessary to determine the position of the polynomial fit’s
minimum with different resolutions.

Resolution of polyfit function 0.1 0.01 0.001 0.0001
Necessary time to determine the minimum (ms) 1.04 1.78 9.84 116.33

3.2.5 Computer Program

The different operations are carried out using a home made python script with a Graphical
User Interface (GUI) made using TKinter (GUI framework integrated in the standard library
of Python). (Fig. 3.22) is a general view of the GUI when an image is opened. As can be
seen, four sections are implemented. The "Images and ROI" section allows to select an image
directly from a folder and display it in a separate window, enter the path of the rest of images
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Figure 3.22: GUI associated with the interface tracking algorithm.

to be processed, rotate the image to have an interface that moves from left to right and select
a ROI directly on the image (Fig. 3.23 (Left)) to display it in the same window. The initially
selected image must be the first in the sequence as the program always reads the images by
order. Therefore, if the initial ROI is extracted from a random image, the interface would
not be centered in the template because its position will change inside the ROI. The ROI’s
coordinates and dimensions are saved in the program as input parameters.

The section "Time" allows to select a file that contains the timestamps of images. These
can also be determined from the frame rate that is specified in the section "Input data" as
an input parameter. In general, the input section allows to enter the different parameters
necessary for the calculation of the flow rate such as the pixel size, the number of position
points used to calculate each value of the dynamic flow rate, and the selection of the template
directly on the displayed ROI (Fig. 3.23 (Right)). The coordinates of the template are saved
in the program by clicking on the associated saving button. In case of choosing to measure
the displacement between images that are separated by longer time intervals, one can use a
lower frame rate. The new timestamps are calculated in the program from the new frame
rate, which must be a divisor of the old one. In addition, only the images corresponding
to the new timestamps are taken into account for the flow rate calculation. Note, the new
frame rate does not change the initial timestamps, instead the corresponding values and the
associated images are skipped in the loop.

Figure 3.23: Example of operations that can be performed on an image within the GUI.
(left): selection of an ROI. (right): selection of a template from the ROI.
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Table 3.4: Notifications displayed in the terminal when performing operations on the image.

Operation Displayed notification

ROI selection Select a ROI and then press SPACE or ENTER button!
Cancel the selection process by pressing c button!

ROI validation "The coordinates and dimensions of the ROI"
Template selection

by drawing a rectangle
CLICK RIGHT if you wish to stop drawing (after right clicking,
the current coordinates can be saved by clicking on Save button)

Right click to
stop the selection Coordinates ready to be saved, click on the SAVE button

Click on the saving
button of the template "Coordinates of the saved template"

The section "Results" allows to launch the program by clicking on the button "Measure
flow rate". When the calculations are finished, the graphs of the different calculated variables
are displayed one after the other in a separate window. The input parameters and the
measurement results are all saved automatically in text files. In order to guide the user in the
realisation of the different operations and to easily identify the errors, explicit notifications
are displayed in the terminal. Examples of guiding and error notifications are given in Tables
3.4 and 3.5, respectively.

Table 3.5: Notifications displayed in the terminal in case errors are made.

Error Displayed notification

Wrong or missing path of images Error while loading images!
No images found

Click on "Select ROI" button
without openning an image You need to select an image first!

Click on "Select the template" button
without openning an image You need to select an image or ROI first!

Click on "Save the template’s coordinates"
button without selecting a template Error: No coordinates to save!

Wrong format or missing input parameters Error: Verify data typing or selection!

Another version of the existing GUI was made by our intern student, Sana Hassen
(Fig. 3.24). The new software allows to display the images, make all the operations and
display the results all in the same window. The measurement uncertainty is also calculated
in this software, whereas before it was determined separately using Microsoft Excel software.
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Figure 3.24: Image of the new GUI for the interface tracking.

3.2.6 Flowcharts

The algorithms presented in Section 3.2 are described below, in the form of flowcharts. The
first flowchart (Fig.3.25) represents the most simple way in which template matching can be
applied. This simple version is based on the matching of one template extracted from the
initial image with all the remaining images. The flowchart of Fig. 3.26 corresponds to the
case where the coordinates of the template are updated but the matching is performed on
the entire images. Fig. 3.27 shows the case where the images are cropped and the matching
is applied on the ROIs which are each time updated. The final version of the algorithm is
shown in Fig. 3.28. This version includes the case where the ROI reaches the image’s end
and cannot be updated, so only the template’s coordinates are updated.

After presenting the experimental setup for the interface tracking method and explaining
its working principle, we move on to the calibration procedure of flow generators and meters
using our primary system.
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Figure 3.25: Interface tracking algorithm corresponding to the case where one template is
matched with all images.
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3.3 Calibration Procedure for a Flow Generator or Meter
In this section we present the procedure for the calibration of a flow meter or flow generator.
We start by a brief description of the calibration setup. Then, we explain in details the
steps of the system’s preparation including the cleaning, treatment of the capillaries and the
adjusting of the different devices. Finally, we present with practical examples, the method
to determine the most adapted configuration of the system for a given flow rate, i.e. the
choice of parameters such as camera resolution, measurement time, etc.

3.3.1 Preparation of the System

The experimental setup for the calibration of low-flow-rate devices is explained in detail at
the beginning of this chapter. In short, for the calibration of a flow meter, the latter must
be connected between our flow generator and the capillary tube (Fig. 3.29 (A)). In the case
of the calibration of a flow generator, ours is replaced by the one to be calibrated as shown
in Fig. 3.29 (B).

In order to facilitate water handling inside the capillary and reduce the stick-slip effect
during measurements, the capillaries’ inner surface was coated by a hydrophobic and oleo-
phobic glass repellency solution from Aculon® (Section 5.1). This solution is a nano-scale
treatment product resulting in a contact angle of around 115◦ for water and a coating thick-
ness of 2 to 20 nm. The thickness being way thinner than the capillary, it can be neglected.
The coating procedure is explained below.

The capillaries must be cleaned and dried in a proper way before the coating. Isopropyl
alcohol is used for the cleaning after which the capillaries are left to dry in ambient air.
There are several application techniques for the coating: wiping, dipping, flow coating and
spraying. The adapted technique for the capillaries is the flow coating which consists in
dispensing the solution over the surface to be coated and let the excess drain. In our case,
the coating must flow inside of the capillary. For this, a syringe is filled with the treatment
solution that is introduced inside the capillary tube by pushing the piston slowly (Fig. 3.30).
After making sure that the solution covered all the inner walls of the capillary, this latter
is held vertical to allow the excess material to drain. The capillary is then left for 24 hours
to cure at ambient temperature. The capillaries may also be cured for 2 hours at 150 °C
knowing that higher temperatures create coatings with increased durability.

Once the capillaries were dry we started to prepare the system for the measurement. The
different connecting pipes were cleaned separately using isopropanol then connected to the
flow meter and capillary tube. The capillary was not cleaned with alcohol to avoid that the
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Figure 3.29: Configuration of the experimental setup for the calibration of a flow meter
(A) and flow generator (B).
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Figure 3.30: Syringe and tubing used for the coating of the capillary (left) and Aculon’s
glass repellency solution (right) [73].

coating comes off. The whole system was then purged with ultrapure water during several
minutes by means of a large syringe. After disconnecting the syringe, the pipe was held
slightly at a lower level than the capillary’s in such a way that water flows outside of it.

The syringe was filled with ultra-pure water then, connected to the tube. Small volume
syringes (< 100µL) are very hard to fill by drawing out water, instead they were filled directly
from the ultra-pure water system or by another syringe with the plunger removed. During
the connection, water was left to flow out of the tube in a way that the interface moved
backwards in the capillary. At the same time, the syringe’s plunger was pushed slowly to
make sure its entrance contained water. This avoided introducing air bubbles in the system.
The interface was moved at least half of the capillary’s length in order to prevent it from
reaching the capillary’s end after successive measurements and to have a smaller rate of
evaporation.

After illuminating the capillary and moving the interface in the camera’s field of view,
the interface needed to stay static as the system was closed at one side by the syringe and
no flow was generated yet. Since water is an incompressible liquid and evaporation is so low
to be seen in the live images, a motion of the interface was interpreted either as a leak or air
bubbles in the system. The focus was adjusted with respect to the center of the meniscus, not
the inner or outer diameter of the capillary, a good focus corresponded to the situation where
the meniscus’ outer edge was sharp and as far as possible from the inner one (Fig. 3.31).

Most of the capillary tubes used had an outer diameter of 6.2 mm and a few millimeters
thick wall, which made them easy to manipulate compared to thin-walled capillaries that
break easily. Besides, as the camera’s depth of field is smaller than the capillaries’ outer
diameter, all the dust that deposited on the surface of the capillary was out of focus. Addi-
tionally, the contrast between the parts containing water and the one with air was higher in
thick wall capillaries than that in thin ones.

Figure 3.31: Images showing a bad (left) and good (right) focus.
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Image illumination was adjusted in such a way that the contrast between the part con-
taining the water and the one with air was high. The illumination pattern along the capillary
in a given part needed to be the same to ensure that every two successive image ROIs that
were used to measure the interface’s displacement by template matching, had the same
background.

As images were acquired only when the interface was in the camera’s field of view, it was
important, before starting a measuring point, to move back the interface either by generating
a negative flow rate or by simply moving the camera forward along the x axis. The position
at which the interface needed to be placed had to allow about 10 minutes of flow stabilization
before the interface entered in the camera’s FOV and measurements started. The method
to determine system parameters such as the proper frame rate, camera resolution, etc. is
explained in the following section.

3.3.2 System Configuration

The displacement of the interface between two successive images depends on several param-
eters including the capillary’s inner diameter, acquisition frame rate and the pixel size at a
given zoom. It is then important to choose, for each flow rate, the right parameters that
allow from one hand a measurable distance, i.e. a distance superior than the camera’s reso-
lution, and from the other hand, a measurement time sufficient for the characterisation of the
device under calibration. In this section, we explain how these parameters are determined.

In Table 3.6, we give system configurations for flow rates ranging from 1 to 1500 nL/min.
Starting from a flow rate QV , an inner diameter dinner and camera zoom are chosen. The
latter sets the values of the pixel size p and the horizontal field of view W :

W (µm) = W (pixels) × p(µm) (3.4)

This information is enough to determine the nominal flow velocity:

v = 4QV

πd2
inner

(3.5)

as well as the transit time ttransit which is defined as the time needed by the interface to
cross the entire distance W , i.e. the time spent by the interface in the camera’s FOV:

ttransit = W

v
(3.6)

If the flow velocity was high enough so as to be able to detect the meniscus’ displacements
at the given resolution, and if the transit time was large enough, then the adapted acquisition

Table 3.6: Examples of system configurations at different flow rates.

QV

(nL/min)
dinner

(µm)
Zoom
(%)

p
(µm)

W
(µm)

v
(µm/s)

vp

(pixels/s)
ttransit

(min)
tmeas

(min)
f

(fps) Nimages

1500 2000 0 1,35 5530 8,0 5,9 11,6 11,6 5 3474
1000 2000 0 1,35 5530 5,3 3,9 17,4 17,4 3 3127
500 1000 0 1,35 5530 10,6 7,9 8,7 8,7 5 2606
100 500 0 1,35 5530 8,49 6,3 10,9 10,9 5 2792
70 500 0 1,35 5530 5,94 4,4 15,5 15,5 4 2606
50 500 0 1,35 5530 4,24 3,1 21,7 21,7 3 2400
20 500 25 0,855 3502 1,70 2,0 34,4 34,4 2 2063
5 250 50 0,546 2236 1,70 3,1 22,0 22,0 2 2635
1 250 50 0,546 2236 0,34 0,6 109,8 45,0 1 2700



3.3. CALIBRATION PROCEDURE FOR A FLOW GENERATOR OR METER 69

Table 3.7: Values of the delivered volumes at the configurations defined in Table 3.6 and
the adapted syringe volumes.

QV

(nL/min)
Vdelivered

(µl)
Vsyringe

(µl)

1500 58,1 100
1000 43,1 100
500 28,0 100
100 6,3 10
70 5,4 10
50 4,8 10
20 1,8 10
5 0,5 10
1 0,2 10

frame rate f was chosen. The choice was made in such a way that v
f ≥ 1, i.e. the displacement

between two successive images was equal or larger than the pixel size. This condition allowed
to have measurable distances. If the transit time was too long, a shorter measurement time
tmeas was defined instead. The frame rate and measurement time were used to compute the
number of images Nimages = f × tmeas that would be acquired, in that configuration.

In Table 3.7, we give the liquid volumes that would be delivered at each configuration.
This volume is defined as the total volume delivered by the syringe after 3 successive mea-
surements, at the same generated flow rate:

Vdelivered = 3 × QV (tmeas + tstability) (3.7)

where tstability is the time necessary for the flow to stabilize. Calculating the nominal
delivered volume allows to choose an adapted syringe volume Vsyringe, the latter being chosen
in such a way that Vsyringe > Vdelivered.

3.3.3 Measurements

The interface needed to be placed at a distance dstability before the camera’s FOV, in order to
allow the flow to stabilize for a duration of tstability. This distance depended on the interface’s
velocity v at the targeted flow rate and for a given camera zoom:

dstability = tstability ∗ v (3.8)

Before starting any series of measuring points, evaporation was measured during at least
10 minutes, following the procedure explained in Section 4.2. Before generating a flow, the
flow rate measured by the flow meter was recorded during three minutes after which the flow
was generated. When the interface entered the camera’s FOV after a time interval that was
approximately equal to the calculated stability time, image acquisition was started. When
the interface reached the FOV’s right edge, acquisition was stopped and after around 20
seconds the flow was stopped too. The recording of the flow rates measured by the flow
meters continued for approximately three minutes in order to measure the flow meter’s zero.
The time instants associated with each of the above mentioned actions were noted from
the time recorded by the flow meter. The calibration procedure is shown schematically in
Fig. 3.32.
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Figure 3.32: Timeline of one flow meter calibration point. Evaporation is measured during
10 minutes at the beginning and end of a series of measurement points of the same calibration.

Our interface tracking method is based on a robust template matching algorithm which
can be employed with the only condition of having contrast on both sides of the interface.
As the algorithm takes into account the general shape of the interface and the template is
always updated, no constraint is imposed on the meniscus, which can change over time. It
is this quality that constitutes the strength of our method compared to other ones, which
are based on edge detection of the meniscus. In these methods, the displacements can be
affected considerably by the change in the shape of the meniscus or when the latter does not
appear entirely.



Chapter 4

Traceability to the S.I. of Units and
Uncertainty Budget of the System

After describing the operating principle of our method and how it is employed to calibrate
flow generators and meters, we move on to the metrological features of the measurement
system. As the displacements of the interface are measured in pixels by image processing,
they need to be converted to metric units. This is achieved by calibrating the camera using
a transfer standard, in order to determine the pixel size in metric units and use it to convert
the distances. The first section is dedicated to the procedure used to measure the pixel size
using a transfer standard which ensures the traceability of the pixel size, thus that of the
measured distances. In addition, a quantification of the optical distortions is carried out and
used to estimate the uncertainty associated with the measurement of the pixel size. At the
end of this section, we describe the traceability of the images’ timestamps which is ensured
by triggering the camera using a frequency generator, itself traceable to the French primary
standard for time and frequency.

In the second section, we present the uncertainty budget associated with our system. We
start by giving the general expression of the total measurement uncertainty, then we describe
in detail every component.

To conclude this chapter, we discuss the traceability of the system through the measure-
ment of the capillary’s inner diameter. First, we describe existing methods based on various
working principles. Then, we present a new method that we developed in the context of this
thesis.

4.1 Camera and Timestamps’ Calibration

This section is devoted to the traceability of the measured flow velocities which includes the
traceability of the distances and that of the timestamps.

4.1.1 Measurement of the Pixel Size

In order to determine the pixel size at a given zoom, we use a length transfer standard that
is an objective micrometer (OM). The latter is a rectangular slide on which is etched a 1
mm scale that allows the passage of light from a backlight to the camera (Fig. 4.1). An
image of this light transmitting scale is taken at different zooms and, the different inter-
line distances are measured in pixels by image processing. The experimental setup used is
shown in Fig. 4.2 (a). The calibration of the micrometer in a COFRAC (ISO 17025:2017)
accredited laboratory allows to have the previously measured distances in real units. The
pixel size is determined by dividing calibration distances (in metric units) by the associated
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Figure 4.1: Image of the objective micrometer (left) as seen by a camera or microscope
(right).

measured ones (in pixels). The detailed steps for the determination of the micrometer’s
inter-line distances in pixels and the associated uncertainty are explained below.

Alignment of the Objective Micrometer In spite of the efforts to visually align the mi-
crometer with the camera’s axis during measurements, it is important to check the obtained
images in order to detect any misalignment before image processing. In the following, we
explain the procedure to correct misalignment which can occur in different planes compared
to the camera’s axis.

When the micrometer is not aligned perfectly in the (oyz) plane, it appears rotated in
the images (Fig. 4.2 (b)). The distance between the image’s edge and the lines varies from
top to bottom. These changing distances can be used to determine the angle of rotation of
the micrometer and rotate images before the measurements.

The distances are measured from the left and right edges of the image to the closest large
lines as follows. First, the original image is cropped so that the large lines occupy the whole
image’s height as shown in Fig. 4.3 (a). Then, a Gaussian blur filter with a window size of
3x3 is applied on the image to reduce noise. Next, the lines’ edges are detected by applying
a Canny edge detection filter from OpenCV Python library. This filter takes as inputs the
image to be processed and two threshold values. The first one is the gradient intensity under
which the edges are eliminated and the second one the gradient intensity above which all
edges are sure to be real edges. The threshold values are determined by applying Otsu’s
method on the gradient image which is obtained using a Sobel filter (Appendix A). The
maximum threshold for Canny method is taken as tmax = tOtsu and the minimum one
as tmin = tOtsu

2 where tOtsu is the threshold given by Otsu’s method. The output is a

(a) (b) (c) 

Figure 4.2: Camera calibration setup using an objective micrometer. (a): Micrometer
perfectly perpendicular the the camera’s axis. (b): misalignment of the micrometer with
respect to the camera’s axis in the plane (oyz). (c): misalignment in the plane (oxy).
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(a) (b) (c) 

Figure 4.3: Image of the objective micrometer’s scale. (a): the red arrows represents the
distances measured to determine the mean angle of misalignment. (b): zoom into a part of
one of the micrometer’s ends, after edge detection. the red points are the detected external
edges which are fitted linearly. (c): results of the fitting represented as a blue line.

binary image with white (255) pixels corresponding to the detected edges and a black (0)
background. From this binary image, the coordinates of the rightmost and leftmost external
line edges are determined by detecting the white pixels in the binary image (Fig. 4.3 (b)).
A linear fit is then performed on the two sets of detected edges, from which the 2 angles of
rotation are determined:

Θ(◦) = arctan(A) × 360
π

(4.1)

where A is the slope of a fitting line. The original image is rotated by the average of the
the two rotation angles, if the absolute value of this latter is larger than a threshold.

The other possible misalignments occur when the target’s surface is not perfectly per-
pendicular to the camera’s axis (Fig. 4.2 (c)). This creates distortions in the target’s lines
that result in pixel size variations from left to right and/or top to bottom. These distortions
are not corrected, but included in the uncertainty budget as explained in the coming para-
graphs. The flowcharts summarizing the procedure described above are given in Fig. 4.19 of
Section 4.1.4.

Figure 4.4: Image of the objective micrometer with the selected upper and lower parts to
be cropped (red).
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Figure 4.5: Distances measured between the lines of the micrometer to determine the pixel
size

Measurement of Inter-line Distances In this part, the steps for the measurement of
the mean pixel size, i.e. the resolution of the camera are shown. The idea is to measure
the distances (in pixels) between the lines of the micrometer and compare them with the
associated distances given in metric units, in the calibration certificate. The distances are
measured as follows. First, the original image is cropped into two parts, one containing the
upper long lines and the other including the lower ones (Fig. 4.4). The objective micrometer
consists of 11 long lines (10 large divisions). The distances dmeas are measured between the
center of each line and that of the origin line, similarly in the upper and lower parts of the
calibration target (Fig. 4.5). A Gaussian blur filter with a window size of 3x3 is applied
to reduce noise, after which the pixel intensities are averaged vertically. This is achieved
by computing for every column of the image the mean pixel intensity and replace all the
column’s pixels with new mean value (Fig. 4.6).

Using Canny edge detection method, the lines’ edges are detected. The threshold values
are determined using Otsu’s method. The edges’ coordinates are determined by detecting
the white pixels in the binary image. A zoom into a line before and after edge detection is
shown in Fig. 4.7.

One edge is detected on each side of a given line. Since the image was vertically averaged
before edge detection, Each edge is a perfectly vertical line that we can represent only by a
horizontal coordinate x (Fig. 4.8). By taking xleft and xright as the respective coordinates of
a given line’s edges, the center of each line:

xcenter = xleft + xright

2 (4.2)

The distance in pixels, dmeas, between the center of a line i, xi
center, and that of the origin,

x0
center, is written as:

dmeas(pixels) = xi
center − x0

center (4.3)

Figure 4.6: Micrometer line before (left) and after (right) vertical averaging of pixel inten-
sities
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Figure 4.7: Edge detection of a micrometer’s line. (A) initial image. (B) detected edges
obtained from the vertically averaged image. (C) detected edges displayed (in red) on the
initial image of the line.

The pixel size p is determined using each measured distance dmeas (pixels) and the asso-
ciated calibration distance dcalib (µm):

p = dcalib

dmeas
(4.4)

For N measured pixel sizes at the top and bottom parts of the micrometer, the average
pixel size is given by:

pmean =
∑N

i=1 pi

N
(4.5)

The next step after the measurement of the pixel size is the estimation of the associ-
ated uncertainty. The latter comes essentially from the detection of the line’s edges from
which the position of the centers and the distances between the different lines are deduced.
When passing from the background to a given line, the pixel levels change gradually (Fig.
4.9). Canny edge detection method selects pixels representing local maximum gradients
(Appendix A). The final position of the edges is affected by many parameters such as the
contrast between the background and the micrometer’s lines, the choice of the minimum and
maximum thresholds, etc. In addition, the positions coordinates are given with a resolution
of one pixel.

One way to assess the maximum uncertainty associated with the position of an edge
would be to determine the widest range of positions where the edge is likely to be. To do so,
we suggest to calculate the variance of the lines. Applying a variance filter to an image using
a sliding window of size w amounts to replace each pixel with the variance of the intensities
of the pixels included in the window, in which the replaced pixel is centered (Appendix A).

Figure 4.8: Schematic illustration showing the coordinates of two lines’ edges and those of
the lines’ centers from which the interline distance is deduced
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Figure 4.9: Pixel intensity profile across a line from the micrometer before (top) and after
(bottom) application of a variance filter

A low variance reflects pixel levels that are close to the mean intensity and a high variance,
pixel levels that are far from the mean. For example if all pixels at a given position of the
sliding window have the same intensity, the variance is zero. Therefore, variance is a good
way to detect the regions in an image where pixel intensities change. These regions can
correspond to a passage from the background to the visualized object, in our case the edges
of the micrometer’s lines.

The maximum range for edge positions is determined as follows. First, a variance filter
with a window size of 3x3 is applied on the vertically averaged image (Fig. 4.10). The
variance filter exists in SciPy library as the function numpy.var or numpy.std for standard
deviation (Appendix A). Next, the edges are detected in the variance image, resulting in two
edges on each side of a line (Fig. 4.10). Since the image was vertically averaged before edge
detection, each edge is a perfectly vertical line that can be represented only by its horizontal
coordinate x.

In order to find the center xcenter of each line, the 4 coordinates of the previously detected
edges, i.e. the edges obtained after the application of the variance filter are taken into account
additionally to xleft and xright that were detected initially in the original image. Including
the 4 possible extreme positions of the line’s edges results in 6 different edges (Fig. 4.11),
9 possible centers per line and 9 × 9 = 81 distances’ combinations between every 2 lines,
thus 81 pixel size values. Fig. 4.12 shows a schematic illustration of two lines with all their

Figure 4.10: Results of filters’ application on a micrometer line. (A) initial image. (B)
variance filter. (C) detected edges using Canny method. (D) detected line edges displayed
on the variance image.
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Figure 4.11: Micrometer line with all detected edges (red), i.e. initial and extreme edge
positions

detected edges and the possible combinations of line centers that give distances in the range
of dmin to dmax.

The coordinate of a line’s center are given by Equation (4.2) and the distance between
two possible line centers by Equation (4.3). The pixel sizes are determined from each mea-
sured distance (pixels) and the associated calibration distance (µm) using Equation (4.4).
The obtained pixel sizes include the most probable ones, i.e. the ones deduced from the ini-
tially detected edges in the original image, but also the least probable ones which have been
deduced from the extreme positions where the edges are not likely to be. The differences in
the pixel size values are used to quantify the maximum measurement uncertainty associated
with edge detection. The method by which these differences are exploited depends on the
distribution of the pixel sizes. As the micrometer contains in total 20 divisions, it is inter-
esting to apply the previous steps on all the divisions, i.e. each couple of lines. This results
in a large number of pixel sizes that follow principally a Gaussian distribution (Fig. 4.13).

The final pixel size is taken as the mean of all measured values following Equation (4.5).
N in this case is equal to the total number of the micrometer’s divisions multiplied by the
number of distance combinations between every line and the origin one. A normality test
is performed on the pixel size values. In case their distribution is normal, the uncertainty
associated with edge detection and the possible differences along the micrometer, due to
misalignments of the target relative to the camera’s axis, is given by the standard deviation
on the pixel sizes:

Figure 4.12: Schematic illustration showing the possible centers for one line and the asso-
ciated interline distance combinations
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Figure 4.13: Histogram of the pixel sizes deduced from the distances between only two
lines (left) and from all the interline distances along the micrometer (right)

uedges(p) = σ =

√∑N
i=1 (pi − p̄)2

N
, (4.6)

where p̄ is the mean pixel size defined as:

p̄ =
∑N

i=1 pi

N
(4.7)

If the distribution is not normal, we consider a uniform (rectangular) distribution which
maximizes the uncertainty. The latter writes as:

uedges(p) = pmax − pmin

2
√

3
, (4.8)

where pmax and pmin are the maximum and minimum pixel size values, respectively.

In this part, we presented the method used to determine the pixel size using a micrometer
objective. In addition, we defined its measurement uncertainty which results mostly from
the detection of the micrometer’s edges. However, the measurement of the pixel size can be
affected by other factors, such as optical distortions. In the following part, we describe the
method used to quantify this uncertainty source, using a transfer standard.

4.1.2 Quantification of Optical Distortions

Due to lens distortions, the pixel size may vary depending on the position where it is mea-
sured. The differences in pixel size values within the camera’s field of view (FOV) are

Figure 4.14: Image of the distortion target’s grid as seen by a camera/microscope objective
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Figure 4.15: Parts of the target’s grid that are used to measure the angle of rotation in
the image

measured using a distortion calibration target. This latter is a rectangular glass slide on
which is etched 4 square grids with different sizes (Fig. 4.14). For each camera zoom or
microscope objective an image of the appropriate grid is taken and, the inter-line distances
along all the raws and columns are measured in pixels by image processing. A calibration of
the distortion target in a COFRAC (ISO 17025:2017) accredited laboratory allows to have
the previously measured distances in metric units. The pixel size is determined by dividing
the calibration distances (in metric units) by the associated measured ones (in number of
pixels). The relative variations of the pixel size values within the cameras FOV are com-
puted and included in the uncertainty budget as the uncertainty source associated with lens
distortions.

Before starting image processing for the measurement of the inter-line distances, it is
important to ensure the alignment of the grid. The angle of rotation is measured following
the same steps as for the micrometer objective, from a part of the image that includes row
or column lines located around the center where the distortions are the weakest (Fig. 4.15
(left)). In case column lines are used, the associated image should be initially rotated by
an angle of π/2. In short, the edges of the lines are detected using Canny edge detection
method and the coordinates of the leftmost and rightmost edges are fit linearly. From the
slopes of the two linear fits, the mean angle of rotation is determined using Equation (4.1).
The results of each image processing step are shown in Fig. 4.15 (right).

In order to measure the inter-line distance, the original image is initially cropped into

Figure 4.16: Parts of the distortion target’s grid that are used to measure inter-line dis-
tances and the pixel sizes over the grid.
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Figure 4.17: Measured inter-line distances along a column/row from the target’s grid.

many parts. Each part contains either a row or column from the grid, selected in such a
way that the lines occupy the whole image’s height (Fig. 4.16). The distances are measured
between the centers of every two lines, similarly for rows and columns (Fig. 4.17).

The image processing steps are practically the same as for the micrometer objective.
Each image representing the lines of a given row or column is rotated by an angle θmean,
blurred using a Gaussian blur filter and averaged vertically for uniform pixel intensities. The
lines’ edges are detected using Canny edge detection method for which the threshold values
are determined previously using Otsu’s method, applied on the gradient image. A standard
deviation filter is applied on the vertically averaged image and the edges of the obtained line
sides are detected using Canny method. The thresholds for Canny method are determined
by applying Otsu’s method on the gradient of the standard deviation image.

Similarly as for the objective micrometer, the possible centers of each line are computed
from the different detected edges and used to determine all the inter-line distance combina-
tions. The pixel sizes are computed by dividing every distance obtained by the calibration
of the distortion target in real units, by the associated one measured by image processing in
pixels, following Equation (4.4). The mean pixel size is given by Equation (4.5), where N is
the total number of measured inter-line distances over the grid multiplied by the number of
inter-line distance combinations. The differences in pixel size values come mainly from lens
distortions, as the grid squares are located at different positions in the camera/microscope’s
field of view. The uncertainty associated with lens distortions is calculated from Equation
(4.6) or Equation (4.8) depending on the distribution of the pixel sizes. This uncertainty
includes the one associated with lines’ edge detection since extreme edge positions were
taken into account and from a possible non-perpendicularity between the target slide and
the camera or microscope objective’s axis.

The total uncertainty which corresponds to the measurement of the pixel size, including
lens’ distortions, is discussed in Section 4.2. Nevertheless, to illustrate the differences in the

0 2 4 6 8 10

x (pixels)

0

1

2

3

4

y
(p

ix
el

s)

Rows

0 2 4 6 8 10

x (pixels)

0

1

2

3

4

Columns

0.6075

0.6100

0.6125

0.6150

0.6175

0.6200

0.6225

0.6250

P
ix

el
si

ze
(µ

m
)

Figure 4.18: Colormap of the pixel sizes when these are measured along rows (left) and
along columns (right).
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pixel size depending on the position where it is measured, we show in Fig. 4.18 the calibration
results of the confocal microscope LEICA DMi 8. The results clearly show the tendency of
pixel size to increase away from the center. For this example the relative standard deviation
of the pixel sizes, whether measured along rows or columns, is equal to 1.8 % for a mean
pixel size of 0.612 µm.

4.1.3 Edge Detection Errors Management

During image acquisition, it is very important to make sure to have a good contrast between
the illuminated lines and the background, and a homogeneous illumination of the lines. In
case these two conditions are not respected, errors may occur during image processing. This
section deals with the management of these errors that can affect the measurement of the
pixel size.

Errors occur mainly during edge detection of the lines after the application of the variance
filter. In some cases, instead of detecting four edges for each line, less or more edges are
detected. As a consequence the measurement of the different lines’ centers and inter-line
distances are affected. This kind of errors is not corrected as they depend on the conditions
in which the image was acquired. Instead, a condition was added in the algorithm to check
the number of detected edges per line and filter all those for which more or less than 4
edges were detected. The distances, i.e. pixel sizes are measured only using lines that were
correctly detected. Since the distances are measured with reference to the origin line, if
this latter is not correctly detected, the measurements are done with reference to the first
correctly detected line. The distances given by the calibration certificate and which are
entered in the program as input parameters, should be modified accordingly.

The image processing methods described in this section are presented in the form of
flowcharts, in the following part.

4.1.4 Flowcharts

In this section, we give the different flowcharts corresponding to the algorithms developed
for camera calibration. The flowchart in Fig. 4.19 describes the image processing steps to

start

end

Sobel filter

Automatic thresholding using
Otsu’s method

Compute Canny
thresholds : 

(TOtsu/2,TOtsu)

Canny edge
detection filter

Input image

Image smoothing by a
gaussian blur filter 3x3

Determination of the mean
rotation angle

Canny edge detection

Image of the micrometer 
objective or distortion grid

Linear fit of the leftmost
and rightmost edges

Figure 4.19: Flowchart of the algorithm used to determine the mean rotation angle of a
micrometer scale or distortion grid in an image.
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measure the misalignment angle of an objective micrometer or distortion target, the latter
which is used to adjust the images before analysis. The flowchart in Fig. 4.20 shows the
steps of the pixel size’s measurement and the associated uncertainty, using one of the two
calibration targets.

Vertical averaging
of pixel intensities

Image smoothing by a
gaussian blur filter 3x3

Determine from edge coordinates  all
possible line centers

Compute all 
possible pixel sizes

Compute all combinations of inte-
line distances

Compute mean pixel size and the
associated uncertainty assuming a

uniform distribution 

Standard deviation filter
on averaged image

Canny edge
detection of

averaged image

Image of the target's lines 

Canny edge detection
of standard deviation

image

i=0

i=i+1

Normality test 

Pixel sizes 
distribution 
 is normal

Compute mean pixel size and the
associated uncertainty as the standard

deviation of all values 

NO

YES

start

end

Figure 4.20: Algorithm used to measure the pixel size and the associated uncertainty.
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4.1.5 Timestamps’ Traceability

As was explained in the previous sections, the traceability of the measured displacements
to dimensional units is ensured by the calibration of the camera against transfer standards
that are calibrated in a COFRAC accredited laboratory, traceable to the national primary
standard. In order to ensure the traceability of the flow velocity, that of the timestamps
must also be ensured. These timestamps are determined from the acquisition frame rate
which is equal to the frequency of the signal generator. Therefore, the traceability of time
can only be ensured by that of the signal’s frequency, i.e. by the calibration of the signal
generator against a primary standard.

The calibration procedure is the following. First, the signal sent by a satellite is received
by the GNSS antenna at CETIAT then, transmitted and timestamped by the GNSS receptor.
This latter is clocked by a rubidium atomic clock at a frequency of 10 MHz. The timestamps
of the signal received by CETIAT are saved. In parallel, The GNSS antenna of LNE-SYRTE
at Paris Observatory receives the same signals which are timestamped by the LNE-SYRTE
receptor. The latter which is clocked by the French national standard for time and frequency,
in Paris Observatory (Fig. 4.21). Since both CETIAT and Paris observatory record the time
for the same signal, the timestamps recorded by CETIAT are continuously compared to
those of the reference, which ensures their metrological traceability.

Figure 4.21: Flowchart explaining the calibration procedure of the signal generator
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4.2 Uncertainty Components

In this section we present the uncertainty budget of our nano-flows’ measurement system.
The volumetric flow rate is expressed as a function of the front’s displacements x, timestamps
t and the inner diameter of the capillary tube d. The measurement of each of these quanti-
ties represents a source of uncertainty. Besides these components, we take into account the
physical phenomena that can affect the measurement of the displacements. The two main
phenomena are water evaporation, as the meniscus is in contact with air, and thermal expan-
sion caused by temperature variations. As the mean flow rate during the measurement time
is determined from a linear regression of the displacements over time, the standard deviation
of the fluctuating values is also included in the total budget. The flow rate’s relationship
with the measured quantities is given by Equation (2.2), which we remind here:

QV = x

t
.π

d2

4 (4.9)

As the different measured quantities are independent, the total uncertainty is determined
from Equation (4.10) which is the general equation for a combined standard uncertainty [79]:

u2
c(QV ) =

N∑
i=1

(
∂f

∂xi

)2
u2(xi) (4.10)

where f is the functional relationship giving the volumetric flow rate Qv, from the dif-
ferent measured quantities xi. The measurement uncertainty (K = 1) writes as:

uc(QV ) =

√(
∂QV

∂x

)2
u2(x) +

(
∂QV

∂t

)2
u2(t) +

(
∂QV

∂d

)2
u2(d) + u2

thermal + u2
evap + u2

fit

(4.11)
where uthermal , uevap and ufit are the uncertainties associated with thermal expansion,

evaporation and the linear fit, respectively. The partial derivatives of the flow rate QV with
respect to the different quantities are sensitivity coefficients:

∂QV

∂x
= 1

t
π

d2

4 (4.12)

∂QV

∂t
= − x

t2 π
d2

4 (4.13)

∂QV

∂d
= x

t
π

d

2 (4.14)

The uncertainty components are explained separately with details, in the following sec-
tions.

4.2.1 Interface Displacement

This section is devoted to the uncertainty associated with the measurement of the front’s
displacements. This uncertainty itself includes other components. Briefly, the measured dis-
tances are affected by the pixel size which ensures the conversion from pixels to metric units.
As was discussed in Section 4.1, the pixel size’s uncertainty upixel includes the measurement
of the micrometer’s inter-line distances, and the quantified distortions. To these two com-
ponents, we add the calibration uncertainties of the transfer targets, which are provided
in their respective calibration certificates. In addition to the pixel size, the measurement
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Figure 4.22: Uncertainty components associated with the measurement of the front’s dis-
placements.

of the displacements is affected by motion blur effect ublur. The latter which is caused by
the motion of the interface during exposure time, i.e. during the acquisition of an image.
Errors can also be introduced if the motion axis is not perfectly perpendicular to that of
the camera, in such a way that the measured displacements are projections of the real ones.
This uncertainty is noted uangle. The last component includes the limitations of the template
matching function umatching due to its pixel resolution. The total displacement uncertainty
is given by:

u(x) =
√

u2
pixel + u2

blur + u2
angle + u2

matching (4.15)

The uncertainty sources presented above are illustrated in Fig.4.22 and explained in
detail, in the following sections.

Camera Calibration

The pixel size is obtained from the calibration of the camera as explained in Section 4.1.
The associated uncertainty upixel results from the determination of the pixel size using a mi-
crometer objective uedges and the quantification of the camera’s distortions using a distortion
target udistortion:

upixel =
√

u2
edges + u2

OM + u2
distortion + u2

DT (4.16)

Where uOM and uDT are the uncertainties associated with the calibration of the mi-
crometer and distortion target, respectively. These values were provided by the accredited
laboratory:

uOM(K = 1) = 7.510−8m (4.17)

uDT(K = 1) = 7.510−7m (4.18)

The components uedges and udistortion are determined from Equation (4.6) or Equa-
tion (4.8) depending on the distribution of the measured pixel sizes (Section 4.1).

Motion Blur

Image acquisition in not instantaneous but is carried out over a time interval known as
exposure time, the latter which is necessary to form the image. When a flow is generated,
the liquid/air interface keeps moving during this time interval resulting in a blurry meniscus.
This phenomenon is called motion blur which, in general, is caused by the motion of the
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Figure 4.23: Schematic of the real and measured distances when the object moves in a
plane making an angle γ with the perpendicular to the camera’s axis (adapted from [130].

visualised object while the image is forming [130]. Considering a uniform distribution, the
standard uncertainty associated with motion blur is determined from the distance traveled
by the interface D during exposure time texposure, at the generated flow rate:

ublur = D

2
√

3
= v.texposure

2
√

3
, (4.19)

where v is the interface’s mean flow velocity.

Motion Plane Angle

When the capillary tube is not perfectly perpendicular to the camera’s axis, the interface
moving inside the capillary travels apparent distances which are projections of the real dis-
tances (Fig.4.23). The real distance xreal traveled by the interface is given by [130]:

xreal = xmeasured
(cosγ + tanβsinγ) (4.20)

where xmeasured is the apparent distance traveled by the interface , γ the angle between
the capillary tube and the orthogonal plane and, α and β are the angles between the camera’s
axis and the starting and ending points of motion of the interface, respectively (Fig. 4.23).
The uncertainty due to motion plane angle is given by:

uangle = xmeasured − xreal

2
√

3
= xmeasured

2
√

3

(
1 − 1

cosγ + tanβsinγ

)
(4.21)

The angle γ is taken as the minimum step of the rotary stage which is equal to 0.1◦. The
value of tanβ is determined from the case where the interface travels the whole camera’s
field of view (FOV). L being the working distance of the camera, tanβ can be written as:

tanβ = FOV
2.L

, (4.22)
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Figure 4.24: Histogram of the measured flow rates without (left) and with (right) the fit
of SSD function.

which is replaced in Equation (4.21):

uangle = xmeasured − xreal

2
√

3
= xmeasured

2
√

3

(
1 − 1

cosγ + F OV
2.L sinγ

)
(4.23)

Template Matching Resolution

The displacement of the interface between 2 successive images is measured by image pro-
cessing using template matching function. As was explained in Section 3.2.1, this function
returns SSD values found at each position in the input image. The minimum SSD value
corresponds to the location of the template which is given in terms of pixel coordinates.
As a consequence, the measured distances are limited by the pixel size, i.e. the camera’s
resolution. For this reason, we apply a polynomial fit on the SSD values from which we
determine the minimum’s position and the front’s displacement, with a sub-pixel resolution
(Fig. 4.24). The uncertainty associated with the matching function is estimated considering
a uniform distribution and the full pixel size p:

umatching = p

2
√

3
(4.24)

4.2.2 Time

This section is dedicated to the uncertainty associated with timestamps. This uncertainty
includes the calibration of the signal generator ufreq which ensures the timestamps’ traceabil-
ity, the effect of exposure time on the recorded timestamp uexpt and synchronisation between
the signal’s frequency and frame rate usynchro (Fig. 4.25). The total timestamps’ uncertainty
is given by:

u(t) =
√

u2
freq + u2

expt + u2
synchro (4.25)

The uncertainty due to the calibration of the signal generator is given by:

ufreq = 6, 5 × 10−8s (4.26)
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Timestamps t

Calibration of the signal
generator Exposure time Synchronisation

Figure 4.25: Uncertainty components associated with the measurement of the timestamps.

Exposure Time

When the camera receives the acquisition order from the signal generator, the shutter pro-
tecting the camera’s sensor opens to collect light during exposure time, i.e. the time interval
necessary for forming one image. As we cannot be sure about the exact instant at which
the interface was at the measured position, we include this time interval texposure as an
uncertainty component that follows a uniform distribution:

uexpt = texposure

2
√

3
(4.27)

Synchronisation

Image acquisition using the camera is triggered by a signal generator that is clocked by
a rubidium atomic clock. Since the camera’s frame rate is equal to the frequency of the
generated signal, the timestamp ti of an images i can be written by:

ti = i × 1
Framerate (4.28)

It is however possible to have delays between the instant at which the camera receives
the signal and the one at which the image is acquired. These possible delays are included in
the uncertainty budget. In order to estimate this uncertainty component, we compare the
camera’s timestamps that are recorded in the software, with the timestamps deduced from
the signal’s frequency:

usynchro =

√√√√∑N
i=1

(
∆ti − ∆̄t

)2

N
, (4.29)

where ∆ti = tcamera − tsignal is the difference between a timestamp saved by the software
and the one deduced from the signal’s frequency and ∆̄t is the mean of all timestamp
differences: ∆̄t =

∑N

i=1 ∆ti

N for N images. This uncertainty has a zero value if the timestamps
are perfectly synchronised with the signal’s frequency or if they are all shifted by the same
time interval.

4.2.3 Other Components

Thermal Expansion The temperature in the system is regulated at 20◦C with an un-
certainty of 1 ◦C. Fluctuations of the temperature lead to changes in the density of water,
thus an expansion or contraction of the water’s volume. The relative change in water’s vol-
ume inside the capillary, is calculated for a temperature difference of Tmax − Tmin, i.e. the
minimum and maximum measured temperatures in the system.
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In order to determine Tmin and Tmax, a temperature sensor is used to measure the tem-
perature at different positions inside the enclosure. The relative change in the water’s volume
is written as:

∆V = V (Tmax) − V (Tmin)
Vmean

, (4.30)

where Vmean is the mean water’s volume from Tmin to Tmax. By replacing Vmean in
Equation (4.30) we find:

∆V = 2V (Tmax) − V (Tmin)
V (Tmax) + V (Tmin) = 2

1 − V (Tmin)
V (Tmax)

1 + V (Tmin)
V (Tmax)

(4.31)

Since the density of a liquid is given by ρ = m
V , with V the volume occupied by a mass

m of the liquid, The relative volume change can be written as:

∆V = 2
1 − ρ(Tmax)

ρ(Tmin)

1 + ρ(Tmax)
ρ(Tmin)

(4.32)

The densities of ultra-pure water at the temperatures Tmin and Tmax are determined
using Tanaka’s formula [154]:

ρT anaka(Tmin,max) = a5

[
1 − (Tmin,max + a1)2(Tmin,max + a2)

a3(Tmin,max + a4)

]
(4.33)

where a1 = −3.983035 K, a2 = 301.797 K, a3 = 522528.9 K2, a4 = 69.34881 K and
a5 = 999.974950 Kg.m−3. The standard uncertainty associated with thermal expansion,
considering a uniform distribution, is given by:

uthermal = ∆V

2
√

3
QV (4.34)

Evaporation When no flow is generated, evaporation causes the interface to move back-
wards. By measuring the negative displacements of the interface using interface tracking
method, evaporation rate can be determined and included in the total uncertainty bud-
get. This rate is measured before and after a flow rate calibration, for about 10 min. The
associated uncertainty is given by:

uevap = v.π
d2

4
√

3
(4.35)

Linear Regression Residuals The mean flow velocity v during a measurement time
t is obtained by performing a linear regression on the measured positions. The relative
uncertainty associated with the linear fit is deduced from Equation (1.7):

ufit =

√∑n
i=1 (xi − x̂i)2

n − 2
QV

x̄
(4.36)

where xi is the measured position, x̂i is the predicted position by the linear regression,
df = n − 2 is the degrees of freedom for n measured positions and x̄ is the mean of the
measured positions.

In the previous sections, we described the traceability of our measurement system to
dimensional and temporal units. We have shown that traceability is ensured by calibrating
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the camera using transfer standards, in order to convert the measured distances into metric
units, and calibrating the trigger system against a traceable atomic clock. These calibrations
against national primary standards provide traceability of flow velocity only. However, the
volumetric flow rate also depends on the inner diameter of the capillary, the traceability
of which must also be ensured. In the next section, we focus on this part of the system’s
traceability.

4.3 Measurement of the Inner Diameter of Glass Capillary
Tubes

This section is dedicated to the traceability of the interface tracking system through the
traceable measurement of the capillary’s inner diameter. We start by presenting existing
measurement methods based on various operating principles, such as gravimetry and optical
techniques. Then, we describe a new measurement method based on fluorescence confocal
microscopy, that we developed as part of this thesis.

4.3.1 Existing Methods

In this section we present various methods for the measurement of the inner diameter of glass
capillaries. The first part is dedicated to the gravimetric method which is based on weighing
a liquid volume that fills completely or partially the capillary tube, then relating its mass to
other physical quantities. In the second part, we describe methods based on the measurement
of the electric resistance of Mercury-filled capillaries. We conclude this section with optical
methods such as classical microscopy, X-ray tomography, scanning electron microscopy, etc.

Gravimetric

Weighing a thread of mercury inside a capillary and measuring its length to determine the
inner diameter of the capillary is a method that has existed for a long time. H. Schultze
[135] suggested this method in 1901 in the context of his research on Argon’s viscosity at
different temperatures. The method he presented consisted on running a mercury thread of
2 cm length along the capillary, with steps of about 2 cm. At each position the temperature,
length and mass of the thread were measured, from which the average radius R was deduced:

R =
√

1
π[l − 1

2(h + h′)]

[
m(1 + 0.000181T )0.07355 − π

h3 − h′3

6

]
(4.37)

where l is the length of the thread and m its mass at the temperature T . h and h′ are
the height of the threads menisci.

In 1906, W. J. Fisher [55] adapted this method for the measurement of smaller inner
diameters, for which the mass of the mercury thread cannot be measured accurately. His
method consisted on weighing longer mercury threads and relate them with a formula to
the volume and length of a smaller thread. Schultze’s technique was also employed by C. T.
Collett et al. in 1950 [39], to measure the inner diameter of metallic tubes with the help of
X-ray imaging.

As part of their study to determine the surface tension of water and benzene using
capillary rise method, W. D. Harkins et al. (1918) [67] measured the inner radius of capillary
tubes using mercury, as shown in Fig. 4.26. First, they introduced a short column of mercury
inside a tube and measured its length (L1) using a micrometer, then weighed the capillary
which contains the mercury (m1). Next, they filled the same capillary with a longer column of
mercury and likewise, measured its length (L2) and weighed the capillary (m2). Subtracting
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Figure 4.26: Schematic illustration showing the method used to determine a capillary’s
inner radius by the gravimetric method.

the mass (m1) from (m2) gives the mass m of a cylindrical column of length L = L2 − L1
and volume V = πR2L = m/ρ, where ρ is the density of mercury. The obtained volume does
not include that of the menisci since they were eliminated by subtracting the short column’s
menisci from those of the long column. Finally, the inner radius of the capillary was deduced
as follows:

R =
√

m

πρL
(4.38)

In their study to determine the absolute viscosity of water at 20 ◦C, J.F. Swindells et
al. [150] measured the inner diameter of the viscometer’s glass capillary tubes using two
methods. The first one consisted on weighing the amount of mercury that completely fills
the tube at a given temperature and the second one, on mercury resistance as explained in
the next part. The inner diameters of the capillaries varied between 0.5 mm and 50 mm.
In the Swindells method, the capillary tube was filled under vacuum with double distilled-
mercury, then placed vertically in a temperature-controlled water bath with 4 mm of the
capillary above the water’s level. A glass optical flat (an extremely flat glass piece used to
test the flatness of a surface) was placed horizontally at the end of the capillary which was
illuminated and observed by a magnifying glass. The temperature of the bath was increased
until the thermally expanding mercury reached the optical flat. The exact temperature θ at
which the mercury filled completely the capillary, i.e. when the contact area between the
mercury and the flat was equal to the cross sectional area of the capillary, was determined
by observing the interference fringes between the flat and the surface of the capillary’s end.
The temperature of the bath was then decreased until the flat and mercury were no longer
in contact. The capillary was taken out of the bath and the mercury weighed. The inner
radius of the capillary was determined for 20 ◦C, the temperature at which they were to be
used. The mass of mercury mθ that fills the capillary at the temperature θ is given by:

mθ = πr2
20(1 + α∆θ)2l20(1 + α∆θ)D20(1 + β∆θ) (4.39)

where r20 is the inner radius of the capillary tube at 20 ◦C and l20 its length, α is the
temperature coefficient of the linear expansion of glass,β is the temperature coefficient of
density of mercury and ∆θ = θ − 20.

m20 = πr2
20l20D20 (4.40)

The inner radius was deduced from the measured mass and temperature as follows:

r20 =
√

mθ

πl20D20[1 + (3α − β)(θ − 20)] (4.41)
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In order to measure the diffusion coefficient of small and large molecules inside thin
capillary tubes, M. S. Bello et al. [19] employed Taylor-Aris dispersion theory. According
to this theory, the apparent diffusion coefficient D∗ (which is experimentally measured) is
written as a function of the molecular diffusion coefficient D, the fluid’s mean velocity inside
the capillary U and the inner radius of the capillary tube R [7]:

D∗ = D + R2U2

48D
(4.42)

The inner diameters of the fused-silica capillaries used, which varied from 50 to 100 µm,
were measured by weighing a drop of mercury occupying a given length in the capillary.
The mass of the drop was converted to a volume using the density of mercury. From this
cylindrical volume and the measured length the inner diameter was measured and used to
determine the molecular diffusion coefficient.

The gravimetric method has also been used with other liquids than mercury. For example,
J. Kohr et al. [83] used this method in the context of their study on the optical and surface
properties of commercial quartz capillaries. These capillaries were used in electrophoresis,
the detection sensitivity of which depends on the capillary’s inner diameter. The capillaries
(having nominal diameters of about 75 µm) were weighed empty then filled with water.
The obtained mass difference was converted to a volume using water’s density. By taking
into account this volume and measuring the length of the capillary the inner diameter was
determined with a maximum uncertainty of 1 %.

Electric Resistance

Figure 4.27: Photograph
of the experimental setup
used to measure the in-
ner diameter of capillary
tubes using electric Resis-
tance method [150].

As mentioned above, J.F. Swindells et al. [150] also deter-
mined the mean inner radius of a viscometer’s capillaries, by
measuring the electric resistance of the capillaries when filled
with mercury. The resistance of a cylindrical conductor, which
in our case is mercury, is given by:

R = ρl

πr2 (4.43)

where ρ is the specific resistivity of mercury that is known
accurately, L is the column’s length and r is the inner radius
of the capillary. Fig. 4.27 shows the experimental setup they
have used. This setup consisted essentially of 4 capillary tubes
brought up from glass bulbs. In order to measure the resistance
of mercury, the entire apparatus was filled with double-distilled
mercury. A distance of 1 cm was left at the tops of the four
capillaries at which electric connectors were placed, and the re-
sistance was determined using a Muller bridge. The final value
of the capillary’s radius at 20 ◦C was obtained from Equation
(4.44) after including the thermal expansion of glass and a cor-
rection that accounts for the flow of electricity at the ends of
the capillary:

r2
20 = ρθ

Rθ

[
l20 + 1.64r20
π(1 + α∆θ)

]
(4.44)

This equation was then solved by replacing r20 in the second
term by an approximate value.



4.3. MEASUREMENT OF THE INNER DIAMETER OF GLASS CAPILLARY TUBES93

In their research to develop an on-column electrochemical detector for open-tubular cap-
illary columns that are used in liquid chromatography, L. Knecht et al. [82] used Mercury’s
electric resistance to measure the inner diameter of the capillary columns. First, they filled
entirely a column with mercury and measured its electric resistance. Then, they weighed the
mercury which was pushed outside of the capillary. The resistance of mercury R is given by
Equation (4.43) and its mass by:

m = dHgV = dHglπr2 (4.45)
where dHg is the density of mercury. Using literature values for ρ and dHg and the

measured resistance and mass of mercury, the length of the capillary as well as its inner
radius are determined. By this method columns diameters down to 14.86 pm were measured.

The electric resistance method was also used by D. M. Dohmeier et al. [51] in their study
of the efficiency of etched borosilicate capillary columns, used in liquid chromatography. The
measured diameters varied between 6.5 and 14.6 pm. As a last example, we can mention
C. T. Culbertson et al. [44] who developed a new method to increase the resolving power
of separation in capillary electrophoresis. The resistance measurements were performed on
fused-silica columns with nominal inner diameters from 5 to 10 µm.

Optical Methods

The most largely used optical method is end-on microscopy. This method consists on measur-
ing the capillary’s inner diameter at both ends from images acquired by an optical microscope
or by scanning electron microscopy (SEM) (Fig. 4.28) [54, 84, 36, 5, 61]. By extracting the
pixel profile along the capillary’s cross section and assuming the diameter to be uniform
along the capillary, the value of the inner diameter can be deduced. Evidently, the capillary
tube needs to be perfectly parallel with the objective’s axis.

Another optical method has been proposed by W. A. Wakeham et al. [167] which consists
in filling the capillary tube with mercury and immersing it in a liquid having a refractive
index similar to that of the capillary (Fig. 4.29). The immersion liquid avoids the refraction
of light passing through the cylindrical capillary which deforms the internal diameter.

S. Kwon et al. [86] employed an X-ray projection imaging technique in which mono-
capillary X-ray glass optics with inner diameters of around 108 µm were scanned, using a
high intensity synchrotron radiation beamline (Fig. 4.30). The inner diameters at different
positions were determined with an accuracy of 1.32 µm. However, this method requires syn-
chrotron radiation which is difficult to access regularly. Besides, it does not allow analysing
the inner surface of the capillaries. In order to overcome these limitations and in the context
of studying the monocapillary performance under the effect of inner radius variations, S.

Figure 4.28: Images of capillary tubes’ cross-section obtained using optical microscopy
(left) [36] and SEM (right) [61]. The inner diameters of the capillaries are about 200 and
300 µm, respectively.
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Figure 4.29: Experimental setup for the measurement of the inner diameter of a capillary
tube using optical microscopy and an immersion liquid [167].

Zhang et al. [175] applied a contrast-enhanced micro-CT (micro-Computer Tomography)
to reconstruct in 3D the inner surface of the monocapillaries and analyse their roundness.
However, this method is limited by the spatial resolution of the projection images. This
method was improved by Z. Wang et al. [168] by accelerating the scanning process and 3D
image Reconstruction. X. Zhang et al. [177, 176] proposed in 2019 another X-ray technique
based on confocal X-ray fluorescence. This method consists in filling the monocapillary op-
tics with a zinc chlorine solution and, from the scanning it into the confocal micro-volume.

Figure 4.30: Measuremnt of the inner dimater using X-ray imaging. (a): schematic of the
experimental setup. (b): X-rays beam trajectory across the monocapillary. (c): X-ray image
near the end of the monocapillary. (d): Pixel intensity profile extracted from the X-ray
image [86].
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(d) (e) 

Figure 4.31: Formation of the white cusp in the capillary. (a) and (b) are transmission
images of a pure water/CO2 meniscus with a focus on (P) and (BB’), respectively. (c)
Light rays that produce inner and outer cusps. (d) Schematic illustration showing the light
refraction across the capillary which results in an apparent diameter Rapp. (e) Transmission
image of a meniscus formed at the interface of water with cyclopentane and the white cusp
on the water’s side. The capillaries have an inner and outer diameter equal to 200µm and
330µm, respectively [70, 179].

Then, from the X-ray fluorescent spectra of Zn the boundary between the solution and cap-
illary’s wall is detected. Using this, nominal inner diameters of about 300 µm were measured
non-destructively with a relative uncertainty of 4.1 %.

N. Hobeika et al. [70, 179] proposed an optical method which takes advantage of the
refraction of light through capillaries in order to study the contact angle of immiscible fluids
and detect thin films on the inner wall of the capillary. In their paper, they proposed a
mathematical equation relating the inner diameter of the capillary with an apparent diameter
that appears, in images of the capillaries and under certain focus conditions, as two white
lines (cusps) (Fig. 4.31). The adjustment of the focus in order to make the white lines appear
is however difficult and the associated uncertainty wasn’t evaluated in their paper.

Ri

Re
= Rapp/Re

ng

√
1 − (Rapp/Re)2

√
1 − (Rapp/Re)2/n2

g + (Rapp/Re)2
(4.46)

In connection with their research on two-phase laminar flows inside round capillary tubes,
K. Mishima et al. [99] determined the inner diameters analytically from the friction factor
for a laminar Hagen-Poiseuille flow:

λ = 64
Re

(4.47)

where Re = ρvD
µ is Reynolds number, written as a function of the fluid’s density ρ

and dynamic viscosity µ, and the capillary’s inner diameter. The latter was determined
by first assuming a guess value. After that, the diameter for which the friction factor and
Reynolds number are correlated was computed iteratively. With this methods measurements
of capillary’s with nominal diameters of 1 and 4 mm was performed with a relative uncertainty
of 2 %.

In addition to the methods presented above, other techniques exist such as confocal
reflectance microscopy [42], coherance scanning interferometry [162] and the method using
Jurin’s law, from the capillary rise of a liquid within the capillary tube [178].



96 CHAPTER 4. TRACEABILITY AND UNCERTAINTY BUDGET

Discussion

In this section, we described multiple techniques for the measurement of the inner diameter
of glass capillary tubes. For flow rate calibrations using our interface tracking system, the
inner diameters of the capillaries used were determined using end-on microscopy or, in some
cases, the gravimetric method. For practical reasons, the optical measurements were carried
out using our high resolution camera instead of an optical microscope. The capillary tubes
were placed either in the same axis as that of the camera or with an angle θ from the axis.
In fact, the camera operates only with transmitted light. As the light source cannot be
placed directly in front of the capillary’s entrance, the latter appears dark in images (this
problem does not exist if a reflective light microscope is used). In order to ensure a maximum
illumination of the capillary’s entrance wall the light source and the camera were placed on
both sides and at the same angle from the capillary’s axis (Fig. 4.32 (a)). The capillary had to
be placed in the same horizontal plane as the camera. In this case, the entrance appeared as
an ellipse with a large axis that corresponds to the inner diameter of the capillary (Fig. 4.32
(b)). The inner diameter was measured by image processing by detecting the hollow’s edges
using Canny edge detection method. In order to estimate the uncertainty associated with
edge detection, a variance filter was applied on the original image and the limits of the
variance were detected. Fig. 4.32 shows the processing results for a thick-walled capillary
with a nominal inner diameter of 500 µm. The obtained diameter was equal to 502.0 µm
with a relative uncertainty of 1 %.

For the gravimetric measurements, the capillaries were weighed empty, then filled with
ultra pure water. For each capillary, the measurements were repeated at least 3 times and the
associated uncertainty was determined from the resolution of the balance and the standard
deviation of the different measurement values.

The methods mentioned above are simple to implement but they only provide an average
value of the inside diameter. The latter which is assumed to have a constant value along
the capillary and at its ends. The uniformity of the internal diameter inside the capillary
can however be questioned, since the manufacturers give the nominal diameters with relative
uncertainties up to 10 %. As the flow depends on the square of the inner diameter and since
our system was designed to measure flow rate fluctuations, it is essential to measure the
diameter locally, at the positions where flow velocity is measured.

The measurement technique we chose to explore is fluorescence confocal microscopy.
Besides the fact of being simple to implement, this method allows to visualise the hollow

Ө 
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x 
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(a) (b) (c) (d) (e) 

Figure 4.32: Measurement of the inner diameter at the capillary’s entrance using a high
resolution camera. (a) Experimental setup consisting mainly of a camera, light source and
the capillary tube. (b) Initial acquired image of the capillary’s end. (c) Initial image after
edge detection. (d) Initial image after the application of a variance filter. (e) Variance image
after edge detection.
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volume of the capillary in a non-destructive way. The approach followed to measure the
inner dimater from confocal images is explained in the following section.

4.3.2 Measurement of the Inner Diameter by Confocal Microscopy

Introduction

Confocal microscopy is a fluorescence imaging technique that utilizes a laser point source
to scan a sample and a pinhole to eliminate out-of-focus light, for a 3d visualization of
the sample. Instead of illuminating the fluorescent sample entirely, laser light beams are
focused by an objective lens into a focal spot within it. The Fluorescent light emitted by
the excited spot and the laser reflected light are then recollected by the objective lens and
passed through a dichroic mirror (light splitter), which separates the laser light away from
the detector. A pinhole is used to eliminate out-of-focus light, i.e. the light reflected by
other focal planes. This allows only the light coming from the desired focal plane to enter
the detector (Fig. 4.33). By scanning the specimen in a raster pattern, images of one single
optical plane are created. 3D objects can be visualized by scanning several optical planes
and stacking them using a suitable microscopy deconvolution software [113].

Experimental Setup

The measurements were carried out using a LEICA DMi 8 inverted fluorescence microscope
with a 25x objective that works with water as an immersion liquid (Fig. 4.34). The inner
diameters (ID) were measured for thin-walled capillary tubes from VitroCom Inc. The
capillaries were made of clear fused quartz (GE type 214, manufacturer’s inner diameters
d=200 µm,500 µm) with a refractive index of n=1.459 at γ=587.6 nm. Nile Red powder
(Sigma-Aldrich 2485-100MG) was diluted in Dimethyl sulfoxide (DMSO from VWR, n=1.477
at γ= 587.6 nm) with a concentration of 0.01 g/L. The capillaries were initially cleaned using
isopropanol then filled, by capillarity, with the previously prepared solution. A volume of
glycerol (Sigma-Aldrich, n=1.467 at γ=763.8 nm) was deposited in the centre of a coverslip
(24x40 mm, thickness 170 µm, Menzel-Gläser 1.5H). The capillary tube was then placed
horizontally at the middle of the coverslip. It was necessary that the glycerol covered the

Figure 4.33: Experiment setup and Working principle of confocal microscopy [74].
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Figure 4.34: Photograph of the measurement setup. (left) general view of the Leica DMi8
microscope. (Right) Zoom into the setup including the filled capillary on a coverslip, covered
by glycerol.

capillary’s height completely and had a flat surface near the tube. This was achieved either
by placing a glass slide on top of the capillary or by putting enough glycerol which, by the
effect of gravity, flattened far from the edges. Double-sided tape was used to fix the tube on
the coverslip (Fig. 4.35). Covering the capillary with glycerol and filling it with DMSO (that
was necessary to dissolve the Nile Red dye), ensured to reduce the distortions caused by the
light’s refraction at the different air/glass and liquid/glass interfaces, since these liquids had
similar refractive indices as the capillary’s glass. A drop of water was deposited on the lens
of the objective and the coverslip placed on the support, perpendicularly to the objective’s
axis, in contact with the drop.

Figure 4.35: Schematic illustration of the capillary’s arrangement on the coverslip.
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Figure 4.36: Schematic illustration showing the change in the fluorescent signal in a z-
stack.

Working Principle

As the capillary is filled with a fluorescent component, exposing it to a light with a wave-
length that is equal to the excitation wavelength of Nile Red will cause the liquid to emit
light at its emission wavelength. This emitted light can be captured over all the confocal
planes traversing horizontally the inside of the capillary. As the light is emitted only from
the solution, it is possible to visualize the inside of the capillary in order to determine its
inner diameter locally. The excitation and emission wavelengths were 480 nm and 575 nm,
respectively.

Z-stacked confocal images across the capillary’s height were acquired with a given z-step.
The fluorescent signal on each image represents the horizontal cross section of a cylinder at
a given height, as shown in Fig. 4.36. Starting from the bottom of the capillary, the width
of the signal increases to reach its maximum at the center, then decreases until it disappears
at the top. The widths of the fluorescent signal were measured by image processing and,
assuming the cross section of the capillary to be circular, we determined its inner diameter
from the radius of the fitting circle. Only a part of the capillary fits inside the microscope’s
field of view thus, In order to measure the inner diameter at different positions the capillary
must be moved on the y axis.

Figure 4.37: grayscale (8 bit) confocal images for a capillary with a nominal inner diameter
of 200 µm, acquired from top to bottom with a z-step of 2 µm. On the right is a 3D view of
the z-stack.
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Fig. 4.37 shows the obtained grayscale (8 bit) images for a capillary with a nominal inner
diameter of 200 µm, acquired from top to bottom with a step of 2 µm. In order to measure
the inner diameter, the confocal images were processed using a homemade Python program.
Images near the bottom and top of the capillary were not taken, as the fluorescent signal
was very weak and nonuniform. The rest of images were all processed identically inside a
loop, as follows. First, a region of interest (ROI) was selected using coordinates that were
manually determined from the image with the largest width to ensure that the signal was
always included in the cropped image. Then, a Gaussian blur filter with a kernel of size 5x5,
was applied on the ROI in order to reduce noise. After that, the pixel levels were averaged
vertically so as to have uniform columns. This was achieved by replacing all the pixels of a
column by their mean intensity. Next, the edges of the fluorescent signal were detected using
Canny edge detection method [30]. Given that the pixel intensities were uniform vertically,
the two edges were represented only by their horizontal coordinates, x1 and x2. The width
of the signal was then determined as:

w = |x1 − x2| (4.48)

The estimation of the uncertainty associated with edge detection was carried out using
the same method as in Section 4.1. Mainly, we evaluated the maximum range where each
edge can be located, by applying a variance filter. The limits of the variance intervals were
determined by edge detection. The combinations of the coordinates of the variance ranges
and the initially detected edges were used to compute the possible signal widths (Fig.4.39).
The final width was taken as the mean of all values wi :

w =
∑N

i=1 wi

N
(4.49)

A B C 

D E 

Figure 4.38: Image processing results on a part of one edge of the fluorescent signal. (A)
Original image. (B) Smoothed image with a Gaussian blur filter. (C) Vertical averaging of
the pixel intensities and detected edge (blue). (D) Application of a variance filter and the
associated detected edges (red). (E) Averaged image with all previously detected edges (red
and blue)
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Figure 4.39: Schematic illustration of the measured widths of the fluorescent signal. wmin
and wmax are the minimum and maximum widths the signal can have, respectively.

The inner diameter was determined by performing a circular regression on the half widths
of the fluorescent signals and the associated z positions:

(x − xc)2 + (z − zc)2 = d2

4 , (4.50)

where (xc, zc) are the coordinates of the circle’s center. The latter was fixed at the origin of
the x axis and the widths centred at x=0, in such a way that two x coordinates (w/2 and
−w/2), were associated to the same z position (Fig. 4.40).

In this section, we described the experimental setup and working principle of the method
developed. The image processing algorithm presented is described by a flowchart in Fig. 4.42.
In the next section, we present the uncertainty budget which is used to estimate the total
measurement uncertainty that is associated with the inner diameter.

Traceability and Uncertainty Budget

This section is devoted to the uncertainty budget of the confocal method developed and its
traceability to the S.I. of Units. The sources of uncertainty include the measurement of the
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Figure 4.40: Schematic illustration showing the data points used to perform the circular
fit used to determined the mean local inner dimater of the capillary. The fitted points are
displayed on a confocal image of the capillary’s cross section.
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signal’s widths by edge detection, the microscope’s steps along the z axis and the residuals
of the circular fit.

The expression of the total measurement uncertainty is obtained by combining the dif-
ferent uncertainty components:

u(d) =

√(
∂d

∂x

)2
u2(x) +

(
∂d

∂z

)2
u2(z) + u2

fit, (4.51)

where u(x) is the uncertainty associated with the measurement of the signal’s width along
the x axis, u(z) is the z-steps uncertainty which is taken as the resolution of the microscope’s
stage on the z axis and (ufit) is the residuals of the circular fit performed on the measured
widths with respect to the z-steps. The partial derivatives of d with respect to x and z are
the sensitivity coefficients:

∂d

∂x
= x − xc√

(x − xc)2 + (z − zc)2 = 2(x − xc)
d

(4.52)

∂d

∂z
= x − xc√

(x − xc)2 + (z − zc)2 = 2(z − zc)
d

(4.53)

We choose to maximize the total uncertainty by taking the maximum differences (x−xc)
and (z − zc) which are equal to d/2. In this case, the sensitivity coefficients are equal to 1
and the total uncertainty is written as:

u(d) =
√

u2(x) + u2(z) + u2
fit (4.54)

The uncertainty associated with the measurement of the fluorescent widths by image
processing is expressed by Equation (4.55). This uncertainty results from the calibration
of the microscope in order to determine the pixel size upixel, edge detection of the signal’s
widths uedges and the limitations in the measurement of the widths due to the resolution of
the microscope uresolution:

u(x) =
√

u2
edges + u2

resolution + u2
pixel (4.55)

The microscope’s calibration allows to convert the measured signal widths to metric units,
from the pixel size. This calibration was carried out following the same method as in Sec-
tion 4.1, i.e. using calibrated transfer standards that ensure the traceability of the measured
widths to dimensional units. The corresponding uncertainty is given by Equation (4.16) that
we remind here:

upixel =
√

u2
OM + u2

p−edges + u2
DT + u2

distortion, (4.56)

where uOM and uDT are the uncertainties associated with the calibration of the objective
micrometer and distortion target, respectively, up−edges is associated with the image process-
ing algorithm used to determine the pixel size and udistortion is the standard deviation of the
pixel sizes over the microscope’s field of view.

The uncertainty associated with edge detection of the signal widths is deduced from the
extreme signal widths, wmin and wmax, considering a uniform distribution. The extreme
widths were measured in the image of the capillary’s centre, i.e. for the largest fluorescent
strip:

uedges = wmax − wmin

2
√

3
(4.57)



4.3. MEASUREMENT OF THE INNER DIAMETER OF GLASS CAPILLARY TUBES103

The uresolution was determined from the pixel size p, considering a uniform distribution:

uresolution = p

2
√

3
(4.58)

The mean inner diameter was determined assuming a circular cross section for the cap-
illary. The uncertainty due to this assumption was evaluated from the fit residuals:

ufit = 2

√√√√∑N
i=1 (Ri − Rmean)2

df
= 2

√∑N
i=1 (Ri − Rmean)2

N − 2 , (4.59)

where Ri are the measured radii, Rmean the predicted radius of the fitting circle and
df = N − 2 is the degrees of freedom for N measured radii.

In this section, we described in detail the different uncertainty component associated with
the measurement of the inner diameter using confocal microscopy. In the following section,
we present the measurement results and their associated uncertainties.

Results and Discussion

The measurement were carried out for 10 capillaries with nominal inner diameters of 200
µm and 500 µm and at z-steps of 2 µ and 5 µ, respectively. The results obtained and the
associated uncertainties are presented in Table 4.1. The values of the different uncertainty
components are also provided in the same table. As the fluorescent signal decreases quickly
far from the capillary’s centre, only the widths measured in images near the centre were
processed.

The relative errors, which are obtained by comparing the measured diameters with the
nominal ones, do not exceed 2 %. The estimated relative expanded uncertainties (k=2) do
not exceed 4 % which is two times lower than the uncertainties provided by the manufactur-
ers. The greatest uncertainty component results from the image analysis algorithm used to
determine the widths of the fluorescent signals.

These measurements are also compatible with the ones carried out using the same ex-
perimental setup, but in a light transmission mode. (Fig. 4.41) shows the image processing
steps to determined the inner diameter from transmission images. Using this method with
the ninth capillary in the table, for example, gave an inner diameter of 195.8 µm with a
relative expanded uncertainty of about 2 %. The measurement error by comparison with
the value measured using confocal microscopy, i.e. 197.0 µm, is less than 0.7 %.

Table 4.1: Results of the inner diameter measurements using confocal microscopy.

Nominal
ID

(µm)

Tolerance
degree

given by
manufacturer

(%)

Capillary
N◦

ID
measured by

confocal
Microscopy

(µm)

ux

(k=1)
(µm)

uz

(k=1)
(µm)

ufit

(k=1)
(µm)

Total
Uncertainty

(k=1)
(µm)

Relative
Expanded

Uncertainty
(k=2)
(%)

Relative Error
(%)

500 10 1 493,7 3,1 0,01 0,9 3,2 1,3 1,3
2 493,3 3,1 0,01 1,4 3,4 1,4 1,4
3 496,8 3,6 0,01 1,1 3,7 1,5 0,6
4 490,9 4,0 0,01 1,1 4,2 1,7 1,9
5 492,6 4,0 0,01 1,2 4,2 1,7 1,5
6 495,3 4,5 0,01 1,2 4,7 1,9 0,9

200 1 197,7 3,5 0,01 0,5 3,6 3,6 1,2
2 197,8 3,5 0,01 1,2 3,7 3,8 1,1
3 197,0 3,5 0,01 0,6 3,6 3,6 1,5
4 199,0 3,5 0,01 0,9 3,7 3,7 0,5
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(b) (a) (d) (c) 

Figure 4.41: Measurement of the inner diameter using optical microscopy in transmission
mode. (a): image at the center of the capillary. (b): initial image after edge detection.
(c): initial image after the application of a variance filter. (d): variance image after edge
detection.
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Figure 4.42: Image processing algorithm for the measurement of the capillary’s inner
diameter, using confocal microscopy.



Chapter 5

Preliminary Results

In the previous chapter, we presented the uncertainty budget and the methods used to
ensure the traceability to the S.I. of Units of the interface tracking system. We showed
that this metrological property is ensured when all the quantities on which the flow rate
depends, are traceable themselves. On the one hand, the interface displacements were linked
to the dimensional primary standard through the calibration of the camera, using calibrated
transfer standards. On the other hand, The traceability of the timestamps was ensured
by the calibration of the signal generator against an atomic clock, itself calibrated with
comparison to the national French standard for frequencies. At the end of the chapter, we
discussed a new method based on confocal microscopy, used to measure the inner diameter
of capillary tubes, non-destructively and in a traceable way.

In this chapter, we move on to the first flow measurement results, which served as a
first evaluation of the system’s performances. In the first section, we discuss the stick-slip
phenomenon and how it affected flow rates’ stability, after which we propose a simple method
to reduce its effect. A brief explanation of the physical origin of this phenomenon is also
provided. In the second and last section, we present the results obtained for the calibration
of a Coriolis flow meter from 20 to 5000 nL/min, using our measurement system.

5.1 Stick-Slip Effect

The first nano-flow measurements were carried out using uncoated capillary tubes. The
coating was made for two main reasons. The first is to avoid having small droplets that
are left behind when the interface is moved back. Receding the meniscus is necessary to
keep it sufficiently far from the tube’s end where evaporation is more important. These

A 

B 

Figure 5.1: Static Water/air interface inside a capillary with an inner diameter of 500 µm
(a) without and (b) with the glass repellency coating.
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Time (s) 

Figure 5.2: Images of a moving meniscus over time, inside an uncoated (top) and coated
(bottom) capillary tubes, with an inner diameter of 500 µm.

small droplets (Fig. 5.1(a)), if not completely evaporated during the measurement, merge
each time with the interface, creating larger displacements. In addition, they appear in the
images causing changes in the background of the interface. As discussed in Section 3.2, the
background needs to be the same no matter the position of the interface in the capillary,
otherwise the template matching is affected by the differences in pixel intensities between
successive images.

Fig. 5.2 shows images of an interface moving inside an uncoated (top) and coated (bot-
tom) capillary. As can be seen, the contact angle is larger and the meniscus more stable over
time in the case of the coated capillary. As was discussed in Section 3.2, a constant shape
of the meniscus between the successive images leads to better matching results.

The second reason for which the inner surfaces were treated, is the pinning of the meniscus
which was observed in images as well as in flow rate values. Visually from image sequences,
the motion of the meniscus appears to be discrete as it sticks at given positions while its
curvature decreases until it reaches a maximum, beyond which the meniscus slips. The
pinning and depinning, i.e. stick and slip of the meniscus results in a step-like curve of
the measured positions (Fig. 5.3(left)). In case a treated capillary is used, the motion of the
meniscus is more continuous which results in a smooth curve (Fig. 5.3 (right)). The stick-slip
effect appears in the flow rate curves as peeks that can be 50 times higher than the generated
flow rate (Fig. 5.4 (left)). Such peeks were not observed in the case of treated capillaries
(Fig. 5.4 (right)). As a matter of fact, this phenomenon produces flow rate fluctuations that
originate from our measurement system and which should not be confused with the ones
generated by the device to be calibrated. If the fluctuations that come from different sources
are not decorrelated, the calibration results can be misinterpreted, leading to an erroneous
characterization of the device under test.

The stick-slip effect is caused by the roughness and chemical heterogeneities of a surface.
This was pointed by J. W. Gibbs who concluded that surface defects can cause the pinning of
a contact line, leading to contact angle hysteresis [62]. The effect of roughness on the contact
angle was first studied by Wenzel [170] who derived geometrically an equation giving the
equilibrium contact angle of a droplet deposited on a solid and conforming to its roughness,
as a function of the roughness factor of the solid. Cassie and Baxter [34, 33] on the other
hand, studied the situation where the droplet does not conform to the surface but rather
stays on top of the surface defect with air trapped below. This situation can happen when
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Figure 5.3: Interface positions over time for non-coated (left) and a coated (right) capillary
tube.

the liquid is deposited on a hydrophobic surface [122].
As the inner surface of the capillaries cannot be perfectly smooth and chemically ho-

mogeneous, the meniscus experiences a contact angle hysteresis, thus a stick-slip motion.
In order to reduce this effect, the capillaries were coated with a glass repellency treatment
from Aculon, which make them acquire hydrophobic and oleophobic properties. The coat-
ing procedure is explained in Section 3.3.1. The coating’s working principle is based on
Aculon’s proprietary “self-assembled monolayer of phosphonates” (SAMP) method. This
procedure is used to provide a large range of materials with different surface properties such
as: hydrophobicity, oleophobicity, adhesion, etc. Fig. 5.5 shows the structure of the coating
monolayer which is made of phosphonate molecules. A phosphonate consists of a phosphonic
acid "the reactive head group" which is connected through a stable phosphorous bond to a
carbon based tail, known as the "functional tail group". The head group bonds with the
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Figure 5.4: Flow rates over time for non-coated (left) and a coated (right) capillary tube.
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Figure 5.5: Schematic illustration showing the self-assembled monolayer of phosphonates
(SAMP) [139].
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surface to be treated through strong and highly stable covalent bonds. The functional tails
are directed to the top and, depending on their chemical composition, provide the surface
with specific properties [28, 139].

The coating of the internal surfaces of the capillaries with a hydrophobic and oleophobic
solution, ensures their chemical uniformity but above all facilitates their cleaning. The
repellent solution prevents dust and other residues that act as rough spots, from attaching
to the glass. As a result, cleaning the capillaries using only pure water, removes the residues
and significantly reduces meniscus pinning [3].

5.2 Calibration of a Coriolis Flow Meter

In the previous section, we showed how the coating of the capillaries improved the stability
of the measured flow rates and the performances of the template matching algorithm. In
this section, we present the results of a flow meter’s calibration using the coated capillaries.

The first calibrated device was a BL100 Coriolis mass flow meter from Bronkhorst. This
flow meter consists of a micro chip, containing a rectangular shaped tube, connected elec-
trically through a printed circuit board. The chip is placed inside a stainless steel holder to
facilitate its connection to the system. Its flow range covers 10 mg/h to 2g/h (About 167
nL/min to 33 µL/min) [146]. The accuracy curve of the BL100 flow meter within its flow
range is given Fig. 5.7. The calibration was performed for flow rates going from 20 nL/min
to 5000 nL/min. Table 5.1 and Fig. 5.8 show the obtained comparison results, i.e. the
relative measurement errors of the calibrated flow meter when compared to the flow rates
measurements obtained by our interface tracking system.

The preliminary results for the first calibration performed using our primary system
are satisfactory. As can be observed in the graph of Fig. 5.8, the relative errors and the
associated expanded uncertainties increase significantly for the lowest flow rates. This is in
agreement with the errors and accuracy curve provided by the manufacturer (Fig. 5.7). The
agreement between the comparison measurements is also observed in flow rate fluctuations.
Instead of comparing the mean values of flow rates over the measurement time, we calculate
the instantaneous flow rates and superimpose them with the flow meter’s values that were
recorded at a frequency of 10 values/s. For our measurement system, the frequency of the
calculated values range from 5 to 50 values/s depending on the flow rate. The results are
shown in Fig. 5.9. The fluctuations measured by our system at the lowest flow rate, i.e. 20
nL/min are lower than those of the flow meter. We observe an increase in these fluctuations

Figure 5.6: Experimental setup used for the calibration of BL100 flow meter with respect
to interface tracking method and a zoom into Coriolis chip found inside the stainless steel
holder [146].
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Figure 5.7: Relative measurement errors associated with water mass flow rates measured
by the BL100 flow meter in comparison with the gravimetric method. The green curve
represents a zero stability of 2 mg/h and a reading uncertainty of 0.5% [146].

with increasing flow rates. This can be explained by the use of a capillary with an inadequate
inner diameter. In fact, the same capillary was used for all the generated flow rates, resulting
in flow velocities ranging from 2 µL/s to values as high as 424 µL/s. High flow velocities
lead to a less stable meniscus and significantly short measurement times.

Target
QV

(nL/min)

Measurement
time
(s)

QV

BL 100
(nl/min)

QV

reference
(nl/min)

Error
(%)

Mean
error
(%)

u(K = 2)
(%)

Mean
u(K = 2)

(%)

20 131 29,21 30,97 5,7 21 1,9 23
280 21,66 31,36 30,9 0,5
413 21,50 23,19 7,3 4,1
444 14,91 20,30 26,6 6,2
402 13,71 18,98 27,8 6,1
412 11,83 15,86 25,4 8,9

100 429 112,54 117,63 4,3 6 2,6 9
508 104,61 110,94 5,7 1,6
452 107,25 108,69 1,3 2,1
416 98,17 103,77 5,4 17,5
402 101,96 90,36 12,8 3,8
403 98,34 106,48 7,6 3,7

500 116 533,00 491,62 -8,4 -7 1,5 2
123 532,86 499,36 -6,7 0,8
124 533,59 498,01 -7,1 0,8

1000 49 1272,91 1190,34 -6,9 -6 1,0 2
51 1294,56 1215,50 -6,5 0,9
54 1194,99 1136,49 -5,1 2,5

5000 13 5002,87 4707,79 -6,3 -5 2,4 3
10 4817,60 4614,80 -4,4 1,4
13 4823,51 4598,95 -4,9 0,8
12 4088,81 5133,16 20,3 7,6
19 3234,73 3116,55 -3,8 6,7
22 2715,16 2635,73 -3,0 5,6

Table 5.1: Results of the calibration of BL100 flow meter against interface tracking method,
from 20 nL/min to 5000 nL/min. The volumetric flow rates QV measured by BL100 and
interface tracking system are given with the corresponding relative errors and relative ex-
panded uncertainties. The given flow rates are mean values calculated over the specified
measurement time and the target flow rates are the ones generated by the syringe-pump.
The mean relative error/uncertainties take into account the standards deviation of the single
relative errors/uncertainties.
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Figure 5.8: Relative measurement errors and the associated expanded relative uncertainties
(k=2) obtained through the calibration of BL100 flow meter with respect to interface tracking
primary system.

Figure 5.9: Flow rate fluctuations measured by BL100 flow meter and interface tracking
system, for generated flow rate of 20, 100, 500, 1000 and 5000 nL/min, at 5, 5, 5, 10 and 50
fps, respectively.
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In Section 3.3.2, we explain how to choose the proper parameters in order to improve
measurement conditions. The peeks occurring after decreasing flow rates correspond to a
pinning and depinning of the interface. In most cases the peeks occur at the same position
in the capillary, which leads us to associate them with a coating defect, non-renewed old
coating or persistent dust. Nevertheless, they occur less often and with lower amplitudes.



Chapter 6

Validation of the System by
Interlaboratory Comparison

In the previous chapter, we presented the first calibration results using the interface tracking
system. Particular attention was paid to meniscus pinning which affects the measured flow
rates by introducing fluctuations and instabilities in the shape of the meniscus.

This chapter is devoted to the interlaboratory comparison that was carried out within
the framework of the MeDD II project. The objective of this comparison was to validate
externally, at European level, our primary system and those developed by the 8 participating
laboratories. Following this procedure was necessary from a metrological point of view, since
there were no primary standards for flow rates below 1.6 µL/min with which the systems
could be compared. The comparison protocol is described in the first section, after which
we present the results obtained.

6.1 Comparison Protocol
The comparison was carried out following the standard procedure defined in ISO/IEC
17043:2010 and described briefly in Section 1.4. The procedure consisted in the calibra-
tion, by each laboratory, of three transfer standards: two thermal mass flow meters and one
syringe-pump (Fig. 6.1). Table 6.2 shows the participating laboratories and the measure-
ment techniques they used. The calibrations were carried out for flow rates ranging from 5
nL/min to 1500 nL/min, following the procedure presented in the section 3.3. The references
of the tested transfer standards and the flow rates at which they were calibrated are specified
in Table. 6.1.

(a) 
(c) 

(b) 

Figure 6.1: Photographs of the calibrated transfer standards. (a): Bronkhorst L01-20D
flow meter. (b): Sensirion SLG64-0075 flow meter. (c): Cetoni syringe-pump [104].
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Table 6.1: List of the calibrated transfer standards and the flow rates at which they were
calibrated.

Flow Rate (nL/min) 5 10 20 50 70 100 500 1000 1500
Bronkhorst L01-20D 4 4 2� 2� 2� 2� 2� 2� 2�

flow meter
Sensirion SLG64-0075 4 4 2� 2� 2� 2� 2� 2� 2�

flow meter
Cetoni syringe-pump 2� 2� 2� 2� 4 2� 4 4 4

6.2 Results and Discussion

The results of the three transfer standards’ calibration by our interface tracking system, i.e.
the measurement errors and associated uncertainties, are presented in Tables 6.3 to 6.5. The
calibration results of all participating laboratories are given in the graphs of Fig. 6.2 (the
corresponding data points are provided in Tables B.1 to B.3 in Appendix B.

These results were sent to the leading laboratory who was in charge of the analysis
and reporting of the comparison results. The first thing in the analysis was to compute
the weighted mean value at each flow rate. This parameter takes into account the relative
measurement errors and uncertainties of all laboratories:

xREF =
∑n

i=1 xi/u2(xi)√∑n
i=1 1/u2(xi)

, (6.1)

where n is the number of all participating laboratories, xi is the relative error of the
laboratory i at the given flow rate and u(xi) is the measurement expanded uncertainty as-
sociated with xi.

Table 6.2: List of the interlaboratory comparison’s participants and their measurement
method, with a brief description of the main specifications of each method.

No Participant Method Specifications

1 CETIAT (France) Interface tracking Based on template matching

2 THL (Germany) Front tracking Based on edge detection of the front

3 NEL/UoS (United Kingdom) Micro-PIV Performed in a microfluidics chip with serpentine
channels

4 HS (Germany) Micro-PIV Based on digital holography

5 IPQ (Portugal) Interferometry High accuracy measurement of the distances trav-
elled by the syringe-pump’s piston

6 RISE (Sweden) Gravimetry Flow generation using a pressure vessel in a
temperature-controlled bath

7 METAS (Switzerland) Gravimetry The collecting beaker is placed in an evaporation
trap and water flows from a needle to the beaker
through a glass filter and adsorbing foam to avoid
droplet formation

8 DTI (Denmark) Gravimetry The water is covered with oil to reduce evapora-
tion and the entire setup is placed in an isolation
chamber for temperature stability

9 BHT (Netherlands) Gravimetry Generation of a stable flow using a flow controller
that controls a piezoelectric valve and the tube is
immersed in the water in beaker
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The uncertainty associated with the weighted mean, which is known as the weighted uncer-
tainty, is given by:

u(xREF ) = 1√∑n
i=1 1/u2(xi)

(6.2)

A chi-square goodness of fit test was then performed in order to check the consistency of
the calibration results. The test consisted in computing the observed chi-square value χ2

obs

and compare it with the critical value given by the appropriate chi-square distribution. The
chi-square value to be tested is written as:

χ2
obs =

n∑
i=1

(xi − xREF )2

u2(xi)
(6.3)

The consistency test was carried out using the function CHIIV(probability, degrees of
freedom) in Microsoft Excel. The check was passed and the weighted mean xREF accepted
when χ2

obs < χ2
ν , i.e. p − value > 0.05, where ν = n − 1 is the degree of freedom. In the case

where χ2
obs >= χ2

ν the results of the laboratory that contributes the most to the observed
chi-square value was excluded from the evaluation at the given flow rate and the consistency
test was repeated. After the chi-square test the equivalence between the remaining results
was quantified using the degree of equivalence En defined in Section 1.4 and reminded here:

Eni = xi − xREF√
u(xi)2 + u(drift) − u(xREF )2 , (6.4)

with u(drift) the uncertainty associated with the drift of the calibrated device, given by
u(drift) = ∆ε√

3

Table 6.3: Results of the Bronkhorst (L01-20D) flow meter’s calibration using the interface
tracking system, at the static regime.

Target
QV

(nL/min)

Reference
mean

QV

(nL/min)

L01-20D
mean

QV

(nL/min)

L01-20D
zero

(nL/min)
Time

(s)
error
(%)

Mean
error
(%)

u(K = 2)
(%)

Mean
u(K = 2)

(%)

20 24,1 21,1 -2,1 987 -12,5 -7,3 1,93 9,89
22,0 21,0 -3,0 1078 -4,6 4,15
20,4 19,4 -1,6 1138 -4,7 1,35

50 51,6 49,0 2,0 1173 -5,0 -5,2 0,45 1,18
52,1 49,1 1,8 1145 -5,8 0,45
52,1 49,6 1,6 1147 -4,8 0,21

70 72,7 69,2 1,5 816 -4,9 -3,3 0,19 2,91
70,3 68,9 2,4 850 -2,0 0,26
70,6 68,4 2,8 842 -3,1 0,32

100 105,0 100,5 1,2 564 -4,2 -4,6 0,34 1,03
104,9 100,1 1,5 563 -4,5 0,15
105,6 100,1 1,8 560 -5,2 0,21

500 496,8 490,5 -0,4 357 -1,3 -1,0 0,23 0,60
494,9 490,2 -1,0 351 -0,9 0,26
494,3 490,6 -1,1 356 -0,7 0,29

1000 986,0 980,2 -2,2 194 -0,6 -0,5 0,13 0,61
990,8 983,0 -3,1 192 -0,8 0,14
984,5 982,5 -3,3 191 -0,2 0,14

1500 1486,7 1483,0 -1,6 128 -0,2 -0,2 0,13 0,15
1485,4 1482,8 -2,1 126 -0,2 0,13
1485,9 1482,6 -2,1 127 -0,2 0,14
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The value of ∆ε represents the maximum deviation of the device under test at a given
flow rate, between two different calibration dates. The reproducibility tests for the two
flow meters were performed by METAS. The Bronkhorst L01 meter was calibrated at three
different dates : 09/12/2020, 11/12/2020 and 15/07/2020. The largest measured deviation
was 0.71 % at 20 nL/min, leading to a relative expanded uncertainty of 0.41 % . The
Sensirion SLG64-0075 was calibrated on the 28/08/2020, 07/01/2021 and 14/09/2021. Its
maximum deviation was obtained at 20 nL/min with a value of 0.82 %, thus an expanded
uncertainty of 0.47 %. As for the Cetoni syringe-pump, no sensible deviation was observed.
Therefore, no drift uncertainty was included in the calculation of the En value. The chi-
square values for the three transfer standards and at each calibration flow rate, are given in
Tables B.4, B.5 and B.6 (Appendix B).

The degrees of equivalence for each laboratory are given in Tables 6.6, 6.7 and 6.8,
where the x-box symbol is for the flow rate measurements that were not carried out by the
laboratory concerned, the grey cells are for the flow rates at which a laboratory was excluded
after failing the chi-square test, the orange cells are the flow rates at which a laboratory can
validate its system if the 1<En1.2 value is justified and the red cells represent the flow rates
that are not validated by the laboratory as the equivalence condition is not satisfied.

The measurement errors obtained represent the deviation of the flow rates measured by
the calibrated devices from the reference flow rates, i.e. the ones measured by the different
primary systems. As shown by the results, these errors are very similar for the different
laboratories, especially for flow rates greater than 100 nL/min. In general, taking into
account the measurement uncertainties, the calibration results of the different laboratories
are in good agreement.

The differences in the measurement uncertainties from one laboratory to another were

Table 6.4: Results of the Sensirion (SLG64-0075) flow meter’s calibration using the interface
tracking system, at the static regime.

Target
QV

(nL/min)

Mean
Reference

QV

(nL/min)

Mean
SLG64-

0075
QV

(nL/min)

SLG64-
0075
zero

(nL/min)

Time
(s)

Error
(%)

Mean
error
(%)

u(K = 2)
(%)

Mean
u(K = 2)

(%)

20 28,1 20,2 -4,7 849 -28,3 -14,0 0,73 27,52
22,7 19,8 -5,2 1034 -13,0 0,61
19,9 19,7 -5,5 1190 -0,8 0,61

50 52,1 50,5 -4,8 1133 -3,1 1,9 0,81 9,84
48,9 50,0 -5,7 1205 2,2 0,75
47,8 51,0 -6,3 1237 6,7 0,59

70 66,7 71,7 -7,2 892 7,5 7,3 0,43 0,92
66,5 71,1 -6,5 890 6,8 0,57
66,7 71,6 -7,0 888 7,5 0,46

100 101,8 101,6 -6,0 584 -0,1 2,6 0,42 4,82
97,8 101,4 -6,4 610 3,7 0,28
97,4 101,5 -6,6 611 4,3 0,50

500 499,2 512,3 -3,7 357 2,6 1,8 1,56 2,01
505,4 512,7 -5,0 351 1,4 1,13
506,4 513,0 -4,8 356 1,3 0,91

1000 1031,1 1028,4 -5,1 194 -0,3 0,1 0,67 1,06
1028,6 1028,0 -4,5 192 -0,1 0,64
1022,3 1027,8 -4,3 191 0,5 0,65

1500 1534,7 1544,0 -4,4 128 0,6 0,7 1,33 1,29
1532,9 1543,6 -4,7 126 0,7 1,33
1531,7 1542,3 -4,5 127 0,7 1,13
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expected as different methods were employed, involving different uncertainty sources and
most importantly, different measurement times. As the sensitivity coefficients are inversely
proportional to time, the longer the measurement time, the lower the uncertainty (Equa-
tion (4.10)). The maximum measurement time for our system was 45 min at 5 nL/min,
with at least one flow rate value per second. At this flow rate, some laboratories had a
measurement time up to two hours, which explains the observed differences.

The high uncertainties of our system below 20 nL/min can be justified by the flow rate
fluctuations which are taken into account as a source of uncertainty. These fluctuations
mainly represent the instabilities of the flow generator, i.e. the syringe pump. Nevertheless,
they must be taken into account, as the calibration uncertainty must include the entire
calibration system, i.e. the flow generator and the measurement system. In addition, some
of these fluctuations may be caused by the measurement system itself due to occasional
stick-slip, for example.

In order to reduce the flow rate fluctuations, we suggest to use a pressure controller as a
flow generator, instead of the syringe pump. By including a valve in the system to increase
the hydraulic resistance, stable high pressures can be generated leading to stable flow rates.

Calibrations of the two flow meters were also carried out at the dynamic regime. A flow
profile was generated with flow rates varying from 30 nL/min to 100 nL/min with steps of
30 s (Fig. 6.5). The results obtained are shown in Tables 6.9 and 6.10. The measurement
errors were determined by comparing the mean flow rate measured by the flow meter, with
the one measured by our system. For mean flow rates of about 60 nL/min, these errors does
not exceed 8 % and the associated uncertainties vary between 5 % and 8 %.

Fig. 6.3, 6.4, 6.6 and 6.7 illustrate the flow rate fluctuations measured by the flow meter

Table 6.5: Results of the Cetoni syringe pump’s calibration using the interface tracking
system, at the static regime.

Target
QV

(nL/min)

Mean
Reference

QV

(nL/min)

Mean
Cetoni

QV

(nL/min)

Time
(s)

Error
(%)

Mean
error
(%)

u(K = 2)
(%)

Mean
u(K = 2)

(%)

5 3.0 4.999 1525 67.1 28.5 3.45 51.73
4.4 4.999 1395 14.7 4.51
4.3 4.999 1440 15.2 3.15
4.3 4.999 1490 16.8 2.30

10 11.6 9.998 884 -14.2 -7.5 1.94 11.35
11.1 9.998 915 -10.0 1.35
10.4 9.998 1016 -3.5 2.46
10.2 9.998 1040 -2.4 2.79

20 21.4 19.980 456 -6.4 -1.2 1.64 14.21
21.4 19.980 465 -6.8 1.62
18.7 19.980 516 6.6 4.89
19.6 19.980 512 1.8 5.73

50 50.2 50.006 750 -0.5 -0.1 0.18 0.64
50.1 50.006 750 -0.2 0.33
50.0 50.006 745 0.1 0.24
49.9 50.006 760 0.2 0.18

70 69.8 69.986 535 0.3 0.5 0.25 0.66
69.3 69.986 533 0.9 0.17
69.8 69.986 535 0.3 0.24
69.7 69.986 540 0.5 0.24

100 100.8 100.013 379 -0.7 -0.5 0.15 0.70
100.5 100.013 377 -0.5 0.19
100.9 100.013 378 -0.8 0.28
100.1 100.013 381 -0.1 0.19
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(red) and our system (red), at the static and dynamic regimes. The shift between the last
curve of Fig. 6.6 is due to recording error in the starting measurement time, as the latter is
not yet automated.

Figure 6.2: Relative measurement errors and the associated uncertainties obtained by the
calibration of the three transfer standards, in the context of the interlaboratory comparison.
The flow rates are displayed on a logarithmic scale and the errors at a given flow rate are
shifted on the x axis, for clarity.
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Figure 6.3: Graphs of the dynamic flow rates measured by the Bronkhorst L01-20D flow
meter (red) and the interface tracking system (blue) at the target flow rates: 5nL/min (2
fps), 20 nL/min (4 fps), 50nL/min (4 fps) and 100 nL/min (8 fps) (a), with a zoom on each
graph (b).
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Figure 6.4: Graphs of the dynamic flow rates measured by the Sensirion SLG64-0075 flow
meter (red) and the interface tracking system (blue) at the target flow rates: 5nL/min (2
fps), 20 nL/min (2 fps), 50nL/min (2 fps) and 100 nL/min (5 fps).

Table 6.6: Degrees of equivalence En of each participating laboratory for the calibration of
the Bronkhorst L01-20D flow meter.

Flow rate
(nL/min)

Degree of equivalence En

IPQ CETIAT METAS RISE DTI HS THL Uos/
NEL BHT

1500 1.11 0.18 0.06 0.14 0.27 0.18 0.02 4 0.65

1000 0.65 0.59 0.47 0.74 0.67 0.06 0.04 4 0.27

500 0.28 1.06 0.17 0.35 0.84 0.03 0.93 4 0.63

100 0.05 0.19 0.34 1.04 0.19 0.37 1.39 4 0.63

70 1.06 0.58 0.46 0.02 0.01 0.06 - 0.14 0.61

50 1.11 0.11 0.40 0.08 4 4 - 0.40 0.46

20 0.94 0.20 0.48 0.01 4 4 - - 0.40

Table 6.7: Degrees of equivalence En of each participating laboratory for the calibration of
the Cetoni syringe pump.

Flow rate
(nL/min)

Degree of equivalence En

IPQ CETIAT METAS RISE DTI HS THL Uos/
NEL BHT

100 0.64 0.31 1.00 0.57 1.25 4 - 4 0.23

50 0.37 0.70 1.31 0.82 1.13 4 - 4 0.001

20 0.64 0.04 0.70 0.13 0.58 4 - 4 0.22

10 0.64 0.58 4 0.13 4 4 0.36 4 0.28

5 0.13 - 4 0.26 4 4 0.34 4 0.18
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Table 6.8: Degrees of equivalence En of each participating laboratory for the calibration of
the Sensirion SLG64-0075 flow meter.

Flow rate
(nL/min)

Degree of equivalence En

IPQ CETIAT METAS RISE DTI HS THL Uos/
NEL BHT

1500 0.39 0.74 0.12 1.16 0.62 4 0.54 4 0.83

1000 0.51 1.21 0.40 0.70 0.21 4 0.58 4 0.79

500 1.03 0.27 0.61 0.59 0.01 0.03 1.42 4 0.73

100 1.08 0.10 0.41 0.96 0.43 0.06 0.20 0.87 0.25

70 0.86 - 0.37 0.95 0.20 0.10 - 0.28 0.07

50 0.81 0.03 0.31 0.49 0.45 4 - - 0.07

20 0.63 - 0.22 0.14 0.24 4 0.25 0.55 0.06

Figure 6.5: Flow profile generated for flow meters’ calibration at the dynamic regime.

Table 6.9: Results of the Bronkhorst (L01-20D) flow meter’s calibration using the interface
tracking system, at the dynamic regime.

Profile N◦
L01-20D

mean flow rate
(nL/min)

Reference
mean flow rate

(nL/min)

Error
(%)

Expanded
uncertainty (k = 2)

(%)

1 56.6 61.1 -7.4 8.04
2 61.3 63.8 -4.0 6.22
3 61.1 64.9 -5.9 7.68
4 55.0 56.6 -2.8 7.95

Table 6.10: Results of the Sensirion (SLG64-0075) flow meter’s calibration using the inter-
face tracking system, at the dynamic regime.

Profile N◦
SLG64-0075

mean flow rate
(nL/min)

Reference
mean flow rate

(nL/min)

Error
(%)

Expanded
uncertainty (k = 2)

(%)

1 61.6 63.6 -3.1 5.28
2 59.2 61.0 -2.9 6.29
3 62.1 61.8 0.5 6.40
4 60.3 60.3 -0.1 5.89
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(a) (b)

Figure 6.6: Graphs of the flow rates measured by the Bronkhorst L01-20D flow meter (red)
and the interface tracking system (blue), at the dynamic regime.

Figure 6.7: Graphs of the flow rates measured by the Sensirion SLG64-0075 flow meter
(red) and the interface tracking system (blue), at the dynamic regime.



Chapter 7

Application and Perspectives

In the previous chapter, we presented the results of the interlaboratory comparison which was
carried out in order to validate the primary systems developed by the different laboratories.
Given the measurement uncertainties, the calibration results obtained are in good agreement,
thus allowing a first metrological validation of our primary method.

In this chapter, we present a direct application of our system in the medical field. This
application consisted in the calibration of an infusion pump, in order to evaluate its perfor-
mance before use by patients. To conclude the chapter, we present a different configuration of
the interface tracking system which allows the measurement of flow rates from the increasing
volume of a pendant drop.

7.1 Calibration of Treprostinil Infusion Pump

As an example of a direct application of our primary system, we present here the calibration
of a medical infusion pump from LenoMed Medical. In fact, the nano-flow measurement
laboratory of CETIAT was solicited by the supplier Alphadiab, in order to evaluate the
pump’s metrological performances before commercialization. The pump is intended to deliver
Treprostinil, a substance used to treat pulmonary arterial hypertension [12, 140]. Technically,
this infusion device does not deliver the target flow rate continuously, instead it releases
discrete amounts (infusions) separated by equal time intervals. The aim of the calibration
is to investigate 3 different parameters: the time interval between infusions, the volume of
each infusion and the number of infusions per hour for the given flow rate. By design, the
pump is expected to release 4 infusions per hour with an interval of 10 min, at 200 nL/h. At
2000 nL/h and 35000 nL/h, the pump is expected to release 6 equal volume infusions per
hour with a time interval of 10 min. The sum of the discrete volumes released during one
hour should be equal to the target flow rate.

For our purposes, the calibration was carried out using insulin, instead of Treprostinil, as
it has a similar viscosity but is more readily available. In order to be as close as possible to
the conditions of use, the pump was connected to the capillary using its own catheter tubing
with the metallic needle at the tip. The calibrated device operates like a standard syringe
pump. The small syringe was filled completely with insulin then placed inside the pump
to which the catheter tubing was connected. In order to avoid introducing bubbles in the
system, the tubing was connected to the pump while empty. The other side of the tubing was
connected to the capillary through the metallic needle. Glue was added around the needle
to avoid any leakage (Fig. 7.1). The system was filled by producing several boluses with the
volume of 0.03 mL. Once the tube was filled, a continuous low flow rate was generated in
order to fill partially the capillary. The details for the different adjustments that needed to
be done before starting measurements are explained in Section 3.3. The chosen parameters
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Figure 7.1: Photograph of the setup used for calibration of the infusion pump using the
primary standard for nano-flow rates (right). View of the catheter’s patch mounting on
dedicated fittings. The needle coming out of the patch is glued to polymer tubing ensuring
leak tightness (left).

for each flow rate are shown in Table 7.1.The measurements at each flow rate were repeated
at least 3 times to evaluate the repeatability of the device. The time interval and mean flow
rate between the infusions were calculated between the flow rate peeks. The released volume
was obtained by multiplying the mean flow rate by the corresponding time interval.

The calibration results are shown in Tables 7.2, 7.3 and 7.4. Fig.7.2 shows the measured
interface displacements and the flow rate over time. For all the measurements performed
at 2000 nL/h and 35000 nL/h, 6 infusions are observed within one hour. Besides, the
successive infusions occur periodically with time intervals equal or close to 10 min. This is
in good agreement with the specifications given by the manufacturer regarding the number
of infusions and the time that separates them. The volume of infusions on the other hand
is not constant and varies in some cases by 50 %. Nevertheless, the total volume of all
infusions together differs from the target volume by less than 10 %, for the highest flow
rates. The lowest flow rate the pump should be able to generate is 200 nL/h. Contrary to
the manufacturer’s expectations, the calibrations carried out at this flow rate reveal that the
pump releases only one infusion per hour instead of four. The measurements of the total
volume released in one hour show differences of up to 50 % compared to the target value.

The results described above demonstrate the applicability of our primary system in the
characterization of drug delivery devices. Furthermore, they show the interest of being able
to measure dynamic flow rates, as in the case of the Treprostinil pump which generates

Table 7.1: Configuration of the interface tracking system for the calibration of the infusion
pump.

Flow
rate

(nL/h)

Flow
rate

(nL/min)

Capillary
inner

diameter
(µm)

Camera
zoom
(%)

Pixel
size

(µm)

Horizontal
field of

view
(µm)

Interface
velocity
(µm/s)

Frame
rate
(fps)

200 3.33 1000 25 0.855 3502 0.07 0.5
2000 33.33 1000 25 0.855 3502 0.83 1
35000 583.33 3000 0 1.350 5530 1.02 1
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Table 7.2: Measurement results at 35000 nL/h.

Infusion Start
(s)

end
(s)

Time interval
(min)

Flow rate
(nL/min)

Volume
(nL)

1 201 801 10.00 629.2 6292
2 801 1402 10.02 620.6 6216
3 1402 2002 10.00 514.1 5141
4 2002 2603 10.02 507.6 5084
5 2603 3203 10.00 472.3 4723
6 3203 3803 10.00 432.8 4328

Average 10.01 529.4 5297.3

very fluctuating flow rates. Finally, the discrepancies between the volume of infusions and
the values declared by the manufacturer, whether small or large, highlight the importance of
calibrating medical devices. The calibrations should be carried out against primary standards
to ensure the best calibration accuracy possible and the traceability of the doses administered
to the patients, and improve the patients’ safety.

Table 7.3: Measurement results at 2000 nL/h. The flow rate and volume were not measured
for the sixth point, as the measurement was stopped before the seventh infusion.

Infusion Start
(s)

end
(s)

Time interval
(min)

Flow rate
(nL/min)

Volume
(nL)

1 63 707 10.73 40.8 438
2 707 1300 9.88 40.1 396
3 1300 1887 9.78 35.2 345
4 1887 2500 10.22 29.9 306
5 2500 3102 10.03 33.6 337
6 3102 / / / /

Average 10.13 35.9 364.3

Table 7.4: Measurement results at 200 nL/h.

Infusion Start
(s)

end
(s)

Time interval
(min)

Flow rate
(nL/min)

Volume
(nL)

1 579 4182 60.05 4.9 292.0
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Figure 7.2: Interface positions over time (left) and dynamic flow rates (right) generated
by the infusion pump and measured by the interface tracking system.

7.2 Pendant Drop Method

7.2.1 Description of the Method

The system developed for the measurement of flow rates using interface tracking method
can also be used in a different configuration, for the same purpose. In fact, if the capillary
tube is placed in a vertical position the flowing liquid forms a droplet when it reaches the
end of the capillary. The pendant drop’s volume increases until it reaches a maximum, after
which it detaches from the capillary. The rate at which the droplet’s volume increases is
proportional to the generated flow rate.

Digital imaging of suspended liquid drops has been largely used for the accurate mea-
surement of surface and interfacial tension. This is known as pendant drop tensiometry [48].
Mainly, this method consists on fitting the droplet’s profile, in the acquired image, using the
axisymmetric Young-Laplace equation. The best fit is then used to determine the droplet’s



128 CHAPTER 7. APPLICATION AND PERSPECTIVES
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Figure 7.3: Photograph (a) and schematic illustration (b) of the experimental setup for
the pendant drop method.

radius, volume and the liquid’s surface tension [21, 65, 148]. J. D. Berry et al. [21] also men-
tioned the possibility of measuring the rate of evaporation by tracking the droplet’s volume
over time.

Following the same principle, we propose to use the pendant drop method to measure low
flow rates. As mentioned above, the experimental setup is adapted from the interface tracking
system by placing vertically the capillary tube (Fig.7.3). The capillaries used have a thin
wall and are coated at their end with a hydrophobic glass repellency treatment from Aculon
(Section 3.3.1), to prevent the droplet from rising by capillarity along the outer surface of
the tube. This occurs particularly when the droplet’s volume is very small, i.e. the capillary
forces are more important than the droplet’s weight. The flow rate is determined from the
increase in the droplet’s volume over time:

Qvolumetric = V̇droplet, (7.1)

where Qvolumetric is the volumetric flow rate and V̇droplet is the time derivative of the droplet’s
volume.

Fig. 7.4 shows images of a pendant drop at 1.6 µL/min. The droplet’s volume at a given
instant is determined by slicing the whole volume into cylindrical subvolumes with a height
of 1 pixel (Fig. 7.5) [157, 119]. By doing so, we assume that every subvolume is symmetrical
around its vertical axis. However, we make no assumption regarding the total symmetry of
the droplet. As a matter of fact, it is very hard to keep the droplet symmetrical during the
entire measurement time, due to flow rate fluctuations, potential vibrations in the system
and possible deviations from the vertical axis. Therefore, instead of considering a rotational
symmetry for the whole droplet, we consider only the symmetry of the separate subvolumes.
This implies that every horizontal slice in the volume is circular and has its own axis of
symmetry without any constraints on the general shape of the droplet. This hypothesis
makes the fitting of the droplet’s profile more complicated. Nevertheless, it allows to have

t= 0 s t= 50 s t=100 s t= 150 s t= 200 s t= 250 s 

t=350 s t= 400 s t= 500 s t=550 s t=600 s t= 650 s 

t= 300 s 

t= 700 s 

Figure 7.4: Image sequence of a drop pending from a capillary with an inner diameter of
1 mm, at a generated flow rate of 1.6 µL/min. The time interval between the successive
images is 50 s.
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Figure 7.5: Schematic illustration showing the method used to measure the droplet’s vol-
ume.

more accurate values when the measurement conditions are not ideal. The total volume of
the droplet results from the addition of all the cylindrical subvolumes:

Vdroplet =
∑
i=1

Vi =
∑
i=1

π

4 d2
i .h, (7.2)

where Vdroplet is the total volume of the droplet, Vi the volume of the ith cylinder, di the
diameter of the ith cylinder and h the height of a cylinder which is equal to 1 pixel. The
image processing procedure used to fit the droplet’s profile, determine the diameter of each
cylinder and deduce the flow rate is explained in the following subsection.

7.2.2 Image Processing Algorithm

The measurement of the flow rate from an image sequence of the growing droplet is carried
out using a home made software based on a script written in Python language and a GUI
written in TKinter (Fig. 7.6). The GUI was mainly created to enter input parameters such
as the path of images, frame rate and pixel size. It also enables to perform operations on
images, in real time, in order to extract more information. Once all the input parameters
are specified and the program launched, the images are processed automatically within a
loop, at the end of which the results are displayed and saved. It is worth mentioning that
this software also allows to measure the volume of an in-flight drop which can be used in
drop-on-demand inkjet printing [133, 147, 77], for example.

The steps for the measurement of the flow rate are the following. First, the image with
the largest drop is selected and the path to the rest of the images specified as an input
value. Then, a region of interest (ROI) is selected in such a way that a part of the tube’s
end is included. Defining the ROI from the image with the largest droplet ensures that the
droplet is always smaller than the ROI. As the boundary between the tube and droplet is
not well defined in images and in order to avoid additional uncertainty sources, the starting
position of the droplet is determined by image processing from each image. This is achieved
by measuring the widths of the tube starting from the top of the image and going down with
an increment of 1 pixel. As the tube’s outer diameter is relatively constant, its boundary
with the droplet is taken as the position at which the measured widths start to increase
continuously. The widths are measured as the distances between the left and right edges of
the tube/droplet which are detected using Canny method (Appendix A). In order to reduce
the measurement time, it is possible to draw a horizontal line, across the tube and sufficiently
above the boundary, that defines the starting point at which the widths are measured. After
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Figure 7.6: Image of the GUI of the pendant drop software.

specifying the input parameters, the measurement can be started. Within a general loop,
the first image is opened and a ROI selected using the initial saved coordinates. A Gaussian
blur filter is applied on the ROI image in order to reduce the noise. The droplet’s edges are
detected using Canny edge detection method which results in a binary image with a black
background and white edges. The coordinates of these are separated into 6 parts (3 on each
side of the drop) and fitted with a polynomial function. The choice to fit each part of edges
separately was made for the simple reason that it is hard to fit the whole profile of a non-
symmetrical droplet, as this requires the use of high-order, implicitly defined functions. In
order to obtain a continuous fitting, the points that lie near the boundary of two given parts
were taken into account in the fitting of these two parts. Fig. 7.7 shows the results of edge
detection and the associated fitting profile. The latter is used to determine the diameter of
each cylindrical subvolume which is taken as the difference between the right and left edges.
The total volume of the droplet at the given instant is obtained by adding all the subvolumes

Figure 7.7: Image of the pendant drop on which are displayed the detected edges (red)
and the corresponding fitting profile (blue). The right side images represent a zoom into two
different regions of the droplets’ edges.
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(a) (b) (c) (d) 

Figure 7.8: Image of the pendant drop after the application of the variance filter (a) with
a zoom into a part of the droplet’s borders : (b) is the variance strip on the sides of which
are displayed the detected edges (red), (c) shows the same region in the original image on
which are displayed the variance edges (red) and their corresponding fitting profile (blue).
(d) shows the same region with all the previously detected edges and the corresponding
polynomial fits.

that are deduced from the measured diameters.
As the transition between the background and the droplet is not immediate, is it impor-

tant to quantify the uncertainty associated with edge detection, i.e. with the measurement
of the subvolumes’ diameters. Following the same methodology as for the measurement of
the pixel size using a calibration target or the measurement of the capillary’s inner diame-
ter from the fluorescent signal (Sections 4.1 and 4.3.2), we estimate the largest interval of
positions where the droplet’s edge can be located. To do this, a variance filter is applied on
the initial ROI image and the edges of the obtained variance regions are detected. These
edges represent the limits of the interval we wish to determine. By fitting the inner and
outer edges separately, we obtain two droplet profiles that represent the smallest and largest
possible volumes for the droplet at the given instant. The difference between these extreme
volumes is used to estimate the maximum measurement uncertainty due to edge detection,
as shown in the next subsection. Obtained results for the aforementioned operations are
shown in Fig. 7.8. After all the volumes are measured the mean flow rate is determined by
performing a linear regression on the volumes with respect to time. The described algorithm
is summarized in the flowchart presented in Fig. 7.9.

7.2.3 Uncertainty Budget

The measurement uncertainty associated with the flow rate results mainly from the mea-
surement of the droplet volumes and the corresponding timestamps. Evaporation rate of the
droplet in air is included in the budget as an uncertainty source. The total uncertainty is
given by:

u(QV ) =

√(
∂QV

∂V

)2
u2(V ) +

(
∂QV

∂t

)2
u2(t) + u2

evap, (7.3)

where u(V ) and u(t) are the measurement uncertainties associated with the droplet’s volume
and timestamp, respectively. uevap is the evaporation rate of the droplet. The Sensitivity
coefficients CV and Ct are given by the following equations:

∂QV

∂V
= CV = 1

t
(7.4)

∂QV

∂t
= Ct = −V

t2 (7.5)
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The uncertainty u(t) is associated with the determination of image timestamps from the
acquisition frequency, taking into account exposure time and potential delays between the
signals sent and the instant at which images are acquired. A detailed explanation of this
component is provided in Section 4.1.5. The uncertainty associated with the measurement
of the droplet’s volume is given by Equation (7.6). It results from the detection of the
droplet edges uedges, the limitation due to camera resolution uresolution and the calibration
of the camera upixel. The latter results from the determination of the pixel size and the
quantification of the optical distortions, as explained in details in Section 4.1.

u(V ) =
√

u2
edges + u2

blur + u2
resolution + u2

pixel (7.6)

As explained in the previous subsection, the uncertainty of the droplet’s volume due to
edge detection is taken as the difference between the maximum and minimum volumes the
droplet can have at a given instant. Assuming the volumes to follow a uniform statistical
distribution, the uncertainty writes as:

uedges = Vmax − Vmin

2
√

3
(7.7)

The component ublur is caused by the motion blur, i.e. the change in the droplet’s
volume during exposure time. It is determined by multiplying the mean measured flow rate
QV by exposure time texposure as follows (assuming a uniform statistical distribution during
the exposure time):

ublur = QV .texposure

2
√

3
(7.8)

The uncertainty due to camera resolution is written as a function of the pixel size p,
considering a uniform distribution:

uresolution = p

2
√

3
(7.9)

7.2.4 Discussion of the Pendant Drop Method

The choice of the capillary’s inner diameter is very important in flow rate measurements
using interface tracking method. As shown in Chapter 3, low flow rates require using small
diameter capillaries in order to obtain measurable displacements. In the same way, at low
flow rates, the change in the droplet’s volume can be very small. Naturally, the smallest
diameter the droplet can have is of the order of the capillary’s diameter. This implies
that larger capillary diameters lead to larger droplets, but smaller and in some cases non-
measurable volume changes. The adequate capillary diameters were determined, depending
on the flow rate, using an approximate calculation. For simplicity reasons, the droplet is
assumed to be spherical. From our observations using different capillary tubes, the droplet’s
largest diameter for an intermediate volume is about 2 to 3 times the size of the tip. This is
used to determine roughly the change in the droplet’s diameter, at a given flow rate and for
different capillary diameters. In Table 7.5 we give examples of the expected changes in the
droplet’s diameter at two different flow rates and for three different capillary diameters.
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Table 7.5: Expected changes in the droplet’s diameter at different flow rates and capillary
diameters

Capillary outer diameter (µm) 250 500 1000
Droplet diameter at an intermediate volume (µm) 625 1250 2500
Droplet volume (nL) 128 1023 8181
Generated flow rate (nL/min) 20
Droplet diameter after 30 s 641 1254 2501
Change in diameter (µm) 16 4 1
Change in diameter (%) 2,5 0,3 0,0
Generated flow rate (nL/min) 1000
Droplet diameter after 30 s 1062 1427 2550
Change in diameter (µm) 437 177 50
Change in diameter (%) 70,0 14,2 2,0
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Figure 7.9: Image processing procedure for the measurement of the flow rate using the
pendant drop method.



Conclusion

Before the MeDD II project, the metrological traceability of liquid flow meters and generators
operating at nano-flows was not guaranteed, for lack of primary standards. As a result, drug
delivery devices such as infusion and syringe pumps could not be calibrated in a traceable
way, leading to an increased risk of dosing errors. These errors can endanger patients. The
danger is particularly acute when it comes to drugs used in intensive care, which must be
administered in small and controlled quantities.

Responding to this need for primary standards was the main objective of this thesis.
This goal has been successfully achieved thanks to the development of our interface tracking
system. This primary, non-intrusive system covers flow rates 1000 times lower than the limit
reached by the previously-existing primary standard.

Our interface tracking system is based on a robust algorithm for measuring the dis-
placements of the advancing meniscus. In order to ensure the traceability of the measured
displacements, a procedure for camera and timestamps’ calibration was established. The
flow rates’ traceability depends also on that of the capillary’s inner diameter. The latter was
ensured either by camera calibration, when end-on microscopy was used, or by calibration of
the weighing scale, when gravimetry was used. Naturally, these two methods only give an av-
erage value of the inner diameter. However, the flow rate measured at a given position along
the capillary, depends on the diameter at that position. In order to overcome this limitation
and ensure a better measurement accuracy of flow fluctuations, we developed a new method
based on confocal fluorescence microscopy. The traceability of this non-destructive method
was ensured by the calibration of the confocal microscope using transfer standards. Inner
diameters of 200 µm and 500 µm have been measured with a relative expanded uncertainty
lower than 4 % (k=2).

Our measurement system enables flow rate measurements down to 5 nL/min, with at
least one flow rate value per second. The ability to measure flow rate fluctuations was
exploited in the calibration of a Treprostinil infusion pump. This calibration represents
a direct application of our system and the first nano-flow calibration service proposed by
CETIAT.

The external validation of our system was achieved by an interlaboratory comparison
which gathered laboratories from nine different countries in Europe. Through the compari-
son, the metrological capabilities of our system have been proven in a flow rate range of 10
nL/min to 1500 nL/min, with relative expanded uncertainties (k=2) of 12 % to 0.15 %, re-
spectively. These measurement and calibration capabilities (CMCs) were peer-reviewed and
validated by CIPM Mutual Recognition Arrangement approval process, and are publicly
available in BIPM’s key comparison database (KCDB) [58]. The validation of the CMCs
represents international recognition of our system as the French national primary standard
for liquid nano-flow rates.

Despite the validity of our method, certain improvements could be made. As was ex-
plained in the thesis, the measurements were carried out only when the interface was in the
camera’s field of view. As a result, the measurement time was limited, especially for flow
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rates of the order of 1 µL/min. In order to solve this problem, translation stages were used
to move the camera with the interface. The flow rate was then determined from the interface
displacements taking into account the camera’s displacements. However, a calibration of the
translation stage revealed large discrepancies between the nominal steps and the distances
traveled in the image. Besides, when the capillary was not perfectly perpendicular to the
camera’s axis, the interface always got out of focus, after a given distance. Nevertheless,
we believe that using higher-resolution translation stages and mounts that ensure a better
alignment, can help overcome this limitation.

Flow rate fluctuations produced by the flow generator represent one of the largest uncer-
tainty components of our calibration system. In order to ensure more stable flow rates and
better uncertainties, we believe that the syringe pump should be replaced by a pressure con-
troller with a valve integrated into the system. The valve will serve to increase the hydraulic
resistance, allowing low flow rates to be generated by applying high thus, stable pressures.

As a perspective, we have shown that the interface tracking system can be used in a
different configuration in which the flow rate is determined from the increasing volume of
a pendant drop. Despite the development of software associated with this method and the
quantification of its uncertainty sources, it still needs to be validated. This validation will
be carried out in the future through interlaboratory comparisons.



Appendix A

Edge Detection

Canny Edge Detection

Canny Edge Detection is a popular edge detection method that was developed by John
F. Canny in 1986 [30]. As part of the image processing program used for camera calibra-
tion, edges were detected using the function cv2.Canny(image,threshold1,threshold2) from
Python’s OpenCV library [102]. This function took as input parameters the image to be
processed and the two threshold values, threshold1 and threshold2, that were obtained by
Otsu’s method [112]. The cv2.canny algorithm consists of the following steps:

1. Image smoothing: Reduce image noise by applying a Gaussian blur filter, i.e. by
convolving a Gaussian kernel of a given size with the image. Fig. A.1 shows examples
of Gaussian kernels with different sizes.

Figure A.1: Gaussian kernels with sizes 3x3, 5x5 and 7x7

2. Finding intensity gradient of the image: Apply a Sobel filter on the blurred image in
both horizontal and vertical directions to get first derivative in horizontal direction (Gx)
and vertical direction (Gy). The Sobel filter [143] consists in convolving the original
image with the Sobel kernels Gx and Gy of size 3x3 to calculate approximations of the
derivatives in the horizontal and vertical directions (Fig. A.2).
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Figure A.2: Sobel kernels used to calculate image gradients along x (left) and y (right)

From the previously calculated gradients, the edge gradient G and direction for each
pixel can be found as follows:

G =
√

G2
x + G2

y (A.1)

Θ = tan−1
(

Gx

Gy

)
(A.2)

The direction of the gradient is always perpendicular to the edge. The angle Θ is
rounded in a way that only 4 directions are possible: the vertical, horizontal and the
two diagonal ones.

3. Remove non-maximum pixels: Given the gradient magnitudes and the associated di-
rections, all the pixels that may not constitute an edge are removed. At every pixel
position the gradient’s magnitude is checked if it is a local maximum relative to the
neighboring pixels in the direction of gradient, as explained in Fig. A.3.

Figure A.3: Schematic illustration showing the determination of local gradient maxima as
part of Canny edge detection method [102].

Pixel A is on the vertical edge to which the gradient direction is normal. Pixels B and
C are in the gradient direction. The gradient at the position A is compared to the one
at B and C to see if it forms a local maximum. If so, the value is preserved for the next
step, otherwise, it is suppressed, i.e. put to 0. This results in a binary image with thin
edges.

4. Hysteresis Thresholding: In this part is decided which edges are true edges and which
are not. Two threshold values, minVal and maxVal, are defined. The edges with
gradient magnitudes greater than maxVal are sure to be true edges and those with
gradients less than minVal are sure to be non-edges, so suppressed. The pixels with
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gradients ranging between the two thresholds are classified true edges or non-edges
based on their connectivity. Only the pixels connected to "sure-edge’s" ones are kept
and considered to be part of true edge as explained below (Fig. A.4).

Figure A.4: Image gradient values’ thresholding for Canny edge detection [102].

Pixel A is considered as true edge since its gradient value is greater than maxVal.
Pixel C, with a gradient value above minVal but below maxVal, is also considered as a
valid edge since it is connected to the true edge A. Pixel B, however, although being
above minVal, i.e. in same region as pixel C, is discarded due to the fact that it is not
connected to any "sure-edge". The threshold values minVal and maxVal are then, very
important to detect the edges correctly. In this step, the small pixels noises are also
removed considering that edges are long lines.

Otsu’s method This method is used to perform automatic image thresholding [112]. The
corresponding algorithm returns a single threshold value that separates image pixels into
foreground and background classes. The threshold is determined by minimizing the weighted
intra-class intensity variance σ2

w(t), or equivalently, by maximizing inter-class variance σ2
b (t).

The weighted variance is expressed as:

σ2
w(t) = w0(t)σ2

0(t) + w0(t)σ2
0(t) (A.3)

where w0(t), w1(t) are the probabilities of the two classes separated by a threshold t,
which value is within the range of 0 to 255, and σ2

0(t), σ2
1(t) are variances of these two

classes. The class probability w0,1(t) is computed from the L bins of the pixel intensities
histogram as follows:

w0(t) =
t−1∑
i=0

p(i) (A.4)

w1(t) =
L∑

i=t

p(i) (A.5)

Where p(i) is the occurence probability of a pixel intensity i and is given by:

p(i) = ni

n
. (A.6)

n being the total number of pixels in the image and ni the number of pixels with intensity i.
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Figure A.5: Histogram of pixel intensities and the associated inter-class variance from
which Otsu’s threshold is determined [151].

Minimizing the intra-class variance is equivalent to maximizing inter-class variance σ2
b (t)

which is written, in terms of the class probabilities w0,1(t), class intensity means µ0,1(t) and
the general intensity mean µT , as: :

σ2
b (t) = σ2

T − σ2
w(t) = w0(t)(µ0(t) − µT )2 + w1(t)(µ1(t) − µT )2 = w0(t)w1(t)[µ0(t) − µ1(t)]2

(A.7)
where:

µ0(t) =
∑t−1

i=0 ip(i)
w0(t) (A.8)

µ0(t) =
∑L−1

i=t ip(i)
w1(t) (A.9)

µT =
L−1∑
i=0

ip(i) (A.10)

The algorithm for this method can be summarized in the following steps:

1. Compute the probability for each pixel intensity from the image’s histogram.

2. Compute the initial class probabilities w0,1(0), class means µ0,1(0) and the intra-class
variance σ2

b (0) for the threshold t = 0.

3. For each threshold t in the range of 1 to 255, update the values of w0,1(t) and µ0,1(t),
and compute the new σ2

b (t).

4. The desired threshold t is the one that maximizes σ2
b (t).

The threshold values for Canny edge detection method (Section 4.1) were determined
using the function cv2.threshold(src,thresh,maxval,type from OpenCV library, to which we
pass as inputs the gradient image, the minimum and maximum pixel intensities in the image
and the thresholding type cv2.THRESH_BINARY+cv2.THRESH_OTSU) that is based
on Otsu’s method. This function return one threshold value that we take as threshold2 in
cv2.Canny(image,threshold1, threshold2), i.e. the function used to detect edges using Canny
method. The value of threshold1 is taken as half the threshold computed by Otsu’s method.
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Standard deviation filter
The standard deviation filter applied on images in Section 4.1 was obtained by passing to
the function ndimage.generic_filter(input, function, size=n) the image to be processed as
input, the Numpy function np.std as function and the size of the window of pixels in which
the standard deviation is calculated as n. This generic filter, from the Python library SciPy
[136], iterates over all the pixel positions in the image and calls the function at each position.
The standard deviation of the pixel intensities I inside a window of size w, i.e. with a total
number w2 elements is written as:

σ =

√√√√∑w2
i=1

(
Ii − Ī

)2

w2 (A.11)

where Ī is the mean pixel intensity inside the window and is given by:

Ī =
∑w2

i=1 Ii

w2 (A.12)

Normal test
In order to test the distribution of the pixel sizes determined from camera calibration, we
used D’Agostino-Pearson’s method that combines skew and kurtosis to produce an om-
nibus test of normality [46, 45]. The function used is scipy.stats.normaltest(a, axis=0,
nan_policy=’propagate’) from SciPy [137] which tests the null hypothesis that a sample
comes from a normal distribution.



Appendix B

Results of the Interlaboratory
Comparison

In this appendix we give the results of the interlaboratory comparison obtained by the
participant laboratories. These results include the measurement errors and the associated
uncertainties obtained by the calibration of two flow meters (Bronkhorst and Sensirion) and
a syringe pump (Cetoni) (Tables B.1, B.2 and B.3). The chi-squared values and degrees
of equivalence that served for the validation or exclusion of the participant laboratories are
given in Tables 6.6, 6.8 and 6.7.

Table B.1: measurement errors and the associated uncertainties, obtained by the calibration
of the mass flow meter Bronkhorst L01-20D.

Target QV

(nL/min) 1500 1000 500 100 70 50 20

CETIAT Error (%) -0.22 -0.53 -0.99 -4.65 -3.33 -5.20 -7.29

u(K=2) (%) 0.15 0.61 0.60 1.03 2.91 1.18 9.89

IPQ Error (%) -3.30 -2.40 -2.60 -4.60 -2.90 -2.60 -2.70

u(K=2) (%) 2.70 2.20 3.10 2.10 2.00 2.50 2.90

METAS Error (%) -0.26 -0.65 -1.60 -4.69 -5.28 -5.61 -5.63

u(K=2) (%) 0.48 0.51 0.58 0.71 0.80 0.86 1.00

RISE Error (%) -0.38 -1.40 -1.91 -3.44 -4.95 -5.16 -5.30

u(K=2) (%) 0.50 0.50 0.50 1.00 1.50 2.00 2.50

DTI Error (%) -0.09 -0.38 -0.59 -3.27 -5.08 4 4

u(K=2) (%) 0.65 0.77 1.29 6.34 8.54 4 4

HS Error (%) -1.25 -0.30 -2.08 -1.20 -5.81 4 4

u(K=2) (%) 5.22 10.12 11.31 8.88 14.57 4 4

BHT Error (%) -0.62 -1.08 -2.13 -5.65 -6.41 -6.83 -8.49

u(K=2) (%) 0.32 0.34 0.60 1.67 2.40 3.32 8.05

THL Error (%) -0.28 -0.91 -2.75 1.96 5.58 6.67 34.52

u(K=2) (%) 1.02 0.78 1.09 4.63 2.91 4.82 9.23

Uos/NEL Error (%) 4 4 4 4 -6.61 -10.09 7.94

u(K=2) (%) 4 4 4 4 11.58 12.05 15.09
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Table B.2: measurement errors and the associated uncertainties, obtained by the calibration
of the mass flow meter Sensirion SLG64-0075.

Target QV

(nL/min) 1500 1000 500 100 70 50 20

CETIAT Error (%) 0.67 0.07 1.79 2.61 7.29 1.91 -14.03

u(K=2) (%) 1.29 1.06 2.01 4.82 0.92 9.84 27.52

IPQ Error (%) 0.85 2.53 3.58 5.06 5.03 4.78 4.27

u(K=2) (%) 2.07 2.07 2.23 2.70 2.78 3.14 5.18

METAS Error (%) 1.74 1.69 1.63 2.39 2.87 2.44 0.91

u(K=2) (%) 0.38 0.40 0.48 0.60 0.69 0.75 0.92

RISE Error (%) 0.90 0.99 0.87 1.17 1.25 1.30 1.38

u(K=2) (%) 0.50 0.50 0.50 1.00 1.50 2.00 2.50

DTI Error (%) 1.26 1.31 1.24 1.59 2.33 1.31 -0.34

u(K=2) (%) 0.51 0.51 0.54 1.25 1.61 2.14 5.89

HS Error (%) 4 4 1.52 0.71 4.38 4 4

u(K=2) (%) 4 4 10.19 24.21 16.57 4 4

BHT Error (%) 2.10 1.92 1.88 3.14 2.19 2.80 2.11

u(K=2) (%) 0.28 0.42 0.77 4.01 4.75 7.65 18.59

THL Error (%) 1.08 0.91 -0.08 -0.01 -4.67 -6.97 -5.44

u(K=2) (%) 1.00 0.84 0.85 10.55 2.54 2.48 25.89

Uos/NEL Error (%) 4 4 4 6.95 0.48 -6.42 12.38

u(K=2) (%) 4 4 4 5.51 7.60 7.50 20.63

Table B.3: measurement errors and the associated uncertainties, obtained by the calibration
of the Cetoni syring pump.

Target QV

(nL/min) 100 50 20 10 5

CETIAT Error (%) -0.53 -0.09 -1.21 -7.35 28.48

u(K=2) (%) 0.70 0.64 14.21 11.35 51.73

IPQ Error (%) 0.02 0.01 0.00 0.04 0.15

u(K=2) (%) 1.21 1.21 1.22 2.65 2.69

METAS Error (%) -1.29 -1.51 -1.11 4 4

u(K=2) (%) 0.72 0.95 1.04 4 4

RISE Error (%) -1.52 -1.88 -0.95 -1.53 -1.25

u(K=2) (%) 1.48 1.86 2.73 3.86 5.26

DTI Error (%) 1.30 1.62 3.03 4 4

u(K=2) (%) 1.66 1.85 6.35 4 4

HS Error (%) 4 4 4 4 4

u(K=2) (%) 4 4 4 4 4

BHT Error (%) -1.37 -0.41 2.52 -5.24 -5.57

u(K=2) (%) 2.9 5.6 13.9 14.8 31.3

THL Error (%) 16.54 49.83 16.24 -2.94 4.11

u(K=2) (%) 3.52 20.42 15.38 5.47 12.53

Uos/NEL Error (%) 4 4 4 4 4

u(K=2) (%) 4 4 4 4 4
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Table B.4: Chi-squared values and degrees of equivalence obtained by each laboratory, for
the calibration Bronkhorst flow meter.

Flow rate
(nL/min)

Population
size
n-1

Observed
chi-squared

χ2
obs

Calculated
threshold
χ2(n − 1)

Weighted
mean
error
REF2

Weighted
uncertainty

UREF2

1500 7 3.99 14.07 -0.29 0.12
1000 7 2.34 14.07 -0.94 0.21
500 7 3.50 14.07 -1.71 0.27
100 7 12.31 14.07 -4.46 0.47
70 7 4.29 14.07 -4.98 0.62
50 5 5.68 11.07 -5.31 0.62
20 4 4.07 9.49 -5.32 0.87

Table B.5: Chi-squared values and degrees of equivalence, obtained by each laboratory for
the calibration of Sensirion flow meter.

Flow rate
(nL/min)

Population
size
n-1

Observed
chi-squared

χ2
obs

Calculated
threshold
χ2(n − 1)

Weighted
mean
error
REF2

Weighted
uncertainty

UREF2

1500 6 3.66 12.59 1.67 0.18
1000 6 3.84 12.59 1.45 0.21
500 7 5.79 14.09 1.25 0.25
100 8 9.45 15.51 2.14 0.46
70 6 4.29 12.59 2.64 0.57
50 5 3.00 11.07 2.25 0.65
20 6 10.33 12.59 1.04 0.84

Table B.6: Chi-squared values and degrees of equivalence obtained by each laboratory for
the calibration of Cetoni syringe pump.

Flow rate
(nL/min)

Population
size
n-1

Observed
chi-squared

χ2
obs

Calculated
threshold
χ2(n − 1)

Weighted
mean
error
REF2

Weighted
uncertainty

UREF2

100 5 3.97 11.07 -0.71 0.42
50 5 4.95 11.07 -0.41 0.45
20 5 3.40 11.07 -0.61 0.75
10 4 5.99 9.49 -1.09 1.98
5 3 2.64 7.81 -0.03 2.35
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MOTS CLÉS

Interface tracking, nano-débits de liquides, étalon primaire

RÉSUMÉ

La traçabilité métrologique des mesures de débit liquide est assurée par une chaîne ininterrompue d’étalonnages par
comparaisons à des étalons primaires et secondaires. Cependant, pour des débits inférieurs à quelques microlitres par
minute, la traçabilité n’était pas assurée par manque de références nationales. Dans le cadre de cette these, qui fait
partie du projet europeen « Metrology for Drug Delivery II », nous avons développé un système primaire optique et non-
intrusive pour la mesure de nano-débits de liquides. Ce systeme est basé sur la mesure du deplacement d’une interface
liquide/air à l’intérieur d’un tube capillaire, méthod que nous appelons "interface tracking". Afin d’assurer la traçabilité
des mesures de débit, une procédure d’étalonnage de caméras et une méthode de mesure du diamètre interne des
capillaires ont été etablies. Pour chaque methode developpée un bilan detaillant les différentes sources d’incertitude a
été réalisé. Ce système permet d’étalonner des générateurs de débit et débitmètres tels que les dispositifs médicaux, les
capteurs de débit, les régulateurs de pression et les pousse-seringues. Ces appareils sont utilisés, par exemple, dans
des applications médicales et microfluidiques. Le système développé permet également la mesure des fluctuations de
débit, ce qui le rend adapté à l’evaluation de la stabilité et du temps de réponse d’un dispositif. Dans le cadre de la
validation externe du système, le CETIAT a participé à une comparaison interlaboratoire qui a consisté en l’étalonnage
de différents débitmètres et d’un pousse-seringue, de 5 nL/min à 1500 nL/min, c.à.d. à des débit 1000 fois plus faibles
que la limite atteinte par l’étalon primaire précedent. Les résultats de la comparaison montrent des incertitudes relatives
étendues allant de 12 % pour 10 nL/min à 0,15 % pour 1500 nl/min. Ces capacités de mesure et d’étalonnage (CMCs)
ont été examinées et validées par le processus d’approbation du BIPM (Bureau International des Poids et Mesures).
Cette validation représente une reconnaissance internationale de notre système en tant qu’étalon national français pour
les nano-débits de liquides.

ABSTRACT

The metrological traceability of liquid flow rate measurements is ensured by an uninterrupted chain of calibrations against
national primary and transfer standards. However, for flow rates that fall below a few microliters per minute, traceability
becomes difficult due to the lack of references at this scale. In this work, and as part of the «Metrology for Drug Delivery
II» European joint research project, we developed a primary system for the measurement of low liquid flow rates based
on the optical tracking of a liquid/air interface moving inside a glass capillary tube. A quantification of the physical
phenomena occurring at the interface and an assessment of the different uncertainty components were carried out. In
order to ensure the traceability of flow rate measurements, a camera calibration procedure has been established and a
method for measuring the inner diameter of capillary tubes has been developed. The system allows the calibration of liquid
flow generating and measurement devices such as drug delivery systems, flow sensors, pressure controllers and syringe
pumps. These devices are used for e.g. medical and microfluidics applications. Our system also enables the study of flow
rate fluctuations and thus, a complete characterization of flow generating devices. As part of the external validation of the
system, CETIAT participated in an interlaboratory comparison which consists in the calibration of different flow meters
and a flow generator, from 5 nL/min to 1500 nL/min, for both static and dynamic flows. The results of the comparison
show a measurement-expanded relative uncertainty ranging from 12 % at 10 nL/min to 0.15 % at 1500 nl/min. These
measurement and calibration capabilities (CMCs) were peer-reviewed and validated by BIPM’s (International Bureau of
Weights and Measures) approval process. This validation represents international recognition of our system as the French
national primary standard for liquid nano-flow rates.

KEYWORDS

Interface tracking, nano-flow rates, primary standard
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